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Cheese

A food product selectively concentrated from major
milk components. It is generally rich in flavor and
contains high-quality nutrients. There are many vari-
eties of cheese, all produced in the following general
manner: Raw or pasteurized milk is clotted by acid,
rennet, or both. The curd is cut and shaped into the
special form of the cheese with or without pressing.
Salt is added, or the cheese is brined after pressing.

Acid is produced during manufacture of cheese
by fermentation of the milk sugar, lactose. This fer-
mentation is initiated by the addition of a culture
of specially selected acid bacteria (starter culture)
to the milk. Acid production in cheese curd retards
growth of bacteria that cause undesirable fermen-
tations in cheese. Moreover, it favors the expulsion
of the whey and the fusion of the curd particles.
Fresh cheese (cottage or cream cheese) does not re-
quire any ripening, and it is sold soon after it is made.
Other varieties of cheese are cured or ripened to ob-
tain the desirable consistency, flavor, and aroma. The
flavor and aroma of cheese are obtained by a partial
breakdown of milk proteins and fat by the action of
microbial, milk, and rennet enzymes. In hard vari-
eties (Cheddar, Gouda, Edam, Emmentaler or Swiss,
and provolone) this is done by the microorganisms
in the interior of cheese; in semisoft or soft types
(Limburger, Camembert, and Roquefort) by the or-
ganisms on, or in contact with, the surface of cheese.
See MILK.

Cheese Microbiology

Microorganisms are essential to the manufacture of
cheese, imparting distinctive flavor, aroma, consis-
tency, and appearance.

Starter cultures. Lactic acid starter cultures are im-
portant in making cheese. Different types of lactic
acid bacteria (Lactococcus lactis, L. lactis cremoris,
Streptoccus thermophbilus, and homofermentative
lactobacilli) are used, depending upon the kind of
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cheese desired. The starter (both single and mixed
strains of bacteria are used) must convert all milk
sugar left in the curd into lactic acid within a rea-
sonable time. Several factors may prevent this: the
occurrence of natural inhibitors in milk, antibiotics,
and bacteriophages.

Some antibiotics (such as nisin) which affect the
activity of the starter may be produced by microbes
in the milk. Others may be excreted into the milk by
cows treated for a particular disease; this happens if
penicillin is used to treat mastitis. See ANTIBIOTIC.

Bacteriophages, or phages, are viruses which lyse
sensitive bacterial cells (Fig. 1) and produce new
phage particles. Phage particles may get into the
milk with infected starter cultures or through con-
tamination with phage-carrying dust particles. Phage

Fig. 1. Electron photomicrograph of Lactococcus lactis attacked by phages.
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particles slow down or totally inhibit the activity
of the starter culture, causing insufficient souring
and spoilage of cheese. Phage multiplication is in-
fluenced by temperature, pH, and calcium content
of the medium. Phage outbreaks cause serious eco-
nomic losses. They can be controlled by rigorous
hygienic handling of starters, by culture rotation, or
by culturing starters in calcium-free media. Attempts
to isolate phage-resistant strains have not met with
success. See BACTERIOPHAGE; STREPTOCOCCUS.

Flora of cheese. Cheeses of the hard type contain
lactic acid lactococci and other bacteria present in
the starter. Moreover, they contain all the microor-
ganisms originally present in the raw milk or pasteur-
ized milk. The types of bacteria most important for
ripening are the lactococci, lactobacilli, micrococci,
and propionic acid bacteria. They, together with the
enzymes of rennet and milk, break down the proteins
to peptides and amino acids, hydrolyze the milk fat
to fatty acids, and frequently produce carbon diox-
ide gas which causes the holes in cheese (Fig. 2).
The structure of cheese is greatly changed during
ripening.

In semisoft and soft cheeses the lactic acid origi-
nally produced by the starter is broken down after-
ward by molds, yeasts, and bacteria on the surface.
The same flora decomposes the protein and the fat to
a much greater extent than in hard cheeses. As a re-
sult, strong flavors are produced and the structure
of the cheese becomes much softer. For the pro-
duction of blue-veined cheese, needles are pushed
into the interior to bring Penicillium roqueforti or
the other molds, added during the manufacturing
of the cheese, into contact with air they need for
growth. The blue color is the color of the mold
spores. The red color on the surface of some soft
cheeses is caused by Brevibacterium (Bacterium)
linens and micrococci. For good surface growth, soft
cheeses must be cured in high-humidity air (caves or
air-conditioned rooms).

Fig. 2. Swiss cheese with normal eye formation.

Fig. 3. Late blowing in Gouda cheese.

Fig. 4. Evidence of late gas production during the cheese
ripening process.

Defects of cheese. In hard cheeses an abnormal
gas formation is a problem. It can occur at almost
any stage of manufacture or ripening. Early gas pro-
duction can be caused by coliform bacteria or hetero-
fermentative lactic bacteria. Gas production during
cheese ripening (late gas, as in Figs. 3 and 4) may be
caused by certain sporeforming bacteria, propionic
acid bacteria, Leuconostoc species, and Lactococcus
lactis lactis (biovar diacetylactis). The use of L. lac-
tis lactis (biovar diacetylactis) and L. lactis as lactic
starter cultures can cause fruity flavors, as well as
gas formation, in Cheddar cheese. Other defects of
hard cheese include insufficient or excessive acidity,
various off flavors, and discoloration. Soft cheeses
may be spoiled by gas production, excessive acidity,
improper development of surface flora, and contam-
ination with atypical molds.

Cheese blending. Cheeses of different ages are
blended. The mixture, melted with the aid of emul-
sifying salts (citrates and phosphates), is packed in
sealed containers (tins, paperboard, foil, or plas-
tic). Few bacteria other than sporeformers survive
the heat treatment. No substantial growth of the
flora takes place in well-preserved processed cheese,
but spoilage by anaerobic sporeformers may occur.



Clostridium sporogenes causes putrefaction and slit
openness and C. tyrobutyricum causes blowing of
tins and packages. Acidity, salt content, and tempera-
ture of storage are important in controlling spoilage.
See INDUSTRIAL MICROBIOLOGY. Norman Olson

Cheese Manufacture

More than 150 countries make cheese, but 34 coun-
tries produce the major commercial quantities. Prim-
itive cheesemaking exists in much of Africa, Latin
America, and southwestern Asia, but advanced tech-
niques are also found in these regions. Cheese man-
ufacturing in developed world areas may be sim-
ple too, including that for the sheep-milk Broccio
of Corsica, the mountain cheese of the Alps, the
queso blanco of Venezuela, and the Pennsylvania pot
cheese of the United States, but generally it is highly
mechanized. Whether the method is primitive or so-
phisticated, the quality of the resulting cheese is usu-
ally excellent.

The primary objective of cheesemaking is to form
a smooth acid curd, to reduce the size of the curd
block and remove the whey, with or without prior
cooking, and to salt and shape the curds. A differ-
ent type of cheese emerges when the intensity of
approximately eight steps is stressed or minimized
as required; when special applications, usually mi-
crobial, are introduced; and when the environment
is transformed to fit the optimum needs of a specific
cheese type.

Materials. Key materials for cheesemaking include
fresh or precultured milk, cultures, milk-coagulating
enzyme preparations, special microorganisms, salt,
and beta carotene or annatto color. The amounts
used and the manner in which these materials are ap-
plied strongly influence the cheese character. Cheese
may be made from the milk of the cow, sheep, goat,
water buffalo, and other mammals, but the milk of
the cow is most widely used despite some limita-
tions. Sheep milk and water buffalo milk generally
give more flavor to the cheeses, and the color is uni-
formly white because of a lack of carotene in such
mammalian milks, but they are more expensive to
make into cheese.

Major classes of cheeses. Two major classes of
cheeses exist, fresh and ripened. Fresh cheeses are
simpler to make than ripened, are more perishable,
and do not develop as intense flavors, but give a
mild acid, slightly aromatic flavor and soft, smooth
texture.

Fresh cheeses. Three basic groups characterize
fresh cheese types: group I—ricotta and Broc-
cio; group II—cottage, Neufchitel, and cream; and
group III—mozzarella. Curd formation for these
fresh cheese groups results from a combination of
acid (pH 6.0) and heat (176°F or 80°C), as in group
I; from acid alone to give a pH 4.6, as in group II; or
from rennet (an enzyme preparation) at pH 6.3, as in
group III. Essentially a dehydration of protein occurs,
along with a partial or complete reduction of the neg-
ative electrical charges which surround the surfaces
of the milk proteins. At a critical point, precipitation
occurs, leading to a smooth gelatinous curd of vary-

ing strength. The curd may be scooped directly into
cloth bags or perforated containers for immediate
draining and eventual packaging, or the curd is cut
and cooked, followed by drainage of whey, salting,
and creaming.

Ricotta. Ricotta, or recooked cheese, in its most ac-
ceptable form is made from acidified whole milk
heated to 176°F (80°C). By introducing large amounts
of lactic starter culture, acid whey powder, food-
grade acetic or citric acids, and small amounts of salt
to cold milk and heating to the above temperatures
in a kettle, smooth white particles appear which rise
to the top and collect as a curd bed, which is left
undisturbed. In about 30 min the hot curd is scooped
into perforated containers for drainage and cooled.
Later it is removed and consumer-packaged. The
product is utilized directly or in a variety of Italian
dishes.

Cottage. Cottage cheese is made from pasteurized
skim milk, and in uniform discrete particles classified
as small or large curd. A curd forms when the increas-
ing lactic acid of milk during fermentation attains the
isoelectric point of casein at pH 4.6. This soft curd ad-
ditionally contains lactose, salt, and water. Later the
curd matrix is cut and cooked to about 126°F (52°C).
Separation of whey from the curd is rapid, and is fol-
lowed by two or three water washings at warm to
chill temperatures. Washing removes whey residues
and acts as a cooling medium. After drainage of the
last wash water, the chilled curd is blended with a
viscous, salted creaming dressing to give 4.2% fat and
1% salt, and is packaged. One unsalted, uncreamed,
nonfat form of cottage cheese has less flavor, calories,
and sodium than standard cottage cheese. Another
form is creamed to 9-11% fat and pressed as farmer’s
pressed cheese. See ISOELECTRIC POINT.

Cream and Neufchatel. Cream and Neufchitel cheeses
resemble cottage cheese in manufacture, but they are
made from high-fat mixes instead of skim milk, and
no effort is undertaken to attain discrete particles.
The minimum fat content of Neufchatel cheese is
20%, and of cream cheese 33%. The cloth bags tradi-
tionally used to separate the whey from the curd have
been replaced by centrifugal curd concentrators,
which separate the stirred curds and whey at 165°F
(74°C). The curd thereafter is pasteurized, treated
with stabilizer or gums to prevent water leakage,
and salted and homogenized hot. This hot mass is
packaged and sealed directly, and tempered at room
temperature for a number of hours. The products are
used as spreads, in salads, and in cheesecake.

Cottage cheese keeps well at refrigerated temper-
atures for at least several weeks, but hot-pack cream
and Neufchitel cheeses, because of earlier exposure
to high temperature and sealing hot in packages,
maintain freshness for up to 2 months or more. Com-
mon microbial spoilage agents are molds and yeasts
and frequently Pseudomonas bacteria which grow
at low temperatures.

Mozzarella. Natural mozzarella cheese is normally
made from pasteurized whole milk, but milks of 1
or 2% fat may be used if the cheeses are properly la-
beled. The warm cheese milk is incubated with lactic
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acid bacteria (Lactococcus lactis, Streptococcus ther-
mophilus, or Lactobacillus delbreuckii bulgaricus),
or may be directly acidified by the addition of food-
grade acids such as acetic or citric. Added rennet co-
agulates the milk to a smooth curd, which is cut with
wire knives. The curds, without cooking, may be
drained of whey shortly after cutting or, depending
upon the type of bacteria, may be cooked to 117°F
(47°C) before whey removal. The blocks or patties
of curd which result from this action are retained
until a pH 5.2-5.5 is achieved, and then are milled
into small cubes, placed in hot water, and stretched
and molded until smooth. The resulting rectangular
blocks are cooled and brined for 2-8 h, depending
upon size, and dried and vacuum-packaged.

Acceptable natural mozzarella cheese has a bland,
slightly acid flavor. It melts uniformly and smoothly
when exposed to hot oven temperatures of 428°F
(220°C) for a few minutes and, depending upon type,
maintains its quality from several weeks to several
months. Natural mozzarella cheese is used in a wide
assortment of Italian dishes. Imitations containing
vegetable fats, artificial flavors, and a variety of ad-
ditives are made mainly for institutional and food
supplementation use.

Ripened cheese. Ripened cheese is exposed to an
optimum environment of temperature and moisture
for a period of time to attain characteristic flavor, tex-
ture, and appearance. It may be made from raw, heat-
treated, or pasteurized milk that is coagulated with a
rennet preparation to form a smooth curd. After cut-
ting and cooking to 95-131°F (35-55°C), the curds
are salted, before or after pressing, and shaped. The
pressed curds, usually salted, may be given a special
microbial application, and then are usually held at
41-59°F (5-15°C) in rooms under controlled humid-
ity (85-95%) to develop the desired traits. All stan-
dard ripened cheeses are salted, and the milks from
which they are made are always coagulated with ren-
net, usually in the presence of small amounts of lactic
acid and sometimes added calcium chloride.

Rennet milk coagulation occurs when rennin, a
protease from rennet, hydrolyzes or splits kappa ca-
sein from casein into a whey-soluble component,
glycomacropeptide. The cleavage of kappa casein
by rennin destabilizes the casein molecule, permit-
ting its dominant alpha and beta casein compo-
nents in micelle form to precipitate. Such coagu-
lated proteins are filamentous and, through strand
overlapping under quiescent conditions, appear as a
smooth, homogeneous, sweet (pH 6.3) gel or curd.
This curd is cut and cooked, leading to a contraction
which expresses whey. The dry curds thereafter are
salted, pressed, and ripened. See MICELLE; RENNIN.

During ripening, many flavor compounds arise
in the cheese. They include free fatty acids, amino
acids, ketones, diacetyl, and alcohols. Their amounts
in a balanced ratio, along with major components of
the cheese, largely determine the characteristic fla-
vor. Agents involved through proteolytic, lipolytic,
decarboxylation, and deamination reactions include
rennin, natural bacteria of milk, added microorgan-
isms, natural milk enzymes, microbial enzymes, and

added food-grade enzyme preparations. The micro-
bial enzymes evolve from millions of microbial cells
present in cheese; the sources of the added food-
grade enzyme preparations usually are fungal.

Most ripened cheeses are contained in one of
six basic groups. The characteristic cheeses in each
group include: group I—Cheddar and Monterey;
group II—Swiss (Emmentaler) and Gruyere; group
III—Edam and Gouda; group IV—Muenster, brick,
and Limburger; group V—provolone; and group VI—
Camembert, Brie, and blue.

Cheddar and Monterey. For these cheeses the curds are
formed at 88°F (31°C) by 0.2 qt (200 ml) of rennet
in 2200 Ib (1000 kg) of underheated whole milk pre-
viously inoculated with 1-2% lactic-type starter for
15-30 min. The curds are cut with wire knives, and
cooked to 99°F (37°C) for 30-60 min. Then the whey
is run off, and the curd bed is cut into rectangular
blocks weighing approximately 11 1b (5 kg). These
blocks usually are turned over every 15 min for 2 h in
a step known as cheddaring, and the stringy nature
of the curd evolves as sufficient lactic acid develops
to give a pH of 5.3. The blocks, now flatter than at
the start, are milled to small cubes, and dry-salted at
the rate of 5 1b (2.3 kg) of salt per 220 1b (100 kg) of
curd. These salted curds are pressed in single-service
paper or cloth-lined stainless steel boxes. The stan-
dard 44- to 66-1b (20- to 30-kg) forms which result are
removed, and repressed in plastic films of low oxy-
gen permeability. The film-wrapped Cheddar cheese
is ripened up to 1 year at 41-50°F (5-10°C). It is gen-
erally manufactured into various-size forms prior to
reduction into consumer packages.

In modern industrial cheesemaking, another form
of Cheddar cheese, known as barrel, is made by the
stirred-curd step in contrast to the cheddaring. This
avoids the more lengthy period required for the lat-
ter. In the stirred-curd step, individual small cut curd
particles, after cooking and whey separation, are
stirred for about 30 min, salted, and packed into large
film-lined metal or fiber barrels of 640-1b (290-kg) ca-
pacity. Here, after excess whey is removed, the curds
are pressed and the containers sealed and placed in
ripening rooms. Later, the cheese is removed and
used largely for making processed cheese. Ripening
cheese in large blocks appears to improve typical
flavor quality, so that some cheese that is cheddared
and destined for long ripening, too, may be held in
640-1b (290-kg) capacity film-lined, sealed boxes.

Monterey cheese resembles Cheddar, but has a
higher moisture level and ripens more rapidly. Its
curds are washed with water in the vat and not ched-
dared, but are stirred prior to salting and then added
to lined standard stainless steel forms for pressing
and eventual ripening.

Swiss (Emmentaler) and Gruyére. Swiss and Emmentaler
cheeses are the same, but in the United States the
term Swiss is widely used, whereas in Europe and
elsewhere the name is Emmentaler. The cheeses are
made in block or round forms, but in the United
States the former shape dominates because it is eas-
ier to slice for sandwiches. Also, economics of pro-
duction are enhanced.



Underheated milk (158°F or 70°C for 16 s), stan-
dardized or partly skimmed, is set with rennet to
form a curd, accompanied by three special bacterial
cultures, Streptococcus thermophilus, Lactobacil-
lus delbrueckii bulgaricus, and Propionibacterium
shermanii. These cultures influence the acid, eye,
flavor, and texture development of the cheese. Pro-
Ppionibacterium shermanii is mainly responsible for
eye and typical flavor formation.

Renneting requires about 30 min by using 0.2 qt
(180 ml) of rennet per 2200 Ib (1000 kg) of warm
(88°F or 31°C) milk. The size of the curds after cutting
is very small, about like peas. These are cooked to
about 126°F (52°C) in 60 min, and stirred until the
pH decreases to 6.3.

To make block Swiss cheese, these stirred, cooked
curds and considerable whey are pumped into cloth-
lined, perforated stainless steel chambers. Here a
large block is formed under the warm whey, the
whey is removed, and the bed of curd remaining
is cut into about 100-1b (45-kg) sections. These are
immersed in cool brine for up to several days. After
removal and drying, the blocks are sealed with plas-
tic or rubberized film, placed in wooden boxes, with
room for expansion, and covered by lids. Exposure to
warm temperature, about 73°F (23°C) for 2-3 weeks,
produces the typical eyes and sweet, hazelnut fla-
vor. Further ripening continues at 41°F (5°C) for 4-
12 months before the cheese is ready for market.

Gruyere cheese shows eyes like Swiss or Em-
mental, but they are usually smaller. This 125-b
(57kg) round wheel cheese is made mostly in
France, Switzerland, and Finland. The surfaces of
Gruyere cheese, unlike the larger 224-1b (102-kg)
round wheel Emmentals, are not washed daily or
wiped with cloths. This leads to a special microbial
growth on the surface which imparts to the cheese
more flavor of a unique nature best typified by the
Comté Gruyere of the French Jura area.

Edam and Gouda. Both of these cheese types may con-
tain eyes, but these are small and lack uniform distri-
bution. Edam cheese is produced in its normal size as
5-1b (2.3-kg) round balls waxed in red. Gouda cheese,
softer in body because whole milk is invariably used,
appears as orange- or yellow-waxed, medium-sized
flat wheels of about 11-22 1b (5-11 kg). Manufactur-
ing is essentially similar for both.

Pasteurized milk is set with lactic culture and ren-
net, but acid development is constrained usually by
removing some of the whey and replacing it with
water. Before the cheese is pressed, the pH is usu-
ally 5.4. This higher pH gives a sweeter flavor to the
cheese and permits other species of bacteria to func-
tion. In Europe, where most of this cheese is made,
sodium nitrate may be added to the cheese milk to
suppress spoilage bacteria, but the practice is di-
minishing, and instead a continuous bacterial spore
centrifugal removal process is substituted. Where ni-
trates are used, only small amounts are introduced,
most of which disappear during ripening.

Unique metal forms shape the cheese after light
pressing. The cheeses are brined and waxed. Ripen-
ing occurs at 50°F (10°C) for 2-3 months.

Muenster, brick, and Limburger. Good-quality pasteur-
ized milk is required for these cheeses. At times, as for
brick cheese, the renneted curd may be washed with
water to reduce the acidity and to increase moisture.
A reddish bacterium, Bacterium linens, along with
yeasts, grows on the cheese surfaces at 59°F (15°C) in
a highly moist room for 11 days. The surfaces take on
the brick-reddish color of the bacterium. The three
cheeses are differentiated by the intensity of their
flavor, softness of body, and sizes and shapes. Muen-
ster has least intensity of flavor, followed by brick
cheese.

Provolone. Originating in Italy, provolone cheese
also is manufactured in large quantities in Argentina
and the United States. It is a pasta filata, or pulled-
curd ripened cheese, and is generally smoked. The
texture is smooth and flaky and the flavor highly aro-
matic or piquante. Initially, the cheese is made al-
most exactly like that of a fresh, low-moisture moz-
zarella using Lactobacillus delbrueckii bulgaricus
as the starter. Following proper acid development in
the vat, the curd is stretched and formed into var-
ious shapes: cylindrical, pear, or ball. Thereafter, it
is bound with ropes or twine and hung in hickory
smoke-filled rooms for 3 weeks or exposed to smoke
compounds. Ripening occurs at about 44°F (7°C) for
up to 12 months, and cheese sizes range from 3 to
500 1b (1.4 to 227 kg). A related Italian type is cacio-
covallo, literally meaning horse cheese.

Camembert, Brie, and blue. These are all rennet cheeses,
and Camembert and Brie are made with pasteurized
milk cultured to about 0.2% titratable acidity. The
curds are not cooked and, following whey drainage
and hooping in round forms, they are modified by
the special application of white or blue-green mold
spores. Introduction of the spores to the cheese may
result from inoculating the milk, brine, or curds, or
inoculating all three media.

Camembert and Brie are white mold cheeses about
1 in. (2.5 cm) thick whose manufacture is similar ex-
cept that the diameter of the latter is larger. The char-
acteristic feature of these cheeses is the appearance
of a snow-white mat of Penicillium caseicolum or
P. camemberti mold on the surfaces. These molds
grow well only in an excessive air environment, and
hence their appearance on the surface. They ripen
the cheese from outside into the center through
release of their many active enzymes, which trans-
form the curds to a smooth, soft state. The cheeses
are ready for consumption in 12-14 days at 50°F
(10°C) and 95% relative humidity. Held thereafter
in a refrigerated state for 40 days in supermarkets,
the cheeses eventually become overripe. Ammonia-
cal flavor with the white surfaces becoming brown
and the inner sections becoming light tan confirm
an overripe state.

Blue cheese requires spores of Penicillium roque-
forti or P. glaucum. These spores, appearing as a
black powder, are present throughout the wheel of
pressed, highly salted curd, and grow as filamentous
blue-green mycelia when minimum air is supplied.
In practice, the mold-inoculated wheels of cheese,
from 5 to 12 1b (2.3 to 5.4 kg), are penetrated by a
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mechanical head containing 50 needles which create
the long air channels. The mold grows along these air
channels, and moves farther into the cheese if natu-
ral openings exist. Here the many lipolytic and prote-
olytic enzymes originating from the mold mycelia at-
tack the cheese to give characteristic flavor. Molding
occurs in 30 days after air channel formation at 50°F
(10°C) and 95% relative humidity. Then the cheese
is held at 41°F (5°C) during 2-6 months for more
complete ripening.

The most famous blue cheese is Roquefort, made
in southern France from sheep milk. Other widely
known related cheeses are Stilton, Gorgonzola, Dan-
ish blue, and American blue.

Processed cheese. Processed cheese is made from
natural types. Nearly any natural cheese can be pro-
cessed, except that for blue cheese technical diffi-
culties cause blackening of the blue mold due to the
high heat.

Processed cheese is produced by grinding selected
lots of natural cheese and adding cream, color, salt,
and emulsifying agents. The mixture is blended and
sent to cookers which heat the mass to 165-185°F
(74-85°C). During the cooking, fat normally sepa-
rates from the protein and water, but this is cor-
rected by adding anhydrous citrate and phosphate
salts, usually at 3% levels. The salts raise the cheese
pH to about 5.6-5.8, making the protein more solu-
ble. Under these circumstances a stable emulsion of
protein, fat, and water occurs to give a smooth ho-
mogeneous mass. The hot mass is packaged directly.
Processed cheese foods and spreads are made sim-
ilarly, but include more water and less protein, fat,
and other solids.

Sliced processed cheese is attained by spreading
the hot process cheese mass emerging from the
cookers over moving cold steel rolls. The chilled
cheese in thin, wide sheets passes over rotary knives
and cutting bars to give squares lying on top of each
other, which are packaged in film wrappers.

Production developments. The cheese industries of
the world have become rapid-growth industries with
high consumer acceptance of their product. Cheese-
manufacturing plants may be very large, utilizing
more than 2.2 x 10° Ib (10° kg) of cheese milk
daily. In the operational areas, cheese vats of 5500-1b
(2500-kg) capacity are common, as are giant presses.

Mechanization of cheesemaking too has advanced
through the introduction of ingenious cheddaring
towers, block formers, and moving web belts. This
has led to significantly higher rates of production,
with less manual labor, while maintaining quality.
True continuous making methods of natural cheese
have yet to be realized. However, a unique process
incorporating ultrafiltration membrane technology
has potential for continuous manufacture of certain
cheeses.

Membrane separation is an application of biotech-
nology to cheesemaking. In this process, skim or
whole milk is pumped at low pressure, 48 Ib/in.?
(3.4 kg/cm?), through tubes or plates containing
many small pores, with a molecular-weight cutoff
of 20,000. The milk passes across the membranes,
usually at 126-129°F (52-54°C). Much of its water,

lactose, soluble salts, and nonprotein nitrogen pass
through the pores as permeate. Retained are all the
fat, protein, insoluble salts, and some serum, which
contains water, lactose, soluble salts, and nonpro-
tein nitrogen. This retentate increases in concentra-
tion with time, so that its fat and protein may be five
times greater than that of the starting milk. Emerging
from the ultrafiltration unit in its final concentrated
form as a plastic fluid, this retentate has the same
composition as some cheeses. Cheesemaking is com-
pleted without vats, as there is no whey to separate.
Simple mechanical injection of culture, rennet, salt,
color, and fungal spores into the plastic fluid concen-
trate may follow. A curd develops within 5-10 min,
and is placed directly in a ripening room. This is
a French process, known as MMV after the names
of the inventors, Maubois, Mocquot, and Vassal. Its
major advantages are much greater cheese yields due
to complete retention of whey protein in the cheese,
lower requirements for rennet, a high potential for
continuous-process application, and production of
a neutral-pH permeate with a reduced biochemi-
cal oxygen demand (BOD) value. Much cheese in
Europe is made in this manner, particularly fresh,
soft acid cheeses—Feta, Camembert, and St. Paulin.

Other variations of ultrafiltration retentate applica-
tion to cheesemaking include milk retentate supple-
mentation and direct ultrafiltration of cheese milks,
but only up to 2:1 protein concentration. The ad-
vantages of this alternative ultrafiltration process in-
clude improved cheesemaking efficiency, energy sav-
ings, and higher quality of marginal cheeses. Use of
milk retentates in cheesemaking in this manner has
led to the production of natural Cheddar cheese of
good quality with significantly reduced sodium lev-
els, 0.015 0z/3.5 oz cheese (420 mg/100 g) or less,
compared with approximately 0.02 oz (700 mg) for
commercial Cheddar cheeses.

Ultrafiltration has led to whey protein concen-
trates of 90-95% protein. This nonfat product can
be modified to give a texture similar to cheese and is
used as a food ingredient to replace butterfat by up
to 50% for the making of commercial low-fat cheese.
Another technology for the fluid milk and cheese in-
dustries is microfiltration. This system follows the
same principles as those for ultrafiltration except for
membrane pore size. Ultrafiltration retains fat, ca-
sein, bacteria, and insoluble salts. Passage through
a micromembrane retains fat, bacteria, and insoluble
solids, but no protein, making the resulting permeate
an almost sterile skim milk. The creamlike retentate
obtained is heated to 302°F (150°C) for 2 s, and then
it is blended with the almost-sterile skim milk, pas-
teurized, and cooled to proper temperatures for use
in milk and cheese processing. Results from Europe,
where much research has been conducted on this
subject, indicate an almost 99.5% reduction in total
bacteria. Also, quality cheese without gas defects or
loss of flavor was produced. See ULTRAFILTRATION.

Frank V. Kosikowski

Bibliography. J. G. Davis, Cheese, vol. 3: Manufac-
turing Methods, 1976; E V. Kosikowski and V. V.
Mistry, Cheese and Fermented Milk Foods, 3d ed.,
1997; G. P. Sanders, H. E. Walter, and R. T. Tittsler,



General Procedure for Manufacturing Swiss
Cheese, USDA Circ. 851, 1955; A. L. Simon, Cheese
of the World, 1956; U.S. Department of Agriculture,
Cheeses of the World, 1972; L. L. Van Slyke and
W. V. Price, Cheese, 1980.

1
Cheilostomata

An order of ectoproct bryozoans (in which the
anus opens outside the ring of tentacles) in the
class Gymnolaemata. Cheilostomes possess delicate
colonies composed of loosely grouped, highly com-
plex, short, uncurved, box- or vase-shaped zooecia
(chamber in which the animal lives), with solid,
porous, chitinous, or calcareous walls, and with aper-
tures closed by lidlike opercula. See BRYOZOA; GYM-
NOLAEMATA.

Morphology. Cheilostome colonies (Fig. la-e)
may be encrusting threadlike networks (Pyri-
pora); thin encrusting sheets (Membranipora,
Steginoporella); tabular, nodular, or globular
masses (Schizoporella, Celleporaria); free-living
(unattached) domes (Cupuladria); or erect tuftlike
(Bugula, Scrupocellaria), twiglike (Vincularia),
frondlike (Coscinopleura, Flustra), or trellislike
(Retepora, Sertella) growths. These colonies are not
divisible into distinct endozone (thin-walled, fragile,
inner or lower portion of colony) and exozone
(thick-walled, sturdy, outer or upper portion of
colony) regions. All cheilostome colonies lack
stolons (elongated projections of the body wall from
which buds are formed, giving rise to new zooids)
and monticules (or maculae; raised formations of
zooids on the colony surface that control incurrent
and excurrent flow). Some have rhizoids (individual
rootlike outgrowths that reinforce the colony’s
attachment to a substrate) or small coelomic cham-
bers, and most cheilostome colonies bear ovicells
(or ooecia; brood chambers that protect developing
embryonic larvae) developed at the distal ends of
the normal autozooecia (feeding zooids; Fig. 2).
Autozooecia possess several tentacles arranged in a
circle (lophophore) around the mouth and held out
to form a bell or funnel when protruded for feeding.
Many cheilostome colonies are polymorphic, that
is, they possess either one or both of two types of
specialized zooids (heterozooids): avicularia, which
are bird-head-like or mouse-trap-like heterozooids
with a movable mandible that can be snapped at
small animals attempting to settle on the colony, and
vibracula, heterozooids with a bristlelike seta that
sweeps animals and debris from the colony surface.

The walls of adjacent zooecia within a cheilostome
colony are distinctly separate rather than fused to-
gether, and may be perforated by small openings
filled with soft tissue. The zooecial walls may be thin
chitinous membranes, moderately thick and firm
chitinous walls, or thin to thick calcareous walls (in
most species, they are made of calcite), displaying a
great variety of pores, pits, granules, spines, and lacy
fretwork (especially the frontal walls, which form
the external surface of the colony). Zooecia lack in-
ternal transverse partitions (diaphragms). Round to

Cheilostomata

Fig. 1. Cheilostome colonies and zooecia (scale of colonies, x1). (a) Encrusting sheets of
Membranipora and Electra on bivalve shell. (b) Erect, flat branches of Chartella. (c) Upper
(frontal) surface section (scale, x8) of encrusting sheet of Schizoporella. (d) Tangential
section (scale, x20) of Escharoides. (e) Longitudinal section (scale, x25) of an unnamed
cheilostome. (f) Soft membranous frontal wall of Membranipora (scale, x35). (g) Large
open opesium of Conopeum (scale, x25). (h) Cribrimorph frontal wall of Cribrilaria (scale,
x 25). (i) Bulbous ovicells of Diplotresis (scale, x25). (Parts a, c, and f reprinted with
permission from R. J. Cuffey and J. E. Utgaard, Bryozoans, in R. Singer, ed., Encyclopedia
of Paleontology, Fitzroy Dearborn, 1999; all other images reprinted with permission from
R. S. Bassler, Treatise on Invertebrate Paleontology, © 1953 Geological Society of

America and University of Kansas Press)
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Fig. 2. Anascan cheilostome zooid, showing soft parts and zooecium, with tentacles
extended. (Reprinted with permission from R. J. Cuffey and J. E. Utgaard, Bryozoans, in
R. Singer, ed., Encyclopedia of Paleontology, Fitzroy Dearborn, 1999)
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highly complicated in outline, and noticeably smaller
in transverse diameter than the zooecium itself, the
aperture is closed by a membranous or chitinous
lid (operculum) hinged to the proximal edge of, and
fitting snugly over, the aperture. The aperture may
be flush with the colony surface or surrounded by
spines or an elevated rim (peristome).

Life cycle. Usually sheltered in various ways by
the parent (female) zooid, each cheilostome zygote
develops into one larva. The larva in most species
swims freely for less than a day, feeding on its own
yolk (that is, it is lecithotrophic), and then attaches to
a substrate and metamorphoses (with complete de-
generation of its larval organs) into a primary zooid

Fig. 3. Arrangements of frontal walls in Cheilostomata. The X indicates the membrane
that can be pulled by muscles in order to displace fluid/liquid that pushes the polypide
(shaded) out so that the tentacles can feed in the space above the skeleton. (a) Anascan
with noncalcified frontal wall and retracted polypide unprotected by shield. (b) Anascan
with perforated skeletal shelf (cryptocyst) below the outer, depressible cuticle.

(c) Cribrimorph with shield of fused spines arched above the depressible cuticle.

(d) “Umbonuloid” ascophoran with the frontal cuticle folded back on itself and the upper
surface of the middle sheet of the frontal cuticle calcified, above the portion that is
depressible. (e) Ascophoran as traditionally understood, with a small inflatable sac (ascus)
formed by extension of the frontal cuticle lying immediately below the solid frontal
wall/skeleton. (After F. K. McKinney and J. B. C. Jackson, Bryozoan Evolution, Unwin
Hyman, Boston, 1989)

(ancestrula). In a few species, the zygote is shed
directly into the water and develops there into a
larva (cyphonautes) that swims freely for up to sev-
eral weeks before settling. Afterward, repeated asex-
ual budding from the ancestrula produces the rest of
the cheilostome colony.

History and classification. Cheilostomes apparently
evolved from ctenostomes as a single clade (mono-
phyletic). First appearing in the latest Jurassic, the
cheilostomes rapidly expanded during the Creta-
ceous to become the dominant bryozoan group
throughout the Cenozoic, a position which they still
maintain today. See CTENOSTOMATA.

Although cheilostomes are predominantly marine
(ranging from intertidal to abyssal depths), some
range into brackish waters, but none are found in
freshwater. The oldest cheilostomes occupied near-
shore habitats, but they soon invaded deep-water
marine environments before the end of the Creta-
ceous. Maximum taxonomic, life-habit, and growth-
form diversities are found near the shelf-slope break.
In addition to being abundant in level-bottom com-
munities, cheilostomes extensively but inconspicu-
ously encrust the framework of many Cenozoic and
modern coral reefs.

The cheilostomes have diversified into three major
groups (anascans, cribrimorphs, and ascophorans)
that appeared consecutively in geologic time and can
be distinguished on the basis of differences in the
frontal or upper wall (Fig. 1f-7). They are often classi-
fied as suborders, but may be considered as morpho-
logical grades of increasing complexity with time.

Anascan cheilostomes, the earliest, have a flexi-
ble, membranous, chitinous frontal wall that is com-
pletely open to the surrounding water (Fig. 1f-g;
Fig. 2). Upon fossilization, the cuticle decays, leav-
ing a top opening (opesium) that is much larger
than the aperture would have been. Anascans pro-
trude their tentacles via muscles that pull down on
the membranous frontal wall, thereby squeezing the
liquid body contents out through the aperture or
orifice (Fig. 3a). In some anascans, a porous cal-
careous plate (cryptocyst) may be secreted below,
but detached from, the frontal membrane or cuticle
(Fig. 3D). The primary radiation of anascans occurred
in the Late Cretaceous, but they have maintained
their high diversity to the present.

Cribrimorph cheilostomes (Fig. 1b) possess simi-
lar flexible frontal walls but are partially protected
externally by overarching, partly fused, calcareous
spines that meet above the midline of the zooid or
zoeecium,; they extend their tentacles in basically the
same manner as anascans (Fig. 3¢). Water passes in
and out through the spaces between the spines as
the underlying cuticle is flexed to displace polypides
(internal contents of the zooid) out or to accommo-
date displaced fluid as polypides are retracted. The
cribrimorphs had evolved by the early Late Creta-
ceous, reached a moderate diversity during the Late
Cretaceous, and then persisted at a reduced or low
diversity until the present.

Ascophoran cheilostomes (Fig. 17), the most
highly evolved, appeared by the mid-Late



Cretaceous, and display solid, shieldlike, cal-
careous frontal walls, below which is a special
flexible sac (an ascus or compensatrix) used hydro-
statically to protrude and retract the lophophore.
The ascophoran condition, or grade, evolved several
times and involved various ways of maintaining an
inflatable structure below the rigid calcified frontal
wall. In some (the umbonuloids), the frontal cuticle
is deeply folded just behind the orifice (Fig. 3d).
The reflected portion of the cuticle is calcified
on its upper surface, while other portions remain
uncalcified. Muscles pull the inner portion of the
frontal membrane inward to protrude the polypide.
Other ascophorans have developed a calcified plate
under the frontal cuticle, and a balloonlike cuticular
sac extends down through a pore in the calcified
plate just behind or along the proximal edge of the
operculum (Fig. 3e). By the end of the Cretaceous,
ascophorans were diversifying rapidly, and have
continued to diversify throughout the Cenozoic.

Many morphological and ecological innovations
in cheilostomes originated in the mid-Cretaceous
during a period of rapid diversification. Articulated
spines, frontal budding, brood chambers, erect rigid
and articulated colonies, free-living colonies, avicu-
laria, and cribrimorph and ascophoran conditions
originated between the late Early Cretaceous and
mid-Late Cretaceous. Another (later) Early Cenozoic
phase of rapid diversification primarily involved as-
cophorans and was accompanied by increased preva-
lence of frontal budding and more colonially inte-
grated types of zooidal budding along the colony
margins. Roger J. Cuffey; Frank K. McKinney

Bibliography. R. J. Cuffey and J. E. Utgaard, Bry-
ozoans, pp. 204-216, in R. Singer (ed.), Encyclo-
pedia of Paleontology, vol. 1, Fitroy Dearborn,
Chicago, 1999; P. J. Hayward and J. S. Ryland, British
Ascopboran Bryozoans, Linnean Society and Aca-
demic Press, London, 1979; E K. McKinney and
J. B. C. Jackson, Bryozoan Evolution, Unwin Hyman,
Boston, 1989; J. S. Ryland, Bryozoans, Hutchin-
son University Library, London, 1970; J. S. Ryland
and P J. Hayward, British Anascan Bryozoans,
Linnean Society and Academic Press, London,
1977.

1
Chelation

A chemical reaction or process involving chelate
ring formation and characterized by multiple coordi-
nate bonding between two or more of the electron-
pair-donor groups of a multidentate ligand and an
electron-pair-acceptor metal ion. The multidentate
ligand is usually called a chelating agent, and the
product is known as a metal chelate compound or
metal chelate complex. Metal chelate chemistry is a
subdivision of coordination chemistry and is char-
acterized by the special properties resulting from
the utilization of ligands possessing bridged donor
groups, two or more of which coordinate simul-
taneously to a metal ion. See COORDINATION CHE-
MISTRY.

OH, 2+ T OH, 2+
|
HO_ | OH, H0_ | -NHg
~Cd. .
Hgé } \OH2 H26 : \OHZ
OH, OH,
Aquo cadmium(ll) ion 1:1 Cadmium(ll)-
complex ammonia
OH, 2+ [ QHZ 2+
HO_ 1 NHyCHs H0. | NHy
~ 7 ~. 7 CH2
,Cd\ ,Cd\ ‘
P N i } N /CH2
HO | NH,CHs HO | NH,
OH, i OHZ
1:2 Cadmium(ll)- 1:1 Cadmium(ll)-

methylamine complex ethylenediamine chelate

_ oty o
H0 | NH,
S A \QHQ 1:1 Cadmium(l)-
P Qd\ _CH diethylenetriamine
HO | \*|\{-| chelate
HN _coH,
L Hy

Fig. 1. Formulas of hydrated cadmium(ll) ion, two
cadmium(ll) complexes, and two cadmium(ll) chelates.

Ethylenediamine, H,NCH,CH,NH,, is a good ex-
ample of a bidentate chelating agent consisting of
two amino donor groups joined to each other by
a two-carbon bridge. The coordination of both ni-
trogen atoms to the same metal ion would result
in the formation of a five-membered chelate ring.
If a chelating agent has three groups capable of
attaching to a metal ion, as in diethylenetriamine,
NH,CH,CH,NHCH,CH,NH,, it is tridentate (terden-
tate); if four, tetradentate (quadridentate); five, pen-
tadentate (quinquidentate); six, hexadentate (sex-
adentate); and so on. In general, these chelating
agents may be designated as multidentate or poly-
dentate ligands. All chelating agents must be at least
bidentate; tridentate agents give fused rings. An ex-
ample of a nonchelated complex and two chelated
complexes of the Cd(I) ion are illustrated in Fig. 1.
In aqueous solution, metal ions are completely sol-
vated, or hydrated, to give an aquo complex, as in-
dicated for the Cd(D ion in Fig. 1. Thus formation
of a complex of a unidentate ligand involves the re-
placement of a water molecule by the unidentate
donor group. Two water molecules are replaced by
a single molecule of a bidentate ligand; three water
molecules are replaced by a molecule of a terdentate
ligand, and so on.

Many of the functional groups of both synthetic
and naturally occurring organic compounds can
form coordinate bonds to metal ions, producing
metal-organic complexes or chelates, many of which

Chelation
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T K
/c /CH\ c\
C/ \C/ C/ \C

R3—

Ry = [CH==CH,]
R, = [CH]
R3 = [CH,CH,COOH]

Fig. 2. Heme, a tetradentate chelate of iron(ll).

are biologically active. Thus chelate compounds are
frequently found in an interdisciplinary field of sci-
ence called bioinorganic chemistry. The biological
significance of chelates can be readily recognized if
one notes that a large number of biologically impor-
tant compounds are either metal chelates or chelat-
ing agents. This list includes the alpha amino acids,
peptides, proteins, enzymes, porphyrins (such as
hemoglobin), corrins (such as vitamin B,), cate-
chols, hydroxypolycarboxylic acids (such as citric
acid), ascorbic acid (vitamin C), polyphosphates, nu-
cleosides and other genetic compounds, pyridoxal
phosphate (vitamin Bg), and sugars. The ubiqui-
tous green plant pigment, chlorophyll, is a magne-
sium chelate of a tetradentate ligand formed from a
modified porphin compound, and similarly the oxy-
gen transport heme of red blood cells contains an
FedI) chelate of the type illustrated in Fig. 2. See
BIOINORGANIC CHEMISTRY; ORGANOMETALLIC COM-
POUND.

A rapidly growing body of experimental evidence
indicates that chelation may be important in the
pharmacological action of many drugs. The use of
chelating agents to remove certain toxic cations such
as lead and plutonium from the body is now widely
recognized in medical practice. Intensive research
has been undertaken to either develop or discover
an effective synthetic or natural chelating agent for
the removal of iron deposits in the body that result
from certain hereditary metabolic disorders.

Applications. The ability of chelating agents to re-
duce the chemical activity of metal ions has found
extensive application in many areas of science and
industry. Ethylenediaminetetraacetic acid (EDTA), a
hexadentate chelating agent (Fig. 3), has been em-
ployed commercially for water softening, boiler scale
removal, industrial cleaning, soil metal micronutri-
ent transport, and food preservation. Nitrilotriacetic
acid (NTA) is a tetradentate chelating agent (Fig. 4)
which, because of lower cost, has taken over some
of the commercial applications of EDTA. Chelating
agents of related type have been used in biolog-
ical systems to produce metalion buffers. By se-

lection of the appropriate chelating agent, the free
metal-ion concentration can be maintained at a very
low and constant concentration level, just as a rel-
atively constant pH can be maintained through the
use of a conventional hydrogen-ion buffer system.
Furthermore, the colors of certain chelating agents
are sensitive to metal-ion concentration in a man-
ner completely analogous to the pH-dependent color
changes observed with acid-base indicators; such
chelating agents serve as metal-ion indicators in an-
alytical chemistry. The solubility of many chelat-
ing agents and metal chelates in organic solvents
permits their use in solvent extraction of aqueous
solutions for the separation or analysis of metal
ions.

Many commercially important dyes and pigments,
such as copper phthalocyanines, are chelate com-
pounds. Humic and fulvic acids are plant degra-
dation products in lake and seawater sediments
that have been suggested as important chelating
agents which regulate metal-ion balance in natural
waters. By virtue of its abundance, low toxicity,
low cost, and good chelating tendencies for metal
ions that produce water hardness, the tripolyphos-
phate ion (as its sodium salt) is used in large quan-
tities as a builder in synthetic detergents. Both
synthetic ion exchangers and the mineral zeolites
are chelating ion-exchange resins which are used
in analytical and water-softening applications. As
final examples, less conventional chelating agents
are the multidentate, cyclic ligands, termed collec-
tively crown ethers, which are particularly suited
for the complexation of the alkali and alkaline-earth
metals.

Stabilities of metal chelates in solution. One of the
most striking properties of chelate ring compounds
is their unusual thermodynamic and thermal stabil-
ity. In this respect, they resemble the aromatic rings
of organic chemistry. For example, in reaction (1),

o\ /o
0 G CHy CHy,—C—0"
N— CH,CH, —N
0"—C—CH, CH,—C— 0"
Y AN
0 0

Fig. 3. Structural formula of anion of EDTA, a sexadentate
ligand.

__CH,C00~

N— CH,C00~

~ _
CH,CO0

Fig. 4. Structural formula of NTA anion, a quadridentate
ligand.
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Metal acetylacetonate,
M(acac),

pB-diketones in the enol form can lose a hydro-
gen ion and coordinate with a metal cation to give a
six-membered ring of unusual thermal stability.

Beryllium acetylacetonate boils without decompo-
sition at 270°C (518°F), and G. T. Morgan reported
that scandium acetylacetonate, Sc(acac);, shows
very little decomposition at 370°C (698°F). This re-
markable stability contrasts sharply with the very low
stability of coordination compounds containing sim-
pler monodentate ketones, such as acetone.

Because of enhanced thermodynamic stability in
solution, chelating agents may greatly alter the be-
havior of metal ions. The very insoluble compound,
ferric hydroxide, will dissolve in a strongly alka-
line solution of triethanol amine, N(CH,CH,OH);.
Alternatively, the concentration of the ferric ion can
be made vanishingly small at pH 2 by the addition
of an equimolar amount of bis(orthohydroxybenzyl)-
ethylenediamine-N,N'-diacetic acid (HBED; Fig. 5).

Since about 1940, both theoretical and practical
considerations have focused attention on the factors
which contribute to chelate stability. It is convenient
to list such factors under three headings: (1) the na-
ture of the metal cation, (2) the nature of the ligand,
and (3) the formation of the chelate ring. It should be
emphasized that these factors operate together, and
their separation is somewhat artificial, but helpful for
discussion purposes.

Role of metal in chelate stability. Since nitrogen,
oxygen, and sulfur serve as the electron donor atoms
in a majority of chelating agents, it is of interest to
seek a relationship between the donor atom and the
type of metal acceptor atom with which it combines.

~00CCH, CH,C00~
NS ~
N— CH,CHy—N
/
CH, CH,

0~ 0

Fig. 5. Structural formula of anion of HBED, a sexadentate
ligand.

A large majority of the chelates of Lit, Na*, K™, Rb,
Cs*, Mg?t, Ca?t, Sr?t, Ba?t, AIP*, Ga’™, In®t, TI*H,
Titt, Zr**, Thit, Si*t) Ge*t, and Sn** contain oxy-
gen as at least one of the donor atoms. It may be
furnished as an acid, alcohol, ether, ketone, or other
group. These ions coordinate less frequently through
two nitrogen or sulfur atoms. Cations of other metals
such as vanadium, niobium, tantalum, molybdenum,
and uranium, and the cations Be?*, AI’*, and Fe3*
show a preference for oxygen as the donor atom,
but they may coordinate through nitrogen, sulfur,
or phosphorus under special conditions. Cr>*, Fe?*,
and the platinum metals show increasing preference
for coordination through nitrogen as opposed to oxy-
gen, while Cut, Zn**, Ag*, Aut, Cu?*t, Cd**, Hg*t,
V3*, Co®*, and Ni** show a marked preference for ni-
trogen and sulfur as the donor atoms. The ions of the
last group retain the ability to coordinate with oxy-
gen in even greater degree than do the ions of the first
group, but their tendency to form bonds through ni-
trogen is so great that it exceeds their oxygen-binding
tendency.

It must be recognized that broad generalizations
such as these have many exceptions, particularly in
intermediate regions. On the other hand, such gen-
eralizations indicate clearly that attempts to arrange
elements in the order of their chelating ability can
be of significance only when cations of comparable
type are selected. Thus, the stabilities of the alkali-
metal, the alkaline-earth, and the rare-earth chelates
decrease as the charge on the cation decreases or
as the size of the cation increases. For example, the
chelates of the alkaline-earth metal ions become less
stable as the metal ion becomes larger (if the number
of chelate rings remains the same), in the order Mg?*,
Ca?*, Sr**, Ba**, Ra?*. The relationship between ion
size and chelate stability is of major importance in
the separation of the rare-earth and transuranium el-
ements by ion-exchange processes. The selectivity of
the ion-exchange column is increased by the use of
appropriate chelating agents in the eluting solution.

Stability sequences established for other metal
ions are somewhat less satisfactory. Metal chelates
of several substituted g-diketones decrease in stabil-
ity in the order: Hg?* > (Cu?", Be?*) > Ni*t > Co?* >
Zn*t > Pb*T > Mn?t > Cd*t > Mg?" > Ca?* > Sr?t >
Ba’". If one restricts stability comparisons to biva-
lent metals of the first transition series, the follow-
ing order is obtained: Zn** < Cu?** > Ni?* > Co?" >
Fe’™ > Mn?". This latter listing of stabilities appears
to be valid for a large variety of chelating ligands.

Lower valence states such as Ir(I) and Rh(I) are
effectively coordinated by chelating ligands contain-
ing trivalent phosphorus or trivalent arsenic donor
groups. For example, recently synthetic coordina-
tion chemists have synthesized a series of unusual
chelating agents containing trivalent phosphorus,
analogous to polyamines, an example of which is
illustrated in Fig. 6.

General principles of selective coordination of
metal ions by various types of donor atoms have now
been worked out, and are described through con-
cepts such as the principles of hard and soft acids
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> P-CH,CHy P—CH,CHz P~ CH,CH5 P/

Fig. 6. “Tetraphos,” a quadridentate ligand.

H—O0 0—H H,N NH
N4 N 2
o H,C —— CH,

O/ \O
Oxalic acid; two type 1 Ethylenediamine;

two type 2 (neutral amino)

(negative carboxylate)
donor groups

donor groups

H,oN OH 0
Ne—c” RHC—C7
2 N \ S OH
0 Ao AN
Glycine; one type 1 H,C OH
and one type 2 HO— =
donor group
NN
N CHs

Amino acid Schiff base of
pyridoxal (vitamin Bg);
two type 1 (carboxylate and
phenolate) and one type 2
(azomethine nitrogen) donor group

Fig. 7. Chelating ligands indicating the types of donor
groups available for coordination.

and bases, and type A and B character of metal ions.
These qualitative principles are based on well-known
laws of ionic attraction and polarizabilities of atoms,
ions, or molecular groups, as well as on general prin-
ciples of molecular orbital theory.

Role of ligand in chelate stability. Two general types
of groups give rise to coordinate bonds between lig-
ands and metal. These are (1) primary acid groups in
which the metal ion can replace hydrogen ions and
(2) neutral groups which contain an atom with a
free electron pair suitable for bond formation. If two
groups from either class 1 or 2, or from both classes,
are present in the same molecule in such positions
that both groups can form bonds with the same metal
ion, a chelate ring may be formed. For example, as
shown in Fig. 7, in oxalic acid two groups of type 1
are present; in ethylenediamine two groups of type
2 are present; glycine possesses one of each type;
and pyridoxylidine-glycine (the Schiff base of glycine
and vitamin Be) possesses a carboxylate (type 1), an
aromatic phenolate (type 1), and an imino group
(type 2) available for chelate formation around a
metal ion.

In general, anything which increases the localiza-
tion of negative charge on the donor atom increases
its ability to coordinate to a metal atom. Since a hy-
drogen ion is bound to a ligand by an electron pair

in groups of type 1, an increase in electron density

on the donor atom will increase the ability of the

donor to bind either hydrogen ion or metal cation.

The ability of a ligand to bind hydrogen ion is fre-

quently referred to as its basic strength. It is surpris-

ing then that, for ligands of rather similar type, an

increase in ligand basic strength implies an increase

in its metal-chelating ability. A number of researchers

have indicated this relationship by plotting the log of

the equilibrium constant for the process represented

by Eq. (2) against the log of the equilibrium con-

T [HL]
H™ 4+ 1" = HL Ki= —— (@)
[H*][L]

stant for the process of chelate dissociation shown by

Eq. (3.
ML(n—l)Jr
ML = Mo g = NP T g
[M"+][L~]
L~ is the chelating anion, such as the acetylacetonate
anion,
CH3 —C—CH=C—CHs
| \
0 -0

The constant K; is the protonation constant (its
reciprocal is the acid dissociation constant), and
K, is designated the stability constant of the metal
chelate.

For the organic chemist, the analogy between the
hydrogen cation and the metal cation is even more
clearly drawn. Rings formed by hydrogen bonding
are referred to as chelates; thus, formic acid dimer-
izes through hydrogen-bond chelation as shown in
Fig. 8. The high volatility of o-nitrophenol compared
with the much lower volatility of its meta or para
isomers (Fig. 8) can only be explained in terms of

H— 0
/O H O\ ~
H—C _C—H
\oiH...o/

H

N
Dimer of formic acid; ‘(‘)
intermolecular hydrogen bonds

o-Nitrophenol; strong
intramolecular hydrogen
bond, relatively volatile

H
_H O/

w0
I
0

N
0 = \O_
m-Nitrophenol;
low volatility

p-Nitrophenol;
low volatility

Fig. 8. Compounds forming intramolecular and
intermolecular hydrogen bonds.



Fig. 9. Structure of a chelated copper compound.

intramolecular versus intermolecular hydrogen
bonding. The properties of salicylaldehyde, en-
hanced enolization in acetoacetic ester, and many
other organic compounds are altered by internal
chelate-ring formation involving hydrogen bonds.
See HYDROGEN BOND.

The role of ligand structure on chelate stability is
illustrated by studies which have been conducted on
compounds of the type shown by Fig. 9, where A
represents an electron-attracting group. In general,
it was found that with an increase in the electron-
attracting power of group A, electrons were pulled
away from the nitrogen atom, resulting in both lower
base strength and lower chelating ability for the lig-
and. As A is changed successively through the groups
shown below, chelate stability increases in the order:

- N02 < SO3Na < O

Least stable
< —H< —CH3 < — OH<— OCH3
Most stable

Similar studies on substitute B-diketone chelates of
the type

Ro
/
-0—C
. A
n+M /C*H
O:C\
R

showed that, if R; were changed from a methyl
group to an electron-withdrawing trifluoromethyl
group, the stability of the resulting chelate is greatly
decreased. In general, all molecular charge effects
which can be invoked to shift charge in an organic
molecule, such as inductive and resonance effects,
will influence chelate stability. Thus the principles
governing charge distribution and bond hybridiza-
tion in organic chemistry are useful in working
out the relationships between ligand structure and
chelate stability.

Role of ring closure in chelate stability. The stability
factors discussed above are applicable to coordina-
tion compounds generally, not to chelates alone. On
the other hand, a number of stability factors may
be considered to apply uniquely to chelates because

of their ring structure. The most obvious variable in
this category is ring size, a factor which is uniquely
determined by the position of the donor atoms in
the chelating ligand. When the groups are present in
such a position as to form a five or six-membered
ring, the resulting complex is the most stable al-
though four-, seven-, eight-membered, and even
larger rings are known. Examples of these would
be found among biological ligands as well as in ion
exchange resins. The existence of three-membered
rings has not been established. Hydrazine, H,NNH,,
which might in theory form a three-membered
chelate ring, appears to be monodentate. There is
some evidence for intermediate structures of metal-
oxygen complexes

which may be considered three-membered chelate
rings. Such compounds may be important reaction
intermediates but are generally unstable and present
in relatively low concentrations. The four-membered
chelate rings are frequently strained. Examples
of four-membered chelate rings are copper(ID)-
carboxylate complexes, and the aluminum chlo-
ride dimer (Fig. 10). While five-membered rings are
very common and are formed preferentially by satu-
rated organic ligands, ligands containing two dou-
ble bonds tend to form six-membered structures.
If only one double bond is present, five- or six-
membered rings may form; five-membered saturated
rings are illustrated in Fig. 10 by ethylene-diamine-
metal chelates, and the conjugated six-membered
rings by the metal acetylacetonates.

Rings of seven or more members are compar-
atively uncommon, but their existence is well es-
tablished. As the length of the chain between the
two donor atoms increases, so does the tendency of
the ligand to form polymetallic complexes. Under
such circumstances, the two donor atoms on the
same chelate molecule coordinate with different

0 Cl- cIT cI~
7 “Cu2+
HC—CL Cu A3

o Nar-

AN
b \Ea
P

0 ci-

Copper(ll}-acetate
binding (4-membered

Aluminum(lll) chloride dimer
(4-membered chelate ring)

chelate ring)
A i
H,N TNH, o o°
NV | |
H,C— CH, R/C\C/C\R
|

Fig. 10. Metal chelates containing four-, five-, and
six-membered rings.
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metal atoms rather than with one; thus, a polymeric
chain, M*—NH,CH,CH,CH,CH,NH,—M™, may re-
sult instead of a ring structure.

The fact that chelate complexes are usually more
stable than comparable nonchelate structures has
been called the chelate effect. This effect is partly
attributable to the fact that simultaneous rupture of
both bonds holding the ligand to the metal is highly
improbable, and if only one bond breaks there is a
high probability that the broken bond will reform
before the second bond is ruptured. As the chain
length between the two donor atoms increases, the
chance for reformation of the broken bond declines;
thus, large rings usually show a decrease in stability.
On the other hand, in fused ring systems, formed
by polydentate ligands such as ethylenediaminete-
traacetic acid, the probability that at least one bond
will reform before all bonds are ruptured results in in-
creased complex stability. When the bonding atoms
are rigidly positioned around the metal by the or-
ganic framework, as in the porphins, the resulting
increase in stability is extremely high. It has been
reported that the copper phthalocyanine complex,
with a completely interlocked ring system, is stable
in the vapor phase near 500°C (930°F).

Chelate compounds are differentiated from their
nonchelate analogs by several properties besides
high stability. Although not all chelates are volatile,
the existence of low-boiling metal acetylacetonates
and related structures is noteworthy. If the coordi-
nation number of the metal cation for the oxygen
atoms of the acetylacetone (that is, the number of
nearest oxygens around the cation) is equal to twice
the ionic charge of the cation, the resulting acetylace-
tonate is volatile; thus, beryllium with a charge of 2
and a coordination number of 4 forms an acetylacet-
onate which boils at 270°C (518°F); aluminum with
a charge of 3 and a coordination number of 6 forms
an acetylacetonate which boils at 314°C (597°F). If
the coordination number of the central cation is less
than twice the ionic charge, less volatile saltlike com-
plexes are formed.

Isomerism of all types, so important in organic
chemistry, is of major concern in chelation, par-
ticularly to the biochemist, since desired biologi-
cal properties are frequently restricted to a partic-
ular chelate isomer. Ring formation may result in
optical activity where analogous nonchelate struc-
tures are inactive. Thus, the ethylenediamine chelate
structures shown in Fig. 11 are optical isomers,
whereas the analogous methylamine complexes rep-

eﬁ/w e
! / / !
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Fig. 11. Optical isomers of chelate complexes.

NH,R
RH,N NH,R
RH,N NH,R
NH,R

Fig. 12. Formula for an optically inactive nonchelate.

resented in Fig. 12 are optically inactive. See CHEM-
ICAL BONDING; CHEMICAL EQUILIBRIUM; COORDINA-
TION COMPLEXES; STEREOCHEMISTRY; STERIC EFFECT
(CHEMISTRY). A. E. Martell; R. J. Motekaitis
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1
Chelicerata

A subphylum of the phylum Arthropoda. The
Chelicerata can be defined as those arthropods with
the anteriormost appendages as a pair of small pin-
cers (chelicerae) followed usually by pedipalps and
four pairs of walking legs, and with the body divided
into two parts: the prosoma (corresponding approx-
imately to the cephalothorax of many crustaceans)
and the opisthosoma (or abdomen). There are never
antennae or mandibles (lateral jaws). The Chelicerata
comprise three classes: the enormous group Arach-
nida (spiders, ticks, mites, scorpions, and related
forms); the Pycnogonida (sea spiders or nobody-
crabs); and the Merostomata (including the extant
Xiphosurida or horseshoe crabs). See ARACHNIDA;
MEROSTOMATA; PYCNOGONIDA; XIPHOSURIDA.

With a few exceptions, the distinctive body and
limb pattern of chelicerates is diagnostic. The Aca-
rina (mites) have the prosoma and opisthosoma
fused in a single armored globe. The segments of
the prosoma are always fused (except in the minor
order Solfugae or sun spiders), and the opisthosoma
never bears locomotor appendages (although in the
xiphosurids there are paired gills on six segments
of the opisthosoma). Chelicerae are always present,
but the form of the pedipalps varies greatly from tiny
sensory appendages to enormous crablike chelae (in
scorpions and certain minor orders). Four pairs of
locomotor appendages follow the chelicerae and
pedipalp on the prosoma; only in a few species of
pycnogonids are there five or six pairs of walking
legs. See ACARI.

Both Merostomata and Pycnogonida are marine,
but the enormous numbers and varied forms of the



Arachnida are almost entirely terrestrial. The respi-
ratory structures of chelicerates include gills, book-
lungs, and tracheae. Sexes are normally separate,
with genital openings at the anterior end of the
opisthosoma. Some mites and other small chelicer-
ates are omnivorous scavengers, but the majority of
species of larger chelicerates are predaceous carni-
vores at relatively high trophic levels in their particu-
lar ecotopes. See ARTHROPODA. W. D. Russell-Hunter
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Chelonia

An order of the Reptilia, subclass Anapsida, including
the turtles, terrapins, and tortoises. This order is also
known as the Testudines. The group first appeared
in the Triassic, and its representatives are among
the commonest fossils from that time on. Members
of the order are most frequently found in fresh-
water streams, lakes, and ponds or in marshy areas.
However, a number of strictly terrestrial species are
known, and several are marine. Turtles occur on
all the major continents and continental islands in
tropic and temperature regions. The marine forms
are basically tropic in distribution, but some individ-
uals stray into temperate waters. See ANAPSIDA.

The largest carapace length attained by liv-
ing forms is around 8 ft (2.4 m) in the marine
leatherback turtle (Dermochelys), which weighs
1500 Ib (675 kg). Members of the large land tortoise
group (Geochelone) reach lengths of 4 ft (1.2 m) and
weights of about 560 1b (250 kg). The smallest living
species is probably the stinkpot (Kinosternon odor-
atus) of eastern North America, which attains a max-
imum length of about 4!/, in. (11 cm). The longevity
of turtles is well known, with many captive tortoises
having lived 50-60 years and others estimated to be
as old as 150 years.

Taxonomy. The living turtles are usually divided
into two major groups, the suborders Pleurodira and
Cryptodira, based upon the structures of the head
and neck. Both lines are thought to be evolved from
primitive forms placed in the suborder Amphichely-
dia (Triassic to Eocene). This latter group differs most
markedly from recent species in having elongate neu-
ral spines on the neck vertebrae so that the neck is
not retractible into the shell (Fig. 1). Correlated with

Amphichelydia Pleurodira

dorsal view
head concealed

dorsal view
head exposed

dorsal view
head exposed

Cryptodira

g >

g >

lateral view
head concealed

lateral view
head exposed

dorsal view
head exposed

Fig. 1. Characteristics of turtle suborders, showing head in
exposed and concealed positions.

the lack of retractibility, the skull is not emarginated
to make room for attachment of muscle from the
cervical region. The pleurodires, on the other hand,
have spines on only the most posterior cervicals and
the head is retractile laterally. The skull is emarginate.
In the cryptodires the cervical spines are uniformly
reduced, the skull is usually emarginate, and the head
is folded directly back to within the shell. In several
cryptodires, notably in the marine turtles, the neck
is secondarily nonretractible because of a reduction
in the shell, and the skull is nonmarginate. The table
shows the principal groups and distribution of the
approximately 225 living species of the order.
Morphology. The Chelonia differ from most other
vertebrates in possessing a hard bony shell which
encompasses and protects the body (Fig. 2). The
shell is made up of a dorsal portion, the carapace,
and a ventral segment, the plastron, connected by
soft ligamentous tissue or a bony bridge. The cara-
pace is composed of the greatly expanded ribs and
dorsal vertebrae overlain by a series of enlarged der-
mal ossifications and an outer covering of tough skin
or horny scales. The plastron is similarly arranged

Chelonia
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Families of the Chelonia

Group Common name

Number of species

Distribution

Suborder Pleurodira
Family Pelomedusidae
Family Chelidae

Suborder Cryptodira
Family Kinosternidae
Family Chelydridae
Family Emydidae

Side-necked turtles
Side-necked turtles

Mud and musk turtles
Snapping turtles
Pond turtles and allies

14 Southern Africa, Madagascar, South America

32 Australia, New Guinea, South America

22 North, Middle, and South America

3 Middle and northern South America

102 All continents except Australia; only one or two South

American species

Family Testudinidae
Family Cheloniidae

Family Dermocheylidae
Family Trionychidae
Family Carretochelyidae

Tortoises

Hawksbill, loggerhead,
and green sea turtles

Leatherback turtle

Soft-shelled turtles

Fly River turtle

30 All continents except Australia; two South American species
6 Tropical and subtropical seas

1 Tropical and subtropical seas
14 North America, Asia, central and southern Africa
1 New Guinea
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Fig. 2. Common United States turtles. (a) Spotted turtle, Clemmys guttata. (b) Stinkpot, Kinosternon odoratus, (c) Box turtle,
Terrapene carolina. (d) Painted turtle, Chrysemys picta. (e) Diamondback terrapin, Malaclemys terrapin. (f) Common
snapping turtle, Chelydra serpentina. (g) Mud turtle, Kinosternon subrubrum. (h) Wood turtle, Clemmys insculpta. (i) Map
turtle, Graptemys geographica. (j) Spiny soft-shelled turtle, Trionyx spiniferus. (k) River terrapin, Chrysemys floridana.

(After J. J. Shomon, ed., Virginia Wildlife, 15(6):27, 1954)

with remnants of the interclavicle, clavicles, and gas-
tralia fused with dermal ossifications and covered by
skin or scales. Other peculiarities associated with the
shell include the fusion of the ribs to the vertebrae
and the reduction of trunk muscles, the presence of
the pectoral girdle completely inside the ribs (found
in no other animal), the highly modified short, thick
humerus and femur, and the lungs attached dorsally
to the shell. In addition, living turtles differ from the
tuatara, snakes, lizards, and crocodilians in having an
anapsid skull, no true teeth but horny beaks on the
jaws, an immovable quadrate, and a single median
penis in males. Teeth are present in ancient primi-
tive turtles.

The rigid bony shell of turtles imposes a basic
body plan subject to relatively little variation. Turtles
are always recognizable as such, and the principal
obvious differences between them are in the shell
shape, limbs, head, and neck. The general outline of
the shell is variable, but in most forms the shell is
moderately high-arched and covered with epidermal
scales. In some of the tortoises, such as Geochelone,
the shell is very high, equaling the breadth. In the
soft-shelled turtles, Trionychidae, and the saxicolous
African tortoise (Malacochersus), the shell is greatly
depressed to a thin, almost platelike form. No scales

are present on the shells of the families Dermochelyi-
dae, Carrettochelyidae, and Trionychidae, which are
covered by thick skin.

The majority of turtles have limbs more or less
adapted to aquatic or semiaquatic life with moderate
to well-developed palmate webbed feet. However,
in strictly terrestrial forms such as the tortoises, the
limbs are elephantine with the weight of the body
being borne on the flattened sole of the feet. The ma-
rine turtles and the river turtle (Carrettochelys) of
southern New Guinea have the anterior limbs mod-
ified into paddlelike flippers, used to propel them
through the water rapidly.

Physiology. Associated with the tendency of most
turtles toward a life in or near water is the audi-
tory apparatus. Even though an eardrum is present,
hearing is adapted to picking up sounds transmitted
through the water or substratum. However, there is
evidence that airborne sound can be heard. Vision is
also important, and turtles have color vision. Sounds
are produced by many species through expulsion
of air through the glottis. Respiration is by means of
the rather rigid lungs, which are inflated and deflated
by a series of special muscles. Several species with
aquatic habits have special vacularized areas in the
mouth or cloaca which act as auxiliary respiratory



devices and make possible gaseous exchanges when
the turtle is submerged in water. Most forms emit
highly pungent oily substances from specialized cloa-
cal glands, and these secretions probably are useful
as recognition cues in the water. Most of the species
are gregarious and diurnal, and territoriality is un-
known in the order.

Reproduction. The courtship patterns of various
turtles are distinctive. In general, aquatic forms mate
in the water, but tortoises breed on land. The male
mounts the female from above, and fertilization is in-
ternal. Sperm may be stored in the cloacal region of
the female for extended periods before fertilization.
Because of the presence of the large median penis
in males, the sexes of many species can be distin-
guished by the longer and broader tail of the male.
In addition, in many forms the plastron of the male
is concave while in the female it is moderately to
strongly convex. No doubt this characteristic of the
female is associated with the spatial requirements for
egg production and storage. All turtles lay shelled
eggs which are buried in sand or soil in areas where
females congregate. The shell is calcareous in most
forms, but the marine turtles have leathery shells.
Eggs are rather numerous, as many as 200 being laid
by a single individual in some species, and are highly
valued as human food. Incubation takes 60-90 days,

Il Skull and limbs modern;
cervicals specialized
for neck retraction

experimentation in cervical retraction

Akinetic skull;
Il limbs specialized;
cervicals unspecialized

experimentation in akinesis

Shell fully developed; skull
| with some specializations

but kinetic; limbs and

cervicals unspecialized

Fig. 4. Levels of organization in the order Chelonia.
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Fig. 3. Relationships of Chelonia derived from analysis of cranial features.
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and the little turtle cuts its way out of the shell with
a small horny egg caruncle at the end of the snout.

Nutrition. Turtles feed on all types of organisms.
Aquatic species may eat algae, higher plants, mol-
lusks, crustaceans, insects, or fishes; terrestrial forms
are similarly catholic in tastes. Most species are om-
nivores, but some have very specialized diets. The
edges and internal surfaces of the horny beaks of
these reptiles are frequently denticulate and modi-
fied to form specialized mechanisms adapted to han-
dle particular food items. Jay M. Savage

Phylogeny. Turtles have long been considered a
“primitive” or relict reptile group that has maintained
a consistent morphologic structure since its origin.
Phylogenetic and functional work on the skulls of fos-
siland modern turtles suggest that this approach is in-
correct. The Cryptodira and the Pleurodira probably
represent a very early dichotomy which took place
soon after the origin of the turtles. These two groups
passed through similar stages during their phylogeny
and repeatedly evolved parallel adaptations.

The basicranium of turtles has rarely been used in
a comparative sense, and the morphology of this re-
gion is still poorly known in many families of turtles.
Nonetheless, the basicranium is one of the most use-
ful regions for phylogenetic work because of its ex-
treme complexity and relative conservativism com-
pared with other areas. The main arterial and venous
circulation of the head, the cranial nerves, the brain,
and the neck and jaw musculature are all related to
features in the basicranium. Changes in any of these
systems can usually be seen in the basicranium. Al-
though turtle skulls are rare compared to shells, the
fossil record contains a good series with basicrania
dating from the Upper Triassic to the Recent.

Previous phylogenies, however, have been based
primarily on shell criteria and vertebral characters.
Two major living groups are usually distinguished:
the Cryptodira, with vertical neck retraction, and
the Pleurodira, with horizontal neck retraction. A
few of the shell characters also distinguish the liv-
ing forms: pelvis sutured to carapace and plastron in
pleurodires, pelvis free in cryptodires. These features
rather clearly separate living turtles into two groups,
but when fossils are examined it becomes difficult
to distinguish pleurodires and cryptodires. The neck
retractile mechanisms had not evolved until the end
of the Mesozoic; thus the earlier phylogeny of the
two groups is difficult to determine by neck cha-
racters.

Work on the skulls of fossil and recent turtles, how-
ever, has resulted in the development of a new hy-
pothesis of chelonian relationships. The use of cra-
nial features in a shared-derived character analysis is
expressed in Fig. 3. Arterial characters provide the
basis for relating the major groups of cryptodires,
whereas jaw mechanics and middle ear morphol-
ogy are used in comparing Proganochelydia, Pleu-
rodira, and Cryptodira. By using these characters,
pleurodires and cryptodires can be recognized well
into the Mesozoic as distinct lineages, and the diver-
gence of the two groups from a common ancestor
probably took place before the Jurassic.

The new phylogenetic information has enabled
functional interpretations to be made concerning
the biologic significance of the differences between
cryptodires and pleurodires. These interpretations
show that the two lineages have developed similar
structures in parallel during their evolution (Fig. 4).
A similar but nonhomologous jaw mechanism involv-
ing a trochlea to compensate for the expanded otic
chamber (Fig. 5) and a method of bracing the palato-
quadrate against the braincase are complex features
evolved independently in both groups. Later in their
evolution the neck retractile mechanisms evolved,
but by this time the two groups had been separate
for many millions of years.

Origin. The origin of turtles is more in doubt than
ever. Previous workers have emphasized the pe-
culiar adaptations of a Permian reptile from South
Africa, Eunotosaurus. This animal, represented by
postcranial remains but very little skull material, was
suggested as an ancestor for turtles on the basis of
its expanded ribs, which form a rudimentary shell.
However, T. S. Parsons and E. E. Williams in 1961
and, in particular, C. B. Cox in 1969 showed that
Eunotosaurus is not related to turtles. Cox stated
that Eunotosaurus is a captorhinomorph and that
its Chelonia-like features are due to structural con-
vergence with turtles. Eunotosaurus lacks separate
ribs on its last dorsal vertebra, and Cox held that
this feature prevents Eunotosaurus from being a
chelonian ancestor. No reptile known to science

main
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Fig. 5. Position of main jaw muscle tendon in (a) early
reptiles, (b) cryptodires, and (c) pleurodires. The trochlea or
pulley formed in turtles to get around the expanded otic
chamber is independently derived in pleurodires and
cryptodires.



definitely possesses specialized characters in com-
mon with turtles that would allow it to be a
close relative or ancestor of that order. Presumably
the stem reptile group Captorhinomorpha includes
the eventual forebears of turtles since captorhi-
nomorphs probably were ancestral to all reptiles, but
the intermediate forms are unknown. See REPTILIA.
Eugene S. Gaffney
Bibliography. P. W. Albrecht, Tulane Stud. Zool.,
14:81-99, 1967; R. L. Carroll, Vertebrate Paleontol-
ogy and Evolution, 1988; C. B. Cox, Bull. Brit. Mus.
(Nat. Hist.), 18(5):167-196, 1969; E. S. Gaffney,
Bull. Amer. Mus. Nat. Hist., 155(5):387-436, 1975;
M. Harless and H. Morlock, Turtles: Perspectives and
Research, 1979, reprint 1988; S. B. McDowell, Bull.
Mus. Comp. Zool., 125(2):23-39 1961; S. P. Parker
(ed.), Synopsis and Classification of Living Organ-
isms, 2 vols., 1982.
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Chemical bonding

The force that holds atoms together in molecules and
solids. Chemical bonds are very strong. To break one
bond in each molecule in a mole of material typically
requires an energy of many tens of kilocalories.

It is convenient to classify chemical bonding into
several types, although all real cases are mixtures
of these idealized cases. The theory of the various
bond types has been well developed and tested
by theoretical chemists. See COMPUTATIONAL CHEM-
ISTRY; MOLECULAR ORBITAL THEORY; QUANTUM
CHEMISTRY.

The simplest chemical bonds to describe are those
resulting from direct coulombic attractions between
ions of opposite charge, as in most crystalline salts.
These are termed ionic bonds. See COULOMB’S LAW;
IONIC CRYSTALS; STRUCTURAL CHEMISTRY.

Other chemical bonds include a wide variety of
types, ranging from the very weak van der Waals at-
tractions, which bind neon atoms together in solid
neon, to metallic bonds or metallike bonds, in which
very many electrons are spread over a lattice of pos-
itively charged atom cores and give rise to a stable
configuration for those cores. See CRYSTAL STRUC-
TURE; INTERMOLECULAR FORCES.

Covalent bond. But it is the normal covalent bond,
in which two electrons bind two atoms together,
as in

H H H
N
H—H H—CILF—F /O, or C
H H H

that is the most characteristic link in chemistry. The
theory that accounts for it is a cornerstone of chemi-
cal science. The physical and chemical properties of
any molecule are direct consequences of its partic-
ular detailed electronic structure. Yet the theory of
any one covalent chemical bond, for example, the
H—H bond in the hydrogen molecule, has much
in common with the theory of any other covalent
bond, for example, the O—H bond in the water
molecule. The current theory of covalent bonds both

Chemical bonding
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treats their qualitative features and quantitatively ac-
counts for the molecular properties which are a con-
sequence of those features. The theory is a branch
of quantum theory. See NONRELATIVISTIC QUANTUM
THEORY; QUANTUM CHEMISTRY.

Hydrogen molecule. A brief outline of the applica-
tion of quantum theory to the bond in the hydrogen
molecule H—H follows. Here two electrons, each
of charge —e, bind together two protons, each of
charge +e, with the electrons much lighter than the
protons. What must be explained, above all else, is
that these particles form an entity with the protons
0.074 nanometer apart, more stable by D = 109 kcal
(4506 kilojoules) per mole than two separate hydro-
gen atoms, where D is the binding energy. In more
detail, a molecular energy is involved (ignoring nu-
clear kinetic energy) that depends on internuclear
distance, as shown in the illustration. This curve
can be determined experimentally, and it can be used
to interpret the characteristic spectroscopic prop-
erties of hydrogen gas. See MOLECULAR STRUCTURE
AND SPECTRA.

The quantum theory accounts for the properties
of isolated atoms by assigning atomic orbitals for indi-
vidual electrons to move in, not more than two elec-
trons at a time. For the hydrogen atom, the orbitals
are labeled 1s, 2s., 2p., 2p,, 2p., and so on, with 1s
the one having the lowest energy. For the molecule
H, one electron, say electron 1, might be assigned to
a 1s orbital on proton A, with 1s,(1) written to sig-
nify this; similarly electron 2 might be assigned to the
same kind of orbital on proton B, written as 1sp(2).
Since independent probabilities multiply and orbitals
represent probability amplitudes, the description for
the combined system shown in Eq. (1) is arrived

¢, 2) = Isa(D1sp(2) @

at. Unfortunately, this fails to account for the bond
properties; it gives a binding energy of only 10 kcal
(41.9Kk)) per mole. See ATOMIC STRUCTURE AND SPEC-
TRA; EXCLUSION PRINCIPLE.

An essential defect of Eq. (1) is the numbering of
the electrons; it puts electron 1 on proton A, elec-
tron 2 on proton B. Electrons cannot be distinguished
experimentally, so they should not be given unique
numbers; the function 1s,(2)1sp(1) would be just as
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good as the foregoing. It is necessary to use a de-
scription that is not affected by interchange of elec-
tron labels, as in the additive combination of Eq. (2).

$(1,2) = 1s4(D1sp(2D) + LsaD1sp(D) (D

(The difference combination also is an acceptable
description, but it represents an excited state of the
molecule.)

Any complete molecular electronic wave function
should include electron spin. Symmetric space wave
functions like Eq. (2) must be multiplied by anti-
symmetric spin wave functions to give total wave
functions that are antisymmetrical with respect to
interchange of electrons. For the ground state of hy-
drogen, and for the normal covalent bond elsewhere,
this requirement means that the electron spins must
be paired to give a total electron spin of zero.

The simple relationship described by Eq. (2) qual-
itatively accounts for the existence of the covalent
bond; the predicted binding energy is D = 74 kcal
(310 k)) per mole; and the shape of the curve, with
the minimum appearing at 0.080 nm, is right.

The description of Eq. (2) can be systematically
improved. The charge acting on the electron may be
changed from +1e to the larger value, +Ze, which is
more realistic for the actual molecule. With Z = 1.17
this gives D = 87 kcal (364 kJ) per mole. Polarization
effects may be introduced by taking Eq. (3), where

¢, 2) = 1loa(D1op(2) + Lloa@lop() B3

loy = 1s, + A2pz, and log = 1sg + A2pzg. This
gives D = 93 kcal (389 kJ). Ionic terms may be intro-
duced, acknowledging the possibility that both elec-
trons may be on one atom, by taking Eq. (4) where C

¢, 2) = Ci[1sa(D1sp(2) + s, (D 1sp(D]
+ Co[1sa(D1ss(D + Lsp(D1sp(D] (D

represents a constant. This also gives (with Z=1.19)
D =93 kcal (389 kJ). Another possible approach is to
include both ionic terms and polarization effects, and
other terms involving 2s, 3d, 4f, and other orbitals.
If this is done, eventually one obtains the observed
D value and a potential curve that is in complete
agreement with experiment.

The linear mixing of terms such as 1s,(1)1sp(2)
is called resonance; the method of mixing covalent
and ionic structures is called the valence bond (VB)
method. The particular mixing coefficients can be
found by the variational principle: The best values
for such parameters are those that make the total en-
ergy of the molecule, properly computed from quan-
tum mechanics, a minimum. The energy expression
contains only terms that have a direct classical inter-
pretation: the kinetic energy of the electrons, their
energy of repulsion for one another, their energy of
attraction for the nuclei, and the nuclear-nuclear re-
pulsion energy. See RESONANCE (MOLECULAR STRUC-
TURE).

Alternative descriptions of H, are possible, of
which the most important is provided by the molec-
ular orbital (MO) method. Here electrons are put

one at a time into orbitals which are spread over
the whole molecule, usually approximating these
orbitals by linear combinations of atomic orbitals
(LCAO). For H, the lowest molecular orbital is ¢; ~
1sy, + 1sg, the next ¢, &~ 1s, — 1sg. The simplest
molecular orbital description is displayed in Eq. (5),

¢, 2) = $1(H$2(2) ©)]

which represents an equal weighting of covalent and
ionic structures; it gives D = 61 kcal (255 k) for Z =
1.00 and D = 80 kcal (335 k)) for Z = 1.20. More suit-
able is a mixture of this function with the function
obtained by promoting both electrons from ¢; to ¢,.
The result of this configuration interaction process
has the form of Eq. (6), and it is identical with the va-

o1, 2) = D1¢1(2) + Dr¢(1)$2(2) ©

lence bond function of Eq. (4). In this manner more
terms can be added, using more orbitals, until, again,
the accurate potential energy curve is obtained.

The most accurate description known for the
chemical bond in H; is a very complicated electronic
wave function. The calculated and observed values
of D and other properties agree absolutely.

Complex molecules. The problem of the proper de-
scription of chemical bonds in molecules that are
more complicated than H, has many inherent dif-
ficulties. The qualitative theory of chemical bond-
ing in complex molecules preserves the use of many
chemical concepts that predate quantum chemistry
itself; among these are electrostatic and steric fac-
tors, tautomerism, and electronegativity. The quan-
titative theory is highly computational in nature and
involves extensive use of computers and supercom-
puters.

The number of covalent bonds which an atom can
form is called the covalence and is determined by
the detailed electron configuration of the atom. An
extremely important case is that of carbon. In most
of its compounds, carbon forms four bonds. When
these connect it to four other atoms, the directions
of the bonds to these other atoms normally make an-
gles of about 109° to one another, unless the attached
atoms are crowded or constrained by other bonds.
That is, covalent bonds have preferred directions.
However, in accord with the idea that carbon forms
four bonds, it is necessary to introduce the notion
of double and triple bonds. Thus in the structural
formula of ethylene, C,H4 (1), all lines denote cova-

lent bonds, the double line connecting the carbon
atoms being a double bond. Such double bonds are
distinctly shorter, almost twice as stiff, and require
considerably more energy to break completely than
do single bonds. However, they do not require twice
as much energy to break as a single bond. Similarly,



acetylene (2) is written with a triple bond, which
H—C=C—H
@

is still shorter than a double bond. A carbon-carbon
single bond has a length close to 1.54 x 1078 c¢m,
whereas the triple bond is about 1.21 x 1078 cm
long. See BOND ANGLE AND DISTANCE; VALENCE.

In many compounds the rules for writing bond
formulas are not unique. For example, benzene,
C¢Hg (3), can be written in two forms. Evidence

| |
H\ /C\ - H\ /C\ /H
C C ~C
| I or | |
/CQC/ ~ /C\C/C\
H | H H | H
H H
3

proves that all six C-C bonds are equivalent, so nei-
ther formula can be correct. The correct picture is a
blend of the two, in which the bonds have many
properties intermediate between those of double
and single bonds but in which the whole molecule
displays an additional stability. This resonance occurs
whenever the structure is such that two or more dif-
ferent bond formulas can legitimately be drawn for
the same geometry. See BENZENE; ELECTRON CONFIG-
URATION.

Many substances have some bonds which are co-
valent and others which are ionic. Thus in crys-
talline ammonijum chloride, NH4Cl, the hydrogens
are bound to nitrogen by electron pairs, but the NH,4
group is a positive ion and the chlorine is a nega-
tive ion.

Both electrons of a covalent bond may come from
one of the atoms. Such a bond is called a coordinate
or dative covalent bond or semipolar double bond,
and is one example of the combination of jionic and
covalent bonding.

The hydrogen bond is a special bond in which a
hydrogen atom links a pair of other atoms. The linked
atoms are normally oxygen, fluorine, chlorine, or
nitrogen. These four elements are all quite elec-
tronegative, a fact which favors a partially ionic inter-
pretation of this kind of bonding. See ELECTRONEGA-
TIVITY; HYDROGEN BOND.

To illustrate the level of accuracy of contempo-
rary quantum-chemical calculations, the table gives

Spectroscopic properties of H,0*

Observed Calculated
Property value value
ron (Af) 0.957 0.962
/(HOH) (degrees) 104.5 104.6
Harmonic vibrational 3832 3912
frequencies (cm~") 1649 1683
3943 4041

‘Afger B. H. Besler et al., J. Chem. Phys., 89:360, 1988.
1A=10"10m,
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observed and calculated values for certain spectro-
scopic properties of the H,O molecule.
Robert G. Parr
Bibliography. J. Murell, J. M. Tedder, and S. E
Kettle, The Chemical Bond, 2d ed., 1985; L. Pauling,
The Nature of the Chemical Bond and the Structure
of Molecules and Crystals, 3d ed., 1960; L. Pauling
and E. B. Wilson, Jr., Introduction to Quantum Me-
chanics, 1935, reprint 1985; M. J. Winter, Chemical
Bonding, 1994.
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Chemical conversion

A chemical manufacturing process in which chem-
ical transformation takes place, that is, the prod-
uct differs chemically from the starting materials.
Most chemical manufacturing processes consist of
a sequence of steps, each of which involves mak-
ing some sort of change in either chemical makeup,
concentration, phase state, energy level, or a combi-
nation of these, in the materials passing through the
particular step. If the changes are of a strictly physi-
cal nature (for example, mixing, distillation, drying,
filtration, adsorption, condensation), the step is re-
ferred to as a unit operation. If the changes are of a
chemical nature, where conversion from one chemi-
cal species to another takes place (for example, com-
bustion, polymerization, chlorination, fermentation,
reduction, hydrolysis), the step is called a unit pro-
cess. Some steps involve both, for example, gas ab-
sorption with an accompanying chemical reaction
in the liquid phase. The term chemical conversion is
used not only in describing overall processes involv-
ing chemical transformation, but in certain contexts
as a synonym for the term unit process. The chemi-
cal process industry as a whole has tended to favor
the former usage, while the petroleum industry has
favored the latter. See CHEMICAL PROCESS INDUSTRY;
UNIT PROCESSES.

Another usage of the term chemical conversion is
to define the percentage of reactants converted to
products inside a chemical reactor or unit process.
This quantitative usage is expressed as percent con-
version per pass, in the case of reactors where un-
converted reactants are recovered from the product
stream and recycled to the reactor inlet. See CHEMI-
CAL ENGINEERING. William F. Furter

Bibliography. N. Basta, Shreve’s Chemical Process
Industries Handbook, 6th ed., 1994.
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Chemical dynamics

That branch of physical chemistry which seeks to
explain time-dependent phenomena, such as energy
transfer and chemical reaction, in terms of the de-
tailed motion of the nuclei and electrons which con-
stitute the system.

Molecular Dynamics

In principle, it is possible to prepare two reagents
in specific quantum states and to determine the
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quantum-state distribution of the products. In prac-
tice, this is very difficult, and experiments have
mostly been limited to preparing one reagent or to
determining some aspect of the product distribution.
This approach yields data concerning the detailed as-
pects of the dynamics.

Bimolecular reactions. Molecular-beam and lumi-
nescence techniques have played a major role in
the development of chemical dynamics. Since these
techniques largely complement each other, they are
illustrated by discussing the results of a single reac-
tion, the formation of deuterium chloride (DCI) from
atomic deuterium (D) and molecular chlorine (Cl,),
reaction (1).

D + Cl, — DCl +Cl 1e))

Chemiluminescence. Reaction (1) is 46 Kkilocalories
per mole (192 kilojoules per mole) exoergic. If all
of the exoergicity were to go into vibration of the
newly formed DCI molecule, enough energy would
be available to populate the ¢/ = 9 vibrational level.
In a gas-phase reaction at high pressure, much of
this energy would be dissipated as heat at the walls
of the container; but at very low pressures, where
the frequency of collisions is small, DCl molecules
in excited vibrational states, DCI*, will emit infrared
emission prior to undergoing a collision.

An apparatus to study this infrared chemilumines-
cence is shown in Fig. 1. Deuterium atoms are made
by dissociating D, gas in an electrical discharge, and
together with Cl, are injected into the observation
cell at the top. The reagents mix and react inside
a vessel with walls maintained at 77 K (—320°F),
which freeze out species hitting the wall. The pres-
sure is kept low to minimize vibrationally deactivat-
ing collisions. Infrared emission from the products
is gathered by mirrors at the end, taken out through
the sapphire window, and analyzed with an infrared
spectrometer. By analyzing the spectrum, it is possi-
ble to determine which vibration-rotation states are
emitting and, as a consequence, which vibration-
rotation states are formed in the reaction. Figure 2
shows the relative distribution of vibrational states
from the reaction, and also shows, for compari-

liquid liquid
N2 in N2 out

molecules atoms

I ] split
mirror
/]
sa.pphwe ‘
window 4 J T\pressure measuring

devices

Fig. 1. Reaction vessel for studying infrared chemilumi-
nescence between atoms and molecules at low pressure.
(After D. H. Maylotte, J. C. Polanyi, and K. B. Woodall,

J. Chem. Phys., 57:1547-1561, 1972)
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Fig. 2. Relative populations of DCI molecules in different
vibrational states formed in the reaction D + Cl, — DCI +
Cl. 6000 K = 10,800°F.

son, the relative distribution of vibrational states cal-
culated from the Boltzmann equation for hot DCI
(6000 K or 10,800°F). Thermal distributions at any
other temperatures would still show a monotonic de-
cline. (The population for ¢/ = 0 is not determined by
the chemiluminescence experiments, because that
state does not emit.) The DCI formed in the reac-
tion clearly has different properties than hot DCI:
the vibrational population displays an inversion, and
this system (the hydrogen isotope) was the active
medium for the first chemically pumped laser. See
CHEMILUMINESCENCE.

Molecular-beam experiments. Molecules can be isolated
in molecular beams, and collisions between these
isolated molecules can be observed by crossing two
tenuous molecular beams in a region of otherwise
high vacuum. Figure 3 shows such an experiment.
Gaseous atoms or molecules emerge from the ovens,
and collimating slits select the particles which are all
going in the same direction. The molecular beams
cross at the center of rotation of a large platform
which can be rotated under vacuum relative to the
two beams. Large vacuum pumps maintain a high
vacuum, which ensures that collisions take place
only at the intersection of the two beams. Prod-
uct molecules are ionized by electron bombardment,
and detected with a quadrupole mass spectrometer
housed within a region of ultrahigh vacuum.

Measurements are made of the scattered product
intensity and speed at various scattering angles. For
case of interpretation, these data are transformed
into the center-of-mass system in which the two
reagents approach each other with equal and oppo-
site momenta. Figure 4 shows a contour map of the
DClintensity in the center-of-mass coordinate system
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Fig. 3. Schematic of a molecular beam experiment; entire
apparatus is under high vacuum.
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Fig. 4. Contour map of the DCI intensity. (a) Center-of-mass
angular distribution of DCI from the reaction D + Cl,.

(b) Angular distribution of Cl atoms from photodissociation
of Cl, molecules. Broken lines correspond to the second Cl
atom. (After D. R. Herschbach, Molecular dynamics of
chemical reactions, Pure Appl. Chem., 47:61-73, 1976)

in which the D atom is incident from the left and the
Cl, molecule is incident from the right. The product
DCI recoils backward (in the direction from which
the D came) in a broad but nonetheless anisotropic
distribution. The speed of the product is high, and
corresponds to about half of the reaction exoergicity
appearing in translation recoil of the products, with

Chemical dynamics

the balance appearing in vibration and rotation of the
DCI; this is consistent with the chemiluminescence
results. See MOLECULAR BEAMS.

The anisotropic product distribution shows that
reaction occurs in a time of less than a molecular rota-
tion, about 1 picosecond. The partitioning of energy
roughly equally between vibration and translation
suggests that the major amount of energy is released
in repulsion between the DCl and Cl. This repulsion
is similar to that experienced by a Cl, molecule in
photodissociation, also shown in Fig. 4. Because the
deuterium atom is so light, the direction in which
the product is expelled is a measure of the orienta-
tion of the Cl, molecule during reaction. For this
reaction the collinear arrangement D-CI-Cl is pre-
ferred, whereas bent arrangements are preferred for
D+ L.

Other investigations. Molecular-beam machines (and
to some extent chemiluminescence machines) have
been modified in various ways to explore even
finer details of specific reactions. For example, elec-
tric and magnetic fields have been used to prepare
reagents in various orientations or to determine the
magnitude and polarization of the product rotational
angular momentum; lasers have been used to pre-
pare reagents in initial vibrational states and to de-
termine the final vibration-rotation state of products
by inducing fluorescence from the products; and re-
actions may be conducted at hyperthermal energies
to produce dissociation or even ionization.

Advances in subnanosecond laser technology have
made it possible to study a few bulk phase reactions
under nearly collision-free circumstances. For exam-
ple, H atoms can be formed by dissociating a hydro-
gen halide (HX) with a fast laser pulse, and reaction
of the H can be monitored by a second pulse delayed
enough to probe reaction products after only a few
collisions. See ULTRAFAST MOLECULAR PROCESSES.

Information about chemical reactions has so far
come from observations made on the disappearance
of reagents or appearance of products. However, sev-
eral experiments on systems such as H + H,, K +
NacCl, and ICN (iodine cyanide) have shown that it is
possible to use lasers to probe the chemical system
during the very short time in which the chemical
bonds are rearranging. This forms the basis of a new
spectroscopy of the transition region. See LASER PHO-
TOCHEMISTRY.

Unimolecularreactions. Unimolecular reactions are
possible when the energy of an isolated molecule
lies above the energy of the asymptotically separated
products. Molecules were traditionally energized by
collisions, and unimolecular reactions have been
studied by using collisional excitation in both cross-
beam and chemiluminescence experiments. Several
laser methods—multiphoton excitation, stimulated
emission pumping, and overtone excitation—can
also be used to populate a very narrow range of en-
ergy levels in isolated molecules to study unimolec-
ular reactions as well as the related process of pho-
todissociation.

Considerable insight into unimolecular processes
has been obtained. Energy initially deposited
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locally is distributed on a picosecond time scale, and
most processes seem to be described by a statistical
model. Furthermore, bond-selective photochemistry
(in which different reactions would occur for exci-
tation of different molecular vibrations) seems un-
likely, because reaction is usually slow compared to
the energy redistribution process. See PHOTOCHEM-
ISTRY. Philip R. Brooks

Theoretical Methods

The goal of chemical dynamics is to understand ki-
netic phenomena from the basic laws of molecular
mechanics, and it is thus a field which sees close
interplay between experimental and theoretical re-
search.

Energy distribution. An important question regard-
ing the dynamics of chemical reactions has to do
with the product energy distribution in exothermic
reactions. For example, because the hydrogen flu-
oride (HF) molecule is more strongly bound than
the H, molecule, reaction (2) releases a consider-

F+Hy —> HF +H @

able amount of energy (more than 30 kcal/mol or
126 kJ/mol). The two possible paths for this energy
release to follow are into translations, that is, with
HF and H speeding away from each other, or into
vibrational motion of HE

In this case it is vibration, and this has rather dra-
matic consequences; the reaction creates a popula-
tion inversion among the vibrational energy levels of
HF—that is, the higher vibrational levels have more
population than the lower levels—and the emission
of infrared light from these excited vibrational levels
can be made to form a chemical laser. A number of
other reactions such as reaction (1) also give a popu-
lation inversion among the vibrational energy levels,
and can thus be used to make lasers.

Most effective energy. The rates of most chemical
reactions are increased if they are given more energy.
In macroscopic kinetics this corresponds to increas-
ing the temperature, and most reactions are faster at
higher temperatures. It seems reasonable, though,
that some types of energy will be more effective in
accelerating the reaction than others. For example,
in reaction (3), where potassium (K) reacts with hy-

K+ HCl — KCl+H 3

drogen chloride (HCD) to form potassium chloride
(KCD), studies in a molecular beam have shown that if
HCl is vibrationally excited (by using a laser), this re-
action is found to proceed approximately 100 times
faster, while the same amount of energy in transla-
tional kinetic energy has a smaller effect. Here, there-
fore, vibrational energy is much more effective than
translational energy in accelerating the reaction.
For reaction (2), however, translational energy is
more effective than vibrational energy in accelerat-
ing the reaction. The general rule of thumb is that
vibrational energy is more effective for endother-
mic reactions (those for which the new molecule is

less stable than the original molecule), while transla-
tional energy is most effective for exothermic reac-
tions.

Lasers. As seen from the above, lasers are also
an important supplement to molecular-beam tech-
niques for probing the dynamics of chemical reac-
tions. Because they are light sources with a very nar-
row wavelength, they are able to excite molecules
to specific quantum states (and also to detect what
states molecules are in), an example of which is re-
action (3). For polyatomic molecules—that is, those
with more than two atoms—there is the even more
interesting question of how the rate of reaction de-
pends on which vibration is excited.

For example, when the molecule allyl isocyanide,
CH,=—CH—CH,—NC, is given sufficient vibrational
energy, the isocyanide part (—NC) will rearrange to
the cyanide (—CN) configuration. A laser can be
used to excite a C-H bond vibrationally. An interest-
ing question is whether the rate of the rearrangement
process depends on which C-H bond is excited. Only
with a laser is it possible to excite different C-H bonds
and begin to answer such questions. This question
of mode-specific chemistry, that is, the question of
whether excitation of specific modes of a molecule
causes specific chemistry to result, has been a sub-
ject of great interest. (For the example above, the
reaction is fastest if the C-H bond closest to the NC
group is excited.) Mode-specific chemistry would
allow much greater control over the course of chem-
ical reactions, and it would be possible to accelerate
the rate of some reactions (or reactions at one part
of a molecule) and not others. See LASER.

Models and methods. Many different theoretical
models and methods have been useful in understand-
ing and analyzing all of the phenomena described
above. Probably the single most useful approach has
been the calculation of classical trajectories. Assum-
ing that the potential energy function or a reason-
able approximation is known for the three atoms in
reaction (2), for example, it is possible by use of elec-
tronic computers to calculate the classical motion of
the three atoms. It is thus an easy matter to give the
initial molecule more or less vibrational or transla-
tional energy, and then compute the probability of
reaction. Similarly, the final molecule and atom can
be studied to see where the energy appears, that is,
as translation or as vibration.

It is thus a relatively straightforward matter theo-
retically to answer the questions and to see whether
or not mode-specific excitation leads to significantly
different chemistry than simply increasing the tem-
perature under bulk conditions.

The most crucial step in carrying out these calcula-
tions is obtaining the potential energy surface—that
is, the potential energy as a function of the positions
of the atoms—for the system. Figure 5 shows a plot
of the contours of the potential energy surface for
reaction (2). Even without carrying out classical tra-
jectory calculations, it is possible to deduce some of
the dynamical features of this reaction; for example,
the motion of the system first surmounts a small po-
tential barrier, and then it slides down a steep hill,
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Fig. 5. Contour plot of the potential energy surface for the
reaction F + H, = HF + H, with a typical reactive trajectory
indicated.

turning the corner at the bottom of the hill. It is
evident that such motion will cause much of the en-
ergy released in going down the hill to appear in
vibrational motion of HE

This and other theoretical methods have in-
teracted strongly with experimental research in
helping to understand the dynamics of chemical re-
actions. See CHEMICAL KINETICS; INORGANIC PHOTO-
CHEMISTRY. William H. Miller

Bibliography. M. Baer (ed.), Theory of Chemical Re-
action Dynamics, vol. 1,1985; G.D. Billingand K. V.
Mikkelsen, Advanced Molecular Dynamics and
Chemical Kinetics, John Wiley, 1997; E A. Gianturco
(ed.), Collision Theory for Atoms and Molecules,
1989; D. R. Herschbach, Molecular dynamics of ele-
mentary chemical reactions, Angew. Chem. Int. Ed.
Engl., 26:1221-1243, 1987; K. Kuchitsu (ed.), Dy-
namics of Excited Molecules, 1994; W. H. Miller
(ed.), Dynamics of Molecular Collisions, 1976; J. 1.
Steinfeld, J. S. Francisco, and W. L. Hase, Chemical
Kinetics and Dynamics, 2d ed., Prentice Hall, 1998;
A. H. Zewail, Femtochemistry: Ultrafast Dynamics
of the Chemical Bond, vols. 1 and 2, 1994.
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Chemical ecology

The study of ecological interactions mediated by
the chemicals that organisms produce. These sub-
stances, known as allelochemicals, serve a variety of
functions, the growing list of which reflects the
rapid discoveries made in this discipline. These com-
pounds influence or regulate interspecific and in-
traspecific interactions of microorganisms, plants,
and animals, and operate within and between
all trophic levels—producers, consumers, and
decomposers—and in terrestrial, fresh-water, and
marine ecosystems.

Function is an important criterion for the classifi-
cation of allelochemicals. Allelochemicals beneficial
to the emitter are called allomones; those beneficial
to the recipient are called kairomones. An allomone
to one organism can be a kairomone to another. For
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example, floral scents benefit the plant (allomones)
by encouraging pollinators, but also benefit the in-
sect (kairomones) by providing a cue for the location
of nectar.

The chemicals involved are diverse in structure
and are often of low molecular weight (<10,000).
They may be volatile (for example, monoterpene es-
sential oils from peppermint, cyanide from trefoil,
musks of mammals, mustard oils from cabbage, alde-
hyde pheromones in insects) or nonvolatile (such
as nicotine alkaloids in tobacco, flavonoids in most
plants), and water-soluble (phenols in many in-
sect defenses) or fat-soluble (leaf waxes). Proteins,
polypeptides, and amino acids are also found to play
an important role.

Plant allelochemicals are often called secondary
compounds or metabolites to distinguish them from
those chemicals involved in primary metabolism, al-
though this distinction is not always clear. The func-
tions of secondary chemicals were a mystery until
1959, when G. Fraenkel emphasized their potential
importance in the interactions of plants and animals.
The role of chemicals in the ecology of microorgan-
isms and of animals was recognized earlier: since
the discovery of penicillin, scientists have known
that fungi can produce substances that destroy bac-
teria, and the odors of such animals as stink bugs and
skunks serve an obvious function.

Chemical defense in plants. Perhaps to compen-
sate for their immobility, plants have made wide
use of chemicals for protection against competitors,
pathogens, herbivores, and abiotic stresses.

Production of defenses by plants is not cost-free;
it requires energy that could be used for other pur-
poses. Although the actual cost is usually not known,
many plants do concentrate defensive compounds
in those tissues that contain the highest energy re-
serves or growth potential, such as new leaves or
seeds. Some plants may also change the amount of
resources used for defense, in response to changes
in their environment, and the availability of the raw
materials for making defenses, for example, carbon
from photosynthesis and nitrogen from soil.

Allelopathy. A chemically mediated competitive in-
teraction between higher plants is referred to as al-
lelopathy. This is one of the few examples in plants
where the effects of chemicals can be obvious: ob-
servations that areas around the bases of walnut trees
are free of plant growth led to the first description
of allelopathy. In walnuts, the mechanism involves
leaching of the chemical juglone (5-hydroxy naptho-
quinone) from the leaves to the ground, and this in-
hibits growth and germination of a variety of plants.
Allelopathy appears to occur in many plants, may in-
volve phenolics or terpenoids that are modified in
the soil by microorganisms, and is at least partly re-
sponsible for the organization of some plant commu-
nities. See ALLELOPATHY.

Active and passive defenses. Chemicals that are mobi-
lized in response to stress or attack are referred to as
active or inducible chemicals, while those that are
always present in the plant are referred to as pas-
sive or constitutive. In many plants, fungus attack
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induces the production of defensive compounds
called phytoalexins, a diverse chemical group that
includes isoflavonoids, terpenoids, polyacetylenes,
and furanocoumarins. The phytoalexin is produced
in the area immediately surrounding the fungus and
probably acts by interfering with the nutrition or
membrane permeability of the fungal cells. Plant
susceptibility to fungus attack is partly related to
the speed of production of phytoalexins. See PHY-
TOALEXINS.

Defensive chemicals can be induced by herbivore
attack. For example, when snowshoe hares feed on
paper birch there is an increase in the levels of phe-
nolic resins in new growth. These levels decrease
with time, and the activity of these induced chemi-
cals is thought to cause population cycles of hares.
There has been increasing evidence that inducible
defenses, such as phenolics, are important in plant-
insect interactions.

Constitutive defenses include the chemical hydro-
gen cyanide. Trefoil, clover, and ferns have been
found to exist in two genetically different forms,
one containing cyanide (cyanogenic) and one lack-
ing it (acyanogenic); acyanogenic forms are often
preferred by several herbivores. Acacia trees also
have these two forms; the acyanogenic forms are pro-
tected from herbivores by ants that live in the tree
and feed on special food bodies on the leaves. Other
constitutive chemicals include some phenolic acids,
flavonoids, pyrethrins, and alkaloids. See ALKALOID;
FLAVONOID; PHENOL.

Diversity of activities. Chemical defenses frequently
occur together with certain structures which act as
physical defenses, such as spines and hairs. In toma-
toes, glandular trichomes (hairlike structures) on the
leaf surface contain the toxic chemical 2-tridecanone
that is active against many insects, while other glands
contain phenolics that polymerize like fast-setting
glue.

While many chemicals protect plants by deterring
herbivore feeding or by direct toxic effects, other de-
fenses may act more indirectly. Chemicals that mimic
juvenile hormones, the antijuvenile hormone sub-
stances found in some plants, either arrest develop-
ment or cause premature development in certain sus-
ceptible insect species.

Plant chemicals potentially affect not only the her-
bivores that feed directly on the plant, but also the
microorganisms, predators, or parasites of the her-
bivore. For example, the tomato plant contains an
alkaloid, tomatine, that is effective against certain
insect herbivores. The tomato hornworm, however,
is capable of detoxifying this alkaloid and can thus
use the plant successfully—but a wasp parasite of
the hornworm cannot detoxify tomatine, and its ef-
fectiveness in parasitizing the hornworm is reduced.
Therefore, one indirect effect of the chemical in the
plant may be to reduce the effectiveness of natural
enemies of the plant pest, thereby actually working
to the disadvantage of the plant.

Types of plant defenses. Most plant chemicals can af-
fect a wide variety of herbivores and microorgan-
isms, because the modes of action of the chemicals

they manufacture are based on a similarity of bio-
chemical reaction in most target organisms (for ex-
ample, cyanide is toxic to most organisms). In addi-
tion, many plant chemicals may serve multiple roles:
resins in the creosote bush serve to defend against
herbivores and pathogens, conserve water, and pro-
tect against ultraviolet radiation.

It is argued that there are two different types
of defensive chemicals in plants. The first type oc-
curs in relatively small amounts, is often toxic in
small doses, and poisons the herbivore. These com-
pounds, for example, some phenolic acids, alkaloids,
and monoterpenes, may also change in concentra-
tion in response to plant damage; that is, they are
inducible. These kinds of qualitative defensive com-
pounds are the most common in short-lived or weedy
species that are often referred to as unapparent. They
are also characteristic of fast-growing species with
short-lived leaves. In contrast, the second type of
defensive chemicals often occurs in high concentra-
tions, is not very toxic, but may inhibit digestion by
herbivores and is not very inducible. These quanti-
tative defenses, such as tannins, are most common
in long-lived, so-called apparent plants such as trees
that have slow growth rates and long-lived leaves.
Some plants may use both types of defenses.

Aquatic habitats. There is accumulating evidence that
marine plants may be protected against grazing by
similar classes of chemicals to those found in terres-
trial plants. In algae, for example, phenols appear
to be an important defense against limpets. One in-
teresting difference in the marine environment is
the large number of halogenated organic compounds
that are rare in terrestrial and fresh-water systems.

Evolution of defenses and adaptation. Through evo-
lution, as plants accumulate defenses, herbivores
that are able to bypass the defense in some way are
selected for and leave more offspring than others.
This in turn selects for new defenses on the part of
the plant in a continuing process called coevolution.

Animals that can exploit many plant taxa are called
generalists, while those that are restricted to one or a
few taxa are called specialists. Specialists often have
particular detoxification mechanisms to deal with
specific defenses. For example, certain bruchid bee-
tles that feed on seeds containing the toxic nonpro-
tein amino acid canavanine possess enzyme systems
that recognize this “false” amino acid and avoid incor-
porating it into proteins. In addition, they are able to
convert the amino acid to ammonia via urea and gen-
erate energy in the process. Some generalists possess
powerful, inducible detoxification enzymes, while
others exhibit morphological adaptations of the gut
which prevent absorption of compounds such as tan-
nins, or provide reservoirs for microorganisms that
accomplish the detoxification. Animals may avoid
eating plants, or parts of plants, with toxins. For
instance, monkeys choose low-toxin, high-nutrient
plant tissues and are capable of learning which plants
to avoid.

Some herbivores that have completely sur-
mounted the plant toxin barrier use the toxin itself
as a cue to aid in locating plants. The common white



butterfly, Pieris rapae, for example, uses mustard
oil glycosides, which are a deterrent and toxic to
many organisms, to find its mustard family hosts. The
monarch butterfly and other insects have gone so far
as to store plant defensive chemicals in their bodies
as protection against predators.

Chemical defense in animals. Many animals make
their own defensive chemicals—such as all of the
venoms produced by social insects (bees, wasps,
ants), as well as snakes and mites. These venoms are
usually proteins, acids or bases, alkaloids, or com-
binations of chemicals. They are generally injected
by biting or stinging, while other defenses are pro-
duced as sprays, froths, or droplets from glands. For
instance, the bombardier beetle expels hot quinones
as a spray from its posterior. A response of one
predatory mouse to this action is to bury the bee-
tle’s dangerous posterior into the sand before biting
the head. There are also darkling beetles that mimic
the bombardier’s actions but do not have a defen-
sive spray. While insects provide the best examples
of chemical defense in animals, such defenses are
also found in other groups, such as in stinging cells
of jellyfish and in poisonous spurs on the duckbill
platypus.

Animals frequently make the same types of toxins
as plants, presumably because their function as pro-
tective agents is similar. Examples include the pro-
duction of cyanide by millipedes and bracken fern,
phenols in the secretions of grasshoppers and in
most plant leaves, alkaloids in ant venoms and pep-
per plants, and cardiac glycosides in milkweed plants
and beetles.

Other organisms, particularly insects, use plant
chemicals to defend themselves. For example, the
monarch butterfly sequesters or stores cardenolides
from the milkweed plant, and the lubber grasshop-
per can sequester a variety of plant chemicals into
its defensive secretion by feeding exclusively on cer-
tain plants. Sequestration may be a low-cost defense
mechanism and probably arises when insects spe-
cialize on particular plants.

Microbial defenses. Competitive microbial interac-
tions are regulated by many chemical exchanges in-
volving toxins. They include compounds such as
aflatoxin, botulinus toxin, odors of rotting food, hal-
lucinogens, and a variety of antibiotics. See ANTIBI-
OTIC; TOXIN.

Microorganisms also play a role in chemical in-
teraction with plants and animals that range from
the production of toxins that kill insects, such as
those produced by the common biological pest con-
trol agent Bacillus thuringiensis, to cooperative bio-
chemical detoxification of plant toxins by animal
symbionts.

Information exchange. A large area of chemical
ecology concerns the isolation and identification of
chemicals used for communication.

Insects. Pheromones, substances produced by an
organism that induce a behavioral or physiological
response in an individual of the same species, have
been studied particularly well in insects. These sig-
nals are compounds that are mutually beneficial to

Chemical ecology

the emitter and sender, such as sex attractants, trail
markers, and alarm and aggregation signals.

Sex pheromones are volatile substances, usually
produced by the female to attract males. Each species
has a characteristic compound that may differ from
that of other species by as little as a few atoms. For ex-
ample, the pheromone of the cabbage looper moth is
cis-7-dodecenyl acetate; the oriental fruit fly’s is cis-8-
dodecenyl acetate. The activity of these compounds
can be destroyed by minor changes in their structure.
In addition, sex pheromones generally are active at
extremely low concentrations—a few molecules im-
pinging on a moth’s antenna may be sufficient to
stimulate a response. The pheromone blend released
by a female moth may be dominated by one or two
components but also contains many trace compo-
nents. The dominant compounds may attract males,
but the full repertoire of male behavior that results
in successful mating also involves the trace compo-
nents.

Pheromones are typically synthesized directly by
the animal and are usually derived from fatty acids. In
a few cases the pheromone or its immediate precur-
sors may be derived from plants, as in danaid butter-
flies. Male danaids visit certain nonhost plants solely
to obtain pyrrolizidine alkaloids, which are used to
make pheromones used in courtship.

Trail pheromones are used by social insects and
some lepidopterans to recruit others of its species to
afood source. These are synthesized by the animal as
well as acquired from hosts, and are diverse in struc-
ture. The honeybee uses geraniol, which it acquires
from nectar. Methyl 4-methylpyrrole 2-carboxylate,
the trail pheromone of the leaf-cutting ant, may be
synthesized in the gut by bacteria. The ideal trail
pheromone loses its potency over time unless rein-
forced, and is therefore relatively unstable and diffi-
cult to analyze chemically. See PHEROMONE.

Vertebrates. Very little work has been done in iden-
tifying specific pheromones in vertebrates, particu-
larly mammals. It is known, however, that they are
important in marking territory, in individual recogni-
tion, and in mating and warning signals. Frequently
these signals involve sebaceous oils from the skin,
urine, or feces. Some mammals have a very complex
series of glands; it is possible that microorganisms
on these glands convert urine compounds to com-
ponents of the signal chemical. The complexity of
this chemical mix, and the complexity of the animal,
means that the strong positive or negative response
to single compounds that is found in some insects
is not found as often in mammalian systems. In fe-
male primates of several species, mixtures of short-
chain organic acids, such as acetic and butanoic, lead
to sexual excitation in the male. These same chem-
icals have been found in human females, but in dif-
ferent concentrations. See REPRODUCTIVE BEHAVIOR;
SCENT GLAND; TERRITORIALITY.

Plants and microorganisms. Chemical communication
may also occur among plants and microorganisms,
although it is rarer and less obvious than in ani-
mals. The release of ethylene by ripening fruit stim-
ulates the ripening of nearby fruit, thus ensuring
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simultaneous presentation of an attractive mass for
potential dispersers. Certain plants produce high
concentrations of volatile isoprenes. The concentra-
tions and composition of these compounds change
under stress, but it is not known whether this signal,
if it is one, is recognized by other plants.

Bacterial contact and recognition is accomplished
by cell wall proteins and by secretions. This type of
communication is important in strain recognition,
and also takes place in fungi such as Mucor prior
to mating. Here chemical communication is at the
cellular level.

Value. The chemicals involved in chemical inter-
actions between organisms are important in the
pharmaceutical, perfume, and many other chemical
industries. These substances, together with many an-
tibiotics and pesticides, are based on compounds
found in plants. However, information about chem-
ical ecology is only just beginning to be exploited,
particularly in the field of plant protection. For ex-
ample, pheromones which are highly specific and
nontoxic are used to trap insect pests for a vari-
ety of purposes, including monitoring and popu-
lation reduction. As the mechanisms of pathogen
resistance are understood, the proper chemical at-
tributes may be bred or genetically engineered into
plants. For example, the genes for production of a
legume seed protein toxin have been transferred
to tobacco leaves. The genes were expressed and
the leaves became protected from insect attack. The
potential for exploiting naturally occurring defenses
may thus reduce reliance on costly, potentially haz-
ardous synthetic chemicals. See ECOLOGY; GENETIC
ENGINEERING; INSECT CONTROL, BIOLOGICAL; INSEC-
TICIDE. Clive G. Jones; Alcinda C. Lewis
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Chemical energy

A useful but obsolescent term for the energy avail-
able from elements and compounds when they react,
as in a combustion reaction. In precise terminology,
there is no such thing as chemical energy, since all
energy is stored in matter as either kinetic energy or
potential energy. See COMBUSTION; ENERGY.

When a chemical reaction takes place, the atoms
of the reactants change their bonding pattern and
become products. The breaking of bonds in the re-
actants requires energy, and the formation of bonds
in the products releases energy. The net change in en-
ergy is commonly referred to as chemical energy. To
be more precise, when a reaction takes place, there

is an overall change in the enthalpy H of the sys-
tem as bonds are broken and new bonds are formed.
This change in enthalpy is denoted AH. Under stan-
dard conditions [a pressure of 1 bar (100 kilopas-
cals) and all substances pure], the change is noted
AH° and called the standard enthalpy of reaction.
Provided the pressure is constant, the standard en-
thalpy can be identified with the energy released as
heat (when AH®° < 0) or gained as heat (AH® > 0)
when the reaction takes place. Reactions for which
AH® < 0are classified as exothermic; those for which
AH® > 0 are classified as endothermic. All combus-
tions are exothermic, the released heat being used
either to provide warmth or to raise the temperature
of a working fluid in an engine of some kind. There
are very few common endothermic reactions; one
example is the dissolution of ammonium nitrate in
water (a process utilized in medical cold packs). See
CHEMICAL EQUILIBRIUM; CHEMICAL THERMODYNAM-
ICS; ENTHALPY; THERMOCHEMISTRY.

The “chemical energy” available from a typical fuel
(that is, the enthalpy change accompanying the com-
bustion of the fuel, when carbon-hydrogen bonds are
replaced by stronger carbon-oxygen and hydrogen-
oxygen bonds) is commonly reported as either the
specific enthalpy or the enthalpy density. The spe-
cific enthalpy is the standard enthalpy of combustion
divided by the mass of the reactant. The enthalpy
density is the standard enthalpy of combustion di-
vided by the volume of the reactant. The former
is of primary concern when mass is an important
consideration, as in raising a rocket into orbit. The
latter is of primary concern when storage space is
a limitation. The specific enthalpy of hydrogen gas
is relatively high (142 kilojoules/g), but its enthalpy
density is low (13 kJ/L). The values for octane, a com-
pound representative of gasoline, are 48 kJ/g and
38 MJ/L, respectively (note the change in units). The
high enthalpy density of octane means that a gaso-
line tank need not be large to store a lot of “chemical
energy.” See AIRCRAFT FUEL; ENERGY SOURCES; GASO-
LINE; ROCKET PROPULSION. Peter W. Atkins

]
Chemical engineering

The branch of engineering involved in the research,
design, improvement, operation, and commercializa-
tion of plants, processes, and products for the chemi-
cal industry and related fields, such as biotechnology,
energy, and materials. The work of chemical engi-
neers has evolved continuously with the changing
needs of society. Chemical engineering arose from
attempts at inventing ways to make products such
as gunpowder and wine. Early on (in the nineteenth
century), the large-scale and efficient manufacturing
of inorganic chemicals, such as salt, soda ash, sulfu-
ric acid, and nitrogen fixation, were the main occu-
pation of American chemical engineers. However,
for the small-scale dyestuff and drug industries in
Europe, chemical engineers were less involved.
In the twentieth century, large-scale petroleum
refining, petrochemicals, and polymers were the
dominant industrial problems. In the twenty-first



century, the focus has shifted to smaller-scale pro-
cesses across many disciplines of science and
technology, such as molecular biology, genetics,
information technology, and nanotechnology. See
GENETICS; INFORMATION TECHNOLOGY; INORGANIC
CHEMISTRY; NANOTECHNOLOGY; PETROCHEMICAL;
POLYMER; PROCESS ENGINEERING.

Professional work and achievements. Chemical en-
gineers work in the development, manufacturing,
and service sectors. They are engaged in the de-
sign, construction, and operation of equipment and
plants. Increasingly, chemical engineers are involved
in product engineering, which is the design of new
products and the improvement of existing products
such as controlled drug-delivery devices, biodegrad-
able polymers, and fuel cells. In addition, chemi-
cal engineers play an important role in the com-
mercialization of novel medicines, materials, and
environmental remediation and recycling technol-
ogy. See DRUG DELIVERY SYSTEMS; FUEL CELL; RECY-
CLING TECHNOLOGY.

Chemical engineers often play leading roles in
the manufacturing industries of basic chemicals and
petroleum refining. They work in pharmaceutical,
biochemical, biomedical, food, agricultural chemi-
cals, plastics, rubber, textile fibers, paper, ink, soap
and cosmetics, and water purification industries. In
the electronics industry, the manufacture of inte-
grated circuits and other microelectronic devices in-
volves chemical processing. Chemical engineers also
are employed in services, such as education, gov-
ernment, business and professional services, and, in-
creasingly, health care. See BIOCHEMICAL ENGINEER-
ING; BIOMEDICAL CHEMICAL ENGINEERING; CHEMICAL
PROCESS INDUSTRY; FOOD ENGINEERING; INK; MANU-
FACTURED FIBER; MICROLITHOGRAPHY; PAPER; PHAR-
MACEUTICAL CHEMISTRY; RUBBER; TEXTILE.

Some characteristic operations in chemical en-
gineering involve the conversion of raw materials
(such as petroleum) into useful products (such as
gasoline, jet fuel, and asphalt), as well as the con-
version and recycling of environmental pollutants
(such as municipal waste). Other conversions in-
volve chemical reactions such as the fixation of ni-
trogen from air into fertilizers for agriculture, phys-
ical modifications such as blowing polymers into
films and extruding polymers into fibers, and bio-
chemical reactions such as the fermentation of sugar
into alcohol. These conversions also involve sepa-
rations, such as making freshwater out of seawater,
recovering penicillin from very dilute solutions in
fermentation tanks, and extracting water and waste
products from blood in artificial kidneys. See CHEM-
ICAL CONVERSION; CHEMICAL SEPARATION; FERMEN-
TATION; NITROGEN FIXATION; PETROLEUM PROCESS-
ING AND REFINING; PLASTICS PROCESSING; WATER
DESALINATION.

Education and professional training. Chemical en-
gineers require knowledge in chemistry, biology,
mathematics, physics, and machinery. The educa-
tion and training of chemical engineers includes a
rigorous curriculum of courses, laboratories, design
projects, and quite often periods of industrial prac-
tice or internships. In common with other engi-
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neers, mathematics and physics form the core cur-
riculum. The major distinction of chemical engineers
is their understanding of chemistry, and increasingly
of molecular and cell biology and materials science.
See CELL BIOLOGY; MATERIALS SCIENCE; MATHEMAT-
ICS; MOLECULAR BIOLOGY; PHYSICS.

The earliest engineering education program began
in France, where mathematics played a decisive
role. The modern chemical engineering curriculum
evolved from a program in 1888 at the Massachusetts
Institute of Technology by L. M. Norton, which was
centered on the study of the applied chemistry of
specific inorganic chemicals. The first paradigm, or
systemic knowledge, that could be applied to many
problems was the concept of unit operations, intro-
duced in 1923 in the Principles of Chemical Engi-
neering by W. H. Walker, W. K. Lewis, and W. H.
McAdams. The concept of unit operations became
the standard taught everywhere and provided the
effective tools for the graduates to engineer new
chemical industries. Thermodynamics and chemi-
cal reaction engineering were added later, and the
accreditation of chemical engineering degrees was
based on the mastery of these subjects. See CHEMICAL
REACTOR; CHEMICAL THERMODYNAMICS; UNIT OPER-
ATIONS.

After World War II, during which scientists with
no engineering background made the atomic bomb,
engineering educators turned toward science for in-
spiration. Transport phenomena began as the second
paradigm of chemical engineering, with the publica-
tion (1960) of Transport Phenomena by R. B. Bird,
W. E. Stewart, and E. N. Lightfoot. The transport of
momentum, heat, and mass is fundamental to the
unit operations and chemical reactors. Applied math-
ematics and computation formed the basis for the
rational modeling and design of chemical machinery
and operations, as well as the systematic optimiza-
tion of entire chemical plants. See TRANSPORT PRO-
CESSES.

In the United States, the American Institute of
Chemical Engineers, founded in 1908, is the prin-
cipal professional society. Chemical engineering be-
came a worldwide force with the founding of the
Institution of Chemical Engineers in 1953 and the
World Chemical Engineering Council in 2001.

James Wei
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1
Chemical equilibrium

In a dynamic or kinetic sense, chemical equilibrium
is a condition in which a chemical reaction is oc-
curring at equal rates in its forward and reverse di-
rections, so that the concentrations of the reactant
and product substances do not change with time.
In a thermodynamic sense, it is the condition in
which there is no tendency for the composition of
the system to change. From the viewpoint of sta-
tistical mechanics, the equilibrium state places the
system in a condition of maximum freedom (or mini-
mum restraint) compatible with the energy, volume,
and composition of the system. The statistical ap-
proach has been merged with thermodynamics into
a field called statistical thermodynamics; this merger
has been of immense value for its intellectual stim-
ulus, as well as for its practical contributions to the
study of equilibria. See CHEMICAL THERMODYNAMICS;
STATISTICAL MECHANICS.

Because thermodynamics is concerned with rela-
tionships among observable properties, such as tem-
perature, pressure, concentration, heat, and work,
the relationships possess general validity, indepen-
dent of theories of molecular behavior. Because of
the simplicity of the concepts involved, this article
utilizes the thermodynamic approach.

Chemical potential. Thermodynamics attributes to
each chemical substance a property called the chem-
ical potential, which may be thought of as the ten-
dency of the substance to enter into chemical (or
physical) change. Although the absolute chemical
potential of a substance cannot be measured directly,
differences in chemical potential are measurable.
The units of chemical potential are joules per mole.

The importance of the chemical potential lies in
its relation to the affinity or driving force of a chemi-
cal reaction. It is useful to consider the general reac-
tion (1), and let u, be the chemical potential of sub-

aA +bB = gG + hH ¢))

stance A, ug be the chemical potential of B, and so
on. Then, according to one of the fundamental prin-
ciples of thermodynamics (the second law), the reac-
tion will be spontaneous (left to right) when the total
chemical potential of the reactants is greater than
that of the products. Thus, for spontaneous change
(naturally occurring processes), notation (2) applies.

g + buul — laps + bug]l <0 @

When equilibrium is reached, the total chemical po-
tentials of products and reactants become equal; thus
Eq. (3) holds at equilibrium. The difference in chem-

g + buul — laps + bug]l =0 (®))

ical potentials in Egs. (2) and (3) is called the driving
force or affinity of the process or reaction; the affin-
ity is zero when the chemical system is in chemical
equilibrium.

For reactions at constant temperature and pres-
sure (the usual restraints in a chemical laboratory),

the difference in chemical potentials becomes equal
to the Gibbs energy change A,G for the process in
Eq. (4). The decrease in Gibbs energy represents

AG = (g + bpul — [apa + Dugl (€))

the maximum net work obtainable from the process.
When no more work is obtainable, then the system
is at equilibrium. Conversely, if the value of A,G for a
process is positive, some useful work will have to be
expended upon the process, or reaction, in order to
make it proceed from left to right; the process cannot
proceed naturally or spontaneously. The term “spon-
taneously” as used here implies only that a process
can occur. It does not imply that the reaction will ac-
tually occur. Thus, the reaction between hydrogen
and oxygen is a spontaneous process in the sense of
the term as used here, even though a mixture of hy-
drogen and oxygen can remain unchanged for years
unless ignited or exposed to a catalyst.

Because, by definition, a catalyst does not undergo
a net chemical change during the reaction, its chem-
ical potential does not appear in Egs. (2), (3), and
(4). A catalyst, therefore, can contribute nothing to
the driving force of a reaction, nor can it, in conse-
quence, alter the position of the chemical equilib-
rium in a system. See CATALYSIS.

In addition to furnishing a criterion for the equilib-
rium state of a chemical system, the thermodynamic
method goes much further. In many cases, it yields
a relation between the change in chemical poten-
tials (or change in Gibbs energy) and the equilibrium
concentrations of the substances involved in the re-
action. To do this, the chemical potential must be
expressed as a function of concentration and possi-
bly other properties of the substance.

The chemical potential u is usually represented by
Eq. (5), where R is the gas constant, 7'is the absolute

w=pu’+RTInx+RTIny 3)

temperature, x is the concentration of the substance,
y is the activity coefficient of the substance, and
w® is the chemical potential of the substance in its
standard state. See CONCENTRATION SCALES.

For substances obeying the laws of ideal solutions
(or ideal gases), the last term, R7In y, is zero (y = 1),
because it is a measure of the deviation from ideal be-
havior caused by intermolecular or inter-ionic forces.
An ideal solution would then be a solution for which
RTn y is zero (y = 1) over the whole concentration
range. For real solutions, the state standard (where
y is unity) is generally chosen as the pure substance
[mole fraction = 1 at 1 bar (100 kilopascals) and the
temperature of interest] for solids and solvents, and
as the hypothetical ideal gas or the unit concentra-
tion solute in solution at 1 bar and the temperature
of interest. Although the activity coefficient y is di-
mensionless, its numerical values depend upon the
particular concentration scale x with which it is as-
sociated.

Although the choice of concentration scales is a
matter of convenience, the following are convention-
ally used: x = p = partial pressure, for gases; x = ¢



(or m) = molar (or molal) concentrations, respec-
tively, for solutes in electrolytic solutions; x = mole
fraction, for solids and solvents. When the choice
is not established by convention, the mole fraction
scale is preferred.

Activity and standard states. It is often convenient
to utilize the product, yx, called the activity of the
substance and defined by @ = yx. The activity may
be looked upon as an effective concentration of the
substance, measured in the same units as the concen-
tration x with which it is associated. The standard
state of the substance is then defined as the state of
unit activity (where @ = x = 1) at 1 bar and the tem-
perature of interest and is characterized by the stan-
dard chemical potential °. Clearly, the terms ©°, y,
and x are not independent; the choice of the activity
scale serves to fix the standard state. For example, for
hydrochloric acid, the standard state for the solute
(HCD would be an (hypothetical) ideal 1 molar (or
1 molal) solution, and for the solvent (H,O) the stan-
dard state would be pure water (mole fraction = 1),
both at 1 bar and the temperature of interest. The
reference state would be an infinitely dilute solution;
here the activity coefficients would be unity for both
solute and solvent. For the vapor of HCI above the
solution, the standard state would be the hypotheti-
cal gaseous state at 1 bar partial pressure. For gases,
the term “fugacity” is often used instead of “activity.”
See FUGACITY.

Equilibrium constant. If the general reaction in
Eq. (1) occurs at constant temperature 7 and pres-
sure P when all of the substances involved are in their
standard states of unit activity, Eq. (4) would become
Eq. (6). The quantity A,G° is known as the standard

AG = [gug + buy] — [apl +bug]  ©

Gibbs energy change for the reaction at the temper-
ature and pressure for the chosen standard states.
(Standard state properties are commonly designated
by a superscript zero, as in A,G°, 1°) Since each
of the standard chemical potentials (19) is a unique
property determined by the temperature, pressure,
standard state, and chemical identity of the substance
concerned, the standard free energy change AGY is
a constant characteristic of the particular reaction
for the chosen temperature, pressure, and standard
states.

If, for Eq. (1), at constant temperature and pres-
sure, the chemical potential of each substance is
expressed in terms of Eq. (5), then the Gibbs en-
ergy change for the reaction, from Eq. (4), becomes
Eq. (7) in terms of the activities and the standard

g b
AG = AG® + RTIn 2621 %)
Ay
Gibbs energy change, Eq. (6). Equation (7) is often
written in the form of Eq. (8), where Q is the ratio

A.G=AG"+RTInQ ®

of the activities of products to the activities of reac-
tants, each activity bearing as an exponent the cor-
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responding coefficient in the balanced equation for
the reaction [as in Eq. (7)]. The standard Gibbs en-
ergy change A,G° serves as a reference point from
which the actual Gibbs energy change A,G can be
calculated in terms of the activities of the reacting
substances.

‘When the system has come to chemical equilib-
rium at constant temperature and pressure, A, G =0,
from Eq. (3). Equation (7) then leads to the very im-
portant relation shown in Eq. (9), where the value
of K is shown as Eq. (10), and the activities are

A,G° = —RT InK )
aé’ b

K = [ j”;‘] 10)
dydyg

the equilibrium values. The quantity K is called the
equilibrium constant for the reaction. The equilib-
rium constant is a characteristic property of the re-
action system, because it is determined uniquely at
a given temperature in terms of the standard Gibbs
energy change. The term —A,G° represents the max-
imum net work that the reaction could make avail-
able when carried out at constant temperature and
pressure with the substances in their standard states.
It should be clear from Eq. (6) that the magnitude of
A,G is directly proportional to the amount of mate-
rial represented in the reaction in Eq. (1). Likewise,
Egs. (7) through (10) denote this same proportion-
ality through the exponents a, b, g, and b in the
terms K and Q. Naturally, the value of A,G°, as well
as K and Q, will depend upon the particular con-
centration scales and standard states selected for the
system. Therefore it is essential that sufficient infor-
mation be stated about a system to fully describe the
chosen standard states.

Equations (8) and (10) can be combined in the
form of Eq. (11), sometimes denoted as the Lewis

A,G=RT In % an

equation after G. N. Lewis, who was the first to for-
mulate this equation. When Q for a specified set of
conditions is larger than K (so that A,G is positive),
the proposed reaction cannot occur left to right. On
the other hand, when Q is less than K, then the pro-
posed process or reaction can occur. The equilib-
rium constant thus serves as a measure of the po-
sition of chemical equilibrium for a system. For a
proposed process for which Q is greater than K, the
reaction system would have to move away from its
equilibrium state (impossible of its own accord) to
proceed from left to right, and for a proposed pro-
cess for which Q is less than K, the process would
bring the system closer to its equilibrium state (as in
all naturally occurring processes).

Instead of activities, values of concentrations and
activity coefficients at equilibrium may be used to
express the form of the equilibrium constant K in
Eq. (12). This gives the equilibrium constant as a

K — [xixﬁ} , [Véyé’] a2

x{p Yve
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product of two terms. The first term, involving con-
centrations, is directly measurable if the system can
be analyzed at equilibrium. On the other hand, the
activity coefficient term, as seen in Eq. (13), is fre-
quently difficult to evaluate.

Y

K, =
v

as

Intensive studies of activity coefficients made
upon a wide variety of chemical systems led to a
number of simplifying principles and some useful
theoretical treatments of the subject. For gases, the
activity coefficients differ only slightly from unity for
pressures up to a few atmospheres and often can be
evaluated from equation-of-state data. For mixtures
of nonelectrolytes, the values also are not far from
unity in many cases. For solutions of electrolytes,
the activity coefficients vary greatly with concentra-
tion, and in many cases approach unity only below
a useful or even attainable concentration. The theo-
retical treatments of P Debye, E. Hiickel, and others
have systematized the patterns of electrolyte behav-
ior, making possible a reasonable estimate of the ac-
tivity coefficients of electrolytes in many cases. See
ACTIVITY (THERMODYNAMICS); SOLUTION.

In general, the function K,,, Eq. (13), approaches
unity as the composition of the system approaches
ideal behavior, so in practice most equilibrium con-
stants K are evaluated through some suitable extrap-
olation procedure involving Eq. (12). See the discus-
sion following Eq. (5).

For many approximate calculations or when data
for K, are scarce, it is common to express the equilib-
rium constant as the concentration term only; that
is, Eq. (14) is applied. Unless K, is a rather insen-

_ X
= ™

Kapp K a4
sitive function of concentration, the so-called con-
stants (Kp, denotes an apparent or approximate
value of K), obtained in this manner are not con-
stant as the composition is varied, and even though
approximately constant, may vary considerably from
the true value of K. Although the practice of assign-
ing K, a value of unity will often give useful results
and is frequently the only expedient available, the
results must be used with caution.

The kinetic concept of chemical equilibrium intro-
duced by C. M. Guldberg and P. Waage (1864) led to
the formulation of the equilibrium constant in terms
of concentrations. Although the concept is correct
in terms of the dynamic picture of opposing reac-
tions occurring at equal speeds, it was not successful
in coping with the problems of activity coefficients
and cannot lead to the useful relations, Eqs. (4) and
(11), in terms of an energetic criterion for the posi-
tion of equilibrium. Conversely, the thermodynamic
approach yields no relationship between the driv-
ing force at the reaction and the rate of approach to
equilibrium. See CHEMICAL DYNAMICS.

The influence of temperature upon the chemi-
cal potentials, and hence upon the equilibrium con-

stant, is given by the Gibbs-Helmholtz equation (15).

dinK  AH°
dT =~ RT?

asy

The derivative on the left represents the slope of
the curve obtained when values of In K for a reac-
tion, obtained at different temperatures, are plotted
against temperature. The standard enthalpy of reac-
tion A,H° for the temperature T at which the slope
is measured, is the heat effect which could also be
observed by carrying out the reaction involving the
standard states in a calorimeter at the corresponding
temperature and 1 bar.

For endothermic reactions, which absorb heat
(A H® positive), K increases with increasing temper-
ature. For exothermic reactions, which evolve heat
(A, H° negative), K decreases with increasing temper-
ature and the yield of products is reduced. A more
useful arrangement of Eq. (15) is shown in Eq. (16).

dinK  —AH°
di/T) R

1o

Plots of In K against 1/T are nearly linear for reac-
tions where the value of A, H° changes slowly with
temperature. Hence, over small temperature ranges,
Eq. (16) becomes, in integrated form, Eq. (17). This

K2 o A,-HO Tz - T]
K. R T, T,

an

relation is much used for calculating heats of reac-
tion from two equilibrium measurements or for de-
termining an equilibrium constant K, at temperature
T, from values of K;, and A,H°.

For accurate work, or for extending the calcula-
tions over a wide range of temperature, A, H° must be
known as a function of temperature before Eq. (15)
or (16) can be integrated. When sufficient heat ca-
pacity data are available, Kirchhoff’s equation, in-
volving the difference in heat capacities between
the products and reactants, Eq. (18), may be com-
bined with Eq. (15) to yield Eq. (19). In these equa-

AH"—AHO—FaT—i—ﬁ—TZ-i-E as)
7 - rtLo 2 3

AHY BT  8T?
7+alnT+7+f—|—I a9

R InK = —
6

tions, the coefficients «, 8, and § are determined
from heat capacity data; the constants A, H,’ and
I require knowledge of one value of A,H° and one
value of K, or values of K at two temperatures. See
HEAT CAPACITY; THERMOCHEMISTRY.

Homogeneous equilibria. These equilibria involve
single-phase systems: gaseous, liquid, or solid solu-
tions.

A representative gas-phase equilibrium is the am-
monia synthesis shown in Eq. (20), where (g) de-

No(g) + 3H,(g) = 2NHs(g) 0)

notes a gas-phase species. The most natural concen-
tration measures are mole fraction or partial pres-
sure. The partial pressures p; are defined in terms of



mole fractions x;, and the total pressure P by p; =

x;P. For low pressures, where activity coefficients

are practically unity, Eq. (21) holds. Equation (21) is

a special case of Eq. (22), where An is the change in
2 2

K, = pNH;; _ 'xNH_; p2 @D

pN? i‘['_) xNzxi-[g

K, = K.P*" 22)

the number of moles of gases [Ar = —2 for Eq. (20)].
The mole fraction equilibrium constant K, is pres-
sure dependent, but K, is independent of pressure.
Consequently, an increase in total pressure P must
lead to an increase in K, in this case. If the increase
in total pressure is due to a decrease in volume of
the system, then the result will be an increased yield
of products (NH3). An increase in pressure brought
about by injection of an inert gas into a constant vol-
ume system would not affect the partial pressures
of the reacting gases nor the ultimate yield of prod-
ucts. The value of K,, and thus that of A,G,, will
be affected by a change in total pressure owing to a
change in the net work of mixing and unmixing the
gases. The reaction described by Eq. (20) is exother-
mic, so better yields will be obtained at lower tem-
peratures. However, the rate of attainment of equi-
librium in this case is very slow at low temperatures
[Eq. (15)].

A typical liquid-phase equilibrium is the depro-
tonation of acetic acid in water, reaction (23) and
Eq. (24), where (aq) denotes an aqueous-phase

HC,H30,(aq) + HoO(l) = H3O+(aq) + CzHgOE(aQ) 23

5 _ (my0+ )(mCZHSO;) @49

K y MHC,H;0, AH,0

species and (1) denotes a liquid-phase solvent. In this
particular case, the activity coefficient ratio K, is less
than unity in dilute solutions. The activity of water
ap,O ~ x,0 at low molalities (<1 m) is close to
unity. For this reason, ay,0 is commonly omitted
in the formulation of the equilibrium constant ex-
pressions of this type, because ay,0 > 1. See IONIC
EQUILIBRIUM.

Heterogeneous equilibria. These are usually studied
at constant pressure, because at least one of the
phases will be a solid or a liquid. The imposed pres-
sure may be that of an equilibrium gaseous phase, or
it may be an externally controlled pressure.

In describing such systems, as for all reaction sys-
tems, the nature of each phase must be specified.
In the examples to follow, s, I, g, aq, and soln iden-
tify solid, liquid, gaseous, aqueous, and nonaqueous
phases, respectively. For solutions or mixtures, the
composition is needed, in addition to the tempera-
ture and pressure, to complete the specification of
the system; the nature of any solvent also must be
specified.

In the equilibrium shown as (25), the relation-

H>0(l) = H,0(g) 25
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ship of Eq. (26) holds. Here K ~ p/x, the ratio of

AG = ME —u) = —RT 1n§ 26)

the vapor pressure p to the liquid mole fraction x.
For pure water, the equilibrium constant is approxi-
mately equal to the vapor pressure of water at least
at low pressures. When a small amount of solute
is added, thereby decreasing the mole fraction of
solvent, the vapor pressure p must be lowered to
maintain equilibrium (Raoult’s law). The effect of
the total applied pressure P upon the vapor pres-
sure p of the liquid is given by the Gibbs-Poynting
equation (27). Here V;and V, are the molar volumes

al v
ol

of liquid and vapor, respectively. The equilibrium
vapor pressure will increase as the total pressure is in-
creased (both V; and Vj are positive and the activity
of the liquid increases with pressure). If the exter-
nal pressure is applied to a solution by a semiper-
meable membrane, then an applied pressure can
be found which will restore the vapor pressure (or
activity) of the solvent to its standard state value.
See OSMOSIS.

For a solid, such as barium sulfate, BaSOy4, which
dissolves in water as shown in Eq. (28), the equi-
librium relationship is shown in Eq. (29). When the

BaSO4(s) = Ba®*(aq) + SO2~(aq) (28)

KO — Apg2+ + dso - 29

ABasO4(s)

solid state is pure, its activity is unity at 1 bar. If the
solid is extremely finely divided, then its activity is
greater than unity; with this increase in the activ-
ity of the solid state, the solubility must increase to
maintain equilibrium. On the other hand, inclusion
of foreign ions in the crystal lattice (solid solution
formation) lowers the activity of the solid state.
‘When a gas, such as CO,, is dissolved in a liquid,
its equilibrium with the gas phase is as shown in
Eq. (30). Equation (31), Henry’s law, represents the

COy(soln) = CO,(g) G0

dco,@ ., Peo,

K = GD

Aco,(soln) MmMco,

equilibrium constant for this equation, where m is
the molality of dissolved CO,. When the gas dissoci-
ates in the liquid, as in reaction (32), Eq. (33) may

H*(aqg) + Cl~(aq) = HCl(g) (32
D
K=— 'K (33)
m}Z-[CI ’

be utilized. Here m is the molality of dissolved HCI.

Similarly, when a solute distributes itself be-
tween two immiscible phases, that is, nA(soln 1) =
A, (soln 2), the equilibrium constant takes the form
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of Eq. (34). The equilibrium concentrations ¢; in

C4,,
ci

K =

'K, (34

Eq. (34) reflect the relative solubilities of the solute
in the two phases; since solubilities may vary widely,
solvent extraction may provide an effective means
for concentrating a widely dispersed solute. See EX-
TRACTION.

When components form immiscible phases at
equilibrium, each condensed phase will be a satu-
rated solution; complete immiscibility is impossible
in principle, because the chemical potential of any
component must be the same in all phases. The sep-
aration of a liquid system into two liquid phases is
a manifestation of the nonideality of the solutions.
For practical purposes, however, many solids may
be regarded as immiscible because of the stringent
requirements associated with formation of solid so-
lutions.

In reactions involving condensed and immiscible
phases, for example, reaction (35), there can be no

Pb(s) + 2AgCl(s) = PbCly(s) 4+ 2Ag(s) 35

change in concentration of any phase during the re-
action. In such a case the Q term in Eq. (10) will
be constant, and A,G is fixed at a given pressure and
temperature. Although a reaction is possible, there is
at most one pressure at each temperature for which
A,G could be zero. Such is the case in transition phe-
nomena, or melting-freezing phenomena. From the
phase-rule viewpoint, the system in reaction (35) has
only one degree of freedom if reaction is possible,
so once a value of P or T is chosen, the remaining
variable (7 or P) is fixed by nature at equilibrium.
See PHASE RULE. Peter A. Rock; Cecil E. Vanderzee

Bibliography. G. M. Barrow, Physical Chemistry,
6th ed., 1996; 1. M. Klotz and R. M. Rosenberg,
Chemical Thermodynamics: Basic Theory Meth-
ods, 5th ed., 1994; 1. N. Levine, Physical Chemistry,
4th ed., 1995; G. N. Lewis and M. Randall, Thermo-
dynamics, 2d ed., rev. by K. S. Pitzer and L. Brewer,
1961; P A. Rock, Chemical Thermodynamics,
1983.
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The principal fuels used in internal combustion en-
gines (automobiles, diesel, and turbojet) and in the
furnaces of stationary power plants are organic fossil
fuels. These fuels, and others derived from them by
various refining and separation processes, are found
in the earth in the solid (coal), liquid (petroleum),
and gas (natural gas) phases.

Special fuels to improve the performance of com-
bustion engines are obtained by synthetic chemical
procedures. These special fuels serve to increase the
fuel specific impulse of the engine (specific impulse
is the force produced by the engine multiplied by
the time over which it is produced, divided by the

mass of the fuel) or to increase the heat of com-
bustion available to the engine per unit mass or
per unit volume of the fuel. A special fuel which
possesses a very high heat of combustion per unit
mass is liquid hydrogen. It has been used along with
liquid oxygen in rocket engines. Because of its low
liquid density, liquid hydrogen is not too useful in sys-
tems requiring high heats of combustion per unit vol-
ume of fuel (“volume-limited” systems). In combina-
tion with liquid fluorine, liquid hydrogen produces
extremely large specific impulses. See AIRCRAFT
FUEL.

A special fuel which produces high flame temper-
atures of the order of 9000°F (5000°C) is gaseous
cyanogen, C;N,. This is used with gaseous oxygen
as the oxidizer. The liquid fuel hydrazine, N,Hy,
and other hydrazine-based fuels, with the liquid ox-
idizer nitrogen tetroxide, N,Oy, are used in many
space-oriented rocket engines. The boron hydrides,
such as diborane, B,Hg, and pentaborane, BsHy, are
high-energy fuels which are being used in advanced
rocket engines. See BORANE.

For air-breathing propulsion engines (turbojets
and ramjets), hydrocarbon fuels are most often used.
For some applications, metal alkyl fuels which are
pyrophoric (that is, ignite spontaneously in the pres-
ence of air), and even liquid hydrogen, are being
used.

A partial list of additional liquid fuels and their
associated oxidizers is shown in the table.

Fuels which liberate heat in the absence of an ox-
idizer while decomposing either spontaneously or
because of the presence of a catalyst are called mono-
propellants and have been used in rocket engines.
Examples of these monopropellants are hydrogen
peroxide, H,O,, and nitromethane, CH;NO,.

Liquid fuels and oxidizers are used in most large-
thrust (large propulsive force) rocket engines. When
thrust is not a consideration, solid-propellant fuels
and oxidizers are frequently employed because of
the lack of moving parts such as valves and pumps,
and the consequent simplicity of this type of rocket
engine. Solid fuels fall into two broad classes, double-
base and composites. Double-base fuels are com-
pounded of nitroglycerin (glycerol trinitrate) and
nitrocellulose, with no separate oxidizer required.
The nitroglycerin plasticizes and swells the nitro-
cellulose, leading to a propellant of relatively high
strength and low elongation. The double-base pro-
pellant is generally formed in a mold into the de-
sired shape (called a grain) required for the rocket
case. Composite propellants are made of a fuel and

Liquid fuels and their associated oxidizers

Fuel Oxidizer

Ammonia

95% Ethyl alcohol
Methyl alcohol
Aniline

Furfural alcohol

Liquid oxygen

Liquid oxygen

87% Hydrogen peroxide
Red fuming nitric acid
Red fuming nitric acid




an oxidizer. The latter could be an inorganic per-
chlorate such as ammonium perchlorate, NH;4ClOy,
or potassium perchlorate, KClOy, or a nitrate such
as ammonium nitrate, NH4;NOj3, potassium nitrate,
KNOj, or sodium nitrate, NaNOj3. Fuels for compos-
ite propellants are generally the asphalt-oil-type, ther-
mosetting plastics (phenol formaldehyde and phe-
nolfurfural resins have been used) or several types of
synthetic rubber and gumlike substances. Recently,
metal particles such as boron, aluminum, and beryl-
lium have been added to solid propellants to increase
their heats of combustion and to eliminate certain
types of combustion instability. See HYDROGEN PER-
OXIDE; ROCKET PROPULSION. Wallace Chinitz
Bibliography. S.S.Penner, Chemical Rocket Propul-
sion and Combustion Research, 1962; G. A. Sutton,
Rocket Propulsion Elements: An Introduction to the
Engineering of Rockets, 6th ed., 1992.
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Chemical kinetics

A branch of physical chemistry that seeks to mea-
sure the rates of chemical reactions, describe them
in terms of elementary steps, and understand them
in terms of the fundamental interactions between
molecules.

Reaction Kinetics

Although the ultimate state of a chemical system
is specified by thermodynamics, the time required
to reach that equilibrium state is highly depen-
dent upon the reaction. For example, diamonds
are thermodynamically unstable with respect to
graphite, but the rate of transformation of diamonds
to graphite is negligible. As a consequence, deter-
mining the rate of chemical reactions has proved to
be important for practical reasons. Rate studies have
also yielded fundamental information about the de-
tails of the nuclear rearrangements which constitute
the chemical reaction.

Traditional chemical kinetic investigations of the
reaction between species X and Y to form Z and W,
reaction (1), sought a rate of the form given in Eq. (2),

X+Y—>Z+W [€))
dlZ]/dt = Rf([X], [Y], [Z], WD @

where d[Z]/dt is the rate of appearance of product Z,
fis some function of concentrations of X, Y, Z, and W
which are themselves functions of time, and k& is the
rate constant. Chemical reactions are incredibly di-
verse, and often the function f'is quite complicated,
even for seemingly simple reactions such as that in
which hydrogen and bromine combine directly to
form hydrogen bromide (HBr). This is an example
of a complex reaction which proceeds through a
sequence of simpler reactions, called elementary
reactions. For reaction (3d), the sequence of ele-
mentary reactions is a chain mechanism known to
involve a series of steps, reactions (3a)-(3¢). This se-
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quence of elementary reactions was formerly known

Bro — 2Br QGa)
Br+H, — HBr + Br 3b)
H+ Br, — HBr + Br Go)

H, + Bro — 2HBr Gd

as the reaction mechanism, but in the chemical dy-
namical sense the word mechanism is reserved to
mean the detailed motion of the nuclei during a
collision.

Bimolecular processes. An elementary reaction is
considered to occur exactly as written. Reaction (3b)
is assumed to occur when a bromine atom hits a hy-
drogen molecule. The products of the collision are
a hydrogen bromide molecule and a hydrogen atom.
On the other hand, the overall reaction is a sequence
of these elementary steps and on a molecular basis
does not occur as reaction (3d) is written. With few
exceptions, the rate law for an elementary reaction
A + B — C + D is given by d[C]/dt = k[A][B]. The
order (sum of the exponents of the concentrations)
is two, which is expected if the reaction is bimolecu-
lar (requires only species A to collide with species B).
The rate constant & for such a reaction depends very
strongly on temperature, and is usually expressed as
k = Zpp exp(—E,/RT). Z,g is the frequency of col-
lision between A and B calculated from molecular
diameters and temperature; p is an empirically de-
termined steric factor which arises because only col-
lisions with the proper orientation of reagents will be
effective; and E,, the experimentally determined ac-
tivation energy, apparently reflects the need to over-
come repulsive forces before the reagents can get
close enough to react.

Unimolecular processes. In some instances, espe-
cially for decompositions, AB — A + B, the ele-
mentary reaction step is first-order, Eq. (4), which

d[Al/dt = d|B]/dt = k[AB] @

means that the reaction is unimolecular. The species
AB does not spontaneously dissociate; it must first
be given some critical amount of energy, usually
through collisions, to form an excited species AB*.
It is the species AB* which decomposes unimolecu-
larly. Philip R. Brooks

Relaxation Methods

Considerable use has been made of perturbation
techniques to measure rates and determine mech-
anisms of rapid chemical reactions. These methods
provide measurements of chemical reaction rates by
displacing equilibria. In situations where the reac-
tion of interest occurs in a system at equilibrium,
perturbation techniques called relaxation methods
have been found most effective for determining re-
action rate constants.

A chemical system at equilibrium is one in which
the rate of a forward reaction is exactly balanced
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by the rate of the corresponding back reaction. Ex-
amples are chemical reactions occurring in liquid
solutions, such as the familiar equilibrium in pure
water, shown in reaction (5). The molar equilibrium
constant at 25°C (77°F) is given by Eq. (6), where

H,0 \:\kb H*(aq) + OH™ (aq) )

__[HT][OH] 107"

Keg = = =18x10""° (6
4 [H,O] 55.5 x ©

bracketed quantities indicate molar concentrations.
It arises naturally from the equality of forward and
backward reaction rates, Eq. (7). Here Rrand &, are

k;[H,0] = &, [H][OH™] @)

the respective rate constants that depend on tem-
perature but not concentrations. Furthermore, the
combination of Egs. (6) and (7) gives rise to Eq. (8).

Keq = Ry/ky = 1.8 x 1071¢ 8

Thus a reasonable question might be what the nu-
merical values of &, in units of s~! and k&, in units
of dm® mol™' s™' must be to satisfy Egs. (6)
through (8) in water at room temperature. Stated
another way, when a liter of 1 M hydrochloric acid
is poured into a liter of 1 M sodium hydroxide (with
considerable hazardous sputtering), how rapidly do
the hydronium ions, H"(aq), react with hydroxide
ions, OH (aq), to produce a warm 0.5 M aqueous
solution of sodium chloride? In the early 1950s it
was asserted that such a reaction is instantaneous.
Turbulent mixing techniques were (and still are) in-
sufficiently fast (mixing time of the order of 1 ms)
for this particular reaction to occur outside the mix-
ing chamber. The relaxation techniques were con-
ceived by M. Eigen, who accepted the implied chal-
lenge of measuring the rates of seemingly immea-
surably fast reactions. See ULTRAFAST MOLECULAR
PROCESSES.

The essence of any of the relaxation methods is the
perturbation of a chemical equilibrium (by a small
change in temperature, pressure, electric-field inten-
sity, or solvent composition) in so sudden a fashion
that the chemical system, in seeking to reachieve
equilibrium, is forced by the comparative slowness
of the chemical reactions to lag behind the pertur-
bation (Fig. 1).

Temperature jump. Reaction (5) has a nonzero stan-
dard enthalpy change, AH°, associated with it, so
that a small increase in the temperature of the water
(H,O) requires the concentrations of hydrogen ions
[H'] and hydroxide ions [OH] to increase slightly,
and [H,O] to decrease correspondingly, for chem-
ical equilibrium to be restored at the new higher
temperature. Thus a small sample cell containing a
very pure sample of water may be made one arm of
a Wheatstone conductance bridge, and further con-
figured so that a pulse of energy from a microwave
source (or infrared laser of appropriate wavelength)
is dissipated in the sample liquid. The resulting rise
in temperature of about 2°C (3.6°F) will produce a

Xoo [— ==
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7~
Ve x(t)
/
/
/
/
/
/
/
t=0
time ——

Fig. 1. Relaxational response to a rectangular step function
in an external parameter such as temperature or pressure.
The broken line represents the time course of the
adjustment (relaxation) of the chemical equilibrium to the
new temperature or pressure. (After C. Bernasconi,
Relaxation Kinetics, Academic Press, 1976)

small increase in conductance that will have an expo-
nential shape and a time constant or relaxation time
T >~ 27 microseconds; 7 is the time required for the
signal amplitude to drop to 1/e = 1/2.718 of its initial
value, where e is the base of natural logarithms.

In pure water at 25°C (77°F), [H] = [OH7] =
1077 M, and for small perturbations, the value for T is
given by Eq. (9), from which it follows that 2, >~ 1.8 x

v =Ry ([H] + [OH ] + &y
= Ry(IH"] + [OH ] + Keq) e

10" dm? mol~'s™!. This is an exceptionally large rate
constant for a bimolecular reaction between oppo-
sitely charged ions in aqueous solution and is, in fact,
larger than that for any other diffusive encounter be-
tween ions in water. Eigen and L. DeMaeyer, who first
determined this rate constant (using another relaxa-
tion method called the electric-field jump method),
attributed the great speed of the back reaction of the
equilibrium, reaction (5), to the exceptionally rapid
motion of a proton through water, accomplished by
the successive rotations of a long string of neighbor-
ing water molecules (Grotthuss mechanism). Since
sample solutions can be heated by a mode-locked
laser on a picosecond time scale or by a bunsen
burner on a time scale of minutes, the temperature
jump (Tjump) relaxation method just described is
very versatile. The choice of the particular means
of effecting the temperature perturbation is dictated
only by the requirement that the temperature rise
somewhat more rapidly than the time constant of
the chemical reaction to be explored, so that a te-
dious deconvolution can be avoided. The discharge
of a high-voltage (15-30-kV) capacitor through the
sample liquid containing sufficient inert electrolyte
to make it a good electrical conductor is the now clas-
sic Joule heating Tjump method used by Eigen and
coworkers in their pioneering studies. A schematic
of such an apparatus is shown in Fig. 2. The 30-kV
voltage generator charges the 0.1-microfarad con-
denser to the voltage at which the spark gap breaks
down. The condenser then discharges across the
spark gap and through the sample cell, containing
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an aqueous 0.1 M ionic strength solution, to ground. spark sample cell two
The sample cell is an approximately 50 ml (3.05 in.%) R gap photomultiplier
Plexiglas cell containing two platinum electrodes o O O — Ktandard tubes
spaced 1 cm (0.4 in.) apart and immersed in an aque- 30 kV '/ \\ beam
ous 0.1 M ionic strength solution. The surge of cur- 1 N //’ \
rent raises the temperature of the 1-ml (0.061-in.%) condenser __ — 7 1
volume of solution between the electrodes by 10°C % F
(18°F) in a few microseconds. tungsten T

. . lamp reference

Electric-field jump. In a situation, such as reac- o beam

tion (8), in which electrically neutral reactant species =
dissociate into oppositely charged ions, an especially single- time
sensitive tool for measuring rate constants of forward monochromator sweep base
and backward reactions is the electric-field jump oscilloscope generator

(Ejump) technique with conductometric detection.
In a strong electric field (of the order of 4 x 10°
V m™Y), a weak acid in solution is caused to dissoci-
ate to a greater degree than it would in the absence of
the electric field. For weak electrolytes, such as aque-
ous acetic acid or ammonia, the effect is the order
of 10% or less of the total normal dissociation, even
at very high electric-field strengths. However, with
a sensitive, high-voltage, Wheatstone bridge, the ex-
ponential increase with time in the concentration of
ions following a precipitous increase in electric-field
strength is readily detected. The measured relaxation
time (7) is clearly that corresponding to the high-
electric-field environment, but since the rate con-
stants for these reactions differ little in and out of
the electric field, no serious problem is posed.

A more serious concern is that the sample solution
may have a very high electrical resistance, so that
the supposedly square step function in the electric-
field strength is distorted by a significant voltage
drop with concomitant heating of the sample lig-
uid. Problems of working with high voltages, balanc-
ing capacitive and inductive effects in a very sen-
sitive conductance bridge (now often circumvented
by spectrophotometric detection), and the compara-
tive difficulty of evaluating amplitudes of relaxations
(as opposed to their readily determined time con-
stants) are all factors that have worked against the
wide use of the Ejump technique. There are many
more ways of achieving a Tjump than an Ejump, and
AH’ values for chemical equilibria are readily avail-
able in the thermodynamic literature, whereas the
extent to which a chemical equilibrium is displaced
by an electric-field increment is rarely already known
and is difficult to determine. Thus the commercial-
ization of the Tjump method and the comparative
neglect of the Ejump relaxation technique are read-
ily understood.

Notwithstanding these difficulties, the Ejump
technique is without peer for the investigation of
the kinetics of solvent autoionization or for the ex-
ploration of the properties of weak electrolyte so-
lutes in exotic solvents such as acetonitrile or xenon
(the latter liquefied under a pressure of about 50 atm
or 5 megapascals), so long as the relaxation time to
be measured lies in the range 30 nanoseconds < t
< 100 pus.

Ultrasonic absorption. Two other relaxation meth-
ods more widely used than the Ejump technique
are pressure jump (P-jump) and ultrasonic absorp-

Fig. 2. Schematic of a Joule heating temperature-jump apparatus. (After H. Eyring and

E. M. Eyring, Modern Chemical Kinetics, Reinhold, 1963)

tion. Each relies for its effectiveness on a volume
change, AV, occurring in an aqueous sample equi-
librium undergoing kinetic investigation. (In a non-
aqueous solvent it will frequently be more impor-
tant that AH’ be large than that AV be so for the
equilibrium to be susceptible to study by these two
relaxation techniques.) As electrically neutral, weak
electrolyte solute species dissociate into ions in aque-
ous solution, there is an increase in the number of
solvent molecules drawn into a highly ordered solva-
tion sheath. The higher the charge density of the
ion, the more water molecule dipoles are bound
and the greater the change in V° as reactants be-
come products. Thus the dissociation of an aque-
ous neodymium(ID) sulfate complex is particularly
susceptible to study by one or more of the four or
five ultrasonic absorption methods that cover the >~
100 kHz-1 GHz sound frequency range. Unlike the
Tjump and Ejump relaxation methods, which usu-
ally employ step function perturbations, the ultra-
sonic absorption techniques are continuous-wave
experiments in which the sample chemical equilib-
rium absorbs a measurable amount of the sound
wave’s energy when the frequency of the sound
wave (f) and the relaxation time of the chemical
equilibrium bear the relation to one another given
by Eq. (10).

! = 2nf 10y

A particularly easy ultrasonic absorption experi-
ment to understand and perform is the laser Debye-
Sears technique. A continuously variable frequency
sound wave is introduced by a quartz piezoelectric
transducer into a 30-ml (1.83-in.%) sample cell that
has entrance and exit windows for a visible laser
light beam that passes through the cell at about 90°
to the direction of travel of the planar sound wave.
The regions of compression and rarefaction in the
sound wave act as a diffraction grating for the laser
light beam. If a chemical equilibrium in the sam-
ple strongly absorbs a particular frequency of sound
(f), the definition of the “diffraction grating” will
deteriorate and the measured intensity of the first-
order diffracted laser light will diminish. The fre-
quency of minimum diffracted light intensity will be
that of Eq. (10). Figure 3 shows a diagram of the
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piezoelectric
transducer

photomultiplier
tube

laser

Fig. 3. Schematic of laser Debye-Sears apparatus for
measuring ultrasonic absorption (about 15-300 MHz) in a
sample liquid. (After W. J. Gettins and E. Wyn-Jones,
Techniques and Applications of Fast Reactions in Solution,
D. Reidel, 1979)

apparatus. The piezoelectric (quartz) tranducer ce-
mented to the bottom of a plastic rod that is driven
up and down by a stepping motor is controlled by a
mini computer. The angle of diffraction of the laser
beam by the alternating regions of compression and
rarefaction in the liquid (suggested by the horizontal
lines) is exaggerated in the diagram.

Ultrasonic absorption techniques have been used
in kinetic investigations of complicated biophysical
systems such as the order-disorder transitions that
occur in liquid crystalline phospholipid membranes.
While the ultrasonic techniques look through a con-
veniently broad time window at kinetic processes
in solution, this picture window is difficult to “see
through” in that many equilibrium processes in so-
lution can absorb sound energy and the responsible
process is not instantly identified by a characteris-
tic absorption of electromagnetic radiation as in a
spectrophotometric Tjump or Ejump experiment.
A further disadvantage arises from the great breadth
of the ultrasonic absorption “peaks” in a plot of nor-
malized sound absorption versus sound frequency.
Unless multiple relaxation times in a chemical sys-
tem are quite widely separated in time, they are diffi-
cult to resolve in an ultrasonic absorption spectrum.
See ULTRASONICS.

Pressure jump. The typical pressure-jump (P-jump)
experiment is one in which a liquid sample under
about 200 atm (20 MPa) pressure is suddenly brought
to atmospheric pressure by the bursting of a metal
membrane in the sample cell autoclave. Relaxation
times measured spectrophotometrically or conduc-
tometrically are thus accessible if 7 > 100 us. This
technique has proven particularly useful in the eluci-
dation of micellar systems of great interest for catal-
ysis and for petroleum recovery from apparently de-
pleted oil fields.

The continuous- and stopped-flow techniques
antedate somewhat the relaxation techniques de-
scribed above, and have the sometimes important ad-
vantage of permitting kinetic measurements in chem-
ical systems far from equilibrium. The stopped-flow
experiment is one in which two different liquids in
separate syringes are mixed rapidly in a tangential jet
mixing chamber and then the rapid flow of mixed re-
actants is almost immediately brought to a halt in a

spectrophotometric, conductometric, or calorimet-
ric observation chamber. Reaction half-lives exceed-
ing 2 ms are easily accessible. See SHOCK TUBE.
Other relaxation methods. Stopped-flow equipment
has been used in concentration-jump and solvent-
jump relaxation kinetic studies. An example of an ap-
plication of the solventjump technique to a system
insensitive to concentration-jump is a kinetic study
of reaction (11) in mixed CCls-acetic acid solvents

NOCI + nBuOH — nBuONO + HClI an

of varying composition (Bu = butyl). The thermody-
namic treatment of the solvent jump is just about the
only aspect of the presently known relaxation tech-
niques that was not described in exhaustive detail by
the earliest publications of Eigen and DeMaeyer. See
CHEMICAL THERMODYNAMICS. Edward M. Eyring

Gas-Phase Reactions

The rates of thermal gas-phase chemical reactions
are important in understanding processes such as
combustion and atmospheric chemistry.

Elementary reactions, mechanisms, and rates.
Chemical conversion of one stable, gas-phase
molecule into another is an apparently simple pro-
cess; yet it is highly unlikely to occur in just a single
step, but as a web of sequential and parallel reactions
involving many species. The oxidation of methane
(CHy) to carbon dioxide (CO,) and water provides
an excellent example. It occurs in combustion (for
example, in burning natural gas, which is mostly
methane) as well as in the atmosphere. In both cases,
the net process may be written down as single reac-
tion (12).

CH4 +20y — 2H,0 + CO, 12

The reaction does not, however, result from col-
lision of two oxygen (O,) molecules with one
methane molecule. Rather, it involves many separate
steps. A simplified list of the steps involved in re-
action (12) for both combustion and for the atmo-
sphere is given below.

Combustion:

CH4 +OH — CH3 +H,0
CHs +M — CH3 +H+M
CH4+H~> H2+CH3
CH4 +0 — CH3 +OH

CHg +CHy — 2CH3
CH3+M — CH, +H+M
CH3 +H — CHy +H,
CH3 +0 — CH,0 +H

CH3 +OH — CH, +H,0
CHz + 0, — CH,0+ OH
CH3+0, — CH30+0

CH30+M — CH,0+H+M

CH30 +H — CH,0 +H,

CH30 +0 — CH,0 + OH

CH30 +0OH — CH,0 +H,0



CH30 + 0, — CH,0 + HO,
CH,0+M — HCO+H+M
CH,0 +H — HCO +H,
CH,0 + 0 — HCO + OH
HCO 4+ 0, — CO +HO,
CO+0H — CO, +H

Atmospheric oxidation:

CHs + OH — CH3 +H,0
CH3 +05, +M — CH30, +M
CH309 +NO — CH3 + NO,
CH30 + 0, — CH,0 + HO,
CH,0 + hv — CHO +H
CH,0 + hv — CO +Hy
CHO + 0, — CO + HO,
CO+0OH — COp +H

Even though the overall reaction is the same in
both environments, the steps are quite different,
as are the rates, temperature dependences, and by-
products. Each is called an elementary reaction, and
the sum of the steps that makes up the overall re-
action is called the mechanism. Currently, the major
thrust of chemical kinetics is to elucidate such mech-
anisms and to measure (or calculate) the rates of the
elementary reactions.

All elementary reactions fundamentally require a
collision between two molecules. Even in the case of
a unimolecular reaction, in which a single molecule
breaks apart or isomerizes to another form, the
energy required for the process comes from colli-
sion with other molecules. The species involved in
many gas-phase elementary reactions are free radi-
cals, molecules that have one or more unpaired elec-
trons. Such species tend to be highly reactive, and
they are responsible for carrying out most gas-phase
chemistry.

A reaction rate is the rate at which the concen-
tration of one of the reactants or products changes
with time. The objective of a kinetics experiment is
not to measure the reaction rate itself but to measure
the rate coefficient, an intrinsic property of the reac-
tion that relates the reactant concentrations to their
time rates of change. For example, the mathematical
expression for the rate of a biomolecular reaction,
A + B — products, is differential equation (13). The

—d[A]/dt = —d[B]/dt = R[A][B] a3

square brackets denote the concentrations of A and
B, and k& is the rate coefficient described above. The
dependence of the rate expression on reactant con-
centrations is determined experimentally, and it also
arises from a fundamental tenet of chemistry known
as the law of mass action. Once the rate constant is
known, the rate of a reaction can be computed for
any given set of concentrations.

Rate constants usually change with temperature
because of the change in the mean energy of collid-
ing molecules. The temperature dependence often
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follows an Arrhenius expression, 2 = A exp(—E,/
RT), where A is a preexponential factor that is re-
lated to the gas-phase collision rate, R is the universal
gas constant, and 7 is the absolute temperature (in
kelvins). The key quantity is the activation energy,
E4, the amount of energy required to induce a re-
action. Pressure dependences are usually important
only for association reactions, A + B — AB, since col-
lision of A with B will form an energized complex,
AB*, that will simply redissociate unless a subsequent
collision carries away enough energy to stabilize the
AB product. The probability of a stabilizing collision
increases with the collision frequency and thus the
total pressure.

In the simple case of a unimolecular reaction,
A — P, the rate expression is Eq. (14). Equation (14)

—d[A]/dt = d[P)/dt = k[A] 14

is first-order since the rate is proportional to the re-
actant concentration to the first power, and it leads
to an expression for the change in the concentra-
tion of A or P with time (called an integrated rate
expression), as in Eqs. (15). The subscripts denote

[A]l; = [Alo exp(—kD) A5a)

[P]; = [Alo{1 — exp(—kD)} asb)

the concentrations at zero time (initial concentra-
tion) and an arbitrary time ¢. The concentration of
A decreases (because it is reacting away) as a func-
tion of time, while the concentration of P increases
with time such that the sum of the concentrations
of A and P is always constant and equal to the ini-
tial concentration of A (Fig. 4). Because first-order
reactions are mathematically simple, kineticists try
to reduce all studied reactions (if at all possible)
to this form. A second-order reaction, for example
A + B — products, has the rate expression given in
Eq. (13). To reduce the second-order expression to
the first-order expression, Eq. (14), one chooses one
of the concentrations to be in large excess, for exam-
ple [B] >> [A]. The concentration of B is then ap-
proximately constant during the course of the reac-
tion, and it may be combined with the rate constant

B~ (o)) )]
o o o

% concentration

N
o

ol | | |
5 10 15 20 25

time, microseconds

Fig. 4. Concentration of reactant (A) decreases while
product (P) increases with time (arbitrarily shown in
microseconds).
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to give an expression identical to Eq. (14) that de-
pends on the concentration of A alone.

Experimental methods. The experimental chal-
lenges to rate constant measurements include gener-
ation of reactive species of interest, the measurement
of their concentration on a time scale fast enough
to follow the course of the reaction, and the mea-
surement of the reaction time itself. The capability
for measurement of small concentrations (down to a
few molecules in a milliliter) and short times (down
to femtoseconds; 1 fs = 107!5 s) has improved dra-
matically since the early 1980s and has enabled ki-
neticists to study extremely fast gas-phase reactions.
The following examples illustrate how rate constants
are measured.

The rate constant for the bimolecular reaction
of OH with methane is very important. Figure 5a
illustrates its measurement via the commonly
used pulsed photolysis-laser induced fluorescence
(PP-LIF) technique. A pulse of short-wavelength ul-
traviolet light from a laser irradiates a gas mixture
containing a precursor molecule, such as hydrogen
peroxide (H,O,) or nitric acid (HNO3), that absorbs
the light and fragments instantaneously to produce
OH. A second laser produces a pulse of light that
is tuned to a color (wavelength) absorbed by the
OH radicals, which in turn emit light (fluoresce) in
all directions. The fluorescence intensity falling on
a detector is proportional to the OH concentration.
Both laser pulses have very short duration (typically
<2 x 1078 s or 20 nanoseconds) on the time scale of
the reaction. The first pulse creates the OH radicals
and defines zero time, and variation of the time de-

lay between the two lasers varies the reaction time.
Methane is present in large excess over OH, and thus
its concentration, as measured by its pressure, is es-
sentially constant during the course of the reaction.
See LASER; LASER PHOTOCHEMISTRY.

The same rate coefficient may also be measured
using the apparatus shown in Fig. 5b. In this case, a
flow of gas containing hydrogen (H,) passes through
a microwave discharge, where H, breaks down to H
atoms. Then it reacts with nitrogen dioxide (NO,) to
make OH and nitric oxide (NO). The NO is unreac-
tive with methane and does not interfere with the
OH reaction. Methane flows through a movable in-
jector at the center of a flow tube. The two gas flows
mix at the injector and initiate reaction between OH
and methane. A laser-induced fluorescence detector,
similar to the one described above, at the end of
the tube measures the amount of OH present at that
point. (Other detectors, such as a mass spectrom-
eter, also can be used.) Since the gas flow velocity
down the tube is constant, the distance from the in-
jector to the mass spectrometer can be converted to
a reaction time, and movement of the injector to dif-
ferent positions in the tube varies the reaction time.
As above, its pressure in the flow tube gives the ap-
proximately constant methane concentration.

Both of the above examples are direct methods
in which the time rate of concentration change is
directly observed. Relative rate constant measure-
ments can be done for the determination of the rate
constant for reaction of OH with hydrofluorocarbon
134a (HFC-134a). This compound is used as an au-
tomobile refrigerant in place of the banned CFCs

LIF laser
pressure
measurement f without methane
| =
ARV =
9 <= with methane
detector
photolysis
laser time
(a)
without methane
microwave NO, pressure
discharge \ ¢ measurement detector
with lower conc.
Hy— @ \ _ of methane
I
— S
OH —_—> =
. to pump with
‘ methane
methane ‘ i LIF
<—— distance ——— laser distance ——>

(b)

Fig. 5. Measurement of the rate constant for the bimolecular reaction of OH with methane. (a) Pulsed photolysis. OH
concentrations are measured with methane and without methane. (b) Discharge flow. OH concentrations are detected at
various distances from a detector. The plot shows OH concentrates measured with methane, with a lower concentration of

methane, and without methane.



(chlorofluorocarbons), and, similar to methane, its
reaction with OH determines its degradation rate in
the atmosphere. The OH radicals are continuously
produced in a mixture containing both methane and
HFC-134a, and the depletion of methane and HFC-
134a is measured. The ratio of the depletions is then
proportional to the rate constants for reaction of OH
with each compound. Since the rate constant for re-
action of OH with methane is known, the measure-
ment provides the previously unknown rate constant
for reaction of OH with HFC-134a.

There are many other techniques for measurement
of reactant or product concentrations, including ul-
traviolet, visible, and infrared light absorption, gas
chromatography, and a host of additional fluores-
cence and mass spectrometric methods.

Outlook. Complex gas-phase chemical reactions
may be broken down into elementary steps that de-
scribe reactions at the level of collisions between
individual molecules. The rate constants for such el-
ementary steps allow calculation of the reaction rates
from reactant concentrations as well as kinetic mod-
eling of larger chemical processes. Determination of
elementary rate constants involves measurement of
reactant or product concentrations on the time scale
of the reaction. Rate constants may also be made
in a relative fashion in cases where two reactions
share a common reactant and one rate constant is
known. A. R. Ravishankara; S. S. Brown

Bibliography. G. D. Billing and K. V. Mikkelsen, Ad-
vanced Molecular Dynamics and Chemical Kinet-
ics, John Wiley, 1997; P. R. Brooks and E. E Hayes,
State-to-State Chemistry, ACS Symp. Ser. 56, 1977,
E A. Gianturco (ed.), Collision Theory for Atoms
and Molecules, 1989; Y. T. Lee, Molecular beam stud-
ies of elementary chemical processes, Angew. Chem.
Int. Ed. Engl., 26:939-951, 1987; J. 1. Steinfeld, J. S.
Francisco, and W. L. Hase, Chemical Kinetics and
Dynamics, 2d ed., Prentice Hall, 1998; P. Sykes, A
Guidebook to Mechanism in Organic Chemistry,
6th ed., 1986.

1
Chemical microscopy

A scientific discipline in which microscopes are used
to solve chemical problems. The unique ability to
form a visual image of a specimen, to select a small
volume of the specimen, and to perform a chemical
or structural analysis on the material in the selected
volume makes chemical microscopy indispensable
to modern chemical analysis. See MICROSCOPE.

Microscopes are instruments which form images
of objects too small to be seen with the unaided eye.
Microscopes can also be combined with most ana-
lytical instruments. For example, a light microscope
can be combined with a spectroscope, making it pos-
sible to determine the molecular composition of mi-
croscopic objects or structures. Similarly, an x-ray
spectrometer can be combined with an electron mi-
croscope to determine the elemental composition
of small objects. See ELECTRON MICROSCOPE; SPEC-
TROSCOPY; X-RAY SPECTROMETRY.

Chemical microscopy

Phase analyses can also be made microscopically.
The boundaries of amorphous phases can usually be
distinguished in the microscope, and an elemental or
physical analysis can be used to identify the phase.
An example of a physical analysis is the measure-
ment of refractive index. Crystalline phases are even
more amenable to microscopical analysis. For exam-
ple, a polarizing microscope can be used to measure
the optical properties of a crystalline phase and thus
identify it. Or a transmission electron microscope
can be used to select a tiny area of a crystalline phase
and identify the crystal structure by means of elec-
tron diffraction. See ELECTRON DIFFRACTION.

‘While the idea of selecting a small volume for anal-
ysis is straightforward, the minimum volume that can
be analyzed varies widely with the instrument used.
Light microscopes can be used to identify particles
as small as 1 micrometer in diameter and weighing
about 1 picogram. A field ion microscope has been
combined with a mass spectrometer and used to
identify single atoms extracted from the surface of
a specimen. See FIELD-EMISSION MICROSCOPY; MASS
SPECTROMETRY; OPTICAL MICROSCOPE.

After a portion of a specimen has been selected
microscopically, it can be analyzed in many ways.
An experienced microscopist may learn to recog-
nize various structures by studying known materi-
als, using published atlases, or an atlas that the indi-
vidual microscopist has constructed. Analyses done
in this fashion can be fast and simple. If the object
or structure cannot be recognized, many means of
analysis are available. For example, a polarizing mi-
croscope may be employed to identify the object
by using optical crystallographic methods. Other
light microscopes useful for chemical analysis in-
clude phasecontrast and interference-contrast mi-
croscopes, microspectrophotometers, the confocal
scanning laser microscope, and the laser Raman mi-
croscope. Physicochemical methods may be used to
measure melting points, or mixed-melt phenomena
and dispersion staining may also be used. See INTER-
FERENCE MICROSCOPE; LASER SPECTROSCOPY; PHASE-
CONTRAST MICROSCOPE; RAMAN EFFECT.

Microscopes using other types of image-forming
beams serve for chemical analysis. Scanning or trans-
mission electron microscopes are powerful tools
for chemical microscopy. Scanning electron micro-
scopes are often fitted with x-ray spectrometers
which are capable of both qualitative and quantita-
tive analysis for most of the elements. Other elec-
tron microscopes capable of chemical analysis are
the Auger electron microscope, field electron micro-
scope, scanning tunneling microscope, and cathodo-
luminescence microscope. Microscopes which use
ion beams, neutron beams, and x-ray beams also have
analytical capabilities. See AUGER EFFECT; NEUTRON
SPECTROMETRY; SCANNING ELECTRON MICROSCOPE;
X-RAY MICROSCOPE.

A specific example of a chemical microscopical
analysis involves portland cement which is formu-
lated for use in geothermal-energy extraction wells
(see illustration). In this micrograph, two types
of crystals can be recognized by their morphology.
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Micrograph of a portland cement formulation cured at
390-450°F (200-230°C) for 72 h; gypsum and xonotlite
crystals are growing into a cavity.

If the microscopist does not recognize the crystals
from their morphology, the crystals must be ana-
lyzed. This can be done in a number of ways. With
a light microscope, it is possible to identify the crys-
tals by scraping them from the sample and determin-
ing their optical properties through a variety of stan-
dard techniques. Another method is to examine each
of the crystals by using x-ray or electron diffraction
techniques. A third option is to perform an elemen-
tal analysis with an electron microscope fitted with
an x-ray spectrometer. From the elemental analysis,
it should be possible to identify the chemical com-
pound that makes up the crystal. There should be
no confusion resulting from the fact that the sam-
ple consists of more than one crystalline compound,
because with the electron microscope a single crys-
tal or a small portion of a crystal can be analyzed.
Each crystal that appears different from the other can
be analyzed quantitatively for its elemental compo-
sition. Knowledge of the combination of elemental
composition and diffraction data nearly always leads
to the identification of the crystals in the sample. This
does require that the diffraction pattern for the crys-
tals has been published and is accessible to the
microscopist. If this information is not available, the
microscopist can usually construct a list of data for
the materials considered, so that in future work the
individual crystals or amorphous materials can be
recognized when they are encountered again.

In the example illustrated, only the commonly
available microscopes, that is, the polarizing micro-
scope, the scanning electron microscope, and the
transmission electron microscope, were considered.
Less commonly available microscopes, such as the
Auger microscope, the laser Raman microscope, and
the microspectrophotometer, can be used to identity
crystalline and amorphous phases. See ANALYTICAL
CHEMISTRY. George Cocks
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Chemical process industry

An industry, abbreviated CPI, in which the raw mate-
rials undergo chemical conversion during their pro-
cessing into finished products, as well as (or instead
of) the physical conversions common to industry in
general. In the chemical process industry the prod-
ucts differ chemically from the raw materials as a
result of undergoing one or more chemical reactions
during the manufacturing process. The chemical pro-
cess industries broadly include the traditional chemi-
cal industries, both organic and inorganic; the petro-
leum industry; the petrochemical industry, which
produces the majority of plastics, synthetic fibers,
and synthetic rubber from petroleum and natural-
gas raw materials; and a series of allied industries in
which chemical processing plays a substantial part.
‘While the chemical process industries are primarily
the realm of the chemical engineer and the chemist,
they also involve a wide range of other scientific,
engineering, and economic specialists.

For a discussion of the more prominent chem-
ical process industries see ADHESIVE; BIOCHEMI-
CAL ENGINEERING; BIOMEDICAL CHEMICAL ENGINEER-
ING; CEMENT; CERAMICS; COAL CHEMICALS; COAL
GASIFICATION; COAL LIQUEFACTION; DISTILLED SPIR-
ITS; DYEING; ELECTROCHEMICAL PROCESS; EXPLO-
SIVE; FAT AND OIL; FERMENTATION; FERTILIZER,
FOOD MANUFACTURING; FUEL GAS; GLASS; GRAPHITE;
HYDROCRACKING; INSECTICIDE; LIME (INDUSTRY);
MANUFACTURED FIBER; NUCLEAR CHEMICAL ENGI-
NEERING; NUCLEAR FUELS; PAPER; PETROCHEMICAL;
PETROLEUM PROCESSING AND REFINING; PETROLEUM
PRODUCTS; PLASTICS PROCESSING; POLYMER; RA-
DIOACTIVE WASTE MANAGEMENT; RUBBER; WATER
SOFTENING. William F. Furter
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1
Chemical reactor

A vessel in which chemical reactions take place.
A combination of vessels is known as a chemical
reactor network. Chemical reactors have diverse
sizes, shapes, and modes and conditions of opera-
tion based on the nature of the reaction system and
its behavior as a function of temperature, pressure,
catalyst properties, and other factors.

Laboratory chemical reactors are used to obtain
reaction characteristics. Therefore, the shape and
mode of operation of a reactor on this scale differ
markedly from that of the large-scale industrial reac-
tor, which is designed for efficient production rather
than for gathering information. Laboratory reactors
are best designed to achieve well-defined conditions
of concentrations and temperature so that a reaction
model can be developed which will prove useful in
the design of a large-scale reactor model.

Chemical reactions may occur in the presence of
a single phase (liquid or gas), in which case they are



called homogeneous, or they may occur in the pres-
ence of more than one phase and are referred to as
heterogeneous. In addition, chemical reactions may
be catalyzed. Examples of homogeneous reactions
are gaseous fuel combustion (gas phase) and acid-
base neutralization (liquid phase). Examples of het-
erogeneous systems are carbon dioxide absorption
into alkali (gas-liquid); coal combustion and automo-
bile exhaust purification (gas-solid); water softening
(liquid-solid); coal liquefaction and oil hydrogena-
tion (gas-liquid-solid); and coke reduction of iron ore
(solid-solid).

Modes of operation. Chemical reactors may be op-
erated in batch, semibatch, or continuous modes.

Batch. When a reactor is operated in a batch mode,
the reactants are charged, and the vessel is closed
and brought to the desired temperature and pres-
sure. These conditions are maintained for the time
needed to achieve the desired conversion and selec-
tivity, that is, the required quantity and quality of
product. At the end of the reaction cycle, the en-
tire mass is discharged and another cycle is begun.
The complete cycle includes charging, heat-up, re-
action (cook) time, cool-down, and discharge. Batch
operation is labor-intensive and therefore is com-
monly used only in industries involved in limited pro-
duction of fine chemicals, such as pharmaceuticals.
See AUTOCLAVE.

Semibatch. In this type of reactor operation, one or
more reactants are in the batch mode, while the core-
actant is fed and withdrawn continuously. For exam-
ple, a batch of liquid is exposed to a continuously
fed and withdrawn gas phase, as in the hydrogena-
tion of unsaturated oils catalyzed by a solid Raney
nickel catalyst (a gas-liquid-solid system).

Continuous. In a chemical reactor designed for con-
tinuous operation, there is continuous addition to,
and withdrawal of reactants and products from, the
reactor system. The reaction time is the actual res-
idence time of the molecules within the reactor.
There are two extremes of residence or exposure
time. If all molecules have the same reaction expo-
sure time, the reactor is a plug- or piston-flow re-
actor (PFR); that is, reactant-product species move
through the reactor as would a piston or plug, with
no (zero) mixing in the direction of flow. If, how-
ever, the mixing is perfect (infinite) in the direction
of flow, the reactor is a continuously fed stirred-tank
reactor (CSTR). For this type of reactor, concentra-
tions and temperature are uniform throughout the
vessel due to vigor of agitation, and the residence
times are distributed around the mean value. In con-
trast, in the piston-flow reactor, concentrations and
temperature are distributed nonuniformly between
reactor inlet and outlet, and residence time is unique.

Selection of reactor. The choice between a contin-
uously fed stirred-tank reactor and a piston-flow re-
actor for continuous operation is determined by re-
action characteristics. The reactor environment with
respect to temperature is likewise determined, and
may be isothermal (heat removal or addition match-
ing heat generation or extraction), adiabatic (no heat
removal or addition in the reaction zone), or the in-
termediate case (partial heat removal or addition).

Chemical reactor

An example is the sequence of reactions shown
below, where k&, and k&, represent rate coefficients.

k ok
Ethylene — ethylene oxide —2
carbon dioxide + water

This reaction is exothermic (heat is released), and the
rate coefficient &, increases with increase in temper-
ature more slowly than does &,. A decision must be
made as to what reactor type, mode of operation, and
environment should be employed. If large quantities
of ethylene are to be treated annually, the continuous
mode is economically justified. The desired product
will determine the choice between a continuously
stirred tank reactor and a piston-flow reactor.

The adiabatic environment is readily achieved in
large-scale industrial reactors by the denial of heat ex-
change. Such an adiabatic reactor consists of a large-
diameter tube packed with catalyst. The adiabatic
temperature rise (in exothermic reactions) may re-
quire limitation due to safety and equilibrium factors
in addition to integrity of the catalyst and reactor ma-
terials. These considerations led to the development
of the staged adiabatic fixed-bed reactor system for
sulfur dioxide oxidation and hydrocracking. In each
case, interstage cooling is effected either by means of
indirect heat exchange to generate steam or preheat
reactants or by means of direct cooling by the ad-
dition of “cold” coreactant (cold-shot addition). The
adiabatic reactor is the least expensive, since it does
not require a costly heat-transfer surface area.

Gas-solid reactors. There are a number of differ-
ent types of reactors designed for gas-solid heteroge-
neous reactions. These include fixed beds, tubular
catalytic wall reactors, and fluid beds.

The design of these components involves consid-
eration of the properties of solid catalysts. Catalytic
agents (for example, platinum, palladium, vanadium
pentoxide among other zeolites, metal oxides, sul-
fides) are usually supported upon porous solids, such
as aluminum oxide and silicon dioxide. Thus the
components are, typically, support, catalyst, and pro-
moter. Characterization of these components is im-
perative, since deactivation over time periods of min-
utes (catalytic cracking), months (reforming), and
years (ammonia synthesis) plagues all catalysts. The
actual catalytic sites exposed to reactants may be
partially inaccessible because of the diffusional lim-
itations of the reactants and the nature of the sites
dictated by the fluid-phase environment (oxidizing,
reducing). Furthermore, the reactivity and yield se-
lectivity per exposed catalyst site may change with
catalyst crystallite size (dispersion), a phenomenon
known as fractal behavior. Since the reactions and
associated enthalpy changes are forcing functions
that affect reactor performance, consideration of the
complexities of heterogeneous catalytic phenomena
is necessary both in reaction modeling and in reactor
modeling. See HETEROGENEOUS CATALYSIS.

Fixed bed. A common catalytic reactor that con-
sists of a tube or parallel array of tubes filled with
solid catalyst particles is the fixed-bed reactor. It is
commonly employed in processes such as partial
oxidation, ammonia synthesis, and reforming.
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Minimization of tube surface area (large tube diam-
eter) invites adiabaticity. In the general case (non-
isothermal or nonadiabatic), temperature varies in
axial and radial directions and radial heat-transfer lim-
itations can cause “hot” or “quench” spots with con-
sequent threats to safety and product quality. Radial
temperature gradients can be minimized by use of
small tube diameter; however, there will be conse-
quent increase in heat-transfer surface and reactor
cost. Usually a piston-flow reactor is used. When cat-
alyst decay is rapid (as in catalytic cracking), fresh
catalyst is added and spent solid removed continu-
ously. This arrangement is known as a moving bed.
See CRACKING.

Tubular catalytic wall reactor. Resistance to radial heat
transfer can be vastly reduced by using this type of
reactor, in which all the catalyst is impregnated upon
the alumina wash-coated wall. This is the mono-
lith tubular reactor used in auto-exhaust fume abate-
ment. Catalyst replacement is obviously more diffi-
cult in this instance than in the conventional fixed
bed; the tubular catalytic wall reactor cannot host
catalysts of short life.

Fluid bed. When a fluid is passed upward through
an unretained bed of fine solid particles, a velocity
can be induced so that the bed moves, with bub-
bles of gas passing through the agitated solids. The
bed behaves as a boiling fluid. Intensity of gas dis-
persion in the usually baffled bed induces rapid mo-
tion and circulation of the solid. Reaction heat is thus
nearly uniformly dispersed and, unlike the fixed bed,
the fluid bed approaches isothermality. Fine particles
can be used with increase in surface area and reac-
tion efficiency. Since the fluid bed is a multiphase
system (gas-and-solids emulsion phases), bypassing
or short-circuiting of unreacted species can occur,
which reduces reactor efficiency. Staging or horizon-
tal baffling can minimize bypassing and deleterious
bubble growth.

The fluid bed can be operated in batch or contin-
uous fashion with respect to the solids phase, while
the fluiding (gas or liquid) phase is continuous. If
catalyst life is short (seconds or minutes) or noncat-
alytic solid coreactant is converted, the continuous
fluid bed must be employed. Residence time is com-
plex.

A varijation of the fluidized bed is the spouted-bed
reactor, in which a jet of gas is injected at one or
more points to disperse even rather large-sized parti-
cles with which the gas interacts (for example, dry-
ing of wheat, gas-solid reaction, or solid-catalyzed
reaction). Solids may be batch or continuous.

At sufficiently high fluid velocities, the fluidized
bed becomes entrained; that is, solids are carried out
of the bed when fluid velocity exceeds particle ter-
minal velocity. In a transport line or riser reactor,
fresh solids are continuously fed at the reactor bot-
tom with the entraining fluid. This is an ideal unit for
rapidly decaying catalyst or solid noncatalytic core-
actants. Modern catalytic cracking of oils to produce
gasoline is largely done in the transport line reactor.
Residence time approaches the piston-flow reactor
limit as opposed to more complex residence time

behavior of the continuous fluidized bed. Reactant
exposure times are of the order of seconds, during
which deactivating coke is laid down upon the cat-
alyst. Coked catalyst is separated from the product
vapors at the top of the reactor and is then sent to a
regenerator, where oxygen-bearing gas is contacted
with the coked catalyst to burn off the coke. The
product of this gas-solid reaction, the regenerated
cracking catalyst, is returned to the inlet of the trans-
port line cracker. See FLUIDIZATION; FLUIDIZED-BED
COMBUSTION.

Gas-liquid-solid reactors. Many different types
have been developed for specific reaction condi-
tions. The trickle-bed reactor employs a fixed bed
of solid catalyst over which a liquid phase trickles
downward in the presence of a cocurrent gas phase.
This three-phase reactor, commonly employed for
the removal of sulfur or nitrogen from high-boiling
oil feedstocks, can pose problems of catalyst wet-
ting, gas-liquid-solid transport, and liquid-phase by-
passing. Reasonable catalyst life is required in trickle-
bed operation.

An alternative is the slurry reactor, a vessel within
which coreactant gas is dispersed into a liquid phase
bearing suspended catalyst or coreactant solid par-
ticles. Unlike the trickle bed, liquid-solid wetting is
complete. With short catalyst life or solid consump-
tion, continuous feed and withdrawal of the liquid-
solid phase is feasible, but with attendant problems
of solid-liquid separation. Slurry reactors are usually
of the continuously stirred tank type.

At high ratios of reactor length to diameter, the
gas-liquid-solid reactor is often termed an ebullating-
bed (high solids concentration) or bubble column
reactor (low solids concentration). A trickle bed op-
erating at high liquid holdup and countercurrent (up-
ward) flow of gas becomes an ebullating bed.

Gas-liquid reactors assume a form virtually identi-
cal to the absorbers utilized in physical absorption
processes. See ADSORPTION OPERATIONS.

Solid-solid reactions are often conducted in rotary
kilns which provide the necessary intimacy of con-
tact between the solid coreactants. See KILN.

James J. Carberry
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Chemical senses

In vertebrates, the senses of smell (olfaction) and
taste (gustation) plus the so-called common chemi-
cal sense constitute the external chemical senses, as
contrasted with such internal chemoreceptors as the
carotid sinus detectors of carbon dioxide in blood,
glucose receptors of brain and certain visceral or-
gans, and so on. The olfactory cells of vertebrates,
usually located in the olfactory mucosa of the upper
nasal passages, are specialized neural elements that
are responsive to chemicals in the vapor phase. The



floral fragrance of roses and the putrid smell of hydro-
gen sulfide are two examples of human olfactory sen-
sations. Taste buds of the oral cavity, especially the
tongue, are composed of modified epithelial cells re-
sponsive to chemicals in solution. Sweet, salty, sour,
and bitter are the basic taste qualities experienced
by humans. In certain fish (for example, catfish),
taste buds occur over the body surface and barbels.
The common chemical senses are composed of free
nerve endings in the mucous membrane of the eye,
nose, mouth, and digestive tract and are responsive
to irritants or other chemicals in either the vapor or
liquid phase. See CAROTID BODY; CHEMORECEPTION.

Chemical sensitivity occurs in single-cell and other
lower organisms. Among invertebrates, sense organs
occur as specialized hairs and sensilla, or minute
cones supplied with sensory nerves and nerve cells.
Characteristic of male moths, for example, are their
distinctive bushy antennae, by which they detect
and locate females by sex pheromones. Rodents, un-
gulates, carnivores, and other mammals also show
sexual attraction to female odors produced by spe-
cialized glands. Whether humans in general are sus-
ceptible to pheromonal influences from other hu-
mans is highly debatable. See CHEMICAL ECOLOGY;
PHEROMONE.

Taste plays an important role in selection and ac-
ceptance of food. Although the “sweet tooth” is
widespread throughout the animal kingdom as well
as humans, there are great species differences in
sweet sensitivity, especially for artificial sweetners.
Besides the protective, inborn aversion to bitter
(many poisons, but not all, are bitter), a single ex-
perience with the particular taste of a toxic sub-
stance which caused illness may establish a strong
and persistent learned taste aversion. By contrast, a
compensatory salt hunger may occur in persons or
animals suffering salt deficiency. The intake of salt in
civilized people, however, may be determined not
only by physiological need but by social custom and
habit, and excess intake with high incidences of hy-
pertension has been reported in some groups. See
HYPERTENSION; SALT (FOOD).

The limbic system of the brain, which modu-
lates appetitive and emotional behavior and hedo-
nic (pleasant vs. unpleasant) experiences, has both
taste and olfactory neural pathways to it, providing
the neural substrate for the pleasure or displeasure
of sensations. See NEUROBIOLOGY; OLFACTION; SEN-
SATION; TASTE. Carl Pfaffmann

Bibliography. C. Pfaffmann, The pleasures of sen-
sation, Psychol. Rev., 67:253-268, 1960; G. M.
Shepherd, Neurobiology, 3d ed., 1997.
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Chemical separation (chemical
engineering)

A process used to purify substances or to isolate them
from other substances. In industrial applications, the
ultimate goal is the isolation of a product of given
purity. Most industrial chemical processes involve a
separation stage. This may involve a preliminary pu-

Chemical separation (chemical engineering)

rification stage before the reaction process, or a final
stage involving the separation of the desired prod-
uct. Two well-known processes are distillation and
crystallization.

Distillation and crystallization. The distillation pro-
cess is based on the relative volatilities (that is, vapor
pressures) of the components. It involves the heat-
ing of the feed material (which is to be separated) in
a boiler. The heated vapors enter a column and par-
tially condense on the many plates or trays. These
plates have a large surface area to facilitate the equi-
librium between the vapor and the liquid. The vapor
in the column is richer in the more volatile (lighter)
component. As the vapor travels up the column, this
process of enrichment is enhanced. The final stage
of the distillation process is the complete condensa-
tion of this vapor as it leaves the column. This is done
by cooling the vapor to a temperature well below its
boiling point. The result is a separation of a light
component or components (the condensate) from
heavy components left in the boiler. The overall sep-
aration achieved depends not only on the relative
vapor pressures of the components but also on the
number of trays in the column. In spite of the high
energy demands of the distillation process, 90% of all
separation processes in the chemical and petrochem-
ical industries worldwide are distillation processes.
See DISTILLATION; VAPOR PRESSURE.

In the crystallization process, separation is based
on the relative solubilities of the components. The
separation of sea salt from water is usually done by
crystallization through the evaporation of the water
either by heating or by using solar energy. See CRYS-
TALLIZATION.

Thermodynamics offers a proper understanding
of all separation processes. Not only is it useful in
quantifying the separation of components, but ther-
modynamic relationships are also vital in the design
of industrial separation plants.

Basic theory. When an equilibrium exists between
phases (solids, liquids, or gases), the chemical poten-
tial, u;, for species 7 in each phase may be expressed
by Eq. (1). For a vapor-liquid equilibrium process

jiGsolid) = 11, (liquid) = p,(gas) )

(distillation) this equality results in Eq. (2), the re-

J/t/ x; = VP, ? /P, (total) (@)

lationship between the vapor composition (y,) and
the liquid composition (x;) at a temperature 7. Here,
y: is the activity coefficient of species 7, P is the
vapor pressure of pure 7 at 7, and Py, is the total
vapor pressure of the system. It is this ratio that de-
fines the separating efficiency and is known as the
distribution coefficient. Other relationships can be
derived for other phase separation processes (such
as crystallization), and in every case the results will
be based on Eq. (1). See CHEMICAL EQUILIBRIUM.
Separation processes. Industrial separation proc-
esses involve all the possible phase pairs apart from
solid-solid, which is kinetically too slow for useful ap-
plications (Table 1). See ADSORPTION OPERATIONS.
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Chemical separation (chemical engineering)

TABLE 1. Some important separation processes
Phase pair Process Industrial separation
Gas-liquid Distillation (i) Gasoline, paraffin and diesel fuel
separated from oil
(ii) Acetic acid from water
Gas adsorption Ammonia gas and air separated by passing
the gas mixture through water
Gas desorption Ammonia and water mixture separated by
passing air through the solution
Pervaporation Alcohols removed from esters and aroma
compounds in aroma production
Gas-gas Membrane Methane gas or hydrogen gas separated
from carbon dioxide
Gas-solid Sublimation Removal of water from heat-sensitive
foodstuff by freeze drying; the food is
cooled below 0°C and vacuum is applied,
resulting in the sublimation of water
Desorption Drying of clay or wood by exposure to air
Adsorption Drying of wet air by passing over silica gel
Liquid-liquid Solvent extraction A mixture of acetone and water can be
separated by adding carbon
tetrachloride (CCly); phase separation
takes place and the acetone is found in
the CCly-rich layer
Reverse osmosis Seawater and brackish water purified by
removal of salts
Liquid-solid Supercritical fluid extraction Separation of caffeine from coffee; the
caffeine in the ground coffee beans readily
dissolves in supercritical carbon dioxide
Zone refining Purification of benzene or metals to produce
ultrapure compounds
Fractional crystallization Salts from seawater are usually separated
on a basis of solubility

Supercritical fluid extraction. The process of supercrit-
ical fluid extraction is a relatively new separation
technique. Interest in it is based on the high solu-
bility of some solids in the supercritical solvent, the
high degree of selectivity, the ease of separating the
required product, and the ease with which the sol-
vent can be recovered. To understand the process
requires an understanding of the critical point. See
SUPERCRITICAL FLUIDS.

The liquid-vapor phase line (as opposed to the
solid-vapor and solid-liquid phase lines) for pres-
sure and temperature discontinues at a certain point
(Fig. 1), known as the critical point. At temperatures
above the critical temperature (7,), it is not possible
to liquefy the gas by pressure alone. In other words,

fluid critical point
T //
o solid liquid
a
3 gas
o

temperature ——

Fig. 1. Typical pressure-temperature (P-T) phase diagram
showing the critical point discontinuity.

it is impossible to produce a liquid meniscus from
the gas phase by pressure alone. At conditions above
the critical temperature and pressure (P,), the gas is
known as a supercritical fluid (Fig. 1).

For an understanding of the general process, it
is best to look at the most important supercritical
fluid extraction process, the decaffeination of cof-
fee using carbon dioxide. Carbon dioxide fluid, at
a pressure of 200 atm (20 megapascals) and a tem-
perature of 50°C (122°F) [in excess of P. (COy) =73
atm and T, (CO,) = 31°C (88°F)], is pumped through
the extraction cell containing the ground coffee in
a mesh basket. The supercritical carbon dioxide has
the unique capacity for dissolving only the caffeine
and not the compounds that give coffee its taste and
flavor. The carbon dioxide fluid, now containing dis-
solved caffeine, leaves the cell, and its pressure is
reduced to below its critical value. As a result, the
fluid vaporizes to a gas and the solid caffeine pre-
cipitates as it is not soluble in gaseous carbon diox-
ide. The coffee without caffeine is recovered and
the carbon dioxide compressed and recycled. Apart
from the simplicity of the process and the fact that
it is done at a low temperature (it apparently does
not affect the coffee taste or flavor), its main advan-
tage is that the solvent is a natural substance and if
any residue is left in the coffee it will be harmless.
This is not true for some other decaffeination pro-
cesses which use organic solvents such as methylene
chloride.



Chemical separation (chemical engineering)

TABLE 2. Examples of separations based on membrane processes

Preferentially

Membrane Mixture selective for Process
Gas separation
Polyimide 02/No (o) Oxygen enrichment
Polyethersulfone CH4/CO, CO, CO; recovery
Cellulose acetate H2/CO2 or Hao/No Ho Hydrogen recovery

Reverse osmosis

Cellulose acetate, aromatic polyamides Seawater Water Desalination

Sugar solutions Water Concentration of food ingredients

Fruit juices Water Concentration of food ingredients

Pervaporation
Poly(vinyl alcohol) Water-+alcohol Water Dehydration
Polyoctylmethylsiloxanes Water-+alcohol Alcohol Dealcoholization
Polyoctylmethylsiloxanes Aroma compounds Aroma Aroma production
in water compounds

Carbon dioxide is the most popular solvent used
in supercritical fluid extraction. This is largely due
to its relatively low critical pressure and tempera-
ture, and the ease with which the supercritical state
can be achieved. It is extensively used in the per-
fume industry, where high temperatures would de-
stroy the chemicals. It is used, for example, in sep-
arating oxygenated compounds (such as geranyl
acetate), valuable as perfumes, from lemon oil,
which consists largely of terpenes of low value, such
as limonene.

Water has received much attention as a possible
solvent for supercritical fluid extraction. Its critical
properties are, however, too high for convenience
[P,=218 atm (22.1 MPa) and 7,=374°C (705°F)],
but it does have the interesting property of dissolving
nonpolar liquids such as hexane. This is not possible
at ambient temperature and pressure.

Membrane separation processes. An important new tech-
nology uses membranes to effect separation. The
membrane is usually a thin plastic film (0.1-5 mi-
crometers) on a thick porous and inert support layer
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Fig. 2. General description of the membrane separation
process. Molecules A (white) and B (black) are separated
by a membrane supported on a porous layer and driven by
a flux, which is usually pressure.

(100-500 um) [Fig. 2]. The driving force pushing
the permeate across the membrane is invariably a
pressure difference between the feed mixture and
the permeate. The membranes are made of synthetic
polymers such as poly(vinyl alcohol), for separating
water and alcohol liquids; polyurethane, for separat-
ing aromatic liquids from cycloalkane liquids; poly-
imides, for separating gases such as oxygen and nitro-
gen; and cellulose acetate, for separating pure water
from seawater. See MEMBRANE SEPARATIONS.

When the feed and the permeate are both gases,
the process is known as gas separation. The pres-
sure difference is usually between 10 and 100 atm
(1 and 10 MPa), with the pressure of the permeate
being about 1 atm (0.1 MPa). When the feed and
permeate are liquids, the process is reverse osmosis,
and it is best known for desalination of dilute aque-
ous solutions such as seawater, brackish water, and
industrial wastewater. The pressure applied on the
feed side is usually 80-100 atm (8-10 MPa), while
the permeate is kept at ambient pressure. If the feed
is a liquid under its own saturation pressure and the
permeate is a gas or vapor kept at a low pressure
(5-20 x 1073 atm or 0.5-2 kPa) by a suitable vacuum
pump, the process is known as pervaporation. The
permeate is recovered in a cooling trap. See WASTE-
WATER REUSE; WATER DESALINATION.

Perhaps the main advantage of the membrane
technique is that it is possible to tailor-make a mem-
brane for a particular separation. Its limitations in-
clude chemical breakdown of the membrane with
time and its slowness. The mechanism of the pro-
cess is complex and involves properties such as the
relative solubilities and relative diffusion coefficients
of the feed chemicals in the membrane (Table 2).

Trevor M. Letcher

Bibliography. C.J. Geankoplis, Transport Processes
and Separation Process Principles: Includes Unit
Operations, 4th ed., 2003; R. D. Noble et al. (eds.),
Principles of Chemical Separations with Environ-
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Green (eds.), Perry’s Chemical Engineers’ Hand-
book, 7th ed., 1997; J. D. Seader and E. J. Henley,
Separation Process Principles, 1999.
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]
Chemical separation techniques

A method used in chemistry to purify substances
or to isolate them from other substances, for either
preparative or analytical purposes. In industrial ap-
plications the ultimate goal is the isolation of a prod-
uct of given purity, whereas in analysis the primary
goal is the determination of the amount or concen-
tration of that substance in a sample. In principle it
is always more convenient to carry out quantitative
determinations directly on portions of the original
sample. In cases where the analytical methods avail-
able are not sufficiently selective to permit this direct
approach, it is necessary to employ preliminary sep-
arations to reduce the concentration of, or to remove
completely, those substances which interfere in the
final estimation.

Although special considerations arise in a compar-
ison of separation methods for engineering or labo-
ratory analytical purposes because of differences in
the scales of operations, the various separation pro-
cesses are based on the same principles. There are
three factors of importance to be considered in all
separations: (1) the completeness of recovery of the
substance being isolated, (2) the extent of separation
from associated substances, and (3) the efficiency of
the separation. The recovery factor or yield R, of a
separation of substance A is defined as Eq. (1) where

[N

Ry = 1
TN o

0 and (Qy) are the amount of A after and before
the separation.

The degree of separation Sp/, of two substances
A and B is given by the separation factor Ry for B
with respect to A, and is defined as Eq. (2). Although

_ @a0s . O Ry

KY = = = 2
BT Q0Qx  @no @

complete separations are usually preferred, they are
not always necessary in analytical applications. The
degree of purity will depend upon the choice of the
method of final estimation. Sometimes merely a re-
duction in the quantity of foreign substance present
is enough to simplify the subsequent analytical task.

The third factor, efficiency, is a measure of the
amount of work required to obtain a given amount
of product with a prescribed purity. This consider-
ation is of much greater consequence in industrial
separations in which both the scale and the cost of
the operation are important.

There are many types of separations based on a va-
riety of properties of materials. Among the most com-
monly used properties are those involving solubility,
volatility, adsorption, and electrical and magnetic ef-
fects, although others have been used to advantage.
The most efficient separation will obviously be ob-
tained under conditions for which the differences
in properties between two substances undergoing
separation are at a maximum.

The common aspect of all separation methods is
the need for two phases. The desired substance will

partition or distribute between the two phases in a
definite manner, and the separation is completed by
physically separating the two phases. The ratio of the
concentrations of a substance in the two phases is
called its partition or distribution coefficient.

In analytical work the original phase is usually a
liquid, that is, a solution of the sample, and the sep-
aration is brought about through the addition or for-
mation of a solid, a liquid, or a gaseous second phase.
Although the actual separation of the phases may be
physical in nature, chemical reactions are usually re-
quired to convert or modify the substance to a form
which permits the formation of the new phase or
the partition of the substance to the second phase.
In some separation methods this step may also be
accomplished by physical means.

If two substances have very similar distribution
coefficients, many successive steps may be required
for a separation. The resulting process is called a frac-
tionation.

Based on the nature of the second phase, the more
commonly used methods of separation are classi-
fied as follows: (1) Methods involving a solid second
phase include precipitation, electrodeposition, chro-
matography (adsorption), ion exchange, and crys-
tallization. These methods involve a solid second
phase either through the formation of a slightly sol-
uble product, deposition as a metal on the surface
of an electrode, or by physical or chemical adsorp-
tion on a suitable solid material. (2) The outstanding
method involving a liquid second phase is solvent ex-
traction, in which the original solution is placed in
contact with another liquid phase immiscible with
the first. Separations are achieved as a result of differ-
ences in the distribution of solutes between the two
phases. Solid materials may also be separated by ex-
traction with organic solvents. (3) Methods involving
a gaseous second phase include gas evolution, dis-
tillation, sublimation, and gas chromatography. Mix-
tures of volatile substances can often be separated
by fractional distillation. See CHROMATOGRAPHY; EX-
TRACTION. George H. Morrison

Bibliography. J. C. King, Separation Processes,
2d ed., 1980; J. C. King and J. D. Navratil (eds.),
Chemical Separations, vols. 1 and 2, 1986; E. S.
Perry (ed.), Techniques of Chemistry Separation
and Purification, 1978; R. H. Perry and D. W. Green
(eds.), Perry’s Chemical Engineers’ Handbook,
7th ed., 1997.
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Chemical symbols and formulas

A system of symbols and notation for the chemical
elements and the combinations of these elements
which form numerous chemical compounds. This
system of symbols, devised since about 1800 by
chemists, consists of letters, numerals, and marks
that are designed to denote the chemical element,
formula, or structure of the molecule or compound.
These symbols give a concise and instantly recog-
nizable description of the element or compound.
In many cases, through the efforts of international



conferences, the symbols are recognized through-
out the scientific world, and they greatly simplify
the universal languge of chemistry.

Elements. Of the 115 elements known as of mid-
2000, 109 have been given symbols, usually derived
from the name of the element. Examples of names
and symbols are chlorine, CI; fluorine, F; beryllium,
Be; aluminum, Al; oxygen, O; and carbon, C. How-
ever, symbols for some elements are derived from
Latin or other names for the element. Examples are
Au, gold (from aurum); Fe, iron (from ferrum); Pb,
lead (from plumbum); Na, sodium (from natrium);
and K, potassium (from kalium). The symbols con-
sist of one or, more commonly, two letters. The first
letter is always a capital letter and is followed by a
lowercase second letter.

Inorganic molecules and compounds. Simple di-
atomic molecules of a single element are desig-
nated by the symbol for the element with a sub-
script 2, indicating that it contains two atoms.
Thus the hydrogen molecule is H,; the nitrogen
molecule, N; and the oxygen molecule, O,. Poly-
atomic molecules of a single element are designated
by the symbol for the element with a numerical sub-
script corresponding to the number of atoms in the
molecule. Examples are the phosphorus molecule,
P4; the sulfur molecule, Sg; and the arsenic molecule,
AS4.

Diatomic covalent molecules containing unlike el-
ements are given a similar designation. The formula
for hydrogen chloride is HCI; for iodine monochlo-
ride, ICl; and for hydrogen iodide, HI. The more elec-
tropositive element is always designated first in the
formula.

For polyatomic covalent molecules containing un-
like elements, numerical subscripts are used to des-
ignate the number of atoms of each element that
are present in the molecule. Examples are phospho-
rus(ID) chloride, PCls; arsine, AsH;; ammonia, NHs;
and water, H,O. Again, as in diatomic molecules, the
more electropositive element is placed first in the
formula.

Ionic inorganic compounds are designated by a
similar notation. The positive ion is given first in the
formula, followed by the negative ion; subscripts are
again used to denote the number of ions of each el-
ement present in the compound. The formulas for
several common compounds are sodium chloride,
NaCl; ammonium nitrate, NH4NO;; aluminum sul-
fate, Al,(SOy)3; and iron(IIl) oxide, Fe,Os.

More complex inorganic compounds are desig-
nated in a manner similar to that above. The positive
ion is given first, but may contain attached or coor-
dinated groups, and this is followed by the negative
ion. Examples are hexammine-cobalt(Ill) chloride,
[Co(NH;3)6]Cls;  dichlorobis(ethylenediamine)chro-
mium(ID) nitrate, [Cr(en),Cl](NO3);, where en is
the abbreviation for ethylenediamine; and potassium
trioxalatoferrate(IIl), K;[Fe(C,0O4);]. Hydrates of
inorganic compounds, such as copper(Il) sulfate
pentahydrate, are designated by the formula of the
compound followed by the formula for water, the
number of water molecules being designated by a
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numerical prefix. Thus the symbol for the above
compound is CuSOy - 5H,0.

Organic compounds. Because there are many more
organic than inorganic compounds, the designation
or notation for the first group becomes exceed-
ingly complex. Many different types of organic com-
pounds are known; in the case of hydrocarbons,
there are aromatic and aliphatic, saturated and un-
saturated, cyclic and polycyclic, and so on. The sys-
tem of notation used must distinguish between the
various hydrocarbons themselves as well as setting
this group of compounds apart from others such
as alcohols, ethers, amines, esters, and phenols. See
CHEMISTRY; COORDINATION COMPLEXES; INORGANIC
CHEMISTRY; ORGANIC CHEMISTRY. Wesley Wendlandt

Bibliography. B. P. Block, W. H. Powell, and W. C.
Fernelius (eds.), Inorganic Chemical Nomencla-
ture: Principles and Practice, 1990; J. C. Richer,
R. Panico, and W. H. Powell (eds.), A Guide to IUPAC
Nomenclature of Organic Compounds, 1993.
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Chemical thermodynamics

The application of thermodynamic principles to sys-
tems involving physical and chemical transforma-
tions is carried out in order to (1) develop quanti-
tative relationships among the identifiable forms of
energy and their conjugate variables, (2) establish
the criteria for spontaneous change, for equilibrium,
and for thermodynamic stability, and (3) provide
the macroscopic base for the statistical-mechanical
bridge to atomic and molecular properties. The ther-
modynamic principles applied are the conservation
of energy as embodied in the first law of thermo-
dynamics, the principle of entropy production as
embodied in the second law, and the principle of
absolute entropy and its statistical thermodynamic
formulation as embodied in the third law of thermo-
dynamics.

Basic concepts. The basic goal of thermodynam-
ics is to provide a description of a system of inter-
est in order to investigate the nature and extent of
changes in the state of that system as it undergoes
spontaneous change toward equilibrium and inter-
acts with its surroundings. This goal implicitly car-
ries with it the concept that there are measurable
properties of the system which can be used to de-
scribe adequately the state of the system, and that
the system is enclosed by a boundary or wall which
separates the system and its surroundings. Properties
that define the state of the system can be classified
as extensive and intensive. Extensive properties are
proportional to the total mass of the system, whereas
intensive properties are not. Typical extensive prop-
erties are the energy, volume, and numbers of moles
of each component in the system, while typical in-
tensive properties are temperature, pressure, den-
sity, and the mole fractions or concentrations of the
components.

Extensive properties can be expressed as func-
tions of other extensive properties, for instance, as
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in Eq. (1), where the volume V of the system is ex-
V=Vu.,S, {n}) (€))

pressed in terms of the internal energy U, the en-
tropy S, and {n,}, the set of numbers of moles of
the various components labeled by the index 7. A
suitable transformation procedure can be used to re-
place extensive variables by conjugate intensive vari-
ables. For example, the volume can be expressed as
in Eq. 2a) or (2b).

V=V(@,S, {n) Ca)

V=VE@T,{n} 2b)

Because temperature 7 and pressure P are particu-
larly convenient variables to control and measure in
chemical systems, the form of Eq. (2b) is of great util-
ity. All extensive thermodynamic properties X can
be rewritten in this form, as Eq. (3). Because all such

X = X(T, P, {n;) (6))

properties are linear homogeneous functions of the
mass, it can be shown that at a given temperature and
pressure Eq. (4) holds, where X, is the partial molar

x =Y nx o

value of the extensive property for the ith compo-
nent. The value of X; is given by Eq. (5), where the

X; = X/ p 1,y ®

notation {7,}’ means that all amounts are constant,
except the 7th one involved in the derivative. The
variable X; is itself intensive.

Specification of boundaries. The concept of a
boundary enclosing the system and separating it
from the surroundings requires specification of the
nature of the boundary and of any constraints that the
boundary places upon the interaction of the system
and its surroundings. Boundaries that restrain a sys-
tem to a particular value of an extensive property are
said to be restrictive with respect to that property.
A boundary which restrains the system to a given
volume V is a fixed, rigid wall. A boundary which
is restrictive to one component of a system but not
to the other components is called a semipermeable
wall or membrane. A system whose boundaries are
restrictive to energy and to mass of components is
said to be an isolated system. A system whose bound-
aries are restrictive only to mass of components is
called a closed system, whereas an open system has
nonrestrictive walls and hence can exchange energy,
volume, and mass with its surroundings. Boundaries
can be restrictive with respect to specific forms of
energy. Two important types are those restrictive
to thermal energy but not work (adiabatic walls),
and those restrictive to work but not thermal energy
(diathermic walls).

First law of thermodynamics. Thermodynamics
concerns the conversion of energy. The laws of ther-
modynamics differ from other scientific laws in that
they are stated in terms of the impossibility of achiev-
ing certain types of energy transfers. The laws are
usually stated in terms of the primary thermody-
namic variables of temperature, energy, heat, work,
and entropy.

Stated in terms of the primary thermodynamic
functions of temperature, energy, and entropy, the
laws of thermodynamics for any actual (that is, non-
hypothetical) process are the first law: the total en-
ergy is conserved (that is, remains unchanged); the
second law: the total entropy increases in any real
process; and the third law: the absolute zero of tem-
perature always cannot be reached in any real pro-
cess.

Temperature. A device designed to measure tem-
perature is called a thermometer. Familiar ex-
amples are the liquid-in-glass capillary, thermo-
couples, and resistance thermometers. All these
devices have a property that varies monotonically
with temperature. The fundamental thermometer is
the constant-volume-ideal-gas thermometer, which
is based on the fact that gases for which the con-
stituent molecules do not combine or disassociate
(that is, A + A = A, or A, = 2A) obey the ideal-gas
equation (6) in the limit as P — 0, where P is the

PV = nRT ©

pressure of the gas, V is the volume, 7 is the num-
ber of moles of the gas, and R is the gas constant.
With a constant-volume gas thermometer, the tem-
perature of a fixed reference point, such as the melt-
ing point of lead metal, is measured using Eq. (7).

T=@273.16K) lim [ Pr

Pr73.16 k>0

] @D

P273,16 K

The pressure, Py, of the fixed mass of the gas at tem-
perature T is measured for progressively smaller val-
ues of the mass of the gas. The resulting calculated
values of temperature are extrapolated to zero pres-
sure to obtain the thermodynamic temperature. The
value of P73 16 ¢ is the corresponding measured pres-
sure of the gas when the thermometer bulb is in con-
tact with water at its triple point. The triple point of
water is the single most important reference point
in thermometry. It is arbitrarily assigned a tempera-
ture of exactly 273.16 K simply in order to preserve
a close numerical agreement with older temperature
scales, such as the Celsius scale. See TRIPLE POINT.
The temperature scale defined by Eq. (7) is an ab-
solute scale. Zero is the lowest possible temperature,
and all measurable temperatures on this scale are pos-
itive. This temperature scale is called the absolute
Kelvin temperature scale, and temperatures are ex-
pressed as kelvins. Celsius temperatures are related
to Kelvin temperatures via Eq. (8). The temperatures

1O =TEK) — 273.15 (¢))

of fixed reference points obtained in the manner



outlined above are, in turn, used to calibrate
other, more convenient thermometers. See ABSO-
LUTE ZERO; GAS THERMOMETRY; TEMPERATURE; THER-
MOMETER.

Energy, work, and heat. Energy is an abstract mathemat-
ical concept that is characterized by an energy func-
tion, U. Some other thermodynamic functions also
are called energy functions (Gibbs energy, Helmholtz
energy) and are chosen specifically as state functions
that yield exact differentials in terms of experimen-
tally convenient variables such as temperature and
pressure. Energy is not a thing. There are no me-
ters capable of the direct measurement of energy,
yet there are instruments that measure electric cur-
rent, gas flow, volume, mass, pressure, length, time,
and temperature. These measurable properties are
used to calculate energy changes. Determination of
the amount of energy transferred from one system to
another always involves measurements of the appro-
priate physical parameters, followed by calculations
involving the appropriate energy formulas. See EN-
ERGY.

The principle of energy conservation amounts to
the statement that, for any real process, the total en-
ergy of the system remains unchanged during the
process. Energy can be transferred and transformed,
but it cannot be created or destroyed. Work and heat
are the two modes of energy transfer between sys-
tems. The transfer of energy as work requires the
existence of an unbalanced force between a system
and its surroundings. The transfer of energy as heat
requires the existence of a temperature difference
between the system and its surroundings. When a
force F acts on a system and displaces the system by
a differential amount dx, then the work done on the
system is given by Eq. (9).

Sw = —Fdx ®

See CONSERVATION OF ENERGY.

The work w done on a system depends on the path
along which the process is carried out, which must
be specified before w can be calculated. When the
path must be specified before the integral in Eq. (9)
can be evaluated, then the integral is called a line
integral. If the work done is independent of the
path, then the force F is said to be conservative. A
conservative force can always be expressed as the
negative derivative of a potential energy, ¢, with re-
spect to the displacement, as in Eq. (10). Thus, for
a conservative force, Eq. (11) holds for the process.

do
dx

2d¢ 2
w=_/pdx=/ —dx=/d¢>=¢z—¢>1 an
1 dx 1

Equation (11) shows that, if the force is conservative,
then the work done depends only on the end states
(1 and 2) and is thus path-independent. See WORK.
If at any stage in the process energy is transferred
as heat, then the forces acting on the system can-
not be conservative, the value of w depends on the
path, and the discipline that describes the process

10)
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moves from classical mechanics to thermodynamics.
For a general process involving both work and heat
transfers, the first law of thermodynamics is given by
Eq. (12). See HEAT.

dU = §q + sw a2

The energy function, U, is called the internal en-
ergy, and it is a thermodynamic state function. The
differential of a thermodynamic state function is said
to be exact because the value of AU = U, — U, for
the process is path-independent, even if energy is
transferred as heat and work in the process, as in
Eq. (13).

2
/dU:Uz_UleU
1

2 2
2/ 6q+/ Sw=q+w a3
1 1

See DIFFERENTIAL EQUATION; INTERNAL ENERGY.

A key point is that for a given change in state (that
is, 1 — 2) the value of U, — U is independent of
path, whereas the values of both g and w depend on
the path. It is only the sum g + w that is independent
of path. This statement constitutes the essence of the
first law of thermodynamics. The following special
cases are notable. If the process is adiabatic (that
is, g = 0), then Sw is exact, because w = AU. If
no work is done (that is, §w = 0), then §q is exact
(pure heat transfer), because g = AU. See ADIABATIC
PROCESS.

Reversible and irreversible processes. Changes in the state
of the system can result from processes taking place
within the system and from processes involving ex-
changes of mass or energy with the surroundings.
Aftera processis carried out, if it is possible to restore
both the system and the surroundings completely to
their original states, then the process is said to be
reversible; otherwise the process is irreversible. All
naturally occurring spontaneous processes are more
or less irreversible.

The internal energy of the system is given by the
fundamental equation of state (14). Processes which

U=UGS,V, {n} XD 149

give rise to a change in U are then limited to those
for which Eq. (15) holds. Because all the extensive

dUu = (BU/BS)V,(n,'},(Xj) das + (BU/aV)S,{m},(Xj} av

+ 2(3 U/ani)s,v.(n;}’,[Xj) dn,
i

+ > @U/OXDx.v. i) 1y dX; 1s)
J

state properties are linear homogeneous functions,
the coefficients of the differential terms are them-
selves intensive functions and correspond in each
case to the conjugate variable of the respective ex-
tensive variable. Their product is thus the differential
work associated with the appropriate form of energy
transfer. The table lists several forms of internal en-
ergy transfer, their conjugate pair of variables, and
their corresponding work terms.
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Internal energy and generalized work
Element

Type of energy Intensive factor Extensive factor of work
Mechanical

Expansion Pressure (P) Volume (V) —PdV

Stretching Surface tension () Area (A) ~ydA

Extension Tensile stretch (F) Length (/) Fdl
Thermal Temperature (T) Entropy (S) TdS
Chemical Chemical potential (u) Amount (n) nan
Electrical Electric potential (E) Charge (Q) EdQ
Gravitational Gravitational field strength (mg) Height (h) mgdh
Polarization

Electrostatic Electric field strength (£) Total electric polarization (dP) EdP

Magnetic Magnetic field strength (H) Total magnetic polarization (M) HdM

Equation (15) can be rewritten as Eq. (16), where

AU =TdS—pdV+ Y wdn+ Y L;dX; (16)
i J

W is the chemical potential of the 7th component
and /; is the conjugate potential for X;. The internal
energy change given by Eq. (16) is dependent only
upon the state properties of the system, and hence
is independent of the process causing the change.

Enthalpy and heat capacity. A process involving only
pressure-volume work may be described by Eq. (17).

dw = —Fdx = —(F/ADAdx = —Pex dV  (17)

Here, P. denotes the externally applied pressure,
the definition of pressure P = F/A = force/area is
employed, and the volume element dV = (area of
the base) x (vertical displacement) = A dx. Combi-
nation of Eqgs. (12) and (17) yields Eq. (18).

dU = 08q — Pexc dV as

The enthalpy H, a thermodynamic state function,
is defined by Eq. (19), and differentiation of this
equation yields Eq. (20). Combination of Eqs. (18)

H=U-+PV a9

dH =dU +PdV +V dP 20)

and (20) yields Eq. (21), and, at constant pressure
P = 0), Eq. (22) holds. From this equation it fol-

dH = éq + VdP 2D

dH = 8q, 22)

lows that the addition or removal of energy as heat
from a system at constant pressure is equal to the
change in enthalpy of the system (AH = q,). See
ENTHALPY.

The heat capacity of a system is a quantitative mea-
sure of the capacity of a system to take up or supply
energy as heat. The greater the heat capacity of a
system, the smaller the change in temperature pro-
duced by the input of energy as heat. The heat ca-
pacity is necessarily positive. The heat capacity C,

of a system at constant x (where x is a thermody-
namic state function, such as pressure) is defined by
Eq. (23), where C,(x, T) denotes that C, is a func-

i ()
G = AI;IBO (AT) = Cu(x, ) 23

tion of both x and 7. For a constant-pressure pro-
cess, it follows from Eqs. (22) and (23) that Eq. (24)

. qp X AH 0H
Cp=lim|— )= lm |— | =| (24)
AT—0\ AT AT—0 \ AT » oT »

holds. Also, from Egs. (24) and (22), it follows that
Eq. (25) is valid. A large heat capacity indicates that

2
4 = / C,dr @5)
1

the system can take up substantial amounts of energy
as heat, owing to storage of the energy in the inter-
nal modes (translation, rotation, vibration, molecular
dissociation) of the constituent particles. For exam-
ple, the molar heat capacities of solid (s), liquid (D),
and gaseous (g) water over the temperature range
250 to 500 K (—23 to 227°C or —10 to 440°F) are as
follows:

H,0(s): C, = 37.66] -K~! - mol™*

H,0(): C, = 75.32] - K~! - mol~!

H0(2): €, = 30.54] - K~ - mol ™!
1(1.03x102T)J- K" - mol™!

The roughly twofold greater heat capacity of lig-
uid water relative to solid or gaseous water results
from the fact that a substantial (roughly half) part of
the heat input to liquid water is absorbed in break-
ing the hydrogen bonds between water molecules in
liquid water (about 20 kJ/mol). Ice absorbs energy
as heat below its melting point without breaking any
hydrogen bonds and thus has a lower value of C, than
liquid water, whereas there are no hydrogen bonds in
gaseous water and thus this mode of energy uptake
is absent for the gas. See HEAT CAPACITY.

Second law of thermodynamics. Most naturally oc-
curring processes involve the transfer of energy as
heat. The first law of thermodynamics places no
restrictions on energy transfers other than that of



conservation of energy. There are, however, other
restrictions on energy transfer, namely:

1. Heat always flows spontaneously from higher-
to lower-temperature systems.

2. Heat can be induced to flow from a lower- to a
higher-temperature system only through the use of
energy as work to drive the transfer.

3. When a system undergoes a change in ther-
modynamic state, then the system and its surround-
ings cannot both be restored exactly to their original
states. All naturally occurring processes are in this
sense irreversible.

A mathematical statement of the second law of
thermodynamics is that the change in entropy of the
system, dSqy, obeys inequality (26), where T is the

dSeys = (26)

8qsys

T
absolute thermodynamic temperature [measured in
kelvins (K)]. The equality sign holds if the process
is reversible, and the inequality sign holds if the pro-
cess is irreversible. The entropy § is a thermody-
namic state function, and it is expressed in units of
joules per kelvin (J/K).

It is useful to consider a system and its surround-
ings between which energy can be transferred. If the
system undergoes a change in state, then the total en-
tropy change is given by Eq. (27). If the process is

dSio = dssys + dSgur Q@7

adiabatic, then 8gys = 8qs = 0 and from Eq. (20)
dSe: > 0 and dSsys > 0. Thus dSi, > 0, or AS, > 0.

If the system undergoes an isothermal process,
then T'= Ty, = Ty, From the second law, it follows
that the system and the surroundings obey inequal-
ities (28), but gy, = —gs, and thus AS,, > 0. Note

8 Sy 5 sur
9% and AdSer > qT

dSeys > 28
that in both cases there is a net entropy production
if the process is irreversible, but the total entropy
remains unchanged if the process is reversible.

All real processes involve some degree of irre-
versibility and thus lead to an increase in the total
entropy. Entropy is not conserved, except in the hy-
pothetical limiting case of a reversible process.

A thermodynamic system is said to be in an equilib-
rium state when it can no longer undergo any sponta-
neous (entropy-producing) processes. The increase
in total entropy that occurs in an irreversible process
is a consequence of the failure to fully exploit the po-
tential of the system for performing work. When less
than the maximum possible work is performed in a
process, then net entropy production inevitably re-
sults. The total entropy can never decrease and, for
a given energy and volume for a closed system, a
maximum in entropy indicates the most stable con-
figuration of the system, that is, equilibrium.

Because entropy is a state function, Eq. (29) is

2
/ AS =S, — S, = AS 29)
1
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satisfied. For a given change in state (1 — 2) the
change in entropy of the system (but not the total
entropy change, AS, = ASys + ASy,,) is indepen-
dent of the path that the system takes from state 1 to
state 2.

There are no entropy meters. Rather, entropy
changes are calculated from measurable quantities,
such as temperature, pressure, volume, and heat ca-
pacity. The total entropy of a system is a measure
of the spatial and energy disorder (randomness) in a
system.

Compared at the same pressure and temperature,
liquids are more disordered than solids and gases are
more disordered than liquids. This results follows
from the fact that the molecules of a gas have more
freedom to move around than the molecules of a lig-
uid. The same holds true for the molecules or ions of
a liquid as compared to those of a solid. The melting
of a solid involves an entropy increase in the range
8-40] - K~! . mol~!. The temperature dependence
of the entropy is found from Egs. (26) and (24). From
Eq. (26) it follows that q, = TAS for an isothermal
pure heat transfer (that is, 5w = 0) at constant pres-
sure. Substitution of this result into Eq. (24) yields
Eq. (30). Thus, Eqgs. (31) and (32) are valid.

G, = lim <@>
AT—0 \ AT
7 aim (25) = (2 30)
= m —_— = —_—
AT—0 \ AT » aT »

ﬁ) =2 GD
or), T

2
C
AS = / FPdT (constant P) 32)
1

Because C, is greater than 0, the entropy of a sub-
stance always increases with increasing temperature
at constant pressure. The increase in the entropy of a
substance that undergoes an increase in temperature
at fixed pressure is a consequence of the increased
thermal randomness of the molecules at the higher
temperature. A greater amount of energy is more ran-
domly distributed over the same number of particles.
See ENTROPY.

Gibbs energy and Maxwell relations. Combination of
the first law, Eq. (12), with the second law, Eq. (26),
yields Eq. (33). If a process involves only pressure-

dU > TdS + Sw (GR))

volume work and occurs reversibly, then, applying
Eq. (17), Eq. (33) becomes Eq. (34). Because U and

dU =TdS —PdV 349

S are state functions, the values of AU and AS can
be computed along a reversible path between the
given initial and final states of the actual process,
and the results for AU and AS for the system can be
equated to those for the actual irreversible process.
The values of g and w differ for the two paths, but
not the values of AUy or AS;y,.
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Equation (34) is the differential equation used to
calculate AU. It expresses the change in the depen-
dent variable in terms of changes in the independent
variables S and V; that is, U = U(S, V). The variables
S and V are not convenient independent variables
because they are very difficult to control in the labo-
ratory. More convenient independent variables for
experimental work are pressure and temperature.
Equation (34) can be transformed into a differen-
tial equation with P and 7 as independent variables
through Egs. (35).

dU —-TdS+PdV =0 35a)

dU —TdS+PdV —SdT +VdP
=—-8dT +VdP (35b)

d({U —-TS+PV)=—SdT +VdP 350

For compactness, the thermodynamic energy state
function G is defined by Eq. (36). It can be used as a

G=U+PV—-TS=H-TS (36)

criterion for system equilibrium in terms of the more
convenient variables, 7'and P. Here, H is defined by
Eq. (19).

The function G is called the Gibbs energy after its
creator, J. W. Gibbs; it plays a central role in chemical
thermodynamics. From Egs. (34) and (36), it obeys
Eq. (37), which gives the differential equation for

dG = —8SdT + V dP 37D

dG, where G = G(T, P). Because dG is an exact dif-
ferential, G is a state function, and from mathemat-
ics Eq. (38) holds. Comparison of Eqs. (38) and (37)
leads to Egs. (39) and (40). Equation (39) shows that

(E)G) (BG)
dG=|—) dI'+ | — ) dP 38)
» T

orT oP
(8—G) —_s 39
orT »
G
G

the temperature dependence of the Gibbs energy at
constant pressure is determined by the entropy, and
Eq. (40) shows that the pressure dependence of the
Gibbs energy at constant temperature is determined
by the volume.

Because dG is an exact differential, it follows di-
rectly that the second cross partial derivatives of
Eq. (37) are equal, as given by Eq. (41). This prop-

o ()], - () ), o

erty is characteristic of an exact differential. Thus,
from Eqgs. (39), (40), and (41), the Maxwell relation,
Eq. (42), is obtained. This relation tells how the

(as) _(av) "
(35) = \37), (42)

entropy changes with pressure at constant tempera-
ture.

Affinity and chemical equilibrium. Many chemical
systems can be considered closed systems in which
a single parameter £ can be defined as a measure
of the extent of the reaction or the degree of ad-
vancement of a process. If the reaction proceeds or
the process advances spontaneously, then entropy
must be produced according to the second law, and
the uncompensated heat, defined by Eq. (43), must

da=TdS+ sw—dU “43)

be positive. In terms of the advancement parameter
&, the uncompensated heat §a is given by Eq. (44),

Sa=Adt =TdS 44

where A is the affinity of the process or reaction.
The affinity is related to internal entropy production
d;S by Eq. (45).

A=TdS/ds >0 45)

The condition that the entropy production is zero
represents equilibrium, and hence 4 = 0 is an equiv-
alent condition for equilibrium in a closed system.
For spontaneous processes, because the signs of A
and d¢ must be the same, for positive A the process
must advance or go in a forward direction in the usual
sense of chemical reactions or physical processes,
while for negative A the process must proceed in
the reverse direction.

For a process that involves only pressure-volume
work, Egs. (17), (306), (43), and (44) can be combined
to give Eqs. (46). These equations indicate that the
affinity is a state function, given by Eq. (47).

dG = —SdT + VdP — Sa (46a)
= —SdT + VdP — Adk (46b)
A=—0G/3&)pr = AT, P, &) “7

It is useful to consider a closed system in which
a chemical reaction can be characterized by the sto-
ichiometry of reaction (48). This stoichiometry re-

oA+ BB — yC + 38D (48

quires that at each time element ¢ in the reaction the
number of moles of the 7ith component 7, be given
by Eq. (49), where n,° is the number of moles of 7

n; =nd + v “49

in the initial or original state (f = 0). The quantity v,
is the stoichiometric coefficient for the ith compo-
nent as given in the balanced equation (the conven-
tion is that v, is positive for products and negative
for reactants), and £ is the degree-of-advancement
parameter, whose range is zero to unity. In terms of
differential changes in advancement, Eq. (50) holds.



For closed systems (constant temperature and
pressure) in which only thermal, expansion, and
chemical work terms are included, Eqgs. (51) and (52)

dG =Y uidn; = —8a Gla)

= (Z Uz‘l/«i) dg = —Adg (51b)
AT P& == v 62

hold. The condition for equilibrium is A = 0, and
thus for a chemical reaction, equilibrium is achieved
when Eq. (53) holds. If electrical work is included in
Eq. (51), Egs. (54) and (55) hold, where z is the num-

Y vini=0 3)

dG =) pdn,+EdQ = —5a (54a)

= (Z Vil —I—ZFE) dg = —Adt  (54b)

AT, P.E&) ==Y v, —2FE (55

ber of units of charge and F is the Faraday constant
(the magnitude of the charge per mole of electrons);
F=eN,, where e is the electron charge and N, is Avo-
gadro’s number. Because A = 0 is the equilibrium
condition, equilibrium in an electrochemical system
is given by Eq. (50).

Z v;iu; = —zFE (56)

More than one reaction can take place in a
chemical system, each characterized by a degree-of-
advancement parameter £,, and thus for » indepen-
dent reactions, Eqs. (57) and (58) hold, where the
equilibrium condition is Eq. (59). At equilibrium,

dG = Z widn; = —8a 57a)
= (Z Virls asr) 70
AT, P, (5D = — Z Uik (58)
Z A, dg, =0 (9

each of the affinities A, must be zero; but for the
spontaneous condition, inequality (60) holds. In a
two-reaction system inequality (61) holds, but now

Y Acag >0 (60)

Ay dé 4+ Ay dg;, > 0 ()

Chemical thermodynamics

A, and d&, do not necessarily have the same sign. If
their signs are different, then the first reaction can
be driven in the nonspontaneous direction by the
second reaction. The reactions are then said to be
coupled; reaction coupling is a common situation in
biological systems. See CHEMICAL EQUILIBRIUM.

Third law of thermodynamics. Although implicit in
the concept of the existence of the fundamental
equations of state for U or § is an absolute value of
these functions, and therefore an extensive quantity
which could be calculated on the basis of molecular
properties from quantum mechanics and statistical
mechanics, neither the first nor second law consid-
ers anything but differences in these state functions.
The second law does suggest the existence of an ab-
solute zero for an intensive variable, the temperature,
but this is not sufficient to bridge the areas of clas-
sical and statistical thermodynamics. See ABSOLUTE
ZERO.

It is found experimentally, for many isothermal
processes involving pure phases, that Eq. (62) ap-

lim AS =0 62)
T—0

plies. This equation includes phase transitions be-
tween different crystalline modifications, solid-state
chemical reactions, and even the solid-liquid and
liquid-liquid isotope transitions in helium. This equa-
tion along with Eq. (63), obtained from Eq. (31), im-

T
ST, P)— 50, P) = / /D dT 63
0

plies that at zero absolute temperature the entropy of
pure crystalline phases of the same substance or dif-
ferent substances are equal. If the entropies of pure
phase are equal at 7 = O, then it is reasonable to
take the value of S(0) to be zero. A statement of the
third law then is that the entropy of all pure crys-
talline fully ordered phases at 7' = 0 is zero. This
makes it possible, by using Eq. (63), to calculate the
absolute or third-law entropy of a substance from
experimental measurements of its heat capacities.
Comparison of such experimental values with those
calculated by statistical thermodynamic methods has
provided evidence for the validity of the third law.
In some cases, thorough investigation of apparent
discrepancies from the third law has led to new con-
clusions concerning the molecular structure of the
substances or new information on the energy level
system for the molecules. Calculation of the thermo-
dynamic properties for a gas from the spectroscopic
properties of molecules is an important result stem-
ming from the third law. An alternative statement of
the third law is that the absolute zero of temperature
is unattainable in any real process. See STATISTICAL
MECHANICS.

Thermodynamics of irreversible processes. From a
mathematical standpoint, if the equations describing
atime-dependent physical process change sign when
the time variable ¢ is changed to —¢, then the process
is said to be irreversible. If the substitution of ¢ by
—t does not change the equations, then the process
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described is said to be reversible. An example of an
irreversible thermodynamic process is the approach
to thermal equilibrium, which is described by the
Fourier equation (64), where T is the temperature, ¢
18T_82T+82T+82T 66
o 3t dxr 9yt 922
is the time, and « is a parameter called the thermal
diffusivity. The physicochemical processes of diffu-
sion, heat and electrical conduction, and chemical re-
actions are irreversible processes. See CONDUCTION
(ELECTRICITY); CONDUCTION (HEAT); DIFFUSION.
By utilizing Eqs. (44) and (206), the entropy pro-
duction is found to be given by Eq. (65), where A,
3q Adg
as=—+ — =d,S+ d;S 6
T + T + d; 65
the affinity of the chemical reaction, is related to the
chemical potentials by Eq. (52). The reaction rate v is
defined by Eq. (66), and thus Eq. (67) holds. It is clear

_%

= 66
v= ©6)
= — >

dt T

that A and v always have the same sign and that the

affinity A is directly related to entropy production.
If several reactions are involved simultaneously,

then Eq. (68) holds, where the affinities are related

1
a8 = Xk:Ak dg, > 0 (68)

to the chemical potentials by Eq. (58). At equilibrium
all of the affinities are zero. The entropy production
per unit time is given by Eq. (69).

as 1
= =7 ;Akvk >0 69)

The net entropy production arising from the si-
multaneous reactions must be positive. However, it
is possible to have the inequalities (70) in a two-
reaction system, provided that inequality (71) is sat-

Ao <0, Av; >0 70)

Aoy + A, > 0 an

isfied. As noted above, such reactions are said to be
coupled in that a reaction can proceed in a direction
opposed to its affinity, a phenomenon frequently en-
countered in biological systems. For example, matter
may diffuse against its concentration gradient with
negative entropy production driven by positive en-
tropy production arising from heat flow.

Equation (69) can be rewritten as Eq. (72), where
Jr and X, are defined by Egs. (73). The variable J,

d,'S
— = X; 0 72
i Xk:]k ° > 72)

Je = e, X = — 73

is called a flux (rate) and the variable X}, is called a
(generalized) force. At thermodynamic equilibrium
Eqs. (74) are satisfied for all values of &.

Je =0, X,=0 (€£3)

Close to equilibrium, various empirical laws, such
as Fourier’s law for heat flow and Fick’s law for dif-
fusion, show a linear relation between the J, and X},
values. Such linear laws are called phenomenological
relations. Although such relations do not necessarily
hold far from equilibrium, it will be assumed that
they do hold close to equilibrium.

It is useful to consider the case of two simulta-
neous irreversible processes which, in general, sat-
isfy Egs. (75). The coefficients L; are called phe-

J1 = L Xy + Li2Xo
J2 = L Xy + LpXs

@5

nomenological coupling coefficients. For example,
Ly; and Ly, may denote heat conductivity and diffu-
sion, while L, describes the interference between
these two processes (that is, thermodiffusion). Thus
the L; (i # j) are called interference coupling coeffi-
cients.

Substitution of Eq. (75) into Eq. (72) yields
Eq. (76), where the equality sign prevails when

d;S 5 >

P LiuXi + Az + L)X Xo + LpX; >0 (76)
X; = X, = 0. From algebra it follows that the L
values must satisfy inequalities (77) and (78). Thus

Ly >0, Ly; >0 a7n

Lz + L) < 4Ly Ly, 78)

while L, and L, must be positive, L;, and L,; may
be positive or negative.

Onsager’s theorem states that the coupling coef-
ficients satisfy Eq. (79), which is called the Onsager

Ly=1L; a9

reciprocity relation after its derivation by Lars On-
sager. These relations express the fact that if the
flux J; corresponding to the irreversible process i
is coupled to the force X; of the irreversible pro-
cess j, then the flux J; also is influenced by the
force X; through the same interference coefficient L;;.
See OPEN-SYSTEMS THERMODYNAMICS (BIOLOGY); OS-
MOREGULATORY MECHANISMS; THERMOELECTRICITY;
THERMOMAGNETIC EFFECTS.

In the general case, Eq. (80) holds, and when

Ji= Z LyX; 80

L; # O there is a coupling between the flux J;
and the force (gradient) X;. The principle of mi-
croscopic reversibility implies that at least close
to equilibrium L; = L;. Far from equilibrium the



situation becomes much more complex, and a de-
tailed molecular-level kinetic (as opposed to a phe-
nomenological) approach is required in the analy-
sis of such cases. See THERMODYNAMIC PRINCIPLES;
THERMODYNAMIC PROCESSES. Peter A. Rock

Bibliography. S. W. Angrist and L. G. Hepler, Order
and Chaos, Basic Books, New York, 1967; H. A.
Bent, The Second Law, Oxford University Press, New
York, 1965; J. Keizer, Statistical Thermodynamics
of Nonequilibrium Processes, Springer-Verlag, New
York, 1987; G. N. Lewis and M. Randall, Thermody-
namics, 2d ed., revised by K. S. Pitzer and L. Brewer,
McGraw-Hill, New York, 1961; A. B. Pippard, EI-
ements of Classical Thermodynamics, Cambridge
University Press, London, 1966; 1. Prigogine, Intro-
duction to Thermodynamics of Irreversible Pro-
cesses, 3d ed., Wiley Interscience, New York, 1967,
M. W. Zemansky, Temperatures: Very Low and Very
High, Van Nostrand, Princeton, NJ, 1964.

|
Chemical vapor deposition

The process of producing a microscopic solid-mater-
ial structure through chemically reacting vapor- or
gas-phase reactants on a heated surface. Many of
today’s most important and most common technolo-
gies make use of very thin films of electrically ac-
tive materials. Chemical vapor deposition (CVD) is a
widely used manufacturing technique for products
such as electric circuits and processors. Develop-
ment of novel CVD processes and of new materi-
als for advanced electronics and sensors produced

Chemical vapor deposition

by CVD are active research areas at universities and
laboratories around the world. See INTEGRATED CIR-
CUITS; MICROSENSOR.

Basic principle. The fundamental principle of the
CVD process is that the chemical reactants, called
precursors, are in the gas or vapor state when they
arrive at the base material or substrate. A chemical
reaction, which is usually activated by heat or some
other energy source, occurs on the substrate surface.
The products of the reaction are the desired solid-
film material and a gaseous product. Layers of semi-
conductors, dielectrics, conductors, and insulators
are built up on the substrate and further processed
to produce electronic devices. Scientists study the
way the chemistry, flow dynamics, and deposition
rate affect the structure and composition of the films
and their electrical properties. See DIELECTRIC MA-
TERIALS; FILM (CHEMISTRY); SEMICONDUCTOR; SOLID-
STATE CHEMISTRY.

Process sequence. The process is summarized in
Figs. 1 and 2. Reactants and precursor chemicals ei-
ther are gases or are vaporized from liquid and solid
sources by spraying, bubbling, heating, or sublima-
tion. The precursors are supplied as a gas or as va-
pors in a carrier gas to the reactor chamber. Once
in the reactor, the vapors are transported by con-
vection and gas dynamics to the substrate’s surface,
which is at the desired deposition temperature. De-
position of the thin film occurs on the substrate’s
surface through reaction of the vapors and gases,
usually on a heated substrate. The exhaust prod-
ucts are removed from the reactor by vacuum and
treated.

inert carrier gas f flow meter
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P chemical \1/
sources liquid solid heat
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(2) Vapor transport meter gas gas
and flow control and and
\l/ vapor vapor
reactor vessel
Convection and substrates

gas diffusion

heat

S adeorpt o s I B
= adsorption source

n surface reaction

= desorption

= film composition,

thickness, structure

(4) Exhaust
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Fig. 1. The components of CVD manufacturing technology reflect the sequence of steps in the CVD process.
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Fig. 2. Sequence of steps involved in the deposition and crystal growth of a solid material (SiO,) from gas precursors

(SiH4 + 20,) on the surface of a heated substrate (Si).

Deposition rate. The quality and composition of
the thin-film material depends directly on the rates of
each step in the process sequence (Fig. 1). The evap-
oration rate of the precursors is controlled through
the flow rate of carrier gases and the evaporation
temperature. The feed rate of gas and vapors into
the reactor and the pressure at which the reactor is
maintained greatly affect the rate at which precur-
sor molecules arrive at the substrate. In addition, the
reaction rate at the surface is a strong function of
the surface temperature and of the chemical ther-
modynamics and kinetics. See CHEMICAL KINETICS;
CHEMICAL THERMODYNAMICS.

Thin-film applications. CVD manufacturing equip-
ment is designed to control each step of the process
in order to produce high-quality thin films with the
desired properties. The chemistry involved can re-
quire the use of high-temperature and high-energy
sources, such as plasma, and may require very high
vacuum. However, many commercial CVD processes
are done at atmospheric pressure, without extreme
temperatures. Silicon dioxide (§iO,) for solid-state
electronic devices and optical fibers is produced in
a relatively low-temperature (450°C or 840°F) pro-
cess, using the chemical oxidation reaction of a com-
mon precursor, silane (SiH4) with oxygen (Fig. 2).
The CVD system to produce compound semiconduc-
tors for solar (photovoltaic) cells (for example, GaAs)
must be capable of handling corrosive gases and tem-
peratures over 600°C (1110°F). Batch reactors are
used to modify the surface of steel drills and cutting
tools by deposition of titanium nitride (TiN) from
a precursor gas mixture of titanium tetrachloride
(TiCly), nitrogen (N,), and hydrogen (H,) at 1000°C
(1840°F). Self-cleaning glass with low reflectivity can
be manufactured by deposition of an optically clear

film of titanium dioxide (TiO,) onto glass at less than
450°C (840°F) by using an organometallic precur-
sor [Ti(OC3;H5)4]. While semiconductor CVD pro-
cesses have been in practice for well over 20 years,
the range of new materials, devices, and applica-
tions is expanding rapidly. See SEMICONDUCTOR HET-
EROSTRUCTURES; SOLAR CELL.

Process variations. There are two main categories
for CVD processing: atmospheric pressure (APCVD)
and low pressure (LPCVD). APCVD is often lower
in cost, but it can be more difficult to control the
vapor/gas transport processes. LPCVD is most com-
mon for electronics, as the low pressure helps ensure
the purity necessary for electronically functional
materials. When more energy is needed to activate
the deposition reaction, plasma-enhanced (PECVD)
and laser-enhanced (LECVD) processes are used.
Relatively recent developments in a type of pre-
cursor chemicals called metal-organic compounds
(MOCVD) has led to reduced toxic gas products and
reduced processing temperatures.

Developments. CVD researchers investigate the
properties of new materials, and the effects that
different processing parameters have on these
properties. Many scientists also work on reducing
toxic-waste gas production through improving the
conversion efficiency or through investigating new
precursor chemicals. In an effort to reduce the cost
of CVD equipment and to improve the control of the
evaporation and transport steps in the process, sev-
eral research groups have begun injecting liquid pre-
cursors directly into an evaporation chamber, some-
times using atomization to assist vaporization. For
controlling structure, the rate of crystal growth has
been found to be enhanced by pulsing, or turning on
and off the precursor flow. This gives the crystal time



to grow into more highly ordered structures with im-
proved electrical and other properties. See CRYSTAL
GROWTH; CRYSTAL STRUCTURE. Susan Krumdieck
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Chemiluminescence

The type of luminescence wherein a chemical reac-
tion supplies the energy responsible for the emis-
sion of light (ultraviolet, visible, or infrared) in ex-
cess of that of a blackbody (thermal radiation) at
the same temperature and within the same spectral
range. Below 900°F (500°C), the emission of any light
during a chemical reaction is a chemiluminescence.
The blue inner cone of a bunsen burner or the Cole-
man gas lamp are examples. See BLACKBODY.

Reactions. Many chemical reactions generate en-
ergy. Usually this exothermicity appears as heat, that
is, translational, rotational, and vibrational energy of
the product molecules; whereas, for a visible chemi-
luminescence to occur, one of the reaction prod-
ucts must be generated in an excited electronic state
(designated by an asterisk) from which it can un-
dergo deactivation by emission of a photon. Hence
a chemiluminescent reaction, as shown in reac-
tions (1) and (2), can be regarded as the reverse of a
photochemical reaction.

A+B—-C*+D [€))
C*—=C+hv (@)

Energy. The energy of the light quantum hv (where
b is Planck’s constant, and v is the light frequency)
depends on the separation between the ground and
the first excited electronic state of C; and the spec-
trum of the chemiluminescence usually matches the
fluorescence spectrum of the emitter. Occasionally,
the reaction involves an additional step, the transfer
of electronic energy from C* to another molecule,
not necessarily otherwise involved in the reaction.
Sometimes no discrete excited state can be specified,
in which case the chemiluminescence spectrum is a
structureless continuum associated with the forma-
tion of a molecule, as in the so-called air afterglow:

Chemiluminescence

NO + O — NO, + bhv (green light). See HEAT RADIA-
TION; LUMINESCENCE; PHOTOCHEMISTRY.

Efficiency. The efficiency of a chemiluminescence
is expressed as its quantum yield ¢, that is, the
number of photons emitted per reacted molecule.
Many reactions have quantum yields much lower
(1078 bv per molecule) than the maximum of unity.
Einsteins of visible light (1 einstein = Nbv, where Nis
Avogadro’s number), with wavelengths from 400 to
700 nanometers, correspond to energies of about
70 to 40 kcal per mole (300 to 170 kilojoules per
mole). Thus only very exothermic, or “exergonic,”
chemical processes can be expected to be chemilu-
minescent. Partly for this reason, most familiar ex-
amples of chemiluminescence involve oxygen and
oxidation processes; the most efficient examples of
these are the enzyme-mediated bioluminescences.
The glow of phosphorus in air is a historically im-
portant case, although the mechanism of this com-
plex reaction is not fully understood. The oxidation
of many organic substances, such as aldehydes or al-
cohols, by oxygen, hydrogen peroxide, ozone, and
so on, is chemiluminescent. The reaction of heated
ether vapor with air results in a bluish “cold” flame,
for example. The efficiency of some chemilumines-
cences in solution, such as the oxidation of luminol
(1) and, especially, the reaction of some oxalate es-
ters (2) with hydrogen peroxide, can be very high
(¢ = 30%).

W o o
NH RO— (‘:‘— g— OR
NH;
@ @
See BIOLUMINESCENCE.

Other aspects. It is believed that the requirements for
chemiluminescence are not only that there be suffi-
cient exothermicity and the presence of a suitable
emitter, but also that the chemical process be very
fast and involve few geometrical changes, in order to
minimize energy dissipation through vibrations. For
example, the transfer of one electron from a pow-
erful oxidant to a reductant (often two radical ions
of opposite charge generated electrochemically) is
a type of process which can result, in some cases,
in very effective generation of electronic excitation.
An example, with 9,10-diphenylanthracene (DPA),
is shown in reaction (3). The same is true of the

DPA~ +DPAT — DPA* + DPA 3)

decomposition of four-membered cyclic peroxides
(3) into carbonyl products, as shown in reaction (4),

0—0 0 ‘C‘J
Retfr LT N

R, R3 Ri R R3 Rs (g

6))
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which may be the prototype of many chemilumines-
cences. Therese Wilson

Electrogenerated chemiluminescence. Also known
as electrochemiluminescence, this is a lumines-
cent chemical reaction in which the reactants are
formed electrochemically. Electrochemical reactions
are electron-transfer reactions occurring in an elec-
trochemical cell. In such a reaction, light emission
may occur as with chemiluminescence; however, the
excitation is from the application of a voltage to an
electrode. In chemiluminescence, the luminophore
is excited to a higher energetic state by means of a
chemical reaction initiated by mixing of the reagents.
In electrogenerated chemiluminescence, the emit-
ting luminophore is excited to a higher energy state
by reactions of species that are generated at an elec-
trode surface by the passage of current through the
working electrode. Upon decay to the electronic
ground state, light emitted by the luminophore (flu-
orescent or phosphorescent) can be detected. The
luminophore is typically a polycyclic hydrocarbon,
an aromatic heterocycle, or certain transition-metal
chelates. See ELECTRON-TRANSFER REACTION.

Reaction mechanism. There are many reactions which
give rise to electrogenerated chemiluminescence.
However, they all share some common features. A
typical reaction scheme involves the oxidation of a
luminophore (Z), as in reaction, and reduction of a
second molecule of the luminophore, as in reaction
(5), and reduction of a second molecule of the lu-
minophore, as in reaction (6) where e~ is an electron.

I—7"+e )

l+e — 17 (©)

The excited state of the luminophore (Z*) is formed
by a homogeneous charge-transfer reaction (7), be-

IT+7" —7*+1 @)

tween the oxidized and reduced luminophore. The
excited luminophore decays to the ground state and
emits a photon at a wavelength characteristic of the
luminophore, which is measured by means of a pho-
tomultiplier detector [(8)].

hv

7" m ®

An example is the oxidative-reduction reaction
using ruthenium tris(2,2-bipyridine) [Ru(bpy);>*],
and oxalate C,04~. The luminophore Ru(bpy)s;**
and oxalate are oxidized by application of a posi-
tive voltage to the electrode [reactions (9) and (10)].

Rulbpy)s?t —> Rulbpy)3®" + e~ )

€042 —5 Cp04 -+ e (10)

In both reactions, one electron is removed for
each molecule of starting material. The oxidized ox-
alate rapidly disassociates [reaction (11)]. The prod-

C20; - — CO; +CO; - an

ucts formed are carbon dioxide and, importantly, a
strong reducing agent, CO,_- radical anion. The term
oxidative-reduction is descriptive of the process of
forming a strong reducing agent through an electro-
chemical oxidation reaction. An exothermic and en-
ergetic reaction between the reducing agent and the
oxidized luminophore occurs. Provided the enthalpy
of the reaction is greater than the excitation energy,
the excited state of the luminophore results from
reaction (12). After the emission reaction [(8)], the

Rulbpy)s®" +CO, - — Rulbpy)s®™* +CO,  (12)

luminophore is returned to the initial state and is
able to again participate in the reaction sequence,
and thus it is able to emit many photons during each
measurement cycle.

Applications. Chief among the developments since
the early research and discovery of electrogenerated
chemiluminescence was the construction of instru-
mentation for detection of electrogenerated chemilu-
minescence. These instruments made it possible for
the methodology to be used by practitioners other
than electrochemists.

Measurement of the light intensity of electrogener-
ated chemiluminescence is very sensitive and is pro-
portional to the luminophore concentration. Trace
amounts of luminophore as low as 10~'> mol/liter
can be detected, making electrogenerated chemilu-
minescence very useful in analytical and diagnostic
applications.

A commercial application of the phenomenon
forms the basis of a highly sensitive technique for
detection of biological analytes such as deoxyri-
bonucleic acid (DNA), ribonucleic acid (RNA), pro-
teins, antibodies, haptens, and therapeutic drugs
in the clinical laboratory. The technique combines
a binding assay method and a system for detect-
ing electrogenerated chemiluminescence. The reac-
tion is an oxidative-reduction type of mechanism
using tripropyl amine and Ru(bpy)s>". The concen-
tration of analyte from a blood or serum sample is
proportional to the intensity of the light from the
electrogenerated chemiluminescence reaction. The
reaction is carried out with a luminophore that is spe-
cially bound to the analyte of interest. The process of
specifically binding a label (that is, a luminophore)
to an analyte and measuring the extent of binding to
determine concentration is referred to as a binding
assay. An immunoassay uses as the binding reaction
an antibody-antigen reaction. By covalently bonding
the luminophore to the antibody, an electrogener-
ated chemiluminescence-active label is produced.
The binding reaction may be of many types; antibody-
antigen, ligand-receptor, DNA hybridization, and oth-
ers.

Relating the intensity of the electrogenerated
chemiluminescence to concentration requires the
integration of several types of systems: a biological
binding reaction that is selective for the analyte and
attaches the luminophore; an electrochemilumines-
cent reaction causing the luminophore to emit light;



and an instrument which integrates the electrochem-
ical cell, light measurement system, and means for
sample handling and preparation.

Separation scientists requiring more sensitive de-
tection system capabilities for chromatography have
used electrogenerated chemiluminescence as a sub-
stitute for more traditional methods of detection,
such as fluorescence and spectrophotometry.

Jonathan K. Leland; Laurette Nacamulli; Hongjun Yang
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Chemiosmosis

The coupling of metabolic and light energy to the
performance of transmembrane work through the
intermediary of electroosmotic gradients. Processes
include synthesis of adenosine triphosphate (ATP)
by oxidative phosphorylation or by photosynthesis,
production of heat, accumulation of small molecules
by active transport, movement of bacterial flagella,
uptake of deoxyribonucleic acid (DNA) during bac-
terial conjugation, genetic transformation and bac-
teriophage infection, and insertion or secretion of
proteins into or through membranes.

Oxidative phosphorylation. During the 1940s and
1950s, mitochondria were shown to be the pow-
erhouses of the eukaryotic cell and the site of
synthesis of ATP by oxidative phosphorylation.
In the oxidation portion of ATP synthesis, reduc-
tants, such as reduced nicotinamide adenine dinu-
cleotide (NADH) and succinate, are generated dur-
ing metabolism of carbohydrates, lipids, and protein.
These compounds are oxidized through the series
of redox reactions performed by membrane-bound
complexes, called electron transport or respiratory
chains. The respiratory chains have common fea-
tures. All are found associated with the inner mito-
chondrial membrane, and each chain pumps protons
from inside the mitochondrion to the cytosol. Each
begins with a membrane-bound dehydrogenase en-
zyme which oxidizes the soluble reductant. The de-
hydrogenase complex transfers electrons to a lipid-
soluble quinone coenzyme, such as ubiquinone,
which in turn passes electrons to a series of cy-
tochromes. Cytochromes are proteins which have
a heme moiety. Unlike the oxygen-carrier protein
hemoglobin, which maintains its heme iron in the
reduced state, the irons of cytochromes undergo
a cycle of oxidation-reduction, alternating between
the ferrous and ferric states. During reduction a cy-
tochrome accepts an electron from the reduced side
of the chain and passes it to the cytochrome on
the oxidized side of the chain. The terminal cy-
tochrome interacts with molecular oxygen, forming
water. The overall reaction for the mitochondrial

NADH oxidase is expressed in (1). The reaction
NADH + H* 4+ 1/,0, — NAD™ + H,0 '€))

is exergonic, with a standard free-energy change
(AG™) at pH 7 of —52.6 kcal/mol. See CYTOCHROME;
HEMOGLOBIN; MITOCHONDRIA.

The phosphorylation half of oxidative phospho-
rylation is catalyzed by a specific H-translocating
adenosine triphosphatase (ATPase) enzyme. The
ATPase is also a membrane-bound enzyme located in
the inner mitochrondrial membrane, catalyzing reac-
tion (2), where ADP is adenosine diphosphate and P;

ADP + Pi+H+ —> ATP + H,0 @

is inorganic phosphate. The reaction occurs with a
standard free-energy change, AG”, of +7.3 kcal/mol.
The two processes, oxidation and phosphorylation,
are metabolically coupled, so that mitochondria con-
tinually synthesize ATP by using energy derived from
the respiratory chain. In the case of NADH oxidase,
the net reaction is shown as (3). In the overall bio-

NADH + ! /50, + 3ADP + 3P; + 4H" —
NAD* + 3ATP + 4H,0  (3)

logical reaction, three ATP’s are synthesized for each
NADH reduced, even though enough energy was
available for six or seven ATP’s. This assumes that
the actual free-energy change, AG, is approximately
the same as the standard free-energy change at pH
7, AG”'. Calculations suggest that the free energy of
formation of ATP is probably greater than —7.3 kcal/
mol, perhaps as much as —10 to —15 kcal/mol, but it
is difficult to determine this parameter in a living sys-
tem. The stoichiometry is a function of the molecular
mechanism of coupling.

Most early postulates about the mechanism by
which the redox energy of NADH is converted into
the energy-rich phosphoric anhydride bond of ATP
involved the formation of a high-energy chemical
intermediate during the flow of electrons down
the respiratory chain. This chemical intermediate
could then interact with ADP, forming a high-energy
nucleotide which could finally interact with P;, pro-
ducing ATP. For two decades this chemical interme-
diate proved elusive. The search culminated in the
formulation of the chemiosmotic hypothesis by Peter
Mitchell in 1961. For this contribution Mitchell was
awarded the Nobel prize in medicine in 1978.

Mitchell postulated that chemical energy, that is,
the energy of a chemical bond, can be reversibly
converted into electroosmotic energy. The reactions
are catalyzed by enzyme complexes which function
as primary ion pumps. From the work of Mitchell
and of others, the respiratory chain and the ATPase
have both been shown to be proton pumps. The
respiratory chain transports protons out of the mi-
tochondrion into the cell cytosol, creating an elec-
trochemical gradient of protons. When the ATPase
hydrolyzes ATP, it also pumps protons out of the mito-
chondrion, hence the name H*-translocating ATPase.
Since the free energy produced by respiration is so
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Mitochondrial oxidative phosphorylation. The chemiosmotic proton circuit of the inner
mitochondrial membrane is depicted. NADH oxidase is composed of three
proton-translocating units connected in series to form an electron transport chain.
Electrons flow down a redox potential gradient from NADH to oxygen (broken line).
Protons are pumped up an electrochemical gradient from inside to outside the
mitochondrion, generating a proton motive force. Uptake of protons by the
proton-translocating ATPase couples the phosphorylation of ADP to ATP.

much greater than that derived from ATP hydrolysis,
proton translocation by the respiratory chain creates
a force which drives the uptake of protons by the
ATPase and consequently the synthesis of ATP. A di-
agram of the coupling of oxidation and phosphory-
lation is shown in the illustration.

Mitchell termed the force derived from proton
translocation the proton motive force (pmf), by anal-
ogy with the electromotive force (emf) of electro-
chemical cells. Since the pmf is produced by pump-
ing of H™ ions across the mitochondrial membrane,
it has both electrical and chemical components. The
electrical or membrane potential (Ay) is due to the
separation of positive and negative charges across
the mitochondrial membrane. The chemical compo-
nent results from the separation of H" and OH. Since
pH = —log [HT], [H*] being the concentration of H™
ions, the chemical proton gradient is measured as a
pH difference, ApH. Thus, pmf = Ay — (2.3RT/F) -

ApH and pmf = AG/F, where R is the gas constant,
T is the temperature, and F is the Faraday constant.

The concept of chemiosmosis is now well ac-
cepted, although some still question whether the
pmf is the primary source of energy for phospho-
rylation. Most effort is concentrated on the molecu-
lar mechanisms of chemiosmotic coupling. It is clear
that respiratory chains pump out protons, but ques-
tions such as which components directly transport
protons, how many protons are translocated per pair
of electrons, and what is the catalytic mechanism
of proton translocation are still not adequately an-
swered. It is clear that the ATPase transports pro-
tons outward during ATP hydrolysis and inward dur-
ing synthesis, but the number of protons per ATP
is controversial. The protons may directly interact
with substrate within an active site, participating
directly in catalysis. Conversely, binding of protons
may change the shape or conformation of the ATPase
enzyme in such a way as to alter its affinity for ATP.
These are not trivial distinctions. How these macro-
molecular complexes work, how chemical energy
is transformed into electrochemical and back into
chemical energy, cannot be understood without the
answers to the more basic questions. See ADENOSINE
TRIPHOSPHATE (ATP); BIOLOGICAL OXIDATION.

Bacterial oxidative phosphorylation. Bacteria do not
contain mitochondria, but many of the functions of
the mitochondrial membrane are carried out by the
bacterial cytoplasmic membrane. All bacteria con-
tain a H'-translocating ATPase in their cytoplasmic
membrane. This enzyme is nearly identical to that
of mitochondria. In fact, the genes for the bacterial
and mitochondrial versions are clearly derived from
a single evolutionary precursor. Many bacteria also
use respiratory chains. Oxygen is not always the ter-
minal electron acceptor of those chains. In some, ni-
trate or other oxidants can serve this role. But all of
the chains are proton pumps. Thus, oxidative phos-
phorylation in bacteria is also chemiosmotic in na-
ture. This resemblance to mitochondria is more than
chance. The evidence, although mostly circumstan-
tial, suggests that mitochondria, chloroplasts, and
perhaps other eukaryotic organelles were originally
free-living bacteria. These bacteria and larger proto-
eukaryotic cells became mutually symbiotic, so that
neither was complete or viable without the other.
The animal and plant kingdoms arose from these
endosymbiotic events. See BACTERIAL PHYSIOLOGY
AND METABOLISM.

Photosynthesis. Photosynthesis is the conversion
of light energy into chemical energy. Overall pho-
tosynthetic bacteria and the chloroplasts of eukary-
otic plants capture sunlight or other light and use
that energy to generate both ATP and a reductant for
use in biosynthesis. The mechanism of photophos-
phorylation, that is, the use of light energy to drive
the phosphorylation of ADP to ATP, resembles that
of oxidative phosphorylation. Chloroplasts use a H*-
translocating ATPase for phosphorylation. Again, the
genes for the chloroplast ATPase are derived from
the same evolutionary precursor as the mitochon-
drial and bacterial genes. Electron transport chains



are also components of membranes found within
chloroplasts. These chains have components similar
to those of mitochondria, but the direction of elec-
tron flow is reversed. Water is oxidized to produce
oxygen. Nicotinamide adenine dinucleotide phos-
phate (NADP™) is reduced to NADPH, which is used
for CO, fixation and the synthesis of carbohydrates.
The energy to drive these endergonic reactions is
derived from light through the absorption of pho-
tons by chlorophyll-containing photosystems. The
chloroplast electron transport chain comprises a pro-
ton pump, generating a pmf which drives the phos-
phorylation of ADP to ATP by the ATPase. See PHO-
TOSYNTHESIS.

Thermogenesis. Not all of the energy of the proton
motive force is coupled productively. It was noted
above that enough chemiosmotic energy is gener-
ated by respiration to allow for phosphorylation of
six or seven ATP. Yet, at best only three are pro-
duced. If not coupled to the performance of work,
the excess energy may be lost as heat. In some cases,
heat production or thermogenesis through the dis-
sipation of the pmf is regulated. Some mammals,
for example, cold-adapted animals, hibernating ani-
mals, and infants of hairless species (including hu-
mans), have a specialized form of adipose tissue
called brown fat. The inner membrane of brown-
fat mitochondria has unique proton channels which
open or close depending on the need for heat. When
open, the channels allow for the return of protons ex-
truded by respiration. This cycling of protons uncou-
ples the pmf from ATP synthesis. The energy from
proton cycling becomes heat energy. By controlling
the rate of the cycle, animals can regulate body tem-
perature. See ADIPOSE TISSUE; THERMOREGULATION.

Other chemiosmotic systems. Oxidative phospho-
rylation and photophosphorylation are but special-
ized examples of chemiosmotic energy coupling. In
the broader sense, the pmf is an ion current analo-
gous to an electric current. Electric generators are
machines which convert stored energy into a cur-
rent of electrons. Among the forms of useful energy
are chemical energy, such as that derived from fossil
fuels, and light energy in the case of solar cells. Elec-
tricity is transmitted to motors, which couple elec-
trical energy to the performance of work. Bacterial
cells, mitochondria, and chloroplasts have protonic
generators and protonic motors. Respiratory and
photosynthetic electron transport chains are gener-
ators of proton currents pmf’s, which then drive the
various motors of the cell or organelle. When the H™-
translocating ATPase is “plugged in,” the proton cur-
rent drives phosphorylation. There are other motors
present in the cell. Most membranes contain specific
transport systems for small molecules, such as ions,
sugars, and amino acids. Many of these transport sys-
tems are protonic; that is, they use the energy of the
pmf to drive the accumulation or extrusion of their
substrate. To give one example, in many bacteria the
transport system for the sugar lactose consists of a
single membrane protein which catalyzes the simul-
taneous co-transport of both lactose and a proton.
Entry of protons through this carrier protein is driven

by the pmf. Since a molecule of lactose enters the cell
with each proton, entry and accumulation of lactose
is thus coupled to the pmf. See BIOPOTENTIALS AND
IONIC CURRENTS.

Other metabolic events have been found to use
the pmf. Flagellar rotation in bacteria is coupled to
the pmf. The flagellum is a motor which uses a flow
of protons to do mechanical work, just as a paddle
wheel uses a flow of water to turn it. Another exam-
ple of a membrane event which uses the pmf is the
uptake of DNA by bacterial cells. Foreign DNA can
enter cells by sexual conjugation, by direct uptake
(transformation), or by injection of viral DNA by bac-
teriophage. Similarly, some proteins destined to be
secreted by cells require a pmf to be inserted into,
or translocated through, the cytoplasmic membrane.
Exactly how the pmf functions in the transport of
DNA or protein is not clear. In conclusion, chemios-
mosis is a universal phenomenon involved in many
membrane and transmembrane events. See BACTE-
RIAL GENETICS; BACTERIOPHAGE; CELL MEMBRANES.

Barry Rosen
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Chemistry

The science that embraces the properties, compo-
sition, and structure of matter, the changes in struc-
ture and composition that matter undergoes, and the
accompanying energy changes. It is important to dis-
tinguish chemical change, implicit in this definition,
and changes in physical form. An example of the
latter is the conversion of liquid water to solid or
gas by cooling or heating; the water substance is un-
changed. In chemical change, such as the rusting of
iron, the metal is consumed as it reacts with air in
the presence of water to form the new substance,
iron oxide.

Modern chemistry grew out of the alchemy of the
Middle Ages, and the attempts to transmute base met-
als into gold. Seminal observations were made in the
early eighteenth century on the changes in volume
of air during combustion in a closed vessel, and the
French chemist Antoine Lavoisier in the 1770s in-
terpreted these phenomena in essentially modern
terms.

Atoms and elements. Underlying all of chemistry
is the concept of elementary units of matter which
cannot be subdivided. This idea was adumbrated in
classical Greek writings, and was clearly expressed
by the Englishman John Dalton in 1803, who called
these units atoms. Different kinds of atoms were rec-
ognized, each corresponding to one of the chemical
elements such as oxygen, sulfur, tin, iron, and a few
other metals. By the mid-nineteenth century, about
80 elements had been characterized, and these were
organized on the basis of regularities in behavior and
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properties, into a periodic table. See ELEMENT (CHEM-
ISTRY); PERIODIC TABLE.

In the early twentieth century, observations of ra-
diation from various sources and its impact on solid
targets led to the recognition of three fundamental
particles that are common to all elements; the elec-
tron, with negative charge; the proton, with positive
charge; and the neutron, with zero charge. An atom
consists of a nucleus containing protons and neu-
trons, and a diffuse cloud of electrons, equal in num-
ber to the number of protons and arranged in orbitals
of progressively higher energy levels as the distance
from the nucleus increases. The atomic number of
an element (2) is defined as the number of protons
in the nucleus; this is the sequence of ordering in the
periodic table. The mass number corresponds to the
total number of protons and neutrons. See ATOMIC
NUMBER; ELECTRON; NEUTRON; PROTON.

Isotopes. Most elements exist as isotopes, which
have differing numbers of neutrons. All isotopes of
an element exhibit the same chemical behavior, al-
though isotopes can be separated on the basis of dif-
ferences in atomic mass. The known elements as of
mid-2000 total 115; of these, 97 have been detected
in one or more isotopic forms in the Earth’s crust.
The other elements, including all but one of those
with atomic number above 92, are synthetic isotopes
produced in nuclear reactions that take place in nu-
clear piles or particle accelerators. Most of the iso-
topes of these heavier elements and also some lighter
ones are radioactive; that is, the nuclei are unstable
and decay, resulting in the emission of radiation. See
ISOTOPE; PARTICLE ACCELERATOR; RADIOACTIVITY.

Molecules and chemical reactions. Molecules are
combinations of two or more atoms, bonded to-
gether in definite proportions and specific geomet-
ric arrangements. These entities are chemical com-
pounds; a molecule is the smallest unit. The bonding
of atoms in compounds involves the distribution of
electrons, and is the central concern of chemistry.

Compounds result from chemical reactions of
atoms or molecules. The process involves formation
and breaking of bonds, and may be either exother-
mic, in which the net bond charges lead to a more
stable (lower-energy) system and heat is evolved,
or endothermic, in which energy must be added to
overcome a net loss of bonding energy.

A simple case is the reaction of hydrogen and oxy-
gen to give water, which can be expressed as reac-
tion (1).

2H2 + 02 — 2H20 (1)
AH = 572 kilojoules

The equation is balanced; no atoms are gained
or lost in a chemical reaction. The symbols repre-
sent the nature of the initial and final materials and
also the relative amounts. Thus H,O represents a
molecule of water or a mole, which is the quantity in
grams (or other mass units) equivalent to the molec-
ular weight. The symbol AH indicates the energy
(enthalpy) change for the process. The reaction of
hydrogen and oxygen is highly exothermic, and the

sign of the energy charge is therefore negative since
the system has lost heat to the surroundings. See EN-
THALPY; MOLE (CHEMISTRY); STOICHIOMETRY.

Bonds. Bonds can be broadly classified as ionic or
covalent. An jon is an atom or molecule which has an
electric charge. Ionic compounds can be illustrated
by salts such as sodium chloride, NaCl, in which a
positive sodium ion, Na™, and negative chloride ion,
CI, are associated by electrostatic attractions in reg-
ular locations of a crystal lattice. In solution the ions
are solvated by water molecules and can conduct an
electric current.

In covalent molecules, bonds are formed by the
presence of pairs of electrons in overlapping orbitals
between two atoms. Thus when two hydrogen atoms
(H-) come within bonding distance, a molecule of
hydrogen is formed in an exothermic reaction, by
formation of a covalent bond. In this case the heat
of reaction represents the energy of the H-H bond
[reaction (2)].

2H. - H—H @)
AH = —435 kilojoules

See CHEMICAL BONDING.

Chemical compounds. A compound is specified by
the elements it contains, the number of atoms of each
element, the bonding arrangement, and the char-
acteristic properties. The number of unique com-
pounds that have been isolated from natural sources
or prepared by synthesis is enormous; as of 2000,
over 15 million substances were registered in the file
maintained by Chemical Abstracts (American Chem-
ical Society). Most of these are organic compounds,
containing from a few to many hundred carbon
atoms. The element carbon, unlike any others, can
form long chains of covalently bonded atoms. More-
over, there can be many compounds, called isomers,
with the same atomic composition. Thus a molecu-
lar formula such as CgH;¢O can represent many thou-
sand different compounds. See CARBON; MOLECULAR
ISOMERISM.

Branches. Traditionally, five main subdivisions are
designated for the activities, professional organiza-
tions, and literature of chemistry and chemists.

Analytical chemistry. This subdivision is an over-
arching discipline dealing with determination of the
composition of matter and the amount of each com-
ponent in mixtures of any kind. Analytical measure-
ments are an integral and indispensable part of all
chemical endeavor. Originally, analytical chemistry
involved detection, separation, and weighing of the
substances present in a mixture. Determination of
the atomic ratio and thence the molecular formula
of a compound is a prerequisite for any other in-
vestigation; the development of balances and tech-
niques for doing this on milligram quantities of mate-
rial had an enormous impact on organic chemistry.
Advances since the 1950s have involved increasingly
sophisticated instrumentation; mass spectrometers
are a notable example. Other important methods in-
clude high-resolution chromatography and various
applications of electrochemistry. A constant goal in



analytical chemistry is the development of methods
and instruments of greater sensitivity. It is now possi-
ble to detect trace compounds such as environmen-
tal pollutants at the picogram level. See ANALYTICAL
CHEMISTRY.

Biochemistry. Biochemistry is the study of living sys-
tems from a chemical viewpoint; thus it is concerned
with the compounds and reactions that occur in
plant and animal cells. Most of the substances in
living tissues, including carbohydrates, lipids, pro-
teins, nucleic acids, and hormones, are well-defined
organic substances. However, the metabolic and reg-
ulatory processes of these compounds and their
biological function are the special province of bio-
chemistry. One of the major areas is the characteriza-
tion of enzymes and their cofactors, and the mech-
anism of enzyme catalysis. Other topics of interest
include the transport of ions and molecules across
cell membranes, and the target sites of neurotrans-
mitters and other regulatory molecules. Biochemical
methods and thinking have contributed extensively
to the fields of endocrinology, genetics, immunology,
and virology. See BIOCHEMISTRY.

Inorganic chemistry. This discipline is concerned with
any material in which metals and metalloid ele-
ments are of primary interest. Inorganic chemistry
is therefore concerned with the structure, synthe-
sis, and bonding of a very diverse range of com-
pounds. One of the early interests was the composi-
tion of minerals and the discovery of new elements;
from this has grown the specialized area of geo-
chemistry. Early synthetic work emphasized com-
pounds of the main group elements, and particularly
in this century, complex compounds of the transition
metals. These studies have led to soluble transition-
metal catalysts, and a greatly increased understand-
ing of catalytic processes and the pivotal role of
metal atoms in major biochemical processes, such as
oxygen transport in blood, photosynthesis, and bio-
logical nitrogen fixation. Other contributions of inor-
ganic chemistry are seen in advanced ceramics, high-
performance composite materials, and the growing
number of high-temperature superconductors. See
CATALYSIS; CERAMICS; COMPOSITE MATERIAL; INOR-
GANIC CHEMISTRY; PHOTOSYNTHESIS.

Organic chemistry. This subdivision is centered on
compounds of carbon. Originally these were the
compounds isolated from plant and animal sources,
but the term was early broadened to include all com-
pounds in which a linear or cyclic carbon chain is the
main feature. Two of the major thrusts have been
the elucidation of new structures and their prepa-
ration by synthesis; another long-standing interest
has been study of the reaction mechanisms and re-
arrangments of organic compounds. Structure work
on naturally occurring compounds progressed over
a 150-year period from simple straight-chain com-
pounds with 2-10 carbon atoms, hydrogen, and 1 or
2 oxygen atoms to antibiotics and toxins with many
rings and as many as 100 carbon atoms. In modern
work, nuclear magnetic resonance spectroscopy and
x-ray diffraction have become indispensable tools.
Paralleling structural studies has been the synthesis

of increasingly complex target molecules. Synthetic
work is directed also to the preparation of large num-
bers of compounds for screening as potential drugs
and agricultural chemicals. Plastics, synthetic fibers,
and other high polymers are other products of or-
ganic chemistry. See NUCLEAR MAGNETIC RESONANCE
(NMR); ORGANIC CHEMISTRY; X-RAY DIFFRACTION.

Physical chemistry. This discipline deals with the in-
terpretation of chemical phenomena and the un-
derlying physical processes. One of the classical
topics of physical chemistry involves the thermody-
namic and kinetic principles that govern chemical
reactions. Another is a description of the physical
states of matter in molecular terms. Experimentation
and theoretical analysis have been directed to the
understanding of equilibria, solution behavior, elec-
trolysis, and surface phenomena. One of the major
contributions has been quantum chemistry, and the
applications and insights that it has provided. The
methods and instruments of physical chemistry, in-
cluding such hardware as spectrometers and mag-
netic resonance and diffraction instruments, are an
integral part of every other area. See CHEMICAL
THERMODYNAMICS; PHYSICAL CHEMISTRY; QUANTUM
CHEMISTRY.

Others. Each broad area of chemistry embraces
many specialized topics. There are also a number
of hybrid areas, such as bioorganic and bioinorganic
chemistry, analytical biochemistry, and physical or-
ganic chemistry. Each of these areas has borrowed
extensively from and contributed to every other one.
It is better to view chemistry as a seamless web,
rather than a series of compartments. See BIOINOR-
GANIC CHEMISTRY. James A. Moore

1
Chemometrics

A chemical discipline that uses mathematical and
statistical methods to design or select optimal mea-
surement procedures and experiments and to pro-
vide maximum chemical information by analyzing
chemical data. Chemometrics is actually a collection
of procedures, mathematics, and statistics that can
help chemists perform well-designed experiments
and proceed rapidly from data, to information, to
knowledge of chemical systems and processes.

Medicinal chemists use chemometrics to relate
measured or calculated properties of candidate drug
molecules to their biological function; this subdisci-
pline is known as quantitative structure activity re-
lations (QSAR). Environmental chemists use chemo-
metrics to find pollution sources or understand the
effect of point pollution sources on regional or global
ecosystems by analyzing masses of environmental
data. Forensic chemists analyze chemical measure-
ments made on evidence (for example, gasoline in an
arson case) or contraband to determine its source.
Experimental physical chemists use chemometrics
to unravel and identity physical or chemical states
from spectral data acquired during the course of
an experiment. See FORENSIC CHEMISTRY; PHYSICAL
CHEMISTRY.
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In analytical chemistry, chemometrics has seen
rapid growth and widespread application, primarily
due to the computerization of analytical instrumenta-
tion. Automation provides an opportunity to acquire
enormous amounts of data on chemical systems. Vir-
tually every branch of analytical chemistry has been
impacted significantly by chemometrics; commer-
cial software implementing chemometrics methods
has become commonplace in analytical instruments.
See ANALYTICAL CHEMISTRY.

Whether the analyst is concerned with a single
sample or, as in process analytical chemistry, an en-
tire chemical process (for example, the human body,
a manufacturing process, or an ecosystem), chemo-
metrics can assist in the experimental design, instru-
ment response, optimization, standardization, and
calibration as well as in the various steps involved in
going from measurements (data), to chemical infor-
mation, to knowledge of the chemical system under
study.

Tensorial calibration. Chemical processes are usu-
ally controlled by acquiring information on physi-
cal properties (such as temperature, pressure, and
flow rate) and chemical properties (composition) at
one or more locations in a chemical reactor. These
data are then fed to process control computers that
open or close valves and provide heating or cooling
of the process to optimize yield and quality of the
product. Sensors that measure product in terms of
intermediate or starting material composition are cal-
ibrated by using pure standards. One problem often
encountered is that the sensor may be sensitive to an
unsuspected interferent in the process, causing the
reported composition data to be erroneous. Simple
sensors generating only one measurement or datum
can be classified as zero-order sensors and cannot
separate the signal generated by the analyte from the
interferent. This is a serious problem in process con-
trol.

First order. To solve the problem of separating the
signals, chemists have turned to multivariate calibra-
tion using first-order instruments. These are instru-
ments capable of producing a vector of measure-
ments, a first-order tensor, per sample and include
spectrometers and arrays of nonselective zero-order
sensors. For the calibration of such instruments,
methods such as classical multilinear regression
(MLR), principal components regression (PCR), and
partial least-squares regression (PLS) have become
popular, especially in infrared and near-infrared spec-
trophotometry. Besides being able to analyze for mul-
tiple analytes in one sample while correcting for
interferences, the methods have also been used to
predict physical properties from spectral data. While
these methods correct for interferences, the interfer-
ents must be included in the calibration step accord-
ing to a good statistical experimental design. If an
uncalibrated interferent is present in a sample to be
analyzed, these methods can detect its presence but
cannot, in general, correct for its effect, and there-
fore the results are biased.

First-order calibration is used in many areas of pro-
cess control. The physical properties of polymers,

such as tensile strength and the ability to incorporate
dyes for color, can be predicted from on-line spec-
tral data acquired during a polymerization process
before the process is complete. Another important
application involves the use of on-line fiber-optic-
based near-infrared spectrometers to predict the oc-
tane number of gasoline at various stages of refining
and blending. Accurate knowledge of fuel proper-
ties during production can save millions of dollars
per year at a large refinery. A multivariate calibration
method is used to relate the spectral data from cali-
bration samples to one or more known performance
properties. If the calibration model passes various
statistical tests, it can be used in the refinery. See
PROCESS CONTROL.

Second order. Quite often the relationship between
the analytical measurements and the analyte con-
centration, or physical property, is nonlinear. Meth-
ods are available for calibration and analysis in these
cases, for example locally weighted regression, non-
linear partial least squares, and neural networks. See
LEAST-SQUARES METHOD; NEURAL NETWORK.

A common problem in environmental science is
determining the concentrations of pollutants in very
complex samples containing completely unknown
components. For example, in order to determine the
migration of toxic chemicals in the ground near a
known or suspected dump site, environmental ana-
lytical chemists sample ground and subsurface water
from monitoring wells located around the site. Envi-
ronmental analyzers have been developed that can
be lowered down the wells for in-place analysis in
order to avoid the time, expense, and other prob-
lems associated with taking hundreds of samples to
the laboratory. The in-place analyzers must be cal-
ibrated, and the calibration models must be capa-
ble of accurate determination of the toxic chemi-
cals, even though what may be present in the wells
is not fully known. When an unknown interfer-
ent is present, it must be physically separated from
the analyte by chromatography; or the analyst can
move up to second-order calibration using an instru-
ment capable of acquiring a matrix of data, second-
order tensor, per sample. These instruments in-
volve all so-called hyphenated methods, for example,
gas chromatography-mass spectrometry (GC/MS)
and liquid chromatography-ultraviolet, and include
as well tandem mass spectrometers (MS/MS), two-
dimensional nuclear magnetic resonance spectrom-
eters (2D-NMR), and emission-excitation fluores-
cence spectrometers. Methods to analyze these data
include the generalized rank annihilation method
(GRAM) and residual bilinearization; they come in a
variety of algorithms according to the mathematical
characteristics (for example, bilinearity) of the data.
The most important benefit associated with second-
order calibration (the second-order advantage) is the
possibility to analyze for analytes in the presence
of unknown interferents. Also, under certain con-
ditions these methods yield qualitative information
about sample components as well as quantitative in-
formation. This characteristic is particularly impor-
tant for environmental or medical applications and



assures the analyst that the analyzer is operational.
See CALIBRATION; CHROMATOGRAPHY.

Standardization. The composition of many agricul-
tural and food products is determined by spectrome-
ters. For example, near-infrared reflectance (NIR) is
commonly used to determine the moisture, protein,
and fat concentration in wheat or other grains in farm
fields. These data are useful for determining harvest
time, irrigation, and fertilizer requirements and for
setting the value of the product. Either the spec-
trometers must be calibrated individually or, more
desirably, a reference instrument can be calibrated
and the calibration model then used with several
other similar instruments. Unfortunately, the latter
is problematic since no two analytical instruments
are exactly alike, even if they come from the same
company and have the same model numbers. Also,
a single instrument’s response to a standard refer-
ence sample will change over time because of subtle
changes in its components. To circumvent these and
similar problems, chemometricians have developed
the topic of instrument standardization. This is fun-
damentally different than calibration, which is used
to relate instrument response to the property of in-
terest. The goal of standardization is to correct the
response of an instrument to be in accord with an-
other instrument or with itself over the time it is in
service.

Standardization can be as simple as using a stable
wavelength reference such as a laser line to correct
for shifts in wavelength that can invalidate calibration
and produce incorrect analyses. There are multivari-
ate instrument standardization methods that use mul-
tiple standardization or transfer samples to calculate
the parameters of a model that can, for example, cor-
rect the response obtained from one instrument so
that the response is like that obtained from another
instrument. This approach can facilitate the use of a
calibration model among several instruments. In pro-
cess analytical chemistry, this is a major advantage,
since a calibration model developed on one instru-
ment, perhaps a high-quality laboratory spectrome-
ter, can be transferred to several process analyzers;
thus the need to calibrate each one is avoided, often
a very costly process. Also, as the process analyzers
change over time (for example, drift), they can be re-
standardized to generate the same response as when
they were first put into service. See INSTRUMENT
SCIENCE.

Curve resolution. Chromatography is widely used
in product testing and quality control, especially in
the pharmaceutical industry. As the components of a
sample are separated in a chromatogram, it is impera-
tive that the purity of each component be assured in
order to avoid having a contaminant in the final prod-
uct. To help solve this problem, chromatographers
employ rapid scanning or diode array spectrometers
as detectors so that the spectrum of each component
eluting can be checked for purity.

When two analytes coelute near each other during
a chromatographic separation of a mixture sample,
a single peak in the chromatogram may result. If the
analyst has previous knowledge of the shape of a

pure analyte elution profile, it may be possible to
resolve the mixture peak into the two pure analyte
peaks by using, for example, Fourier deconvolution.
Fourier deconvolution uses the fast Fourier trans-
form algorithm to mathematically extract a curve
with a known shape from a more complex mixture
curve, itself composed of a number of curves.

If a spectrometer is used as the detector, multi-
variate curve resolution methods based on princi-
pal components analysis, factor analysis, or singular
value decomposition can be used to resolve the mix-
tures into their component parts, thereby detecting
the presence of a product contaminant. See CURVE
FITTING; FACTOR ANALYSIS.

Pattern recognition. Perhaps the oldest activity in
modern chemometrics is the application of data anal-
ysis methods developed in computer science and
electrical engineering under the heading of pattern
recognition to chemical data. As with most of the
multivariate methods mentioned above, a pattern
recognition application begins when a series of mea-
surements is made on a collection of samples called
the training set. For example, the concentrations of a
number of trace elements may be measured on sev-
eral quartzite samples acquired from three known
quarries involved in an archeological study. One goal
would be to determine if the pattern of trace-element
concentrations can be used to distinguish the sam-
ples from a given quarry from all of the others. If
this training step is successful, the rule or model
can be used to classify samples taken from statues
or monuments in order to determine their origin.
Several studies of this type have been carried out in
archeology, where trace-element patterns in antiqui-
ties (such as statues or arrowheads) have been traced
back to their origins in order to study trade routes or
cultural diversity.

Many similar studies have been conducted in
forensic chemistry, drug design, screening, taxon-
omy, and product quality determination. In drug
design, structural, chemical, or physical properties
are used to classify previously untested drugs as ac-
tive or inactive in a particular drug screening test.
The chemometric methods used are called multi-
variate classification or supervised learning methods,
and they are the same as those used in archeologi-
cal studies. If the methods are successful, they can
be used to predict the activity of untested candi-
date drug compounds and even to indicate which of
the structural, chemical, or physical properties are
the most related to biological activity, giving the
medicinal chemist information useful for finding
more potent drugs.

A medicinal chemist may want to subject a subset
of a large set of chemical compounds to a biological
screening test. The subset would be selected to rep-
resent the structural diversity of the full set as much
as possible. Based on structural properties available
for each compound, cluster analysis (a type of pat-
tern recognition) might determine that the many
compounds can be arranged in, say, 20 groups or
clusters, with the compounds belonging to any one
group being similar to its class members. The chemist
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need only test one compound per group, thereby
saving considerable expense but getting a good cov-
erage of available compounds.

Other areas. There are several other areas of
chemometrics research. Experimental design is a
well-developed topic in statistics that chemists use
to get the maximum amount of pertinent informa-
tion from the smallest investment of time, money,
or effort. Using one of several multivariate optimiza-
tion methods, computers can optimally tune com-
plex instruments to get the best possible results.
Wherever experiments generating data, particularly
large quantities of data, are being conducted, mod-
ern chemometrics methods can be applied to make
the best measurements possible and move quickly
from data to information to knowledge. See STATIS-
TICS. Bruce Kowalski
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1
Chemoreception

The ability of organisms to detect changes in the
chemical composition of their exterior or interior en-
vironment. It is a characteristic of every living cell,
from the single-celled bacteria and protozoa to the
most complex multicellular organisms. Chemore-
ception allows organisms to maintain homeostasis,
react to stimuli, and communicate with one another.
See HOMEOSTASIS.

At the single-cell level, bacteria orient toward or
avoid certain chemical stimuli (chemotaxis); algal ga-
metes release attractants which allow sperm to find
oocytes in a dilute aqueous environment; and unicel-
lular slime molds are drawn together to form colonial
fruiting bodies by use of aggregation pheromones.
See CELLULAR ADHESION; TAXIS.

In multicellular organisms, both single cells and
complex multicellular sense organs are used to
homeostatically maintain body fluids (interorecep-
tors) as well as to monitor the external environment
(exteroreceptors). The best-studied interoreceptors
are perhaps the carotid body chemoreceptors of
higher vertebrates, which monitor the levels of oxy-
gen, carbon dioxide, and hydrogen ions in arterial
blood. The best-studied exteroreceptors are those as-
sociated with taste (gustation) and smell (olfaction).
Such receptors may occur anywhere on the bodies
of different organisms, from antennae and tongues to
legs and fins, and range from single hair cells in some
invertebrates to the complex nasal epithelia of higher
vertebrates. Internal communication is also effected
by chemical means in multicellular organisms. Thus
both hormonal and neural control involve the per-
ception, by cells, of control chemicals (hormones
and neurotransmitters, respectively). See CAROTID

BODY; CHEMICAL SENSES; OLFACTION; SENSE ORGAN;
TASTE; TONGUE.

Basic mechanism of action. Although tremendous
diversity can be seen in the evolution of complex
chemosensory structures, chemoreception is ulti-
mately a property of single cells. The basic mech-
anism underlying chemoreception is the interaction
of a chemical stimulus with receptor molecules in
the outer membrane of a cell. These molecules are
believed to be proteins which, because of their three-
dimensional shapes and chemical properties, will
have the right spatial and binding “fit” for interaction
with only a select group of chemicals (the same basic
mechanism by which enzymes are specific for vari-
ous substrates). The interaction between a chemical
stimulus and a receptor molecule ultimately leads to
structural changes in membrane channels by mech-
anisms that are not totally clear. In some instances,
the chemical stimulus-receptor complex activates
an enzyme (adenylate cyclase) that synthesizes cyclic
adenosine monophosphate (cAMP), which acts as a
second messenger interacting with membrane chan-
nels and changing their conductance. In other in-
stances, the chemical stimulus interacts with the
channel protein directly, altering its conductance. In
either case, the net result is usually a change in mem-
brane conductance (permeability) to specific ions
which changes both the internal chemical composi-
tion of the cell and the charge distribution across the
cell membrane. In single-celled organisms, this may
be sufficient to establish a membrane current which
may elicit responses such as an increase or decrease
in ciliary movement. In multicellular organisms, it
usually results in changes in the rate of release of
hormones or the stimulation of neurons. See CELL
MEMBRANES.

Characteristics of chemoreceptors. The basic char-
acteristics of all chemoreceptors are specificity (the
chemicals that they will respond to); sensitivity (the
magnitude of the response for a given chemical stim-
ulus); and range of perception (the smallest or largest
level of stimulus that the receptor can discriminate).
Specificity is a consequence of the types of proteins
found in the membrane of a receptor cell. Each cell
will have a mosaic of different receptor molecules,
and each receptor molecule will show different com-
binations of excitatory or inhibitory responses to dif-
ferent molecules. In an excitatory response, there is
a net flux of positive ions into the cell (depolariza-
tion); for an inhibitory response, there is a net flux of
negative ions into the cell (hyperpolarization). In sin-
gle cells, or in primary sensory neurons, the receptor
current will spread along the membrane by passive
electrotonic means. The stronger the stimulus—that
is, the more of the chemical present—the more re-
ceptors affected, the greater the change in conduc-
tance, and the larger the membrane current.

In animals with nervous systems, these changes in
conductance of primary sensory cells can lead to one
of two events. In some receptors, if the current is ex-
citatory and sufficient in magnitude (threshold), an
action potential will be generated at a spike-initiating
zone on the neuron. Other receptors are not able



to generate action potentials but respond by re-
leasing a neurotransmitter (the depolarizing current
causes a change in membrane conductance of the
transmitter substance) that acts on a second-order
neuron which is excitable and therefore can gener-
ate action potentials. See BIOPOTENTIALS AND IONIC
CURRENTS.

The sensitivity of a chemoreceptor reflects both
the amount of chemical substance required to ini-
tiate a change in membrane potential or discharge
of the receptor cell, and the change in potential or
discharge for any given change in the level of the
chemical stimulus. There are real limits as to the ex-
tent of change in membrane conductance or firing
frequency. Thus, for more sensitive cells, there is a
smaller range over which they can provide informa-
tion about the change in concentration of any given
chemical before it has reached its maximum conduc-
tance or discharge rate and has saturated.

In most chemoreceptors, this problem is reduced
by a variety of mechanisms. To begin with, the
relationship between stimulus intensity and neu-
ronal discharge frequency is usually logarithmic. This
means that the high-intensity end of the scale is
compressed, greatly extending the range of discrim-
ination of the receptor. Although this may seem to
decrease the sensitivity of the receptor at higher stim-
ulus intensities in absolute terms, the increment in
discharge remains the same for any given percentage
change in stimulus intensity. In other words, a dou-
bling of the stimulus intensity will produce the same
increase in receptor potential anywhere over the full
range of sensitivity of the cell. Receptor adaptation,
a decrease in receptor discharge despite a constant
chemical stimulus, also extends the dynamic range
over which receptors operate. Finally, in chemore-
ceptive organs of multicellular organisms, the inter-
action of chemoreceptors with different threshold
levels (range fractionation) can also extend the dy-
namic range of sensory perception.

Chemosensory systems can be extremely sensi-
tive. Humans can detect 1 molecule of mercaptan
in 5 x 10'° molecules of air, while marine crabs
have been shown to respond to as little as 1077 1b
(10715 @) of prey tissue in 0.264 gal (1 liter) of seawa-
ter. Perhaps most impressive, however, is the ability
of the antennal chemoreceptor cells of the male silk-
worm (Bombyx mori) to detect a single molecule
of female pheromone. Only about 90 molecules per
second impinging on a single receptor are required
to alter the firing rate of a cell, and stimulation of
only 40 chemoreceptors out of roughly 20,000 per
antenna is sufficient to evoke a behavioral response
(excited wing flapping). See PHEROMONE.

Chemoreceptor tuning. In animals, the responsive-
ness of some chemoreceptors can be either en-
hanced or attenuated by other neural input. These in-
fluences come in the form of efferent inputs from the
central nervous system, from neighboring receptors,
or even from recurrent branches of the chemorecep-
tor’s own sensory axons. The net effect is either (1)
to increase the acuity of the receptors (excitatory
input brings the membrane potential of the recep-

tor cell closer to threshold, requiring less chemical
stimulus to elicit a response); or (2) to extend the
range of responsiveness of the receptors (inhibitory
input lowers the membrane potential of the receptor
cell, requiring more chemical stimulus to bring the
cell to threshold). For example, chemical sensitivity
is greatly heightened in most animals when they are
hungry.

Central integration of input. Any given chemorecep-
tor cell can have any combination of receptor pro-
teins, each of which may respond to different chemi-
cal molecules with either an increase or a decrease in
the membrane potential. Thus, chemoreceptor cells
do not exhibit a unitary specificity to a single chem-
ical substance, but rather an action spectrum to var-
ious groups of chemicals. The ability of animals to
distinguish such a large number of different, com-
plex, natural chemical stimuli resides in the ability of
higher centers in the nervous system to “recognize”
the pattern of discharge of large groups of cells. Sen-
sory quality does not depend on the activation of a
particular cell or group of cells but on the interaction
of cells with overlapping response spectra.

Structural adaptations. Despite the common, basic
mechanism underlying chemoreception in all or-
ganisms, there is a great diversity in the design of
multicellular chemoreceptive organs, particularly in
animals. The complex structures of most of these
organs reflect adaptations that serve to filter and am-
plify chemical signals. Thus, the antennae in many
insects, and the irrigated protective chambers, such
as the olfactory bulb of fishes and nasal passages
of mammals, increase the exposure of chemorecep-
tor cells to the environment. At the same time, they
allow the diffusion distances between chemorecep-
tive cells and the environment to be reduced, thereby
increasing acuity. In terms of filtering, they may serve
to convert turbulent or dispersed stimuli into tem-
poral patterns that can be more easily interpreted.
The extent to which such structural adaptations are
seen in various organisms tends to reflect the rel-
ative importance of chemoreception to the organ-
ism, which, to a large extend, reflects the habitat in
which the organism lives. See CHEMICAL ECOLOGY.

William Milsom
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1
Chemostat

An apparatus (see illus.) for the continuous culti-
vation of microorganisms, such as bacteria, yeasts,
molds, and algae, or for the cultivation of plant
cells. The nutrients required for cell growth are sup-
plied continuously to the culture vessel by a pump
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Schematic representation of chemostat apparatus.

connected to a medium reservoir. The cells in the
vessel grow continuously on these nutrients. Resid-
ual nutrients and cells are removed from the vessel
(fermenter) at the same rate by an overflow, thus
maintaining the culture in the fermenter at a con-
stant volume.

Parameters. An important feature of chemostat
cultivation is the dilution rate, defined as the vol-
ume of nutrient medium supplied per hour divided
by the volume of the culture. During chemostat cul-
tivation, an equilibrium is established (steady state)
at which the growth rate of the cells equals the dilu-
tion rate. The higher the dilution rate, the faster the
organisms are allowed to grow. Above a given dilu-
tion rate the cells will not be able to grow any faster,
and the culture will be washed out of the fermenter.
The chemostat thus offers the opportunity to study
the properties of organisms at selected growth rates.
This is particularly important because in their nat-
ural environment microorganisms seldom grow at
their maximum rate. Under nutrient limitation, cells
may display properties which also are of great impor-
tance in a number of applications, such as industrial
fermentation and wastewater treatment. See FERMEN-
TATION; WATER TREATMENT.

The nutrient medium which is fed to the fermenter
contains an excess of all growth factors except one,
the growth-limiting nutrient. The concentration of
the cells (biomass) in the fermenter is dependent
on the concentration of the growth-limiting nutrient
in the medium feed. Upon entering the fermenter,
the growth-limiting nutrient is consumed almost to
completion, and only minute amounts of it may be
found in the culture and the effluent. Initially, when
few cells have been inoculated in the growth ves-
sel, even the growth-limiting nutrient is in excess.
Therefore, the microorganisms can grow at a rate
exceeding their rate of removal. This growth of cells
causes a fall in the level of the growth-limiting nu-
trient, gradually leading to a lower specific growth
rate of the microorganisms. Once the specific rate
of growth balances the removal of cells by dilution,
a steady state is established in which both the cell
density and the concentration of the growth-limiting
nutrient remain constant. Thus the chemostat is a
tool for the cultivation of microorganisms almost in-
definitely in a constant physiological state.

To achieve a steady state, parameters other than
the dilution rate and culture volume must be kept
constant (for example, temperature and pH). The
fermenter is stirred to provide a homogeneous sus-
pension in which all individual cells in the culture
come into contact with the growth-limiting nutrient
immediately. Furthermore, stirring is also required
to achieve optimal distribution of air (oxygen) in the
fermenter when aerobic cultures are in use.

Laboratory chemostats usually contain 0.5 to
10.5 quarts (0.5 to 10 liters) of culture, but indus-
trial chemostat cultivation can involve volumes up to
343,000 gal (1300 m?) for the continuous production
of microbial biomass.

Advantages. The chemostat offers a number of ad-
vantages for the cultivation of cells as compared with
growth in a batch culture. In the latter, a closed sys-
tem, organisms grow in excess nutrients at their max-
imum rate, and the nutrient concentration, products,
and biomass change continuously. When a nutrient
becomes depleted, a rapid fall in the growth rate
takes place. This often leads to the death of cells. In
the chemostat, however, the constancy of all parame-
ters allows accurate and reproducible experiments.
By varying the dilution rate, within limits, the rate
of growth of the organisms can be changed at will.
The density of cells in the cultures can be chosen by
the appropriate concentration of the growth-limiting
nutrient in the medium reservoir. Depending on the
question to be answered, the type of growth-limiting
nutrient can be selected. Of course, possible choices
are limited by the nature and capabilities of the or-
ganisms studied.

The chemostat can be used to grow microor-
ganisms on very toxic nutrients since, when kept
growth-limiting, the nutrient concentration in the
culture is very low. The chemostat can be used to
select mutants with a higher affinity to the growth-
limiting nutrient or, in the case of a mixed popula-
tion, to select the species that are optimally adapted
to the growth limitation and culture conditions. The
chemostat is of great use in such fields of study
as physiology, ecology, and genetics of microorgan-
isms. See BACTERIAL GENETICS; BACTERIAL PHYSIOL-
OGY AND METABOLISM; MICROBIOLOGY.

Mathematical description. The operation of a
chemostat can also be described in mathematical
terms. Growth of a microorganism can be described
by the empirical formula of J. Monod (1942) as a
function of the growth-limiting substrate, Eq. (1), in
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which u is the specific growth rate (h™), ppay is
the maximum specific growth rate, C; is the concen-
tration of the growth-limiting substrate, and Kj is a
Monod saturation constant, numerically equal to the
substrate concentration at which u = 5t The
relationship between C; and p is a typical saturation
curve. When an organism is grown in a closed sys-
tem (batch culture) with, initially, excess substrate,
it will grow at fiy,x. During growth its environment



will constantly change, but if the conditions remain
favorable, growth will continue until the growth-
limiting compound is depleted. Near the end of
growth, pu will fall because of the factors described
by Eq. (1), and will finally become zero.

The chemostat can be considered as an open cul-
ture system in which fresh (sterilized) medium is in-
troduced at a constant flow rate ¢, and from which
the culture fluid emerges at the same flow rate. At a
constant volume v and an in-flow rate ¢, the dilution
rate D is defined by Eq. (2), in which the dilution rate
is expressed in h™1.

D= — 2
v @
Monod demonstrated that over a large range of
growth rates a fixed relationship exists between the
amount of (growth-limiting) substrate consumed and
the amount of biomass produced, Eq. (3), in which C,.

dCx _ 4G
e~ Yt
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is the biomass concentration and ¢ is time. Y, is the
yield factor and is defined as the amount (weight) of
cell material produced per amount (weight, or mole)
of substrate consumed. Y, is not always a constant.

If the medium in the fermenter is inoculated (for
example, with bacteria), the culture will grow at a
given rate. At the same time, a quantity of bacteria
will be washed out because the culture is contin-
uously fed and diluted with fresh medium. It thus
follows that accumulation of biomass in the culture
is equal to growth minus washout.

The balance equation is Eq. (4). Hence if u is

dc,
dt

= uCy —DCy = (1 — D)Cy ()]

greater than D, C, will increase, while if u is less
than D, C, will decrease. If u equals D, Eq. (4) will
be zero and an equilibrium will exist.

It can be shown mathematically that, irrespective
of the starting conditions, a steady state, with p equal
to D, must inevitably be reached, provided that D
does not exceed a critical value.

In order to calculate the steady-state concentra-
tions of biomass and the growth-limiting nutrient in
the culture, mass balance equations similar to Eq. (4)
for the nutrients entering, being consumed, and leav-
ing the culture must also be made. In Eq. (5), C; is

dc; nCy

=D(Cy — Cy) —
dt (Sl S) }/s,;

(6))

the substrate concentration in the culture, and C;
the concentration of the substrate entering the ves-
sel. The net change in Cy; per unit of time is equal
to the dilution rate multiplied by the difference in
substrate concentration entering and leaving the cul-
ture, minus the substrate consumed. The substrate
consumed is expressed as the growth divided by the
yield, Eq. (3). At steady state, both Egs. (4) and (5)
are zero. This, when combined with Eq. (1), will lead
to the equilibrium concentrations C, for biomass

Chemostratigraphy

[Eq. (7] and C, for the substrate [Eq. (6)]. Here

Es = KS(D//'Lmax - D) (6)
Ex = )/_;/,/C(Cst - Es)
=Y |C ﬁ (7)
o ¥ Mmax — D

K, [tmax, and Y, are constants for a microorgan-
ism under the specified conditions of temperature,
medium composition, and the nature of the growth-
limiting substrate. For Cy; and D, any realistic con-
stant value can be chosen. From Eq. (6) it appears
that C; solely depends on D. Equation (7) shows that
C, depends on D and Cy; and is proportional to Cy
if C; < Cy;, which is usually the case. If K, (mayx, and
Y. are known for a given microgranism, the rela-
tionship between C, or C;, and D can be predicted
at a chosen Cj;. J. Gijskuenen
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1
Chemostratigraphy

A subdiscipline of stratigraphy and geochemistry
that involves correlation and dating of marine sed-
iments and sedimentary rocks through the use of
trace-element concentrations, molecular fossils, and
certain isotopic ratios that can be measured on
components of the rocks. The isotopes used in
chemostratigraphy can be divided into three classes:
radiogenic (strontium, neodymium, osmium), ra-
dioactive (radiocarbon, uranium, thorium, lead), and
stable (oxygen, carbon, sulfur). Trace-element con-
centrations (that is, metals such as nickel, copper,
molybdenum, and vanadium) and certain organic
molecules (called biological markers or biomarkers)
are also employed in chemostratigraphy. See DATING
METHODS; ROCK AGE DETERMINATION.

Radiogenic isotope stratigraphy. Radiogenic iso-
topes are formed by the radioactive decay of a parent
isotope to a stable daughter isotope. The application
of these isotopes in stratigraphy is based on natural
cycles of the isotopic composition of elements dis-
solved in ocean water, cycles which are recorded in
the sedimentary rocks. The element commonly used
is strontium, but osmium and neodymium isotopes
are used as well. See ISOTOPE; RADIOISOTOPE.

Strontium (Sr) has four naturally occurring, stable
isotopes, with mass numbers (sum of protons and
neutrons) 88, 87, 86, and 84. Strontium-87 is radio-
genic, formed by the radioactive decay of rubidium-
87. Strontium replaces calcium in calcium carbon-
ate and other calcium-bearing minerals (such as
aragonite, apatite, and plagioclase). Calcite typically
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contains 500-2000 parts per million strontium, and
aragonite (another form of calcium carbonate) con-
tains 2000-9000 ppm. Strontium is the major cation
in strontianite (SrCO3) and celestite (SrSOy), but its
principal occurrence in minerals is as a trace ele-
ment.

The ocean is a large reservoir of dissolved stron-
tium. The isotopic composition of strontium in the
oceans reflects the isotopic composition and rela-
tive proportions of strontium entering the ocean.
Strontium is delivered to the oceans by dissolution in
river water with an average ratio of strontium-87 to
strontium-86 (¥7Sr/%°Sr) of 0.710 and by dissolution
and recrystallization of submarine carbonates. Stron-
tium is removed from the oceans by incorporation
into precipitate minerals such as calcium carbonate
as well as by inorganic precipitation of evaporites,
phosphorites, and ferromanganese oxides. Seawater
also exchanges strontium with ocean-floor rocks at
mid-ocean ridges. Ocean-floor rocks (basalt) have a
relatively low average ®7Sr/%°Sr ratio of 0.703. The
variations in the 87Sr/%°Sr ratio in seawater over mil-
lions of years are largely due to the changing inputs
of continent-derived strontium delivered by rivers
versus strontium derived from exchange of seawater
with sea-floor basalt. Comparison of the strontium
isotope curve and the geologic record indicate that
the 87Sr/%Sr ratio in seawater is highest during peri-
ods of mountain building and continental collision,
when there is a large flux of material from the con-
tinents due to increased erosion rates. Conversely,
the ¥7Sr/5%°Sr ratio is lowest in seawater during times
when the continents are splitting apart and when
sea-floor spreading rates are greatest. See SEAWATER.

Measurements of the #7Sr/%°Sr ratio of calcium-
bearing marine precipitates (calcium carbonate, an-
hydrite, gypsum, and phosphate minerals) show that
the ¥7Sr/%°Sr ratio of strontium dissolved in seawater
has fluctuated over the past 600 million years be-
tween the limits of 0.7068 and 0.7092. Because the
average strontium atom remains in seawater 3-4 mil-
lion years before it is removed, which is much longer
than the mixing time of the oceans (1000 years), the
87Sr/50Sr ratio in seawater is the same throughout the
oceans at any given time. Consequently, calcite that
forms in the ocean in different places at the same
time has the same 87Sr/%°Sr ratio. When the 87Sr/%°Sr
ratio is changing rapidly with time in seawater, such
as between the late Eocene and the present (the past
40 million years), excellent age resolution can be ob-
tained for stratigraphic studies. See EOCENE.

An assumption in using strontium isotopes (or any
geochemical method) in stratigraphic studies is that
the ®7Sr/%°Sr ratio remains unaltered during diage-
nesis (all the chemical and physical changes that
occur in the sediment following its deposition), and
hence retains the original strontium isotopic signa-
ture. Careful inspection and sample selection prior
to analysis are necessary to assess the degree of dia-
genetic alteration. See DIAGENESIS; STRONTIUM.

Stable isotope stratigraphy. The elements hydrogen
(H), carbon (O), nitrogen (N), oxygen (O), and sulfur
(S) owe their isotopic distributions to physical and

biological processes that discriminate between the
isotopes because of their different atomic mass. The
use of these isotopes in stratigraphy is also facilitated
by cycles of the isotopic composition of seawater,
but the isotopic ratios in marine minerals are also
dependent on water temperature and the mineral-
forming processes.

Oxygen isotope stratigraphy. Oxygen isotope stratigra-
phy has developed since the mid-1950s following the
pioneering work of Harold Urey; it has become the
most widely used method for dating and correlating
marine sediments deposited during the Quaternary
(Pleistocene and Holocene). Oxygen isotope stratig-
raphy is based on the ratio of two isotopes of oxygen
(oxygen-18 and oxygen-16) in the calcium carbonate
(CaCOs) shells of marine fossils. See QUATERNARY.

Detailed measurements of the ratio of oxygen-
18 relative to oxygen-16 (**0/'°O) in planktonic
foraminifera from sediments cored in the deep ocean
show that the ocean changed periodically over the
past 3 million years because of alternating glacial (or
ice age) and interglacial conditions. During glacial
periods, water depleted in oxygen-18 is transferred
to and stored on the continents as glaciers, leaving
the oceans enriched in oxygen-18 (higher 80/°O
ratio). Although both the water temperature and the
1807160 ratio in the water determine the '30/1°0
ratio in the carbonate shells, the fluctuations of the
18010 ratio between interglacial and glacial periods
are mainly caused by fluctuating continental ice vol-
ume. Each isotopic fluctuation representing a glacial-
interglacial cycle has been assigned a stage number,
with odd numbers corresponding to interglacial pe-
riods and even numbers corresponding to glacial
periods (numbered 1 through 23). These stages are
globally synchronous and can be intercalibrated with
other stratigraphic scales, such as magnetostratigra-
phy and biostratigraphy. There is much evidence that
these climatic fluctuations (called Milankovitch cy-
cles) are a result of changes in the incoming solar radi-
ation reaching the surface of the Earth. The dominant
periodicities of these cycles are 100,000, 40,000, and
23,000 years. See GLACIAL EPOCH; INSOLATION.

Carbon isotope stratigraphy. Stable carbon (C) isotope
stratigraphy involves measurements of the ratio
of carbon-13 to carbon-12 (}3C/?C) in carbonate
(CaCO3) fossil shells and organic matter. Organic
matter and calcium carbonate are converted to car-
bon dioxide (CO,) prior to simultaneous measure-
ment of the ratios '3C/'2C and '*0/'°0O on a gas-source
mass spectrometer.

The carbon isotopic composition in marine organ-
isms (calcite shells or organic tissue) reflects the local
and global changes in the cycling of nutrients and
CO, in the ocean, as well as ocean circulation and
ocean-atmosphere interactions. The *C/'*C ratio of
both organic material and carbonate material can be
used as a stratigraphic tool. The *C/!C ratio of a
sample depends on the *C/'?C ratio of the source
[atmospheric CO, for land plants, both dissolved
CO; and bicarbonate (HCO3™) for aquatic environ-
ments] and the isotopic fractionation produced by
equilibrium and kinetic effects (the fractionation of



isotopes of the same element in physical or chem-
ical processes occurs because of their slight mass
differences). In general, organic carbon is depleted
in carbon-13 relative to carbonate carbon in the ma-
rine environment. A major focus of carbon isotope
studies in stratigraphy is the assessment of detailed
variations and excursions of the '*C/'*C ratio on a
stratigraphic level. For example, during periods of
increased productivity in the surface layer of the
ocean, the carbon-12 is preferentially removed by
phytoplankton during photosynthesis, enriching the
surface water in carbon-13. Calcium carbonate and
organic tissue that form during these periods have
an increased *C/'2C ratio. Many organic carbon-
rich, laminated black shales of Jurassic and Creta-
ceous age contain organic carbon that is enriched in
carbon-13.

Sulfur isotope stratigraphy. The isotopic composition
[the ratio of sulfur-34 to sulfur,-32 (3*S/329)] of sulfur
in the sulfate molecules (SO427) dissolved in seawater
has varied systematically through Phanerozoic time
(the past 600 million years). Sulfate is a major con-
stituent of the marine evaporite minerals gypsum and
anhydrite, which are the materials commonly used
as recorders of the ocean isotopic ratios. The 34$/328
ratio in seawater reflects a complex balance of the
sulfate delivered to the oceans by rivers; it also re-
flects the relative importance of sulfur removal as re-
duced sulfur in pyrite, as opposed to oxidized sulfur
in gypsum and anhydrite. See ANHYDRITE; GYPSUM;
PYRITE.

Radioactive isotope stratigraphy. Radiocarbon [the
radioactive isotope of carbon (**C)] and the isotopes
uranium-234 (3*%U) and thorium-230 (3°Th) are used
in radioactive isotope stratigraphy.

Radiocarbon stratigraphy. Carbon-14 is used in dating
and stratigraphy of both marine and terrestrial sed-
iments younger than 50,000 years. Radiocarbon is
continually produced in the upper atmosphere by
the capture of neutrons by nitrogen N, forming
carbon-14, which is radioactive with a half-life of
about 5730 years. The carbon-14 enters the hydro-
sphere and biosphere as CO,, and it is incorporated
into plant and animal organic tissues and hard parts
(such as calcium carbonate). When the plant or ani-
mal dies, exchange with the atmosphere ceases; the
carbon-14 begins to decay, starting the radioactive
clock.

Uranium-thorium stratigraphy. Marine minerals such as
calcite incorporate minor amounts of the radioactive
isotope uranium-234 (?*%U), which has a half-life of
2.4 million years and decays to thorium-230, which
is also radioactive with a half-life of 70,000 years.
Because marine calcite forms almost free of thorium-
230, the accumulation of radiogenic thorium-230 can
be used to measure the age of marine calcites up to
about 300,000 years old. This technique is valuable
for measuring the age of coral reefs. See THORIUM;
URANIUM.

Molecular stratigraphy. Certain organic molecules
that can be linked with a particular source (called
biomarkers) have become useful in stratigraphy. The
sedimentary distributions of biomarkers reflect the
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biological sources and inputs of organic matter (such
as that from algae, bacteria, and vascular higher
plants), and the depositional environment. See DE-
POSITIONAL SYSTEMS AND ENVIRONMENTS.

One method of molecular stratigraphy uses the
composition of long-chain alkenones (lipids whose
molecules comprise chains of 37-39 carbon atoms).
These compounds are produced by certain photo-
synthetic algae (coccolithophorids) that regulate the
fluidity of their membranes in waters of different
temperatures by biosynthetically controlling the ex-
tent of unsaturation in their alkenones. The degree
of unsaturation of alkenones in marine sediments
varies as a function of water temperature, which
varies from glacial to interglacial times. A molecu-
lar stratigraphic record of sea surface temperatures
in Quaternary sequences has been developed and in-
tercalibrated with the oxygen isotope record for the
past half million years. Alkenones are found in marine
sediments throughout the Quaternary and Tertiary.

Trace elements. Certain trace metals, such as
nickel, copper, vanadium, magnesium, iron, ura-
nium, and molybdenum, are concentrated in organic-
rich sediments in proportion to the amount of or-
ganic carbon. Although the processes controlling
their enrichment are complex, they generally form
in an oxygen-poor environment (such as the Black
Sea) or at the time of global oceanic anoxic events,
during which entire ocean basins become oxygen
poor, resulting in the death of many organisms;
hence large amounts of organic carbon are pre-
served in marine sediments. The trace-metal com-
position of individual stratigraphic units may be
used as a stratigraphic marker (or “fingerprint”),
making it possible to correlate, for example, black
shales from location to location within a basin. See
GEOCHEMISTRY; MARINE SEDIMENTS; STRATIGRAPHY.

Donald J. DePaolo; B. Lynn Ingram

Bibliography. M. E. Brookfield, Principles of Stratig-
raphy, 2004; G. Faure and T. M. Mensing, Iso-
topes: Principles and Applications, 3d ed., 2004;
G. Ottonello, Principles of Geochemistry, 2000.

Chemotherapy and other
antineoplastic drugs

Chemotherapy is the use of chemicals to treat
any disease, but the term has come to be applied
most commonly to the use of drugs to treat can-
cer and that exhibit cytotoxic activity through in-
hibition of cell division. Recently, several other
classes of drugs (biologicals) started to be used
to treat cancer, often in conjunction with conven-
tional chemotherapy. Cancer is an abnormal growth
or proliferation of cells that tends to invade lo-
cally or spread to distant parts of the body. Sev-
eral treatment modalities can be used for cancer.
Surgery physically removes the abnormal growth,
whereas radiation, immunotherapy, hormonal ther-
apy, and chemotherapy are directed at killing or
slowing the growth of cancerous cells. See CANCER
(MEDICINE).
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History. In 1865, in an early, well-documented use
of chemotherapy, Heinrich Lissauer gave potassium
arsenite (Fowler’s solution) to treat leukemia. De-
spite this work, Paul Ehrlich, a German physician
and 1908 Nobel Laureate in Medicine, is generally
credited with pioneering the field of chemotherapy
and coining the word. However, his efforts were di-
rected toward discovering antibiotics for infections
rather than cancer drugs. He was an early advocate
of understanding biochemically why certain chemi-
cals effectively kill actively growing bacteria. He also
coined the term “magic bullet” for drugs that specif-
ically kill bacteria. See ANTIBIOTIC.

The first extensively utilized cancer chemothera-
peutic agent was nitrogen mustard, which was used
in the mid-1940s by Alfred Gilman and Frederick
S. Philips for the treatment of lymphomas and
chronic leukemias. During World War I it had been
noted that mustard gas, used as a toxic irritant,
caused destruction of lymph nodes and bone mar-
row, which are both sites of active cell prolifera-
tion. This observation suggested that mustard gas
is toxic to actively growing cells and that it might
also kill proliferating cancer cells. Nitrogen mustard
is still occasionally used for the treatment of some
lymphomas, although it has largely been replaced by
other chemotherapeutic regimens. See LEUKEMIA.

Folic acid antagonists. The second group of useful an-
ticancer drugs developed were folic acid antago-
nists. All actively growing cells require the chemical
metabolite folic acid to grow and divide. The antag-
onists were designed to inhibit a cancer cell’s ability
to produce folic acid, and therefore they are toxic.
Aminopterin was the first in this group to be em-
ployed clinically. A major breakthrough occurred in
1948, when it was reported that over half of children
with acute leukemia could obtain temporary remis-
sions by using aminopterin. This began the era of an-
timetabolite therapy. Methotrexate, a related drug,
replaced aminopterin and is still used in acute lym-
phoblastic leukemia, choriocarcinoma, carcinomas
of the head and neck region, and for other tumors.
The first documented chemotherapeutic cure was
with methotrexate, which was used in 1961 to treat
a gestational choriocarcinoma.

Nucleic acid antagonists. The third group of chemo-
therapeutic agents was designed to have a toxic ef-
fect on the cell’s DNA. The development of these
drugs was based on the hypothesis, conceived by
George Hitchings and Gertrude Elion, that tumor
growth might be stopped with chemicals that an-
tagonize nucleic acids, which are necessary for can-
cer cell growth and division. They eventually were
awarded the Nobel Prize in Physiology or Medicine
for the development of such compounds. The first
clinically useful compound, 6-mercaptopurine, was
described in 1952 and is still used for the treatment
of acute lymphoblastic leukemia. Another drug, with
a different site of action, 5-fluorouracil, was synthe-
sized in 1957 by Charles Heidelberger. Itis used today
in the treatment of colorectal, head and neck, and
breast cancer. Cytarabine (cytosine arabinoside) was

reported in 1968 to be useful in adult acute leukemia.
It is still used for the primary treatment of most pa-
tients with acute myeloid leukemia. Fludarabine is a
modern member of this group effective in the treat-
ment of chronic lymphocytic leukemia.

Antitumor antibiotics. Antitumor antibiotics became
recognized as potential chemotherapeutic agents in
1954, when actinomycin D (dactinomycin) was stud-
ied. They differ from antimicrobial antibiotics in that
their spectrum of cytotoxicity includes human cells
rather than bacteria and fungi. Doxorubicin (Adri-
amycin) is one of the most widely used anticancer
drugs for both solid tumors and blood or bone mar-
row tumors.

Since the mid-1950s, many new drugs have been
developed. This progress was stimulated by the phar-
maceutical industry, by the important preclinical
work of Howard E. Skipper and Frank M. Schabel,
Jr., at the Southern Research Institute, and by the es-
tablishment of a special section of the U.S. National
Cancer Institute for drug development and testing,
which began work in 1955. Chemotherapeutic drugs
now total more than 50, many having novel mech-
anisms (Table 1). The availability of the techniques
of molecular biology and a greater understanding of
the genetic abnormalities of cancer are resulting in
more effective therapies, which tend to be more spe-
cific for cancer cells. Drugs which inhibit angiogene-
sis (blood vessel formation) or which target promot-
ing (oncogenes) or suppressing (tumor suppressor)
genes are being tested and incorporated into treat-
ment regimens.

Monoclonal antibodies. A new class of drugs involves
the use of monoclonal antibodies that target spe-
cific cell receptors. Bevacizumab is a recombinant
humanized monoclonal antibody against the vascu-
lar endothelial growth factor (VEGF). VEGF is found
to be overexpressed in many cancers and is in part
responsible for the process of intratumoral angio-
genesis. Bevacizumab is currently used in metastatic
colon cancer.

Cetuximab, which binds the epidermal growth
factor receptor (EGFR), and Trastuzumab, which tar-
gets Her2-neu receptor in breast cancer cells, are
other examples of antibodies currently used in clini-
cal practice (Table 1). Rituximab is an impor-
tant therapeutic monoclonal antibody to the B-
lymphocyte cell-surface molecule designated CD20.
It has important activity in inhibiting the growth of
lymphomas that express CD20. It is also possible to
deliver a chemotherapy agent to a specific target
cell type using a monoclonal antibody. For example,
gemtuzumab ozogamicin (Mylotarg) is a drug with
the monoclonal antibody anti-CD33 attached to
a cytotoxic antitumor antibiotic, calicheamicin.
This drug is thereby targeted by the antibody to
the leukemia cell. Other than a small incidence of
allergic reactions during infusion, side effects of
monoclonal antibodies are variable and are closely
related to the function of the receptor (VEGE
EGFR, CD20) being targeted by the antibody. Mon-
oclonal antibodies also have been combined with
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TABLE 1. Groups of drugs and mechanisms of action

Group Source Mechanism of action

Examples

Uses

Alkylating agents Chemical synthesis Blocking of DNA synthesis
by chemical attachment
of a reactive part of the
drug (alkyl portion) to
DNA and other cell
components to form

damaging cross links

Antifolates Chemical synthesis Inhibition of DNA synthesis
by inhibiting the enzyme
dihydrofolate reductase

Antipurines Chemical synthesis Variable, for example,

incorporation into DNA as
a false building block
(6-mercaptopurine,
cladribine), inhibition of
DNA polymerase which is
required for synthesis
(fludarabine), and
inhibition of adenosine
deaminase enzyme with
the accumulation of
deoxyadenosine which
kills lymphocytes

Variable, for example,
incorporation into DNA
(cytarabine); inhibition of
thymidylate synthase
(5-fluorouracil), and
inhibition of DNA
methylation (5-azacitidine)

Antipyrimidines Chemical synthesis

Anticancer antibiotics Fungi or bacteria or Variable, for example,

chemical oxidation of DNA and
synthesis RNA (bleomycin),
inhibition of RNA
synthesis (actinomycin D)
Anticancer antibiotics Bacteria Several may be important,

of the including intercalation into
anthracycline DNA, oxygen free-radical
group formation, and inhibition

of topoisomerase type Il

Drugs that interfere
with synthesis of
cell microtubules

Semisynthesis or
natural
occurrence

Binding of the protein tubulin
and interference with
polymerization which is
required to form
microtubules

Enhanced microtubule
formation, inhibition of
mitosis

Tree bark, fungi, or
semisynthesis

Drugs that stabilize
microtubules
against depoly-
merization and
induce mitotic

block
Cytokines Recombinant DNA Interference with intracellular
technology signaling
Topoisomerase Semisynthesis Inhibition of topoisomerase
inhibitors enzymes | and Il resulting

in single- or double-strand
DNA cleavage
Platinum drugs

Chemical synthesis Binding to and inhibiting

function of DNA

Ifosfamide,
cyclophosphamide,
busulfan, chlorambucil,
melphalan, dacarbazine,
carmustine (BCNU),
lomustine (CCNU),
streptozotocin,
procarbazine,
hexamethylmelamine,
thiotepa, nitrogen mustard
(mechlorethamine),
estramustine,
temozolomide

Methotrexate, pemetrexed

Fludarabine, cladribine,
azathioprine,
6-mercaptopurine,
6-thioguanine, pentostatin,
clofarabine

Cytarabine, 5-fluorouracil,
floxuridine, capecitabine,
gemcitabine, 5-azacitidine,
nelarabine

Bleomycin, dactinomycin,
mitoxantrone, mitomycin C,
streptozotocin

Idarubicin, doxorubicin,
daunorubicin, epirubicin

Vincristine, vinblastine,
vindesine, vinorelbine

Paclitaxel, docetaxel

«a-Interferon, aldesleukin
(interleukin-2)

Etoposide, teniposide,
topotecan, irinotecan,
anthracyclines

Cisplatin, carboplatin,
oxaliplatin

Many solid tumors and
hematologic (blood and
bone marrow)
malignancies; brain tumors;
often used for high-dose
chemotherapy prior to bone
marrow transplantation

Head and neck cancer; lung
cancer, leukemia;
lymphoma; breast cancer;
choriocarcinoma;
mesothelioma

Chronic lymphocytic
leukemia; acute
lymphoblastic leukemia;
lymphoma; hairy cell
leukemia;
immunosuppression after
transplantation or for
aplastic anemia and
autoimmune blood
disorders

Acute leukemia; breast,
colorectal, pancreas, and
head and neck cancer;
myelodysplastic syndrome

Hodgkin’s disease;
lymphoma; testis, breast,
cervix, penis, islet cell
pancreas, and head and
neck cancer; acute
lymphoblastic leukemia

Acute leukemia; Hodgkin’s
disease; lymphomas;
multiple myeloma; breast,
lung, bone, and thyroid
cancer

Multiple myeloma; lymphoma;
lung and testis cancer;
acute lymphoblastic
leukemia; Hodgkin’s
disease

Colorectal, ovarian, breast,
lung, germ cell, and head
and neck cancer

Chronic myelocytic leukemia;
melanoma; kidney cancer;
hairy cell leukemia

Leukemia; lymphoma; lung,
colorectal, and ovarian
cancer; myelodysplastic
syndrome

Lung, ovary, and bladder
cancer

(cont.)
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TABLE 1. Groups of drugs and mechanisms of action (cont.)

Differentiating agents

Molecular targeted
therapy: small-
molecule kinase
inhibitors

Proteasome
inhibitors

Forms of naturally

occurring elements

Monoclonal
antibodies

Targeted immuno-
chemotherapy

Targeted immuno-
radiotherapy

Immunomodulatory
drugs

DNA methylation
modulators

Hormonal therapy

Derivative of vitamin
A

Chemical synthesis

Chemical synthesis

Natural

Hybridoma
techniques

Hybridoma
techniques and
chemical
synthesis

Hybridoma
techniques and
chemical
synthesis

Chemical synthesis

Chemical synthesis

Chemical synthesis

Binding to receptors on cell
nucleus and stimulating
differentiation of some
cells

Inhibit dysregulated
cancer-related kinases

Inhibit a large complex that
degrades proteins

Not known. Induces
apoptosis and
differentiation

Monoclonal antibodies
against surface proteins

Use cancer surface
receptors to target
chemotherapy

Use cancer surface
receptors to target
radioactive compounds

Multiple (antiangiogenic,
T-cell modulation,
cytokine secretion
modulation)

Reverse abnormal DNA
methylation

Multiple (blocks receptors,
inhibits hormones, other)

Tretinoin (all-trans-retinoic
acid)

Imatinib mesylate (targets ABL

tyrosine kinases such as
BCR/ABL kinase), gefitinib
and erlotinib (both target
epidermal growth factor

receptor kinases), sorafenib

(multikinase inhibitor that
targets serine/threonine
and tyrosine kinases)

Bortezomib

Arsenic trioxide

Rituximab (anti-CD20),
alemtuzumab (anti-CD52),
bevacizumab (antivascular

endothelium growth factor),

cetuximab (antiepidermal
growth factor receptor),
trastuzumab

Gemtuzumab ozogamicin

Ibritumomab tiuxetan,
tositumomab/iodine 1-131

Thalidomide and lenalidomide

5-Azacitidine, decitabine

Goserelin, bicalutamide,
ketoconazole, tamoxifen,
anastrozole, letrozole,
tamoxifen

Group Source Mechanism of action Examples Uses
Enzyme therapy Bacteria Depletion of asparagine, an Asparaginase, Acute lymphoblastic leukemia
essential amino acid pegasparaginase
Inhibitors of Synthesis Inhibition of ribonucleotide Hydroxyurea Myeloproliferative diseases
ribonucleotide reduction necessary for (such as chronic myelocytic
reductase DNA synthesis leukemia, polycythemia

vera, essential
thrombocytosis); acute
leukemia; melanoma; head
and neck cancers; sickle
cell anemia

Acute promyelocytic leukemia

Chronic myelocytic leukemia,
acute lymphoblastic
leukemia with Philadelphia
chromosome,
gastrointestinal stromal
tumors, hypereosinophilic
syndrome, non-small-cell
lung cancer, kidney cancer

Multiple myeloma

Acute promyelocytic leukemia

Lymphomas, chronic
leukemias, colorectal
cancer, breast cancer

Acute myelocytic leukemia

Lymphomas

Multiple myeloma,
myelodysplastic syndromes

Myelodysplastic syndromes,
acute leukemia

Prostate and breast cancer

radioisotopes for the treatment of lymphomas.
Tyrosine kinase inhibitors. Another class of anticancer
agents that has been recently introduced in oncol-
ogy clinical practice involves small-molecule tyrosine
kinase inhibitors. Among other functions, tyrosine
kinase enzymes regulate several of the intracellular
processes normally responsible for cell proliferation.
In cancers, these processes are often found to be
dysregulated. Imatinib mesylate (Gleevec) is one of
the most exciting recent drugs. It is a rationally de-

signed ABL (Abelson leukemia oncogene) specific
tyrosine kinase inhibitor. It inhibits BCR-ABL, which
characterizes chronic myelocytic leukemia cells, and
results in hematologic, cytogenetic, and sometimes
molecular complete remissions (no abnormality de-
tectable by the most sensitive molecular techniques).
Erlotinib inhibits the EGFR-associated tyrosine kinase
and has been shown to produce a survival benefit in
patients with advanced non-small-cell lung cancer.
Special patient populations that may derive greater



benefit from erlotinib are being actively studied, in-
cluding those with other cancers. These tyrosine ki-
nase inhibitors can frequently be given by mouth. A
large number of other inhibitors are currently under
clinical investigation.

Hormonal agents. Hormonal agents have been used
for several decades to inhibit cancer cells, especially
in breast cancer, which frequently expresses hor-
mone receptors on the cell surface. Representative
hormonal agents include tamoxifen (a selective es-
trogen receptor modulator that also has partial estro-
gen agonist activity) and aromatase inhibitors such
as anastrozole, among others. Aromatase is the en-
zyme responsible for conversion of androgens into
estrogens and is the predominant source of estro-
gens in postmenopausal women. Hormonal therapy
is also widely employed in metastatic prostate can-
cer, such as luteinizing hormone-releasing hormone
(LHRH) agonists (goserelin, leuprolide), direct anti-
androgen (bicalutamide), and blockers of adrenal an-
drogen production (ketoconazole).

Sources. Chemotherapeutic drugs come from var-
ious sources. They may be extracted from natural
sources—such as from bacteria, fungi, plants, or
trees—or they may be chemically synthesized to tar-
get a specific protein—such as tyrosine kinase in-
hibitors. They may also be semisynthetic, meaning
that the process starts with a complex natural com-
pound that is then modified chemically. They may
also be produced using modern recombinant DNA
technology. Monoclonal antibodies may be murine
(-monab); chimeric (-ximab), containing mouse vari-
able regions and human constant regions; human-
ized (-zumab), containing murine binding regions
(about 5% of total antibody) in a human framework;
or human (-umab), derived using a variety of tech-
niques from immunoglobulin genes with no murine
immunoglobulin sequences.

Clinical trials. After basic laboratory studies sug-
gest that a chemical might be effective in killing
cancer cells, animal and then human testing begins.
These tests are carried out in steps in order to system-
atically and safely identify those chemicals with the
most usefulness. In phase I tests, the toxicity of the
drug (or combination of drugs) and the maximum
tolerated dose are determined by gradually increas-
ing the dose given to patients until toxic effects are
observed. In phase II studies, efficacy (tumor shrink-
age) is determined in a single series of patients with a
certain type of cancer. Recently, several new phase II
design have been developed (for example, one called
randomized discontinuation design) to identify pre-
liminary evidence of activity of drugs that may have
a greater effect on preventing cancer growth, rather
than actual shrinkage. Typically, results of phase II
studies are then used to proceed with larger phase III
studies. In phase III tests, the drug (or combination)
is randomized against the standard drug (or combina-
tion) used for that cancer to determine whether the
experimental drug is more effective than the stan-
dard therapy. Phase III trials have historically been
the gold standard to prove clinical efficacy.

Principles. Chemotherapy or immunotherapy is
used when a cancer has spread to multiple sites
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(has metastasized) and cannot be removed surgi-
cally or treated with radiation therapy. It can also
be used after all detectable tumor has been erad-
icated (complete remission) to destroy suspected
but undetectable residual tumor. This type of treat-
ment is called adjuvant, intensification, or consolida-
tion chemotherapy. Adjuvant therapy is effective in
breast and colon cancer, and consolidation in acute
leukemia, for example. Neoadjuvant chemotherapy
is used to shrink a tumor prior to surgery or radiation.
See ONCOLOGY.

Fractional cell kill. For classic chemotherapy agents,
the results of treatment depend upon how much
chemotherapy is given, how many times it is applied,
and how effective it is against the tumor. These facts
are derived from a basic principle of chemotherapy
that a uniform dose of a drug will destroy a constant
fraction rather than a constant number of tumor cells
regardless of the size of the tumor or number of cells
present (fractional cell kill hypothesis). This result
can be seen in the illustration, where the tumor
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TABLE 2. Results of chemotherapy for disseminated disease in various cancers™

Cure in a majority of patients

Cure in a small subset of patients

Induction of long-lasting remission
tumor

Adjuvant® use with increased cure rates

Prolongation of life but rare cures when

Palliation with unclear prolongation of life

Testicular cancer, childhood acute lymphoblastic leukemia, Hodgkin’s
disease, selected non-Hodgkin’s lymphomas such as adult large B-cell
lymphoma, gestational choriocarcinoma, hairy cell leukemia

Acute adult myeloid and lymphoblastic leukemia, ovarian cancer, some
intermediate- and high-grade lymphomas, small-cell lung cancer

Follicular lymphoma, chronic myelocytic leukemia, gastrointestinal stromal

Breast cancer, colorectal cancer, Ewing’s sarcoma, Wilms’ tumor,
osteogenic sarcoma, rhabdomyosarcoma, glioblastoma multiforme,
bladder cancer, gastric cancer

Multiple myeloma, follicular lymphoma, chronic lymphocytic leukemia,
metastatict small cell lung cancer, bladder cancer, gastric cancer, colorectal cancer,
pancreatic cancer, lung cancer, breast cancer, renal cell carcinoma

Head and neck cancer, hepatoma, melanoma, soft-tissue sarcoma,
when metastatic gallbladder cancer, cholangiocarcinoma

be treated with bone marrow transplantation.

*These categories do not apply to cancers that have not metastasized and are treatable with surgery or radiation therapy alone, or to those that can

TAdjuvant refers to the use of chemotherapy in a situation where no tumor is detectable but there is a high chance that undetectable tumor cells are
still present; the term for this type of therapy in blood or marrow cancers is consolidation therapy.
tSome patients in this group can be cured by bone marrow transplantation.

number declines linearly on the log scale after the
chemotherapy is applied. Drugs which are more ef-
fective in killing cancer cells give a greater slope
of decline. Regrowth eventually occurs, but each
subsequent dose of chemotherapy brings about a
further decline in tumor cell number until eventu-
ally, in optimal circumstances, the number of tumor
cells is low enough for the body to eliminate them
by other mechanisms, resulting in a chemotherapy
cure.

Mechanisms of cell death. Although the different
groups of chemotherapeutic agents have different
mechanisms of toxicity for cells, the cellular death
response is often thought to be by apoptosis (pro-
grammed cell death). In this process a death signal is
generated from within the damaged cells. This ini-
tiates a series of energy-requiring, choreographed
cellular events leading to cellular suicide. Other
mechanisms of death are necrosis and clonogenic
(reproductive) death.

Goal. The goal of therapy should be determined
in all patients before chemotherapy is started. The
possibilities include cure, prolongation of life but
not a cure, or palliation (alleviating symptoms) with-
out likely prolongation of life (Table 2). The choice
of chemotherapy depends not only on the type of
tumor and the drug efficacy but, most importantly,
on the patient. Also, it must be decided whether
the chemotherapy will improve the quality of life of
the patient and not just shrink the tumor. Age and the
general condition of the patient influence the out-
come. Those patients who are more active (better
performance scores, which estimate degree of phys-
ical incapacitation by the tumor) are more likely to
have a favorable outcome to chemotherapy. There
are questionnaires to aid in measuring quality of life
before and after drugs are given.

Dosage. For conventional chemotherapy, dosing
has traditionally been based on the amount of body

surface in square meters, or occasionally just on
body weight. These dose calculations reflect the
fact that toxicity often occurs at doses only slightly
higher than those needed for therapy. In clinical tri-
als, often the maximum tolerated dose (MTD) is the
one taken forward for further testing and eventual
routine use. Tyrosine kinase inhibitors, in contrast,
are often prescribed at fixed doses expressed in mil-
ligrams. Knowledge of pharmacokinetic principles
and drug interactions is very important when admin-
istering chemotherapy drugs.

Measurement of effect. The response of a cancer to
a drug is determined by measuring the size of the
cancer directly or the amount of marker substances
produced by some tumors. A complete response is
defined as disappearance of the tumor. A partial re-
sponse means a specified decrease in tumor size that
does not qualify for a complete response. In many
cancers, the ultimate measure of benefit is whether
the patients have a prolongation of life, which in clin-
ical trials may require observation over a long period
of time. Time to progression, or the time it takes for
the cancer to recur after initial treatment, is another
commonly used endpoint in cancer studies. Quality
of life is another endpoint often applied in clinical
studies in cancer.

Adjuvant therapy. This is a concept that is commonly
used in medical oncology and accounts for signif-
icant use of chemotherapy at present. It translates
into using chemotherapy after surgical removal of
the cancer (for example, mastectomy for breast
cancer). Chemotherapy is used to kill microscopic
amounts of cancer cells that were not removed with
the surgery or had spread to distant areas before the
surgery. Adjuvant chemotherapy has been shown in
numerous phase III trials to increase cure rates in se-
lected common cancers. Typically, large numbers of
patients need to be treated to demonstrate a benefit
in the population.



Minimal residual disease. The detection of cancer
cells that remain in submicroscopic numbers after
therapy is referred to as minimal residual disease
(MRD). Its importance is being evaluated in several
malignancies, and MRD has been shown to corre-
late with recurrent clinical disease, especially in se-
lected leukemias and lymphomas. The availability
of improved molecular biology techniques has al-
lowed increasing ability to detect MRD. These tech-
niques include cytogenetics (chromosome analysis)
and fluorescent in-situ hybridization (FISH), which
uses DNA probes specific to regions of individual
chromosomes, and these targeted areas are then
identified by a fluorescent marker. Finally, reverse-
transcription polymerase chain reaction (RT-PCR) is
the most sensitive method currently available for de-
tection of MRD.

Side effects. Chemotherapeutic drugs have side ef-
fects that are specific for the agent and may include
transient or permanent damage to almost any organ
system of the body. They cause side effects because,
in addition to destroying the actively dividing can-
cer cells, they damage actively growing normal cells.
Common sites of damage are the bone marrow, re-
sulting in increased risk for infection, anemia, and
bleeding; the gastrointestinal tract, resulting in vom-
iting and diarrhea; the hair follicles, causing hair loss;
and the kidneys, resulting in renal failure. Today,
cancer specialists have many ways of preventing or
diminishing these toxicities, such as red blood cell
transfusions for anemia, drugs to prevent nausea and
vomiting, and growth factors which may improve
anemia (erythropoietin) or shorten the time of low
white blood counts (granulocyte-colony stimulating
factor).

Drug resistance. Cells can become resistant to
drugs of different groups, including anthracyclines,
vincristine, etoposide, and paclitaxel. The general
mechanism is referred to as multidrug resistance
(MDR). This resistance is due to an acquired abil-
ity of the cells to pump these drugs out before they
can cause irreversible damage. This pumping action
is due to a transmembrane glycoprotein referred to
as P-glycoprotein. These tumor cells overexpress the
gene MDR1, which can be a useful marker of the re-
sistance.

There are other ways by which a cancer cell can
become resistant to chemotherapy. The cell may in-
crease the amount of an intracellular drug target (for
example, increased dihydrofolate reductase, which
produces methotrexate resistance), reduce uptake
of drugs (for example, alkylating agents), or decrease
expression of a drug target (such as topoisomerase
1D). In some cases, resistance is due to a malfunction-
ing tumor suppressor gene called p53. The p53 pro-
tein is an important initiator of drug-induced apop-
tosis; therefore, cells lacking p53 do not commit cel-
lular suicide in response to chemotherapies in the
same way that p53-positive cells would.

In the case of tyrosine kinase inhibitors, resistance
is often correlated with the emergence of a malig-
nant cell clone with a new mutation in the targeted
receptor, making the drug ineffective. Resistance can
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also be due to the presence of alternative molecular
pathways that lead to cell proliferation, other than
the pathway targeted by the drug.

Tumor growth. After an early lag phase, tumors grow
exponentially, meaning that the time for a tumor
to double in size is constant. However, as tumors
grow, there is a deceleration in growth rate (see
illustration), which may be due to outgrowing their
blood supply, lack of sufficient nutrients, or changes
in growth signals. This slowing means that there is
an increase in the number of cells that are not di-
viding (GO cell cycle phase), and these cells may be
less susceptible to killing by drugs which act only on
dividing cells. This phenomenon may compromise
effective anticancer chemotherapy.

Selectivity and toxicity. Some tumors fail to respond to
chemotherapy because normal tissues of the bone
marrow,