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Fabhales

An order of flowering plants, division Magnolio-
phyta (Angiospermae), in the subclass Rosidae of the
class Magnoliopsida (dicotyledons). The order con-
sists of three closely related families (Mimosaceae,
Caesalpiniaceae, Fabaceae) collectively called the
legumes. Members of the order typically have stipu-
late, compound leaves, 10-many stamens which are
often united by the filaments, and a single carpel
which gives rise to a dry fruit (legume) that opens at
maturity by splitting along two sutures, releasing the
non-endospermous seeds. Many, or perhaps most,
members of the order harbor symbiotic nitrogen-
fixing bacteria in the roots.

Mimosaceae includes some 40 genera and
2000 species, most of which are woody and occur
in the warmer regions of the world. The flowers are
regular, and the stamens at least twice as many as
the petals, and often very numerous. Common mem-
bers of the family are Acacia, Albizia, Mimosa, and
Prosopis (mesquite).

Caesalpiniaceae includes about 150 genera and
2200 species, most of which are woody and of tropi-
cal or subtropical regions. The flowers are somewhat
irregular, typically with five (or fewer) unequal petals
and 10 or fewer stamens. The family includes the red-
bud (Cercis), Kentucky coffee tree (Gymnocladus),
honey locust (Gleditsia), and numerous tropical
ornamentals.

Fabaceae (sometimes termed the Papilionoideae)
has about 400 genera and at least 10,000 species
of trees, shrubs, vines, and herbs, which are
widespread in the tropical and temperate regions.
The flowers are characteristically irregular, with a
large upper petal (the banner or standard), two wing
petals, and the lower two petals fused to form a
boat-shaped keel. Usually there are 10 stamens with
9 of them united by their filaments, and the tenth
one more or less separate. Well-known members of
the family include beans (Phaseolus), peas (Pisum),
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sweet peas (Lathyrus), clover (Trifolium), vetch
(Vicia), alfalfa (Medicago), and lupine (Lupinus). See
ALFALFA; BEAN; CLOVER; COWPEA; KENTUCKY COF-
FEE TREE; KUDZU; LESPEDEZA; LOCUST (FORESTRY);
LUPINE; PEA; PEANUT; SOYBEAN; VETCH. T. M. Barkley
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Facies (geology)

Any observable attribute of rocks, such as overall ap-
pearance, composition, or conditions of formation,
and changes that may occur in these attributes over
a geographic area. The term “facies” is widely used
in connection with sedimentary rock bodies, but is
not restricted to them. In general, facies are not de-
fined for sedimentary rocks by features produced
during weathering, metamorphism, or structural dis-
turbance. In metamorphic rocks specifically, how-
ever, facies may be identified by the presence of min-
erals that denote degrees of metamorphic change.

Sedimentary Facies

The term “sedimentary facies” is applied to bodies of
sedimentary rock on the basis of descriptive or inter-
pretive characteristics. Descriptive facies are based
on lithologic features such as composition, grain size,
bedding characteristics, and sedimentary structures
(lithofacies); on biological (fossil) components (bio-
facies); or on both. Individual lithofacies or biofacies
may be single beds a few millimeters thick or a suc-
cession of beds tens to hundreds of meters thick. For
example, a river deposit may consist of decimeter-
thick beds of a conglomerate lithofacies interbed-
ded with a cross-bedded sandstone lithofacies. The
fill of certain major Paleozoic basins may be divided
into units hundreds of meters thick comprising a
shelly facies, containing such fossils as brachiopods
and trilobites, and graptolitic facies. The scale of an
individual lithofacies or biofacies unit depends on
the level of detail incorporated in its definition, and
is determined only by criteria of convenience, or
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Key:

G=gravel
S=sand
F = fine-grained (silt, mud)
h =horizontal bedding
| = interlamination of silt,
sand, and mud
m = massive
p = planar cross-bedding
r =ripple marks
s=scour and fill
St t = trough cross-bedding
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Fig. 1. Stratigraphic section through a fluvial deposit
illustrating its subdivision into lithofacies and the use of a
lithofacies code scheme. 1 m = 3.3 ft. (After A. D. Miall, A
review of the braided river depositional environment, Earth
Sci. Rev., 13:1-62, 1977)

availability of outcrop and subsurface data, depend-
ing on whether a geologist wishes to describe a single
outcrop or an entire sedimentary basin.

Facies analysis. The term “facies” can be used in
an interpretive sense for groups of rocks that are
thought to have been formed under similar con-
ditions. This usage may emphasize specific depo-
sitional processes such as a turbidite facies, or a
particular depositional environment such as a shelf
carbonate facies, encompassing a range of deposi-
tional processes. See TURBIDITE.

Facies analysis is an important component of strati-
graphic and sedimentary geology because it provides
a methodology of systematic description that is fun-
damental to orderly stratigraphic documentation and
to interpretations of depositional environment and
paleogeography. Most sedimentological basin studies
should now begin with such an analysis, in which the
succession is divided into its component lithofacies
and their characteristics described carefully. Lithofa-
cies may be identified by name or by a code system
devised by the researcher, the latter method being
convenient for abbreviated description and notetak-
ing and for computer processing (Fig. 1).

Increasing use is being made of three-dimensional
geometric (architectural) information regarding the
extent of facies units, because such information com-
monly is environmentally diagnostic.

Mappable stratigraphic units commonly consist of
a single lithofacies or a small assemblage of lithofa-
cies. This provides the basis for a hierarchical sub-
division of stratigraphic sequences ranging from the

individual bed or lithofacies unit through member or
lithosome and the higher-ranking subdivisions such
as stratigraphic sequence, formation, and group. See
FACIES (GEOLOGY); STRATIGRAPHY.

Facies assemblages. Groups of facies (usually
lithofacies) that are commonly found together in the
sedimentary record are known as facies assemblages
or facies associations. These groupings provide the
basis for defining broader, interpretive facies for the
purpose of paleogeographic reconstruction. For ex-
ample, a delta plain facies may be defined, consist-
ing of distributary channel sandstones, levee sand-
stones and siltstones, and backswamp mudstones
and coal. This may pass seaward into a delta front fa-
cies consisting of distributary mouth bar sandstones
and interdistributary bay mudstones and shell beds.
Still further seaward this may pass into a fine-grained
prodelta facies, and landward there may be a fluvial
facies and a lacustrine facies. An example of a car-
bonate facies assemblage is illustrated in Fig. 2.

The shelly facies and graptolitic facies described
earlier are biofacies terms, but they correspond to
distinct lithofacies assemblages dominated by shelf
carbonate sediments and by deep-water mudstones
and siltstones, respectively. Use of the terms provides
a convenient way to describe the broad paleogeog-
raphy of some of the major Paleozoic sedimentary
basins around the margins of North America and else-
where. See PALEOGEOGRAPHY.

Many facies assemblages are cyclic in the sense
that the individual lithofacies components tend to
follow each other in a similar order in a stratigraphic
succession, reflecting the repeated occurrence of
the same depositional processes. For example, coal
beds commonly (but not invariably) follow a seat
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Fig. 2. Hypothetical carbonate shelf showing relationship
of lithofacies to environmental facies; based on the modern
shelves of Florida and the Bahamas. 1 km = 0.6 mi.
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earth or root bed. Such assemblages are termed cy- 0
clothems or, simply, cycles. Much sedimentological . A
research has been devoted to analysis and interpreta-

tion of cycles, which occur in most depositional set-

tings. For example, the Carboniferous coal-bearing E . Simonette
deposits of Europe and of central and eastern North . - NN ' _ Channel
America consitute the original cyclothems. Problems ’ ¢ ’
have arisen because these and other cycles can orig-
inate from several causes, the effects of which may
be very similar and may be superimposed. Thus,
cyclothems are caused partly by the advance and
abandonment of delta lobes and partly by oscillatory
changes of sea level. Second, progressive changesina
sedimentary basin, such as the slow seaward progra-
dation of a delta or tidal flat, may be interrupted
by rare random events, for example, a hurricane,
which can erode much of the previous cyclic sed-
imentary record and leave its own unique lithofacies
instead. Analysis of cyclicity is based on application
of Walther’s law. This law, first defined in the nine-
teenth century, stemmed from the recognition that
vertical successions of strata are formed largely by
lateral migration of sedimentary environments. The
law states that only those facies found side by side in
nature can occur superimposed on each other in ver-

tical succession. Recognition of widespread cyclic } 25 mi ‘ '2,

units is the basis of sequence stratigraphy. Sequences N 40 km o

record regional or global changes in sea level brought

about by tectonics or eustacy. See CYCLOTHEM; DE- Fig. 3. Plot of sandstone thickness, in meters, in a Cretaceous sandstone-shale unit,

derived from subsurface log analysis. Note the narrow sandstone-filled channel
POSITIONAL SYSTEMS AND ENVIRONMENTS. representing a delta distributary channel entering the area from the northwest, and the
Facies models. These have been defined for most broad lobe of sandstone formed at the mouth of this channel where the delta splayed out
: . PO into the sea. (After J. Bhattacharya, Regional to subregional facies architecture of
sedimentary enVlronment'S.' Each model is intended river-dominated deltas in the Alberta subsurface, Upper Cretaceous Dunvegan
as a summary of the depositional processes and prod- Formation, in Society for Sedimentary Geology, Concepts in Sedimentology and

ucts occurring in a specific setting, such as a tidal flat
or a submarine fan. Such models are useful guides
when carrying out preliminary interpretations of an
unknown sedimentary succession, because they pro-
vide a range of criteria relating to lithofacies, sedi-
mentary structures, biofacies, and cyclic character-
istics that the geologist can use to confirm or negate
a particular interpretation.

Facies maps. These are constructed to illustrate
lithologic variations across a sedimentary basin, and
they usually reveal patterns or trends that can readily
be interpreted in terms of depositional environments
and paleogeography. Various quantitative techniques
have been devised for emphasizing relevant features.
Ratio maps are particularly useful, for example, ones
showing the ratio of total thickness of sandstone
beds to total shale or total carbonate thickness. In
elastic coastal environments such a map may reveal
the location and shape of major sandstone bodies,
which can then, from their size, shape, and orienta-
tion, be interpreted in terms of an appropriate sedi-
mentary model (delta, barrier island system, subma-
rine fan, and so on) in conjunction with diagnostic
sedimentological criteria. Location and trend may be
of considerable economic importance if, for exam-
ple, porous sandstone bodies are known to contain
pools of oil or gas. See BARRIER ISLANDS; PETROLEUM
GEOLOGY.

Another technique is to plot the percentage of
sandstone or aggregate sandstone thickness in a sec-

Paleontology, vol. 3, 1991)

tion. Figure 3 illustrates a map of this type, and re-
veals a hitherto unsuspected pattern of lobate sand-
stone bodies containing a readily identifiable deltaic
shape. Thicker sandstone beds lie closer to the sed-
iment source, and so in this example transport was
clearly from northwest to southeast.

Similar techniques can be applied to many suc-
cessions of carbonate rocks. Thus carbonates are
typically classified in terms of the ratio of bio-
genic or detrital fragments to carbonate and ma-
trix. This classification reflects depositional energy
(wave and current strength) because the mud ma-
trix tends to be winnowed out in high-energy envi-
ronments. Therefore, a plot of the ratio can be a use-
ful paleogeographic indicator. However, carbonates
are particularly susceptible to diagenetic alteration,
which can obscure primary depositional character-
istics and hinder detailed paleogeographic recon-
struction. See DIAGENESIS; SEDIMENTARY ROCKS; SED-
IMENTOLOGY; STREAM TRANSPORT AND DEPOSITION.

Andrew D. Miall

Metamorphic Facies

A metamorphic facies is a collection of rocks contain-
ing characteristic mineral assemblages developed in
response to burial and heating to similar depths and
temperatures. It can represent either the diagnostic
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mineral assemblages that indicate the physical condi-
tions of metamorphism or the pressure-temperature
conditions that produce a particular assemblage in a
rock of a specific composition.

Changes in pressure and temperature, due to tec-
tonic activity or intrusion of magma, cause minerals
in rocks to react with one another to produce new
mineral assemblages and textures. This is the process
that transforms igneous and sedimentary rocks into
metamorphic rocks. The mineral assemblage that is
preserved in a metamorphic rock reflects the compo-
sition of the original igneous or sedimentary parent
and the pressure-temperature history experienced
by the rock during metamorphism. Hence, rocks of
the same initial composition that are subjected to the
same pressure-temperature conditions will contain
identical mineral assemblages.

Facies names and boundaries. The metamorphic
facies to which a rock belongs can be identified
from the mineral assemblage present in the rock; the
pressure and temperature conditions represented
by each facies are broadly known from experimen-
tal laboratory work on mineral stabilities. Several
metamorphic facies names are commonly accepted,
and these are shown, along with their approximate
pressure-temperature fields, in Fig. 4a. These facies
names are based on the mineral assemblages that de-
velop during metamorphism of a rock with the com-
position of a basalt, which is a volcanic rock rich in
iron and magnesium and with relatively little silica.
For example, the dominant mineral of the blueschist
facies (in a rock of basaltic composition) is a sodium-
and magnesium-bearing silicate called glaucophane,
which is dark blue in outcrop and blue or violet when
viewed under the microscope. Characteristic miner-
als of the greenschist facies include chlorite and acti-
nolite, both of which are green in outcrop and under
the microscope. Basaltic rocks metamorphosed in
the amphibolite facies are largely composed of an
amphibole called hornblende. The granulite facies
takes its name from a texture rather than a spe-
cific mineral: the pyroxenes and plagioclase that are
common minerals in granulite facies rocks typically
form rounded crystals of similar size that give the
rock a granular fabric. See AMPHIBOLE; AMPHIBOLITE;
BASALT; BLUESCHIST; GLAUCOPHANE; GRANULITE; PY-
ROXENE.

Rocks of different composition show different
mineral assemblages in each of the facies. A shale
metamorphosed to greenschist facies conditions
would contain chlorite, biotite, and perhaps garnet
as its key indicator minerals, in contrast to the chlo-
rite + actinolite assemblage that would be found in
a rock of basaltic composition. In the amphibolite fa-
cies, the indicators in a metamorphosed shale would
be garnet, staurolite, or kyanite rather than amphi-
bole. See SHALE.

The boundaries separating individual facies from
one another are chemical reactions called isograds
that transform one key mineral assemblage into an-
other. For example, a typical greenschist is trans-
formed into an amphibolite by the hornblende iso-
grad reaction chlorite 4+ actinolite 4 plagioclase =
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Fig. 4. Pressure-temperature fields. (a) Diagram showing
the relationship between the different metamorphic facies
and the physical conditions of metamorphism. Boundaries
(tinted areas) between facies are regions where isograd
reactions occur. (b) Diagram showing the relationships
between metamorphic facies, individual rock pressure—
temperature paths, and two typical facies series. Note that
the facies series connects maximum temperature points on
pressure-temperature paths followed by different rocks.

1 kilobar = 108 pascals. 1 km = 0.6 mi.

hornblende, and an amphibolite can be transformed
into a granulite by the reaction hornblende =
clinopyroxene + orthopyroxene + plagioclase. In
general, these reactions occur over a range of
pressure-temperature conditions that depend upon
the specific compositions of the minerals involved.
In most cases, facies are separated by several re-
actions that occur within a restricted interval of
pressure-temperature space. Thus the boundaries
between facies are diffuse and are represented by
tinted areas rather than individual lines in Fig. 4. See
HORNBLENDE; PHASE EQUILIBRIUM.

Facies series. Different geological terranes show
different combinations of metamorphic facies. For
example, one area may show a progression from
blueschist to eclogite to greenschist facies over a dis-
tance of a few kilometers (1 km = 0.6 mi), whereas
another area may be characterized by a sequence
from greenschist to amphibolite to granulite facies.
Because the specific facies are related to the pres-
sure and temperature conditions of metamorphism,
these different facies series indicate differences in
the pressure-temperature histories of the two areas.



The blueschist-eclogite-greenschist facies series de-
velops in areas that have experienced high-pressure
metamorphism at relatively low temperatures. This
type of pressure-temperature history is produced in
subduction zones where two lithospheric plates col-
lide with one another. In contrast, the greenschist-
amphibolite-granulite series forms in regions that
have undergone heating at middle to lower crustal
depths. This facies series is exposed in many of the
mountain belts of the world (Appalachians, Alps,
Himalayas) and appears to result from tectonic
thrusting of one continent over another. Lowpres-
sure hornfels or greenschist-amphibolite facies series
develop in response to intrusion of hot magma at
shallow levels of the Earth’s crust; this is a process
referred to as contact metamorphism. As illustrated
by these examples, metamorphic facies series can
be used as an indicator of the plate tectonic history
of a geologic region. See ECLOGITE; MAGMA; PLATE
TECTONICS.

Pressure-temperature paths. Because burial and
uplift rates may differ from rates of heat transfer, in-
dividual rocks may follow paths through pressure-
temperature space that are quite distinct from the
facies series recorded by the host terrane. Mineral
reaction rates are strongly dependent upon temper-
ature and proceed faster during heating than dur-
ing cooling; pressure has little effect on these rates.
Hence, metamorphic facies and facies series gener-
ally reflect equilibration at the thermal maximum of
metamorphism, regardless of the complexity of the
actual pressure-temperature path followed by the
rock in response to tectonic movements. As shown
in Fig. 4b, individual pressure-temperature paths
in many cases intersect the facies series path at a
high angle. Disequilibrium mineral assemblages and
chemical zoning in some minerals can sometimes
be used to reconstruct portions of these pressure-
temperature paths and hence gain information on
how the depth of burial and the temperature of an
individual rock varied through time. This informa-
tion can be used to refine tectonic interpretations of
an area based on the metamorphic facies series. See
METAMORPHIC ROCKS; METAMORPHISM; PETROLOGY.

Jane Selverstone

Bibliography. A. D. Miall, Principles of Sedimen-
tary Basin Analysis, 3d ed., Springer-Verlag, 1999;
A. Miyashiro, Metamorphic Petrology, 1994; G.
Nichols, Sedimentology and Stratigraphy, Black-
well, 1999; E ]J. Turner, Meatamorphic Petrology:
Mineralogical, Field, and Tectonic Aspects, 2d ed.,
1981; R. G. Walker and N. P. James (eds.), Facies Mod-
els: Response to Sea Level Change, Geological Asso-
ciation of Canada, 1992.
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Facilities planning and design

The design and planning of the physical environment
of an activity to best support the execution of this
activity. The activity may be one of many different
types, such as manufacturing (plant layout), health
care (hospital layout), logistics (warehouse design),

Facilities planning and design

transportation (airport layout), and services (bank
layout, stadium layout).

Facilities design is a typical engineering design
project and as such exhibits the main characteristics
of any (large) long-term engineering design project.
Itisa complex problem that is ill defined. Many of the
objectives and constraints are implicitly assumed or
can only be stated qualitatively. Different sharehold-
ers in the design and the use of the facility have a
variety of definitions and objectives of the project.
Hence, an analytical problem statement or a math-
ematical solution method, such as linear program-
ming, to find the “best” design does not exist. Many
variant and competent designs may be generated,
and the selection of the final design will involve both
quantitative and qualitative measures. See ENGINEER-
ING DESIGN.

Facilities design is an interdisciplinary team ef-
fort; no single engineer or engineering discipline can
complete the full design or has all the required exper-
tise. Industrial engineers typically are responsible for
the logical design of the facility and focus on space
allocation and functional flow in the facility, while
civil engineers focus on the physical construction.
Communication between all the user groups and the
design team is essential for the final acceptance of
the facility. See CIVIL ENGINEERING; INDUSTRIAL EN-
GINEERING.

Most facilities exist for extended periods of time,
which may span many decades. Activities and the re-
quirements for their supporting facilities will change
constantly over time, and the function and the de-
tailed layout of the facility will be redesigned many
times during its life cycle. A primary characteristic
of a good facility design is that it is flexible and easily
adaptable. Integration in a spatial and temporal mas-
ter plan is essential for the future efficient use of the
facility.

Projects. Facilities design projects must identify
the following two basic elements during the early
phases: activity centers and the affinities between
these centers in the facility.

Activity center. An activity center, commonly called
a department, is a compact area that has a homoge-
neous material flow with the rest of the facility so
that it can be treated as a single unit (with respect
to the material flows in the facility). Its area should
not be too small, since it is not important enough to
be considered separately. A rule of thumb is to have
an area larger than 3% of the total facility area. This
means that the number of departments should be
limited to approximately 35. Its area should also not
be too large, since the material flow might no longer
be homogeneous over the area of this department.

Affinity. The pairwise relationship between two de-
partments expresses the affinity between these two
departments, based on material flow and environ-
mental considerations. Relationships can be numeri-
cal (quantitative) if accurate information is available
or symbolic (qualitative). The closer one would like
these departments to be, the more positive their rela-
tionship. A negative relationship means that it is de-
sirable to keep the two departments separate, such

5
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TABLE 1. Qualitative relationships representation

Closeness Letter Lines Color
Absolute necessary A 4 Red
Especially important E 3 Orange
Important | 2 Blue
Ordinary closeness (6] 1 Green
Unimportant U No None
Undesirable X Wave Brown
TABLE 2. Qualitative relationship chart

A B C D E F G

A E (0] | (0] U U
B U E | | U
(¢} U U (0] U
D | U U
E A |
F E
G

as for noise or vibration pollution. The table of re-
lationships is called a relationship chart or relation-
ship matrix. Possible representations of qualitative
relationships are given in Table 1. An example of a
qualitative relationship chart, as originally proposed
by R. Muther, is shown in Table 2.

Design sequence. The following sequence of steps
can be used to identify departments and their affini-
ties in the project.

1. Identify the major materials-handling flows in
the project. This material flow can be of many dif-
ferent types depending on the facilities design ap-
plication. In a hospital, patients, medical personnel,
drugs, and medical supplies are all important ma-
terial flows. In an airport, passengers (arriving and
departing), crew, planes, and luggage are all impor-
tant material flows. For a bank customer, personnel,
documents, and money are examples of important
material flows. In manufacturing, parts, personnel,
and tools can be examples of the major materials-
handling flows. See MATERIALS HANDLING.

2. For each of the materials-handling flows iden-
tified in step 1, identify the major processing steps.
Again, this includes a wide variety of tasks depend-
ing on the application. Examples are a customer din-
ing in a restaurant, luggage dispersal to travelers in
an airport, drug storage in the pharmacy of a hos-
pital, order picking in a warehouse, and so on. The
processing steps are executed in activity centers or
departments. At this particular stage, a functional de-
scription of the steps is required, such as store, move,
or transform.

3. Construct a graph with a column for each of the
materials-handling flows and a row for each of the
activity centers. For each of the materials-handling
flow, a line is drawn between the activity centers to
indicate the order in which the centers are visited.
An example of such a graph is a multiproduct process
chart. See METHODS ENGINEERING.

4. Given the materials-handling flows and the ac-

tivity centers, determine the affinities between the
activity centers in a common unit. If only materials-
handling flows are present, then this is a relatively
easy step. The materials-handling load, such as a
pallet of forklift truck trip, might be the common
materials-handling unit. If other affinities are also
present, then their size must be carefully determined
to be consistent with the materials-handling flow
units. Examples of positive affinities are the desir-
ability of having windows in offices and cafeterias,
which implies a location on the perimeter of the
layout. Examples of negative affinities are welding
(which produces sparks) and painting (which pro-
duces combustible vapors) departments, vibration
pollution between a stamping and a measuring de-
partment, and noise pollution between a heavy ma-
chining and an office department. Once a common
handling unit has been defined, the flows in the
above graph can be quantified. All materials-handling
flows and other affinities are then summarized in
a two-dimensional relationship matrix, also called a
from-to matrix, which has as elements the sum of
the affinities between two departments for all major
materials-handling flows.

5. Given the estimated materials-handling flows
that need to be processed in each of the activity cen-
ters, compute the number of individual servers re-
quired in each activity center. Servers are the generic
term for the people or machines that execute the
processing step in the activity center. In a manufac-
turing context, a server is typically a machine and
all its surrounding support equipment. In a hospital
emergency room, a server may be an examination
area surrounded by a privacy curtain. In a grocery
store checkout area, a server may be the cashier and
the station. Deterministic capacity calculation, queu-
ing theory, and digital simulation are three methods
used to compute the number of servers, which are
ranked by increasing level of accuracy and required
effort. Finally, based on the number of servers and
the required area for each server and possible space
for waiting area for the server, compute the required
area for each activity center.

Space-relationship diagrams. Based on the data for
the activity centers, such as required area and other
constraints, and on the affinities between the cen-
ters, a logical diagram of the centers and the ma-
terial flows can now be constructed. R. Muther de-
fined such a diagram and called it a space-relationship
diagram. The objective of the logical design of the fa-
cility is to place activity centers with large positive
affinities close to each other and to separate cen-
ters with significant negative affinity, subject to space
and site constraints. Three major types of diagrams
can be identified. For historical reasons their names
are based on their implementation in manufacturing
activities, but the prototypes apply to all types of
facilities.

Product layout. A product layout is recommended
when most of the materials or products follow the
same material flow path. This corresponds to a flow
shop in manufacturing. Most warehouses also corre-
spond to a flow shop, since the product inventory



has a limited number of paths from receiving to ship-
ping. The objective is to have a simple configuration
for the major material flow path, such as straight line
or L- and U-shaped. The activity centers are located
according to the sequence of processing steps re-
quired by the product.

Process layout. A process layout is recommended
when products have different paths through the fa-
cility. This corresponds to a job shop in manufac-
turing. The typical example is a repair shop with
different types of machining centers. The objective
is to minimize the total amount of material move-
ment. Because of the complexity of the combined
flow paths, optimization models can provide some
support in the early design phases. Since accurately
predicting the future material flows over the lifetime
of the facility is nearly impossible, the facility should
be designed to accommodate reconfiguration.

Project layout. A project layout is recommended
when materials are transported to a site to be inte-
grated into a final product. A typical example is ship
construction.

Conceptual layout. In the next phase, the space-
relationship diagram is converted in a conceptual
layout, where departments are shown without inter-
nal details and without material flow corridors. This
conversion is most often executed by the design en-
gineer with drawing computer-aided design (CAD)
tools but without formal problem definition or algo-
rithmic support. In recent years, significant progress
has been made by the academic community in for-
malizing and automating this conversion. But these
advances have not been transferred to the practice
of facilities design. An example of mapping from the
functional flow diagram to the conceptual layout is
shown in the illustration. See COMPUTER-AIDED
DESIGN AND MANUFACTURING.

Detailed layout. The conceptual layout is then con-
verted into a final detailed layout. Space is added for
materials-handling corridors and for support func-
tions, such as restrooms, utility closets, and so on.
The layout elements corresponding to the require-
ments of federal regulations such as the Occupa-
tional Safety and Health Administration (OSHA),
Environmental Protection Administration (EPA),
Americans with Disabilities Act (ADA), and of local
fire and safety regulations are integrated into the de-
sign. If structural elements such as support pillars are
present, the design is adapted to incorporate these
constraints.

Evaluation. During the design process, numerous
engineering design decisions are made that may re-
sult in many alternative layouts. The comparative
evaluation of facility designs is based on a mixture
of engineering economy and qualitative factors. All
quantifiable costs for a particular design over the
expected life span of the facility are computed and
plotted along a time line. This includes one-time con-
struction and material transportation equipment pur-
chasing costs, as well as recurring operating costs.
Typical examples of recurring costs are those for
energy and material transportation. Costs occurring
in the future are reduced to their net present value
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(NPV) based on a monetary discount factor. Since a
facility supports a particular activity, the net present
value of the initial investments and recurring costs
typically are negative. The facility with the least neg-
ative NPV, subject to budget constraints, is preferred
on pure economic grounds. However, a number of
qualitative evaluation criteria are typically present.
A weight is assigned to the economic evaluations
and the qualitative evaluations and the facility design
with the highest weighted score is finally selected.
The weights are based on a polling of the differ-
ent stakeholders in the facility and are not uniquely
defined or constant over time. To provide support
to the decision makers, sensitivity analysis on the
weight has to be performed.

Simulation tools. It is clear that the above facil-
ities design method incorporates many ill-defined
objectives and constraints. Consequently, there has
been a very limited development of computer-based
facilities design tools beyond drawing tools and
facilities management tools. The most often used
software during the design of facilities is digital
simulation coupled with animation. Simulation is
capable of very detailed analysis of a proposed fa-
cility design and of the evaluation of some minor de-
sign variations, but it cannot generate significantly
different designs. As a result, the design of facil-
ities remains largely a person-based activity sup-
ported by computer-based drawing and simulation
tools. See COMPUTER-AIDED ENGINEERING; SIMULA-
TION. Marc Goetschalckx
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Facsimile

The process by which a document is scanned and
converted into electrical signals which are transmit-
ted over a communications channel and recorded on
a printed page or displayed on a computer screen.
The scanner may be compared with a camcorder,
and the recorder is similar to an office copier or a
computer printer. As an alternative to scanning, a
document stored in computer memory can be trans-
mitted. As an alternative to recording, a text facsimile
(fax) image can be captured in computer memory
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and converted into computer-processable text by
optical character recognition (OCR) software. Tele-
phone lines or satellites provide the communica-
tion channel. More than 99% of facsimile units are
International Telegraph and Telephone Consultative
Committee Group 3, used for sending business doc-
uments. The remainder have specialized designs tai-
lored for a number of important applications that
cannot be fulfilled by Group 3.

Group 3 facsimile. Group 3 digital facsimile handles
far more messages than any other communications
system except voice. Most facsimile units communi-
cate over the Public Switched Telephone Network,
alternatively called the General Switched Telephone
Network. A built-in high-speed digital modem auto-
matically selects the highest modem speed (28,800~
2400 bits/s) common to both facsimile units. If the
telephone-line quality is not good enough for this
transmission speed, a lower speed is negotiated dur-
ing initialization. A very small percentage of the fax
units send or receive via a cellular phone connection.
Group 3 standards support alternative use of the In-
tegrated Services Digital Network, including the 64-
kilobit/s channel. See INTEGRATED SERVICES DIGITAL
NETWORK (ISDN); MODEM; TELEPHONE SERVICE.

Unattended-reception capability allows transmis-
sion with automated recording. Some fax units can
place calls and send documents without an opera-
tor. The cost of a facsimile call usually is far less than
a voice call since facsimile sends information much
faster, at a rate of 3-10 or more pages per minute.

Scanning. An image of the original page is formed
by a lens in a way similar to that of an ordinary
camera (see illus.). A charge-coupled device linear
array of small photodiodes is substituted in the fac-
simile scanner for the camera film. The portion of the
image falling on the linear diode array is a thin line,
0.005 in. (0.13 mm) high, across the top of the page
being transmitted. Typically, 1728 diodes are used
to view this line for a page 8!/, in. (216 mm) wide.
The photodiode corresponding to the left edge of
the page is first checked to determine whether the
very small portion of the image it detects is white
(the paper background) or black (a mark). The spot
detected by a single photodiode is called a picture el-
ement (a pel for short if it is recorded as either black
or white, or a pixel if a gray scale is used). Each
of the 1728 diodes is checked in sequence, to read
across the page. Then the original page is stepped the
height of this thin line, and the next line is read. The
step-and-read process repeats until the whole page
has been scanned. See CAMERA; CHARGE-COUPLED DE-
VICES; PHOTODIODE; TELEVISION CAMERA.

Another class of flatbed scanner uses a contact
image sensor linear array of photodiodes whose
width is the same as the scanned width. One ver-
sion has a linear array of fiber-optics rod lenses
between the page being scanned and the sensor
array. Light from a fluorescent lamp or a linear light-
emitting-diode array illuminates the document be-
neath the rod lenses. The reflected light picked up
by the sensor generates a signal that is proportional
to the brightness of the spot being scanned. A second



version has a hole in the center of each square pixel
sensor element. Light from a light-emitting diode
passes through this hole to illuminate the area of the
document page at this pixel. No lenses or other opti-
cal parts are used. See FIBER-OPTICS IMAGING; LIGHT
CURVES.

In drum-type scanning, the original sheet of paper
is mounted on a drum that rotates while the scan
head with a photosensor moves sideways the width
of one scanning line for each turn of the drum. Drum-
type scanners are used mainly for remote publishing
facsimiles and for color scanning in graphic arts sys-
tems.

Recording. In the recording process, facsimile sig-
nals are converted into a copy of the original. Fac-
simile receivers commonly print pages as they are re-
ceived, but in an alternative arrangement pages may
be stored and viewed on a computer screen. Facsim-
ile capability is possible with computers, including
portable varieties.

One of the most common methods is thermal
recording. There are 1728 very fine wires positioned
in a row across the recording paper. These wires
touch the paper and produce very small hot spots
as current passes through them. These hot-spot sec-
tions of the wires form a straight line across the page
at a resolution of 200 dots per inch (8 dots per mil-
limeter). A wire takes only a few milliseconds to go
from a cool, nonmarking condition to a hot, mark-
ing condition. Each recording wire corresponds to
a photodiode in the linear array of the transmitting
scanner. Direct-writing, thermally sensitive coated
paper is used to produce the image, but a more ex-
pensive system of thermal transfer that uses ordinary
white paper is offered in some units.

Xerographic recording with a laser may be used
where a higher resolution of 400 dots per inch
and higher writing speeds are needed. The laser
beam, modulated by the picture signal, is swept in
a line across the photoreceptor drum (similar to the
operation of laser printers used with computers).
The drum steps ahead one recording line height of
0.0025 in. (0.064 mm) before writing the next line.
The toning, fixing, and paper-feed systems resemble
those of computer printers. A linear array of light-
emitting diodes or liquid-crystal shutters may be used
instead of the laser beam. See COMPUTER PERIPHERAL
DEVICES; LASER; PHOTOCOPYING PROCESSES.

Ink-jet recording is one of the least expensive
methods of plain-paper recording. An ink-jet facsim-
ile recorder sprays ink droplets on plain paper to
reproduce black markings scanned at the facsimile
transmitter. At resolutions of up to 300 dots perinch,
the copy quality compares favorably with that pro-
duced on a laser printer. The ability to print either
inch-based resolution or metric resolution on the
same printer gives the ink-jet printer an advantage.

Advanced Group 3 capabilities. Group 3 standards
can support computer functions with fax, adding
many optional features without impairing compat-
ibility with Group 3 fax machines that lack them.

Group 3C. This 64 kb/s option for Group 3 facsimile
on public digital networks uses full-duplex or half-

duplex communication with the circuit-switched
mode and error-correction mode. This method is
considerably simplified compared with the proto-
cols used by Group 4 facsimile. Sending or receiv-
ing documents from another G3-64 fax machine is at
64 kb/s using an Integrated Services Digital Network
B channel. Communication with a standard Group
3 machine on the Public Switched Telephone Net-
work is possible via the Integrated Services Digital
Network.

Cellular radio. Automobiles equipped with cellular
radio enable communication by facsimile as well as
by telephone. The brief loss of signal that occurs
when switching between cells is heard as a click and
the voice signals continue normally, but with facsim-
ile each click causes a streak across the page and may
obliterate information. The frequency of cell chang-
ing is unpredictable, and facsimile pages may have
no streaks or up to 10 streaks per page. Switching
may also result in a failure message at the facsimile
transmitter, caused by too many received errors, or
may cause a disconnect. Cellular networks also are
subject to loss of signal, multipath, and fading due
to physical obstructions, reflections from buildings,
and distance. Use of the error-correction mode is de-
sirable. See MOBILE RADIO.

Computer facsimile. Personal computers can emu-
late Group 3 facsimile for transmission of text and
graphic files. A so-called fax board is plugged into
a vacant slot in the computer, and a software pro-
gram converts computer language files into Group
3 facsimile files. A standard facsimile modem on the
fax board makes the signals and the communication
protocol identical with Group 3. Documents sent
to or received from Group 3 facsimile or other per-
sonal computers can be viewed and edited on the
display screen, or a hard copy can be made on the
computer’s printer. By adding a scanner, documents
can also be sent (for complete emulation of Group
3 facsimile). See MICROCOMPUTER.

Computer file transfer. Mainframes, file servers on local
area networks, workstations, business computers,
personal computers, and even palm-size personal
digital assistants often have the ability to send and
receive Group 3 facsimile documents. Several op-
tions additionally allow automatic transmission of
data by the Group 3 facsimile high-speed modem and
worldwide standardized facsimile protocols. High-
level data-link control (HDLC) frames are sent as
the logical equivalent of an error-corrected facsimile
message, with the protocols and transmission speeds
being automatically established. This file transfer
method sends any data file with or without additional
information concerning the file.

Other facsimile systems. A number of facsimile sys-
tems besides Group 3 are in operation.

Group 4 facsimile. This system sends error-free copies
over public data networks at 200 and 300 lines per
inch (7.9 and 11.8 lines per millimeter), with 240
and 400 (9.4 and 15.7) optional. Group 4 oper-
ates over high-speed error-free digital networks using
the Open Systems Interface (OSD model. Commu-
nication is also possible with Group 3 units by a

Facsimile
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so-called dual-mode Group 4 Class 1 fax. Dual-mode
Group 4 facsimile may have standard Group 3 with a
fax modem, Group 3c¢ (64-kb/s capability), or both.
There are slight page size distortions caused when
interworking between Group 3 metric-based reso-
lutions and similar Group 4 inch-based resolutions.
Group 3 now provides most of the same features as
Group 4b, using simplified protocols.

Newsphoto facsimile. Most pictures printed in newspa-
pers have been sent by facsimile. News services have
nationwide networks for distribution of newspho-
tos. Thousands of newspapers receive the latest
news pictures at the same time by a broadcast op-
eration, coming from almost anywhere in the world.
These systems reproduce the gray scale very well,
with each pixel representing one of 64 shades. Color
separations are also sent as a set of four gray-scale
originals representing the primary colors plus black.
An electronic picture desk may store the pictures in
memory as they are received.

Remote publishing. Newspapers and magazines are
published from full-page facsimile masters received
in plants thousands of miles away from the place
where the pages are composed. The facsimile record-
ing is made on a film negative or directly on a print-
ing plate. High-resolution, high-speed facsimile units
send full-size newspaper pages over wideband satel-
lite or land lines. Resolutions of 800-1000 lines/inch
may be used. Major newspapers transmit to many
printing plants via direct satellite broadcast to re-
ceiving stations located at each plant. Color pages
are sent by making three or four transmissions of
the original color page by using color separation
filters.

Weather facsimile. Weather networks cover the
United States, constantly making copies of weather
charts. Cloud-cover photographs and multispectral
band images are recorded by facsimile from signals
sent by orbiting and geostationary satellites. See ME-
TEOROLOGICAL SATELLITES. Kenneth R. McConnell

Bibliography. K. R. McConnell, Facsimile Technol-
ogy and Applications Handbook, 2d ed., 1992.
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Factor analysis

A method of quantitative multivariate analysis with
the goal of representing the interrelationships among
a set of continuously measured variables (usually rep-
resented by their intercorrelations) by a number of
underlying, linearly independent reference variables
called factors. Although the term factor analysis has
come to represent a family of analysis methods, the
two most commonly used approaches are the full
component model, in which the entire variance of
the variables (represented by unities inserted in the
principal diagonal of the correlation matrix) is ana-
lyzed, and the common factor model, in which the
proportion of the variance that is accounted for by
the common factors (represented by communality
estimates inserted in the principal diagonal) is ana-
lyzed.

The method was developed in England around the

reliable variance
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Fig. 1. Diagram of the total variance of a variable in
standard score units subdivided into types of variances.

turn of the century and was first applied to the study
of the structure of intellectual abilities. Since then
it has been used in many disciplines, from agricul-
ture to zoology, in which the underlying structure
of multiple variables and their representation in that
structure are of interest. Another application of fac-
tor analysis is to represent parsimoniously the vari-
ables in the set on which the observations are made
by a smaller number of underlying reference vari-
ables or factors.

Equations and matrices. The defining equation for
the full component model is shown in Eq. (1), where

Zip = A1 F1i + Ak + - + ayFy @

2z, represents the standard score for case 7 on variable
v, a,, is the weight for variable v on factor », and F,;
is the amount (factor score), in standard scores, on
factor r possessed by case 7.

The defining equation of the common factor
model is shown in Eq. (2), where the first elements

2y = apiFri+ -+ ayFr + ay,, Uy, (@)

are the same as in the full component model, a,,, is
the weight given variable v’s unique factor, and U,,
is case #’s unique factor score for variable v. Each
variable’s unique factor includes random errors, in-
fluences affecting that variable only, and all other
sources of error and bias that do not contribute to the
correlations of that variable with other variables in
the set, and therefore do not enter into determining
common factors. Usually, only the common factors
are evaluated from the data.

The total variance of each variable, 0%, may be
separated into its constituent variances, as repre-
sented by Eq. (3).

o =0y ton+ o to,toito, 3

Dividing both sides of the equation by ¢, to con-
vert to standard scores yields Eq. (4) in terms of

10=a’ +a’,+ - +a’, +s>+e @D

proportions of variance. This set of proportions of
variances may also be represented diagrammatically
(Fig. D).

In applying the common factor model, usually only
the common variances are evaluated, and their sum
for a variable is represented by h?, and is termed
the communality of the variable. The full component



model accounts for the components making up the
total variance. In practice, however, a “truncated”
analysis is usually performed, so that only the com-
mon variances (or factors) are extracted from the cor-
relation matrix, even though the components model
is used.

The correlation 7y, between two variables can be
accounted for in terms of their common factor load-
ings. For orthogonal factors (axes) this can be repre-
sented by Eq. (5).

Vi = djdp + dpr + -+ apdpy (©)

Thus the correlation between two variables can
be accounted for in terms of their common factors.
The corresponding equation in matrix notation for a
set of variables is R = FF'.

The correlation between two variables may also
be represented geometrically by the scalar product
of the length of two vectors and the cosine of the
angle (¢) between them. This relationship is repre-
sented by Eq. (6). If each variable is indicated by a

7 = ViV COS g (©)

unit length vector (representing its total variance),
the correlation is equal to the cosine of the angle be-
tween them. Representations of several 7’s in terms
of unit length vectors and the angle between them
are shown in Fig. 2. Since the cosine of an angle
of 90° is 0.0, an r of zero may be represented by
two unit length vectors separated by an angle of
90°, and so on. Positive correlations have angles be-
tween 0 and 90°, negative correlations between 90
and 180°.

Figure 3 depicts an attempt to represent the fol-
lowing correlation matrix geometrically in two di-
mensions:

Variable 1 2 3
1.000 .000 .707
.000 1.000 —.505
.707 —.500 1.000

Since the sum of 45° plus 90° is not equal to 120°,
the representation is erroneous; it requires three di-
mensions to represent the vectors and the angles
between them correctly. The minimum number of
dimensions required to represent a matrix of inter-
correlations may be taken to indicate the rank of
the matrix. One of the primary uses of factor analy-
sis is to determine the number of independent ref-
erence variables or dimensions needed to account
for the intercorrelations of a set of continuous vari-
ables. With empirical data that contain measurement
and other sources of error, the rank can only be
approximated.

Figure 4 is a geometric representation of the fol-
lowing matrix of intercorrelations among four vari-

Factor analysis
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Fig. 2. Vectorial representation of correlation coefficients.

120°
45°
90°

Fig. 3. Representation demonstrating that the three-
variable correlation matrix cannot be represented correctly
in two dimensions.

ables, which can be represented correctly in two

dimensions:

Variable 1 2 3 4
1 (1.00) .80 .96 .60
2 (.80) (1.00) .60 .00
3 (96) .60 (1.00) .80
4 (.60) .00 (.80) (1.00)

A pair of orthogonal cartesian axes has been in-
serted into the vector space, with axis I coinciding
with vector 2, and axis II coinciding with variable 4.

Ty
1.0
8 3
1
=
=
37° 16°
2k
37°
| | | | )
2 4 6 8 10

I

Fig. 4. Vectorial representation of the intercorrelations
among four variables in a two-dimensional space.
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Ifitis preferred to have the reference axes (which ac-
tually extend from +1.0 to —1.0) in another position
relative to the variable vectors (on either orthogonal
or oblique axes), they may be transformed to that po-
sition by “rotating” them about the origin. When an
analysis has been performed, the resulting values are
usually written in an abbreviated factor matrix form,
with the entries in the body of the table (that is, the
factor coefficients) being the coordinates of the vari-
ables on the axes, and h? (the sum of the squared
factor coefficients on orthogonal axes) representing
the communality of the variable:

Factor
Variable I I b?
1 .8 .6 1.0
2 1.0 .0 1.0
3 8 1.0
4 1.0 1.0

For fallible data the values of the communalities
would be less than 1.0. The nature of the underlying
characteristic represented by a factor is frequently
inferred from the common element or characteristic
of the variables having high loadings on the factor.

Procedure. The most commonly performed steps
in factor analysis are as follows:

1. Factoring the correlation matrix: The most
commonly used procedure is to obtain the eigenvec-
tors and eigenvalues of the matrix by least-squares
procedures with unities inserted in the principal
diagonal (principal components), or with commu-
nality estimates in the principal diagonal (principal
factors). In the latter case the factoring process is
frequently iterated one or more times (using the
communalities computed from the previous factor-
ing) to stabilize the communality estimates. A num-
ber of other factoring procedures have been de-
vised, including diagonal, centroid, multiple-group,
image, alpha, nonlinear, nonmetric, and maximum-
likelihood solutions.

2. Determining the number of factors: Since,
with falliable data, there is not an exact number of
factors, a large number of approximate criteria have
been developed. Some commonly used ones with
principal-components analysis are retaining those
factors with eigenvalues > 1.0, and Cattell’s screen
test.

3. Rotation and interpretation of factors: The
position of the axes determined by the mathemat-
ical factoring methods are usually not optimal for
inferring the nature of the factors based on the con-
tent of the variables and knowledge of the field of
investigation. Axes may be rotated about the origin,
yielding orthogonal or oblique axes solutions accord-
ing to several models that are more appropriate for
interpretation.

Historically, one of the first models was C. Spear-
man’s two-factor theory. He observed that measures
of mental abilities intercorrelated positively, and de-
veloped a theory of a general intellectual ability,

which he called the two-factor theory. All the mental
ability measures loaded on a common factor (labeled
“g,” for general intellectual ability), and each test also
had its own specific factor. K. J. Holzinger modified
the model to the bifactor theory. In addition to the
general or g-factor, groups of the mental ability tests
have factors in common; these group factors repre-
sented cognitive abilities such as verbal, numerical,
and reasoning.

A more general modelis L. L. Thurstone’s multiple-
factor theory, which is based on the principle of “sim-
ple structure.” For the case where each variable is fac-
torially less complex than the set of variables taken
together, the following are some considerations for
evaluating a simple structure: Each variable should
have at least one factor loading close to zero. Each
factor should have at least as many near-zero loadings
as there are factors. For every pair of factors there
should be several variables with near-zero loadings
on one factor, but not on the other. For analyses with
four or more factors, a large proportion of the vari-
ables should have negligible loadings on any pair of
factors. Only a small number of variables should have
appreciably large loadings on any pair of factors.

A secondary consideration in guiding rotations of
factors based on sets of variables with positive in-
tercorrelations is “positive manifold”; that is, after
rotation of axes all factor loadings are zero or pos-
itive. Figure 5 shows a possible simple structure
for 10 variables with a positive manifold configu-
ration in three factors on the surface of a sphere,
and Fig. 6 shows one for 12 variables, with bipolar
factors having negative as well as positive loadings.
Several computer programs have been devised for
axis rotation to simple structure. The most widely
used one for orthogonal solutions is H. E Kaiser’s
normalized-varimax algorithm, and for oblique rota-
tions the oblimin, biquartimin, promax, and max-
plane methods. In an oblique solution, the degree
of obliqueness of the axes, as well as the matrix of
factor coefficients, must be taken into consideration.
The matrix representing the obliquities of the axes

factor pattern

variable I I I
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Fig. 5. A simple structure configuration for 10 variables in
three dimensions, shown on the surface of a sphere, with
reference axes |, I, and lll at the intersections, and the
corresponding factor-pattern matrix.
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Fig. 6. A simple structure for 12 variables in three
dimensions with bipolar factors, and the corresponding
factor-pattern matrix.

in an oblique solution may be factored to obtain a
second-order factor solution, and if several oblique
factors are obtained, higher-order analyses may be
performed.

“Procrustes” is another approach to rotation of
axes. It involves setting up a hypothesized factor pat-
tern for a set of variables based on theory or previ-
ous results, and rotating the factor matrix as closely
to the hypothesized matrix as possible while still re-
producing the correlation matrix as accurately as can
be done from the unrotated factors. This procedure
is also used to make factor solutions based on com-
mon sets of variables as congruent as possible before
relating factors across studies.

Factor scores. It will be recalled that the defining
equations given at the beginning of this article in-
cluded F,;’s, or factor scores in standard score units.
Since the standard scores on the variables and the
factor coefficients are available after a factor analy-
sis, the weights for factor scores can be solved for,
or estimated, by linear regression. Theoretically the
factor scores can be solved for exactly in the full com-
ponents model, and only estimated in the common
factor model, since estimates of the unique factor
scores and weights are usually not available in that
model. A more direct, less formal approach to esti-
mating factor scores is to use one or more of the
variables that have high coefficients on a factor, but
with only negligible coefficients on other factors, to
represent the factor.

Statistical inference. The usual statistical approach
to factor analysis is descriptive, although some tests
of significance and other inferential procedures have
been developed. Factor analytical studies may be
classified as exploratory or confirmatory. In connec-
tion with the latter, analysis of covariance structures
is a procedure that is used to test the fit of the datatoa
model of specified factor coefficients. The number of
cases used to obtain the sample data is usually several
times the number of variables in order to minimize

problems of statistical significance and help ensure
that the correlation matrix will be gramian.

Designs. While the intercorrelation of variables
over cases on one occasion (R-technique) is the most
common design, others such as Q-technique (the
correlation of cases over variables on one occasion),
and P-technique (the correlation of variables over
occasions for one case) have been used. Also, three-
mode factor analysis permits the simultaneous analy-
sis of variables, cases, and occasions. Factor analysis
has been used in many fields of science to infer the
underlying structure of overlapping measured vari-
ables, and especially in psychology to analyze mea-
sures of individual differences and their underlying
structure. See STATISTICS. Benjamin Fruchter

Bibliography. D. Child, The Essentials of Factor
Analysis, 2d ed., 1991; A. L. Comrey and H. B. Lee,
A First Course in Factor Analysis, 2d ed., 1992; R. P.
McDonald, Factor Analysis and Related Methods,
1985; R. A. Reyment and K. G. Joreskog, Applied Fac-
tor Analysis in the Natural Sciences, 2d ed., 1993.
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Fagales

An order of flowering plants, division Magnolio-
phyta (Angiospermae), in the superorder Rosidae
of Eudicotyledon. The order consists of 8 families
(Betulaceae, Casuarinaceae, Fagaceae, Juglandaceae,
Myricaceae, Nothofagaceae, Rhoipteleaceae, Tico-
dendraceae) and approximately 30 genera and nearly
1000 species. The Fagales are either simple or
compound-leaved, woody plants. Flowers are mostly

Butternut or white walnut (Juglans cinerea), a North
American species showing compound leaves and slender
drooping male catkins. (Ken Sytsma, University of
Wisconsin)

Fagales
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Falconiformes

unisexual and much reduced for wind pollination.
The female flowers produce one- or two-seeded
nut fruits (for example, acorn, chestnut, walnut);
the male flowers are grouped into pendant catkins
(see illus.). Birch (Betula), beech (Fagus), walnut
(Juglans), and oak (Quercus) are members of the
Fagales. See BEECH; BIRCH; MAGNOLIOPHYTA; OAK;
PLANT KINGDOM; ROSIDAE. K. J. Sytsma

1
Falconiformes

A worldwide order of diurnal predacious birds with-
out obvious affinities to other orders of birds. They
are not closely related to the owls; any similarities
between these two orders are the result of conver-
gence. See AVES.

Classification. The Falconiformes are divided into
two suborders. The first, Accipitres, has three fami-
lies: Pandionidae (osprey; one species; worldwide,
including Australia; see illustration); Accipitridae
(hawks, eagles, kites, harriers, and Old World vul-
tures; 217 species; worldwide); and Sagittariidae
(secretary bird; one species; Africa). The second sub-
order, Falcone, contains a single family, Falconidae
(falcons, caracaras; 62 species; worldwide). The
New World vultures, which had been included in
the Falconiformes, are now placed with the Ciconi-
iformes. See CICONIIFORMES.

The inclusion of all these families in one order
has been questioned. Some scientists conclude that
the falcons are not related to the Accipitres but
are allied to the owls. The position of the largely
ground-dwelling and hunting secretary bird has been
questioned, with some researchers suggesting that it

Osprey (Pandion haliaetus). (Photo by Glenn and Martha
Vargas, (© 2002 California Academy of Sciences)

may be a predacious member of the Gruiformes. See
GRUIFORMES; STRIGIFORMES.

Characteristics. The falconiforms (or diurnal rap-
tors) range in size from sparrow-sized falconets
(Microbierax) of southeastern Asia to the gypaetine
vultures with wingspans of 8 ft (2.5 m); most are
medium-sized to larger birds. They have strong feet,
usually with three toes pointing forward and one
pointing backward, and ending with sharp claws.
Their beaks are hooked and powerful. Their well-
developed wings vary in shape according to the type
of flight; they are long and pointed in falcons, short
and broad in accipitrine hawks, and long and broad
in vultures, eagles, and buzzards. Falconiforms gener-
ally hunt from the air, with their wing shape depend-
ing on the mode of hunting flight, and they feed on
animal prey from insects to sizable vertebrates, in-
cluding fish, and on carrion. However, the palm-nut
vulture (Gypobierax angolensis) of Africa is partly
vegetarian, eating the fruits of oil palms.

Hawks are flying specialists, although most species
can walk well. They are monogamous, with a strong
pair bond, and they may mate for life. The young are
downy, stay in the nest, and are cared for by both
parents. Many northern species are migratory, with
spectacular concentrations observed along moun-
tain ridges and the coast during the fall migration.

The osprey (see illustration) is specialized for
catching fish with a reversible fourth toe, well-
developed claws, and spiny scales along its toes. The
one species is found almost worldwide.

The secretary bird of Africa is long-legged and spe-
cialized for a terrestrial way of life. It runs rapidly, flies
only infrequently, and catches poisonous snakes as
well as many other vertebrates.

Falcons are fast-flying birds with long, pointed
wings. They hunt from the air, diving and catching
their prey in the air or on the ground. They possess
an extra toothlike projection on the lateral edges of
the upper jaw just behind the terminal hook.

Fossil record. Hawks, falcons, and ospreys are
known from Eocene-Oligocene times and are well
represented in the fossil record. Secretary birds, now
restricted to Africa, are known from the Oligocene
and Miocene of France. Most interesting is that the
Old World vultures (Gypaetinae) have an extensive
fossil record in North America.

Economic significance. Hawks had once been re-
garded as vermin, but now that their value in
controlling rodent pests is understood, they are
widely protected. The presence of concentrations
of dichlorodiphenyltrichloroethane (DDT) and other
pesticides in their food has caused drastic decreases
in the number of many species and the near elimina-
tion of the osprey, peregrine falcon, and bald eagle
over large parts of their range. With decrease in the
use of DDT and other pesticides, they are regaining
their former numbers. Still, many species remain en-
dangered because of habitat loss, decrease in prey,
and continued use of toxic pesticides. More recently,
several species of Old World vultures in India have
decreased greatly in number with the apparent cause
being susceptibility to antibiotics present in the dead



cattle eaten by these scavengers; the drugs have been
heavily overused and had built up in the body of the
cattle. See PESTICIDE. Walter J. Bock

Bibliography. L. Brown and D. Amadon, Eagles,
Hawks and Falcons of the World, Country Life
Books, Feltham, 1968; T. ]. Cade, The Falcons of the
World, Cornell University Press, 1982; J. Ferguson-
Lees et al., Raptors: An Identification Guide to the
Birds of Prey of the World, Houghton-Mifflin, 2001.

-
Fallopian tube

The upper part of the female oviduct present in
humans and other higher vertebrates. The fallop-
ian tube extends from the ovary to the uterus and
transports ova from the ovary to the cavity of the
uterus. Each tube is about 5 in. (12.5 cm) long; one
lies on either side of the uterus and is attached at
the upper portion. Each curves outward to end in
a hoodlike opening, the infundibulum, with many
fingerlike projections, the fimbriae; the cavity of the
fallopian tube is continuous with the cavity of the
coelom. The ovaries lie below and inside the tubal
curve. When ovulation occurs, about the middle of
each menstrual cycle in humans, the ovum is picked
up by the fimbriae and drawn into the infundibu-
lum and hence the oviduct. The lining of this tube
is an epithelium with many hairlike processes, cilia,
on its surface. These cilia, and probably muscular
action, move the ovum along the tube. The ovum re-
mains viable for about 1-3 days only. If fertilization
occurs, the ovum moves into the cavity of the uterus
and then implants on its wall. If fertilization fails to
occur, the ovum degenerates in the uterus. Occa-
sionally, a fertilized ovum fails to enter the uterus,
or may be freed into the abdominal cavity, so that
an ectopic pregnancy results if the ovum finds a site
for implantation. See PREGNANCY DISORDERS; REPRO-
DUCTIVE SYSTEM. Walter Bock

1
Fan

A fan moves gases by producing a low compression
ratio, as in ventilation and pneumatic conveying of
materials. The increase in density of the gas in pass-
ing through a fan is often negligible; the pressure
increase or head is usually measured in inches of
water.

Blowers are fans that operate where the resistance
to gas flow is predominantly downstream of the fan.
Exhausters are fans that operate where the flow re-
sistance is mainly upstream of the fan.

Fans are further classified as centrifugal or axial
(Fig. 1). The housing provides an inlet and an outlet
and confines the flow to the region swept out by
the rotating impeller. The impeller imparts velocity
to the gas, and this velocity changes to a pressure
differential under the influence of the housing and
ducts connected to inlet and outlet.

Performance. In selecting a fan for a particular ap-
plication, requirements of primary interest are the
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Fig. 1. Fan types. (a) Centrifugal. (b) Axial.
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Fig. 2. Static pressure characteristics of backwardly
curved blade centrifugal fan at constant speed.

1 horsepower = 746 W. | in. water = 249 Pa. 1 ft3/min =
0.00047 m¥%/s.

quantity Q of gas to be delivered by the fan and the
head H which must be developed to overcome the
resistance to flow of the quantity Q in the connected
system. These operating conditions establish the fan
dimensions of diameter D and rotational speed N.
Performance of a fan of diameter D is rigorously de-
scribed by its characteristic curves (Fig. 2). Fans of
different types and sizes are conveniently compared
by converting their characteristics to dimensionless
form. Figures 3 and 4 show selected fan perfor-
mance on the percentage basis, where 100% rating
is defined as the peak of the efficiency curve.
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Fig. 3. Percentage characteristics compare performance
of three forms of centrifugal fans. 1 horsepower = 746 W.
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Fig. 4. Percentage characteristics of one axial fan.
1 horsepower = 746 W.

The load placed on the fan must correspond to a
condition on its operating characteristic. If the sys-
tem in which the fan operates presents less resis-
tance than is overcome by the head developed by the
fan at the required capacity, more resistance must be
introduced by a damper, or the fan speed must be
changed, or the excess capacity must be diverted
elsewhere.

Performance of a given fan, operating at a given
point on its efficiency curve, varies with speed in
accordance with the following rules:

Capacity Q proportional to speed N
Head H proportional to speed squared N>
Horsepower P proportional to speed cubed N?

For a series of similar fans, operating at a given
point on their efficiency curves and at the same
speed, performance varie according to the follow-
ing rules:

Capacity Q proportional to diameter cubed D?

Head H proportional to diameter squared D?

Horsepower P proportional to diameter to fifth
power D°

These relations can be combined to express the per-
formance of a family of similar fans in terms of di-
mensionless coefficients, as in Egs. (1)-(3).

) ) Q
Capacity coefficient Cp = —— 1
pacity = N @
. gH

Head coefficient Cy; = N2 (@3]
Power coefficient C, sP (6))

W = —

" wN3Ds

where  Q = capacity, ft*/s
H = head, ft of fluid
P = shaft horsepower, ft-Ib/s
g = gravitional acceleration, ft/s>
N = revolutions/s
w = weight density, Ib/ft?
D = wheel diameter, ft

Values of these coefficients for a selected group of
fans are listed in the table.

Comparison of different types of fans is further
facilitated by the elimination of the diameter term.
Equations for capacity coefficient and head coeffi-
cient are solved simultaneously to give specific speed
Ng, as in Eq. (4). Specific speed is an inherent perfor-

NQl/Z

" G @
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mance criterion; it is usually employed as a dimen-
sionally impure coefficient. In the selection of a fan
for a given application, a fan is chosen that has the de-
sired value of Ny in its region of peak efficiency. Low
specific speed corresponds to a fan of low rotative
speed and large impeller diameter.

Alternatively, speed can be eliminated, giving

Performance and dimensions of a group of fans

Centrifugal fans

Backwardly Forwardly Axial fan
curved blades Steel plate curved blades (pressure blower)
Performance
Specific speed (Ns) 0.25 0.11 0.21 0.75
Peak efficiency, % 75 65 65 72
Tip speed, fpm x 10° 18 11 3.5 16
Cy at shutoff 3.8 6.3 1.2 3.2
Cq at peak efficiency 0.42 0.18 1.2 0.4
Cp at peak efficiency 2.1 1.7 2.1 0.55
Proportions as functions of
wheel diameter D
Inlet area (XD?) 0.7 0.4 0.8 0.8
Outlet area (XD?) 0.6 0.3 0.7
Axial blade length (XD) 0.3 0.4 0.6
Number of blades 18 8 64 6




specific diameter Dy, as in Eq. (5).
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Types. The shape of a fan characteristic as a func-
tion of capacity depends on the fan type. For exam-
ple, backwardly curved blade centrifugal fans have a
steeply falling head characteristic and a self-limiting
horsepower characteristic as shown in Fig. 3.

Fans with forwardly curved blades have rising
head and horsepower characteristics. The axial fan
has a falling horsepower characteristic so that at shut-
off the fan may require more power than at high flow
rate (Fig. 4). See DUCTED FAN.  Theodore Baumeister

Bibliography. E. A. Avallone and T. Baumeister III
(eds.), Marks’ Standard Handbook for Mechanical
Engineers, 10th ed., 1996; A. H. Church, Centrifu-
gal Pumps and Blowers, 1944, reprint 1972; V. L.
Streeter, B. Wylie, and K. W. Bedford, Fluid Mechan-
ics, 9th ed., 1998.

1
Faraday effect

Rotation of the plane of polarization of a beam of lin-
early polarized light when the light passes through
matter in the direction of the lines of force of an
applied magnetic field. Discovered by M. Faraday in
1846, the effect is often called magnetic rotation.
The magnitude o of the rotation depends on the
strength of the magnetic field H, the nature of the
transmitting substance, the frequency v of the light,
the temperature, and other parameters. In general,
o = VxH, where x is the length of the light path in
the magnetized substance and V the so-called Verdet
constant. The constant Vis a property of the transmit-
ting substance, its temperature, and the frequency of
the light.

The Faraday effect is particularly simple in sub-
stances having sharp absorption lines, that is, in gases
and in certain crystals, particularly at low tempera-
tures. Here the effect can be fully explained from the
fundamental properties of the atoms and molecules
involved. In other substances the situation may be
more complex, but the same principles apply.

Rotation of the plane of polarization occurs when
there is a difference between the indices of refrac-
tion n* for right-handed polarized light and n~ for
left-handed polarized light. Most substances do not
show such a difference without a magnetic field, ex-
cept optically active substances such as crystalline
quartz or a sugar solution. It should be noted that
the index of refraction in the vicinity of an absorp-
tion line changes with the frequency (Fig. 1a). See
ABSORPTION OF ELECTROMAGNETIC RADIATION; PO-
LARIZED LIGHT.

When the light travels parallel to the lines of force
in a magnetic field, an absorption line splits up into
two components which are circularly polarized in
opposite directions; that is the normal Zeeman ef-
fect. This means that, for one line, only right-handed
circularly polarized light is absorbed, and for the

— s

(a)

(b)

Fig. 1. Curves used in explaining the Faraday effect.

(a) Index of refraction for left-handed circularly polarized
light (n~) and right-handed light (n™) in the vicinity of an
absorption line split into a doublet (v, ) in a magnetic
field. (b) Difference between two curves, n* — n—. Magnetic
rotation is proportional to this difference.

other one, only left-handed light. The indices of re-
fraction n~ and n" bear to their respective absorp-
tion frequencies the same relation as indicated in
Fig. 1a; that is, they are identical in shape but dis-
placed by the frequency difference between the two
Zeeman components. It is evident that n* — ™ is dif-
ferent from zero (Fig. 1), and the magnetic rotation
is proportional to this difference. The magnitude of
the rotation is largest in the immediate vicinity of the
absorption line and falls off rapidly as the frequency
of the light increases or decreases. See ZEEMAN
EFFECT.

The Faraday effect may be complicated by the fact
that a particular absorption line splits into more than
two components or that there are several original ab-
sorption lines in a particular region of the spectrum.

The case represented in Fig. 1 is independent of
the temperature, and the rotation is symmetric on
both sides of an absorption line. This case is called,
not quite correctly, the diamagnetic Faraday effect.
It occurs when the substance is diamagnetic, which
means the splitting of the absorption line is due to
the splitting of the upper level only (Fig. 2a), and
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Fig. 2. Two cases of Faraday effect. (a) Diamagnetic case,

which is temperature-independent, and (b) paramagnetic
case, which is temperature-dependent.

Faraday effect
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Faraday’s law of induction

the lower level of the line is not split. The same
situation prevails in general when the intensity of
the two Zeeman components is equal. This holds for
all substances except paramagnetic salts at very low
temperatures (Fig. 2b), in which case the v~ compo-
nent is absent.

In the latter case at high temperatures there are
an equal number of ions in the +1 and —1 states,
and the two Zeeman components have equal inten-
sities, as in the previously discussed situation. When
the temperature is lowered, however, the ions con-
centrate more and more in the lower level (—1), and
therefore absorption by ions in the upper level (+1)
disappears. At very low temperatures only the high-
frequency component in the Zeeman pattern is left.
In this case the n~ refraction coefficient is not af-
fected by the presence of the absorption line and is a
constant. The difference n* — n~ will therefore have
the shape of the ™ curve in Fig. 1a. Here the rotation
is not symmetric with respect to the absorption line.
If it is right-handed on one side of the line, it will be
left-handed on the other. As the temperature is raised,
the other line comes in with increasing strength until
the two are nearly equal. In the transition region the
Faraday effect depends strongly on the temperature.
This is called the paramagnetic Faraday effect.

It is possible to modulate laser light by use of the
Faraday effect with a cylinder of flint glass wrapped
with an exciting coil. But since this coil must pro-
duce a high magnetic field of about 19,000 gauss, this
method of modulation has been little used. For a dis-
cussion of other phenomena related to the Faraday
effect see MAGNETOOPTICS. G. H. Dieke; W. W. Watson

1
Faraday’s law of induction

A statement relating an induced electromotive force
(emf) to the change in magnetic flux that produces
it. For any flux change that takes place in a circuit,
Faraday’s law states that the magnitude of the emf €
induced in the circuit is proportional to the rate of
change of flux as in expression (1).
do 1
€ X i (€3)
The time rate of change of flux in this expression
may refer to any kind of flux change that takes place.
If the change is motion of a conductor through a
field, d®/dt refers to the rate of cutting flux. If the
change is an increase or decrease in flux linking a
coil, d®/dt refers to the rate of such change. It may
refer to a motion or to a change that involves no
motion.
Faraday’s law of induction may be expressed in
terms of the flux density over the area of a coil. The
flux @ linking the coil is given by Eq. (2), where « is

d>=/Bcosa dA @)

the angle between the normal to the plane of the coil
and the magnetic induction B. The integral is taken

over the area 4 enclosed by the coil. Then, for a coil
of N turns, Eq. (3) holds.

dd / d(Bcosa)
N | ———A

€ = — _— = —
dt

pr (€))

See ELECTROMAGNETIC INDUCTION; ELECTROMOTIVE
FORCE (EMF). Kenneth V. Manning

]
Farm crops

The farm crops may be roughly classed as follows:
(1) food crops—the bread grains (wheat and rye),
rice, sugar crops (sugarbeets and sugarcane), pota-
toes, and dry legume seeds (peanuts, beans, and
peas); (2) feed crops—corn, sorghum grain, oats,
barley, and all hay and silage; and (3) industrial
crops—cotton (lint and seed), soybeans, flax, and
tobacco. See BARLEY; BEAN; CORN; COTTON; FLAX;
GRAIN CROPS; OATS; PEA; PEANUT; POTATO, IRISH;
POTATO, SWEET; SORGHUM; SOYBEAN; SUGAR CROPS;
TOBACCO.

Regional cultivation. Crop production is regional-
ized in the United States in response to the com-
bination of soil and climatic conditions and to the
land topography, which favors certain kinds of crop
management. In general, commercial farm crops are
confined to land in humid and subhumid climates
that can be managed to minimize soil and water ero-
sion damage, where soil productivity can be kept at
a relatively high level, and where lands are smooth
enough to permit large-scale mechanized farm op-
erations. In less well-watered regions, cropping is
practiced efficiently on fairly level, permeable soils,
where irrigation water can be supplied. The tilled
crops, such as corn, sorghums, cotton, potatoes, and
sugar crops, are more exacting in soil requirements
than the close-seeded crops, such as wheat, oats, bar-
ley, rye, and flax. The crops planted in soil stands,
mostly hay crops (as well as pastures), are efficient
crops for lands that are susceptible to soil and water
erosion.

United States productivity. The United States has the
highest production of any area of its size in the world
with regard to farm crops, together with pasture and
rangelands that support livestock. Productivity per
acre has increased tremendously over the years be-
cause of a combination of factors that have resulted
in more efficient systems of farming. These factors
include greatly improved use of mechanical and elec-
tric power and a high degree of mechanization ap-
plied to land and water management, methods of
land preparation, planting, crop protection (against
insects, diseases, and weeds), harvesting, curing, and
storage. There have been marked advances in im-
proving varieties of all crops and in seed technology.
The development and application of effective pesti-
cide chemicals and the greatly increased use of com-
mercial fertilizers have been included in the newer
farming systems. Soil and water conservation pro-
grams are widespread, resulting in better choice of
many kinds of crops and of farming practices that
are most suitable to the local climatic conditions and



to the capabilities of the local classes of soils. See
AGRICULTURAL SCIENCE (PLANT); AGRICULTURAL SOIL
AND CROP PRACTICES; FERTILIZING; LAND DRAINAGE
(AGRICULTURE).

Farming regions. The major farming regions of the
United States are named from the predominant kinds
of crops grown, even though there is tremendous di-
versity within each region. The Corn Belt includes
a great central area extending from Nebraska and
South Dakota east across much of lowa, Missouri, Illi-
nois, and Indiana to central Ohio. To the north and
east of this region is the Hay and Dairy Region, which
actually grows large quantities of feed grains. To the
south of the Corn Belt is the Corn and Winter-Wheat
Belt, but here also extensive acreages of other crops
are grown. The southern states, once the Cotton
Belt, now concentrate on hay, pasture, and livestock,
with considerable acreages of soybeans and peanuts.
The cultivated portions of the Great Plains, extend-
ing from Canada to Mexcio, with annual rainfall of
15-25 in. (37.5-52.5 cm) are divided into a spring-
wheat region in the Dakotas and a winter-wheat re-
gion from Texas to Nebraska, with grain sorghum a
major crop in all portions of the Great Plains where
soil conditions and topography favor tillage. The In-
termountain Region, between the Rocky Mountains
and the Cascade-Sierra Nevada mountain ranges, is
cropped only where irrigation is feasible, and a wide
range of farm crops is grown. In the three states of
the Pacific Region, a great diversity of crops is grown.
Cotton is now concentrated in the irrigated regions
from Texas to California.

Marketing. From a world viewpoint, the United
States is known most widely for its capacity to pro-
duce and export wheat. However, this nation has
become a major producer of soybeans for export,
and rice exports have become important. The abil-
ity to produce feed grains in abundance and at rel-
atively low cost has created a large world market
for United States corn, sorghum grains, oats, and
barley. Although United States cotton once domi-
nated the world market, its total production is now
only about one-quarter of the world cotton supply.
Most of the other farm crops are consumed within
the United States. Tobacco and sugar crops are high
acre-value crops, as are potatoes, peanuts, and dry
beans. The production of these high acre-value crops
is concentrated in localized areas where soils and cli-
mate are particularly favorable, rather than in broad
acreages. Howard B. Sprague

[
Fat and oil

Naturally occurring esters of glycerol and fatty acids
that have commercial uses. Since fats and oils are
triesters, they are commonly called triglycerides or
simply glycerides. A glyceride may be designated a
fat or oil, depending on its melting point. A fat is solid
and an oil is liquid at room temperature. Some liquid
waxes are incorrectly referred to as oils. See ESTER;
TRIGLYCERIDE; WAX, ANIMAL AND VEGETABLE.

Structure and properties. The structure of triglyc-
erides is shown below, where Ry, R;, and Rj repre-
sent the alkyl chain of the fatty acid.

H2COC(O)R,
\

HCOC(O)R,
|
H2COC(OR3

The physical and chemical properties of fats and
oils are determined to a large extent by the types of
fatty acids in the glyceride. It is possible for all the
acids to be identical, but this is rare. Usually there are
two or even three different acids esterified to each
glycerol molecule.

In all commercially important glycerides, the fatty
acids are straight-chain, and nearly all contain an even
number of carbon atoms. There are often traces of
acids with an odd number of carbon atoms as well,
but these are normally ignored. With the exception
of castor oil, which contains the hydroxy substi-
tuted acid, ricinoleic acid, the alkyl chain is unsubsti-
tuted.

Most fats and oils are based on C,s and C;g acids
with zero to three ethylenic bonds. There are excep-
tions, such as coconut oil, which is rich in shorter-
chain acids, and some marine oils, which contain
acids with as many as 22 or more carbons and six or
more ethylenic linkages. The fatty acid composition
of anumber of commercial glycerides is shown in the
table. The effect of chain length and degree of un-
saturation on the chemical and physical properties
is evident.

The majority of fats and oils are not important com-
mercially. However, the noncommercial group con-
tains the most unusual fatty acids, such as those with
acetylenic bonds, epoxy rings, and cyclic structures.

Sources and isolation. The majority of fats and oils
come from only a few sources. Plant sources are nuts
or seeds, and nearly all terrestrial animal fats are from
adipose tissue. Marine oils come principally from the
whole body, although a small amount comes from
trimmings.

Plant fats and oils are obtained by crushing and
solvent extraction. Crushing is the older process, and
while it is simpler to use than solvent extraction, it
is less efficient. Sometimes high-fat-content sources
are crushed or prepressed prior to solvent extraction
to facilitate the extraction operation. See SOLVENT
EXTRACTION.

Animal and marine oils are nearly all recovered by
rendering. This is a process of heating fatty tissue
with steam or hot water to melt and free the glyc-
eride, followed by separating the oil or fat from the
aqueous layer. The glyceride is processed for direct
sale; the aqueous layer is first dried and then sold as
a feed supplement. Tallow is obtained almost exclu-
sively from beef adipose tissue; grease comes from
swine. See ADIPOSE TISSUE.

Processing. There are some uses for fats and oils
in their native state, but ordinarily they are con-
verted to more valuable products. The most impor-
tant changes are hydrolysis and hydrogenation.

Fat and oil
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20 Fat and oil

Percentage fatty acid composition and some empirically determined properties of selected commercial glycerides?
Saturated® Unsaturated® Average?

Source 08 10 12 14 16 18 20 16:1 18:1 182 18:3 184 20:1 20:2 20:4 205 22:6 \% SV mp,°C Titer, °C
Castor® 1 1 3 4 85 181 =11
Coconut 8 7 48 17 8 4 5 3 8 255 24 22
Corn 11 2 27 59 124 190 -1
Cottonseed 1 25 3 17 53 103 193 0 34
Crambe 2 2 17 9 6 61 1 91 170

Linseed 6 4 19 15 57 175 192 —20 20
Palm 1 47 4 38 52 200 37 44
Palm kernel 1 3 51 18 9 2 15 1 19 250 25 24
Rapeseed’ 4 1 A 17 13 5 56 81 175 -9 14
Soybean 10 3 22 55) 8 1 130 193 —22 20
Tallow 3 26 22 3 43 1 50 200 42
Herring 1 14 1 10 24 11 3 9 13 6 148 190 24
Menhaden 7 24 3 10 17 1 4 3 12 9 178 191 28

2Values are approximate, do not include trace amounts of acids, and do not show the variation due to variety and growing conditions.

b08, 10, and so on, indicate total number of carbons in the fatty acid.

€18:1, 18:2, and so on, indicate total number of carbons in the fatty acid and the number of ethylenic bonds.

9V = jodine value; SV = saponification value.

©Castor oil contains about 90% 12-hydroxy-9-octadecenoic acid.

"Newer varieties have less than 1% C 20:1 unsaturated acid.

Hydrolysis is commonly called splitting. The pur-
pose is to hydrolyze the ester into its constituent glyc-
erol and fatty acids, which are valuable intermediates
for many compounds. Splitting is normally a contin-
uous process in which the glyceride and water are
fed into a tall cylindrical reactor at a temperature of
about 260°C (500°F) and pressure of approximately
5200 kilopascals (750 Ib/in.?). Fatty acids come out
the top, and sweetwater, aqueous glycerol, comes
out the bottom; both are recovered and purified. See
GLYCEROL; HYDROLYTIC PROCESSES.

Hydrogenation is the catalytic addition of hydro-
gen to ethylenic bonds, and is applicable to both
acids and glycerides. Nickel is the customary cata-
lyst, and the reaction is normally run at pressures to
3100 kPa (450 1b/in.?) and temperatures to about
200°C (390°F). The purpose of hydrogenation is usu-
ally to raise the melting point or to increase the re-
sistance to oxidation. See HYDROGENATION.

Analysis. At one time the characterization of fats
and oils was exceedingly difficult due to their molec-
ular weight and similar structure. Consequently, var-
ious empirical tests were devised to ensure quality
and identity. Gas-liquid chromatography has largely
supplanted these old tests, but some still remain and
form the basis for commercial standards and trading
rules.

lodine value. The iodine value of a glyceride is related
to its unsaturation: the higher the iodine value, the
greater the unsaturation and the greater the liquidity.
It is expressed in grams of iodine absorbed by 100 g
of oil.

Saponification value. In this indirect procedure the
ester is saponified and then back-titrated to de-
termine the mean molecular weight of the glyc-
eride molecule. The lower the molecular weight,
the greater the saponification value. See DETERGENT;
SOAP.

Acid value. The acid value of an oil or fat indicates
the amount of nonesterified fatty acid present. The
determination is made by alkaline titration.

Solidification point. This is the temperature at which
a liquefied sample solidifies under certain standard-
ized conditions. The solidification point is not nec-
essarily the same as the melting point.

Titer. Titer is the temperature at which the first
permanent cloud appears when a molten sample is
cooled in a specified manner. It is an important test
for detecting small amounts of contaminants.

Color. Color is almost invariably related to quality:
the darker the color, the poorer the quality. There are
many methods for determining color, most of which
were developed for a specific product or group of
products.

Gas-liquid chromatography. Gas-liquid chromatography
is the most valuable analytical procedure available to
the chemist of fats and oils. By selecting the proper
column and operating temperatures, it is possible to
obtain a quantitative estimate of the chain length, the
amount of unsaturation, and the types of substitution
associated with the fatty-acid chain.

Since gas-liquid chromatography requires so lit-
tle sample and can be quantified, it has been used
to determine, indirectly, the iodine value and the
acid value of fats and oils when there has been in-
sufficient sample for conventional analysis. Because
gas-liquid chromatography is so sensitive to small
amounts of trace substances, it is especially use-
ful for distinguishing between two sources of glyc-
erides or their derivatives. See CHROMATOGRAPHY;
DRYING OIL; ESSENTIAL OILS; FAT AND OIL (FOOD).

Howard M. Hickman

Bibliography. R. J. Hamilton and A. Bhati (eds.),
Fats and Oils: Chemistry and Technology, 1981;
R. J. Hamilton and A. Bhati (eds.), Recent Advances
in Fats and Oils, 1987; K. S. Markley, Fatty Acids:



Their Chemistry, Properties, Production, and Uses,
5 pts.,, 2d ed., 1983; D. Swern, Bailey’s Indus-
trial Oil and Fat Products, 4th ed., 2 vols., 1979-
1982.
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Fat and oil (food)

One of the three major classes of basic food sub-
stances, the others being protein and carbohydrate.
Fats and oils are a source of energy. They also aid
in making both natural and prepared foods more
palatable by improving the texture and providing
a more desirable flavor. See CARBOHYDRATE; FOOD;
PROTEIN.

Fats and oils are esters of glycerol and fatty acids.
They contain small amounts of other fat-soluble
compounds—some common to all fats and others
depending on the natural source. Fats and oils are
soluble in organic solvents such as petroleum hy-
drocarbons, ether, and chloroform, but are insoluble
in water. By definition, fats are more or less solid
at room temperature, whereas oils are liquid. Some
tropical oils, such as coconut oil, are solid at nor-
mal room temperature, but are liquid in their natural
habitat.

Fats are grouped according to source. Animal fats
are rendered from the fatty tissues of hogs, cattle,
sheep, and poultry. Butter is obtained from milk.
Vegetable oils are pressed or extracted from vari-
ous plant seeds, primarily from soybean, cottonseed,
corn (germ), peanut, sunflower, safflower, olive,
rapeseed, sesame, coconut, oil palm (pulp and ker-
nel separately), and cocoa beans. Marine oils are not
consumed in the United States, but commonly are
elsewhere. They are obtained mostly from herring,
sardine, and pilchard.

Nutritive value. Fats and oils are important in the
diet. They are the most concentrated form of food
energy, contributing about 9 cal/g (38 joules/g), as
compared to about 4 cal/g (17 joules/g) for carbohy-
drates and proteins. Fats make a meal more satisfying
by creating a feeling of fullness, and also delay the
onset of hunger. Contrary to popular belief, fats are
highly digestible, with 94-98% of the ingested fat
being absorbed from the intestinal tract.
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Fat and oil (food)

The polyunsaturated fatty acids, primarily linoleic
and arachidonic, are essential nutrients; that is, they
are not synthesized by the body but are required
for tissue development. Absence of these fatty acids
from the diet results in an essential fatty acid syn-
drome and in a specific form of eczema in infants.
Vegetable oils are an excellent source of linoleic acid,
while meat fats provide arachidonic acid in small but
significant amounts. Fats and oils are carriers of the
oil-soluble vitamins A and D, and are the main source
of vitamin E. They also have a sparing action on
some of the B complex vitamins. See NUTRITION; VI-
TAMIN.

Chemical constitution. Fats and oils, also called
triglycerides, are esters of the trihydric alcohol glyc-
erol, C;Hs(OH)s, and various fatty acids (see table).
Most naturally occurring fatty acids are straight car-
bon chains with a terminal carboxyl group and 4-24
carbon atoms in even numbers. A few acids have
an odd number of carbons and some have a cyclic
group or branched chain, but all of these are rel-
atively rare. Triglyceride structure is usually repre-
sented as shown in structure (1), where R, R, and

H
H— (‘)* OOCR
H— (‘3— OOCR'
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R” represent carbon chains of the fatty acids. See
TRIGLYCERIDE.

The fatty acid may be saturated or unsaturated. In
a saturated acid, such as palmitic acid (2), all bonds
between carbon atoms are single bonds, with hy-
drogen atoms attached to all the carbon atoms, ex-
cept that of the carboxyl radical. In an unsaturated
acid, each of two adjacent carbons lacks one hy-
drogen, so that the carbon bonds link together to
form a double bond. Oleic acid (3), with one double
bond, is a monounsaturated acid. Linoleic, linolenic,
and arachidonic acids are polyunsaturated, having
two, three, and four double bonds, respectively.
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Typical fatty acid composition of common fats and oils?
Saturated Unsaturated
Type Palmitic Stearic Other? Oleic Linoleic Other

Lard 24.8 12.3 2.6 45.1 9.9 5.3°
Beef fat 255 21.6 6.5 38.7 2.2 5.5¢
Butterfat 26.2 125 26.5 28.2 2.9 3.7°
Palm oil 45.1 4.7 1.6 38.8 9.4 0.4
Cocoa butter 25.8 34.5 1.2 35.3 2.9 0.3
Soybean 11.0 4.0 0.5 23.4 53.2 7.9¢
Cottonseed 24.7 2.3 1.1 17.6 53.3 1.0°
Corn 12.2 2.2 0.1 27.5 57.0 1.0
Peanut 11.6 3.1 5.7 46.5 31.4 1.7
Sunflower 6.8 4.7 1.1 18.6 68.2 0.6
Olive 13.7 2.5 0.9 711 10.0 1.8
Coconut 8.4 25 81.1 6.5 1.5 0.0

4As weight percentages of component fatty acids.

bButterfat and coconut oil contain saturated fatty acids having 4-14 and 6-14 carbon atoms, respectively. Peanut oil contains fatty acids with 20-24
carbon atoms.

¢Mainly palmitoleic acid and about 0.4% arachidonic acid.

dMostIy linolenic acid.

®Includes 0.5-1% malvalic and sterculic acids with a terminal cyclopropene ring structure.

Unsaturated acids can be converted to saturated
acids by the addition of hydrogen.

Chain length is also important. The most common
saturated fatty acids in edible fats and oils are palmitic
(16 carbons), stearic (18), and lauric (12). The im-
portant unsaturated acids have 18 carbons, except
for arachidonic with 20.

The physical characteristics of fat depend on the
distribution of fatty acids on the various triglyceride
molecules. The distribution is complex and nonran-
dom. Lard, for example, has palmitic acid almost
exclusively on the second or middle carbon atom
of glycerine. Vegetable oils have unsaturated fatty
acids in this position, with saturates exclusively on
the end carbons of glycerine. Cocoa butter consist
almost exclusively of 2-oleo-palmitostearin and 2-
oleodistearin.

Most fats contain 0.5-2% nonglyceride compo-
nents which are classified as unsaponifiables, includ-
ing squalene, carotenoids, tocopherols, and sterols.
Tocopherols, also known as vitamin E, have antiox-
idant activity. Cholesterol is a sterol found only in
animal fats. Plant sterols are chemically related to
cholesterol, but are physiologically inactive in hu-
mans, except that they may competively inhibit ab-
sorption of cholesterol. See CHOLESTEROL; STEROL;
VITAMIN E.

Production methods. Processing of fats and oils is
carried out in a series of individual steps: extrac-
tion, refining, bleaching, and deodorization. Addi-
tional processes for specific products include win-
terization, hydrogenation, and texturizing. Typically

there are many variations in both equipment and
technique for each process. The selection of equip-
ment also depends on the oilseed or fatty tissue to
be processed.

Fats and oils are contained in seed or animal tissues
within proteinaceous cell walls. The proteins are co-
agulated, usually through the use of heat, to release
the oils. Animal tissues need no prior preparation
other than cutting or comminuting them. Oilseeds
are prepared in a variety of ways before oil can be re-
moved: cottonseed must be dehulled; soybeans may
or may not be dehulled; sunflower seeds are rarely
dehulled; coconuts, palm kernels, and peanuts must
have their shells removed; corn germ must be sepa-
rated from the kernel before its oil can be removed.
See CORN; COTTON; PEANUT; SOYBEAN; SUNFLOWER.

Fat rendering. Beef fat or tallow is usually dry-
rendered under vacuum. The cracklings are then
strained from the bulk of the fat and pressed to re-
move more tallow. Prime steam lard is wet-rendered
by heating hog fat under 40-60 Ib/in.? (276-414 kilo-
pascals) pressure by using steam injection into the
vessel. After cooking for 4-6 h, the mixture is al-
lowed to settle. The separated lard is then drawn off.
In low-temperature rendering, comminuted fatty tis-
sues are heated to 115-120°F (46-49°C) to melt the
fat, which is separated by centrifugation. The tissue
residues may be used in edible meat products, such
as sausage.

Oil extraction. Oil is removed from oilseeds by press-
ing, solvent extraction, or a combination of both.
First, however, the seeds must be crushed or flaked



and cooked to denature the proteins. The moisture
content must also be adjusted to an optimum level
for the particular seed and extraction method. Some
mills use high pressure presses which also develop
high temperatures in the oil and cause some degra-
dation. Extraction with hexane, the most commonly
used solvent, gives the best-quality oil, but is not
practical for all oilseeds. Prepressing seeds at low
pressure (and consequently low temperature) and
removing the balance of the oil with solvent is fre-
quently the best compromise.

0Oil refining. Crude oils received from the mill must
be refined for use. The first step in the process is
called refining; the term “fully refined” refers to an
oil which has been refined, bleached, and deodor-
ized. Refining as such is carried out by mixing the
crude oil with a water solution of sodium hydrox-
ide at about 150°F (66°C). The alkali reacts with the
free fatty acids to form soap, which is insoluble in
oil. Mucilaginous gums, oil soluble in dry form, are
hydrated and become insoluble. Other minor com-
ponents, such as part of the sterols and tocopherols,
are also incorporated in the insoluble “soap stock.”
The entire mass is pumped through a continuous
centrifuge to remove the oil-insoluble matter. The
oil is then water-washed, recentrifuged, and dried
under vacuum. See CENTRIFUGATION.

Some vegetable oils, especially soybean oil, may
first be degummed by using water to hydrate the
gums. The crude gums which separate from the oil
are dried toyield crude lecithin, which is useful as an
emulsifier. The degummed oil is then alkali-refined as
before.

Animal fats and water- or phosphoric acid-
degummed vegetable oils may be steam-refined,
stripping free fatty acids, monoglycerides, un-
saponifiable waxes, and some pigments. During this
process, the oil is held under high vacuum (4-6 torr
or 0.5-0.8 kPa) and high temperature (about 450°F
or 230°C).

Bleaching. Bleaching, the process for removing pig-
ments from fats and oils, is usually carried out by
adding about 1% bleaching clay to oil under vacuum
at about 225°F (107°C), agitating, and then filtering
to remove the clay. High temperature drives moisture
from the clay so that it will adsorb the pigments. Neu-
tral clay removes most pigments, but acid-activated
earth also removes chlorophyll. Carotene, found in
palm oil and tallow, is not removed by adsorption
but can be decolorized by heat bleaching during de-
odorization. Some pigments are fixed in the oil, and
cannot be removed.

Deodorization. Deodorization is used to remove
volatile materials from the oil product. Along with
removal of compounds which contribute flavor and
odor, free fatty acids, monoglycerides, and some
color bodies are distilled off. Peroxides and carotenes
are decomposed. The resulting product is bland in
flavor and odor. The process is carried out by blow-
ing steam through the oil held at 400-500°F (200-
260°C) and a vacuum of 5-6 torr (0.7-0.8 kPa).

Fractional crystallization. Fractional crystallization of
fats is the separation of the solidified fat into hard
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fractions (stearine) and soft fractions (oil). It is car-
ried out by allowing the fat to crystallize at a pre-
selected temperature and filtering or pressing the
mass to separate the oil from the stearine. The pro-
cess is used for preparing high-stability liquid frying
oils from partially hydrogenated soybean oil and from
palm oil.

Hard butters are made by fractionating hydro-
genated oils or naturally hard fats from solvent to iso-
late the disaturated, monounsaturated triglycerides,
which resemble cocoa butter in melting characteris-
tics.

Winterization. Winterization is a specialized form of
fractional crystallization of fats. Natural cottonseed
oil and partially hydrogenated soybean oil contain
solid fats at low to moderate room temperature.
This makes these oils undesirable in appearance, es-
pecially when refrigerated, and useless for mayon-
naise, where the fat crystals would break the emul-
sion. Winterization is achieved by holding the oil
at 40°F (4°C) for 2-4 days to crystallize the solid
fats, which are removed by filtration. Crystal in-
hibitors, primarily oxystearin and polyglycerol es-
ters of fatty acids, may be added to the clear oil
to retard further crystallization of fats, which are
rarely completely removed by winterization. Some
oils, particularly from sunflower and corn, have a
high level of wax, which causes a cloudy appearance.
These oils are dewaxed in a process resembling win-
terization.

Hydrogenation. Hydrogenation is the chemical bind-
ing of hydrogen to the double bonds of unsaturated
fatty acids. Glyceride molecules with two or more
unsaturated acids are liquids at room temperature.
Saturating one or more of these acids makes the
glyceride more solid and also more stable against
oxidation. The hydrogenation process calls for vig-
orous agitation of a mixture of oil, finely divided
nickel metal catalyst (0.025-0.3%), and hydrogen
gas at high temperature (usually 250-400°F or 120-
200°C) and gas pressure ranging from atmospheric
(14.7 Ib/in.? or 101 kPa) to 60 Ib/in.? (414 kPa). The
end point is measured by the refractive index, which
correlates with the iodine value, and is predeter-
mined by experience to give the desired hardness
of product. Characteristics of the hardened oil de-
pend on process temperature, type and amount of
catalyst, purity and pressure of hydrogen, and other
similar variables. The fat is rebleached and filtered to
remove the catalyst as a final step. See HYDROGENA-
TION.

Interesterification. Interesterification is used to rear-
range a nonrandom mixture of fatty acids on var-
ious triglyceride molecules into a randomized dis-
tribution. It is used mainly to change lard from a
coarse crystalline fat to a smooth, textured short-
ening which will cream in bakery products, and to
convert a mixture of fully hydrogenated coconut or
palm oils and fully hydrogenated cottonseed or other
nonlauric oils to hard butters for confectionery use.
Interesterification involves heating the fatty start-
ing material with a catalyst, usually sodium metal
or sodium methoxide, at 95-135°F (35-57°C) for
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0.5-1 h, killing the catalyst with water, and removing
the resulting soaps.

Texturizing. Texturizing of shortening compounds,
usually a blend of partially hydrogenated oils or
interesterified lard and 8-12% fully hydrogenated
cottonseed or palm oils, is carried out by rapid cool-
ingin a scraped-surface internal-chilling machine and
whipping the cold, partially crystallized fat with air
or nitrogen. The shortening is filled into containers
to harden on standing. The process is analogous to
the freezing of ice cream.

Chemical adjuncts. A number of additives are used
to modify the performance characteristics of edible
oils and shortenings. Emulsifiers are the largest and
most varied group of additives. Monoglycerides are
the basic emulsifiers for incorporation of air into
cakes and icings and for retarding staling in yeast-
raised doughs. These attributes are enhanced by
the addition of lactylated or ethoxylated monoglyc-
erides, polyglycerol esters of fatty acids, propylene
glycol monostearate, and polysorbates. Lecithin, a
very potent emulsifier, is useful as an antisticking
and antispattering agent in grill frying oils and mar-
garine and as a texture modifier in chocolate and
confectionery coatings.

Acetylated monoglycerides have some emulsifying
properties, but are more useful as stable oils or waxes
for coating meat products, cheese, nuts, raisins, ce-
reals, and so forth to retard moisture transfer during
storage.

Antioxidants are used to retard oxidative rancidity
in fats and oils. Tertiary butyl hydroquinone (TBHQ),
butylated hydroxyanisole (BHA), butylated hydrox-
ytoluene (BHT), and propyl gallate are the most
widely used antioxidants. Citric acid is used as a
trace-metal scavenger to inactivate the prooxidant
effect of heavy metals, primarily iron and copper.
Citric acid is added without exception to all oils in
the final stages of deodorization. See CITRIC ACID.

Methyl silicones are added to some fats used in
deep fat frying as an antifoam agent.

Margarine, popcorn oil, pan frying oils, and some
shortenings may be colored yellow through the addi-
tion of carotene or annatto pigments. Buttery flavors
are also added to margarine and popcorn oil to en-
hance their appeal. See MARGARINE.

Testing procedures. Crude oils are purchased ac-
cording to rigid specifications which include free
fatty acid, refining loss, bleached color, and peroxide
value. Free fatty acid is found by titrating the oil with
standard alkali. Refining loss is done either by cup re-
fining, a laboratory simulation of plant refining, or by
adsorption of impurities from the oil by using pow-
dered aluminum oxide. Refined oil is bleached with
clay in the laboratory for determination of color by
visual comparison with a series of color standards.
The most common standards are Lovibond glasses in
graduated steps of yellow and red. Peroxide value, a
measure of the extent of oxidative deterioration of
the oil, is determined by iodine titration, in which the
peroxide equivalent is found in terms of elemental
iodine liberated from potassium iodide. Other evalu-

ations of crude oil include moisture, insoluble impu-
rities (meal or crackling residues), and volatiles such
as residual solvents.

Finished salad oils must pass a cold test: the length
of time the oil takes to show the first trace of fat
crystals in an ice bath. The standard test requires the
oil to be clear after 5.5 h. Iodine value, the amount
of iodine reacting with the oil, determines the total
unsaturation. Iodine values are calculated from the
fatty acid composition of the oil as determined by
gas-liquid chromatography. See GAS CHROMATOGRA-
PHY.

Naturally hard fats and hydrogenated vegetable
oils are actually mixtures of solid and liquid triglyc-
erides. The solid fat index (SFI) is a measure of the
solid glyceride levels at various temperatures below
the melting point of the fat. It is a valuable tool
for determining the potential firmness of a plasti-
cized shortening or margarine. The consistency of
these products is evaluated after plasticizing by ob-
serving package penetration. A standardized needle
or other pointed object is allowed to penetrate the
product for several seconds. The depth of penetra-
tion must fall within predetermined limits for the
material involved. Hardness is also given in terms of
melting point. Fats do not have a sharp melting point,
so that several empirical methods have been devel-
oped, each giving slightly different values from the
others.

Potential stability of fats toward oxidation is usu-
ally determined by an accelerated test known as the
active oxygen method (AOM), in which stability is
measured by bubbling air through the sample at a
specified temperature, usually 208°F (98°C), and de-
termining the length of time the fat takes to reach
a peroxide value of 100. Smoke point, the temper-
ature at which a fat gives off a steady stream of
smoke, is determined for frying fats. Monoglyceride
content is an important evaluation for bakery short-
enings. Finished oils are also evaluated for peroxide
value, free fatty acid content, moisture, color, and
flavor.

Many other tests exist to give special information
where needed, but are not in general use.

Deterioration factors. Several forms of deteriora-
tion may occur in fats and oils.

Flavor reversion. Flavor and odor may develop after
deodorization of a product to complete blandness.
The flavor is generally characteristic of the oil source
and is therefore usually acceptable. However, soy-
bean oil can develop disagreeable flavors described
as beany, grassy, painty, fishy, or like watermelon
rind. Beef fat can become tallowy, which is also
objectionable. Reversion is apparently caused by
changes in substances which have been oxidized
prior to, but not removed by, deodorization. Ordi-
nary chemical tests do not indicate any change in
the oil. It is strictly an organoleptic observation, al-
though work using gas chromatography has demon-
strated that a large number of volatile compounds
form during development of reverted flavor. Those
compounds which have been identified indicate that



reversion is related to oxidation of unsaturated fatty
acids.

Oxidative rancidity. This is a serious flavor defect and
highly objectionable. It starts with the formation of
hydroperoxides at the double bond of fatty acids,
primarily linolenic and linoleic, which then decom-
pose to form aldehydes which have a pungent,
disagreeable flavor and odor. Oxidative rancidity is
detectable chemically by peroxide value and by one
of several tests for aldehydes. Peroxides and alde-
hydes in crude oils are removed by deodorization.
They are reformed in finished oils by further oxida-
tion, which is catalyzed by exposure of the oil to
light, to some metals, especially copper and iron,
and to excessive heat. Retardation of oxidation is
brought about by using opaque, airtight containers,
or nitrogen blanketing if clear glass bottles are used.
Antioxidants, which retard oxidation by interrupt-
ing the reaction of oxygen radicals, are required in
meat fats, since lard, tallow, and so on contain no
natural antioxidant material. Vegetable oils contain
tocopherols. Additional antioxidant, with the excep-
tion of TBHQ, has little benefit for these oils. Copper
metal and copper-bearing alloys are extremely active
prooxidants, and must never be used in oil-handling
or oil-processing equipment. Iron rust is a prooxi-
dant, but recently cleaned iron, coated with oil to
prevent rusting, is inert, and is commonly used for
oil-processing and oil-storage equipment.

Hydrolytic rancidity. This type of rancidity results from
the liberation of free fatty acids by the reaction of
fats and oils with water. While most fats show no
detectable off flavors, coconut and other lauric acid
oils develop a soapy flavor, and butter develops the
strong characteristic odor of butyric acid. In some
foods, active lipase from materials such as raw nuts
or low-temperature-pasteurized milk or from con-
taminating microorganisms catalyzes the hydrolysis
of fats and oils. Packaged coconut-oil products and
lauric-type hard butters sometimes contain added
lecithin, which acts as a moisture scavenger, thereby
retarding hydrolytic rancidity development.

Frying fat breakdown. Fats and oils used in deep fat
frying can break down under adverse conditions,
especially where frying is intermittent or the fryer
capacity is not fully used. This results in a low fat
turnover rate, that is, an insufficient percentage of
fresh fat being added to the fry kettle at regular inter-
vals. The breakdown is detected first by an increase
in acidity, measured by free fatty acid determination
but actually caused by development of acidic break-
down products. Further deterioration results in the
oil becoming very dark in color, viscous, foul-odored,
and foaming badly during frying. It becomes oxi-
dized and then polymerized, requiring that it be dis-
carded, since it imparts strong off flavors to the fried
food.

Crystal transformation. Crystal structure transforma-
tion of packaged shortening results in formation of
a grainy, soft product, which may also lose incorpo-
rated gas and take on the appearance of petroleum
jelly. In extreme cases, liquid oil pockets form in the

Fate maps (embryology)

shortening mass. In addition, there is a loss of cream-
ing ability in baking of cakes and icing preparation.
Crystal transformation is caused by improper hydro-
genation, poor formulation, unstable hard fat used
for texturizing, or the wrong chilling conditions. Un-
fortunately, such transformation takes several days
after filling the shortening before it becomes obvi-
ous. Similar changes in crystal structure can cause
bloom in chocolate coatings, a defect which gives
a white haze or even open grain on an originally
smooth, glossy surface. Chocolate bloom can be in-
hibited by the addition of lecithin or polysorbates or
both. See COCOA POWDER AND CHOCOLATE; FOOD
MANUFACTURING; LIPID. Theodore J. Weiss
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Chemists’ Society, 1946-1983; D. Swern, Bailey’s In-
dustrial Oil and Fat Products, 4th ed., vol. 1, 1979,
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2d ed., 1983.
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Fate maps (embryology)

Diagrams of embryos showing what will happen to
each small region in the course of development.
These diagrams show where the cells move and what
structures they develop into. See EMBRYOGENESIS.

Animals. In animals, fate maps are usually con-
structed by applying small patches of label to the
embryo and locating the position of the labeled cells
at subsequent times during development (Fig. 1).
In the early twentieth century, vital dyes or fine car-
bon particles were used for labeling. Vital dyes are
stains that can color living tissues without harming
them, although they do tend to diffuse and fade. In
the late twentieth century, the carbocyanine dyes
dil and diO were introduced; they are intensely flu-
orescent and are retained within the membranes of
cells.

Fate maps may also be constructed by grafting
small explants of tissue from a labeled embryo to the
same position in an unlabeled host and observing
the movements and later development of the cells
of the graft. The donor for such a graft would usu-
ally be an embryo carrying a marker gene such as the
gene for green fluorescent protein. There are also lin-
eage labels, such as the enzyme horseradish peroxi-
dase or fluorescent derivatives of the polysaccharide
dextran, that can be injected into cells and do not dif-
fuse out again. These may be used either for labeling
the donor embryos for grafts or to label individual
cells by injection.

A combination of these methods has enabled ac-
curate fate maps to be produced for the types of em-
bryos most often used in biological research: those
of the amphibian (Fig. 2), chick, mouse, fruit fly,
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Fig. 1. Principle of fate mapping. (a) Label placed in a certain position on the egg ends up in a reproducible position on the
later animal. (b) Possible fate map for this type of egg. (Reprinted with permission from J. M. W. Slack, Essential

o

Developmental Biology, 2d ed., Blackwell Science, 2005)

and zebrafish. For embryos in which there is no in-
crease in size during development and no random
mixing of cells, the fate map can be precise from the
fertilized egg onward. This is the case for some in-
vertebrates such as gastropods or ascidians. For em-
bryos in which there is some local cell mixing, as in
vertebrates, the fate map cannot be so precise, and
represents the average behavior of a population of
embryos.

Although it is a common misconception, a fate
map of multicellular embryo regions does not, in it-
self, give any information about the intrinsic devel-
opmental commitment of the cells of the embryo to
form particular structures or cell types. For exam-
ple, in cases in which the commitment of a region
is acquired in response to an inductive signal from
another region, the commitment may differ from the
fate shown on the fate map at the time before the in-
ductive signal operates. States of commitment must
be deduced by other types of experiment such as cul-
turing embryo regions in isolation or grafting them
to different positions in a host embryo.

An associated concept to the fate map is the cell
lineage, which shows the family tree of cells de-
scended from a single precursor cell. Unlike a fate
map, a cell lineage does not show the spatial rela-
tionships between cells. The lineage of every cell
has been established from the fertilized egg to the
adult in the nematode Caenorbabditis elegans, in
which every individual embryo undergoes exactly

the same sequence of cell divisions.

The term clonal analysis is used to refer to the
deduction of developmental mechanisms from the
study of cell lineage. For example, if one labeled cell
predictably forms a whole structure in the later or-
ganism, then it must be the sole precursor to that
structure. Conversely, if one labeled cell gives rise to
progeny that span two structures, then it could not
have been committed to form either structure at the
time of labeling. See CELL LINEAGE; DEVELOPMENTAL
BIOLOGY; EMBRYOLOGY. J. M. W. Slack

Plants. In clonal analysis of plants, cells are labeled
by exposing the seed or developing plant to ioniz-
ing irradiation or a chemical mutagen to produce
chromosome mutations that result in distinct pheno-
typic alterations, usually deficiencies in the pigments
chlorophyll or anthocyanin. The low frequency of
mutations produced indicates that these are single-
cell events. Because all of the progeny of a labeled
cell will carry the same chromosome mutation, a
shoot meristem cell labeled with a chlorophyll de-
ficiency mutation, for example, will produce a sec-
tor, or clone, of white tissue in the developing plant
(Fig. 3). It is possible to deduce the number and fate
of meristem cells labeled at one stage of develop-
ment by examining the size and position of sectors
present in the plant at a later stage of development.
For example, a sector extending the entire length of
the shoot would be generated by a permanent initial
cell at the center of the meristem; if the width of

tailbud — /.
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Fig. 2. Fate maps of urodele blastula from (a) lateral and (b) dorsal aspects, deduced from vital staining. (After J. M. W. Slack,
From Egg to Embryo: Determinative Events in Early Development, Cambridge University Press, 1983)



that sector occupied one-third of the circumference
of the shoot, then the shoot must have been formed
by three such initial cells. See MUTATION; PLANT
GROWTH.

Fate maps have been constructed for the shoot api-
cal meristems of maize (Zea mays) and sunflower
(Helianthus annuus) embryos based on pigment-
deficient sectors generated in plants grown from
irradiated seed (Fig. 4). The pattern of sectors in
both plants indicates that several domains of cells
from the periphery to the center of the meristem
give rise to successively more apical portions of the
mature plant. It also shows that the contribution of
cells occupying similar positions in the meristem is
variable. Thus the fate of cells in the meristem of
these two plants is not fixed in the embryo: no cells
are committed to a particular developmental fate,
such as the production of the reproductive parts of
the plant. The number of cells and cell domains pre-
dicted by the fate maps of maize and sunflower is
consistent with the actual number and arrangement
of cells observed in histological sections of the meri-
stems.

Similarly, the fate of cells in developing leaf pri-
mordia of tobacco (Nicotiana tabacum) has been
established by irradiating primordia at different de-
velopmental ages. A different type of pigmentation
chimera that was produced by certain interspecific
crosses has been used to construct a fate map of
cells contributing to the cotyledons, to the first true
leaves, and to the shoot meristem in the developing
cotton (Gossypium) embryo. Earlier, the fate of cells
in the different cell layers of the shoot meristem of
several plants was deduced from studies of chimeras
in which different cell layers of the meristem are ge-
netically distinct for pigmentation or chromosome
number. That research showed that whereas cells
in a particular layer of the meristem generally con-
tribute to a particular part of the shoot, such as the
outermost layer to the epidermis or the third layer
to the vascular tissue and pith, the cell layers do not

Fig. 3. Chlorophyll-deficient sector in a sunflower plant
grown from irradiated seed. The sector represents a clone
of tissue derived from a single cell present in the meristem
of the embryo at the time of irradiation.
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Fig. 4. Fate map of the shoot apical meristem of the sunflower embryo. Cell drawings on
the left show the actual number and arrangement of cells in the surface layer (top) and

median longitudinal section (bottom) of a typical meristem. Positions of the first four

leaves that are present in the embryo are labeled P1-P4. Cells are differentially shaded to

show four domains of cells that give rise to the successively more apical portions
(indicated by brackets) of the mature plant diagrammed on the right. Numbers refer to
node number: B1-B4 to the involucral bracts, and INF to the inflorescence. (After D. E.
Jegla and I. M. Sussex, Cell lineage patterns in the shoot meristem of the sunflower

embryo in the dry seed, Dev. Biol., 131:215-225, 1989)

have fixed developmental fates. See CHIMERA; DEVEL-
OPMENTAL BIOLOGY; EMBRYOLOGY. Dorothy E. Jegla

Bibliography. D. E. Jegla and I. M. Sussex, Cell lin-
eage patterns in the shoot meristem of the sunflower
embryo in the dry seed, Dev. Biol.,, 131:215-225,
1989; J. M. W. Slack, From Egg to Embryo: Regional
Specification in Early Development, 2d ed., Cam-
bridge University Press, 1991; J. M. W. Slack, Es-
sential Developmental Biology, 2d ed., Blackwell
Science, 2005.
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Fault analysis

The detection and diagnosis of malfunctions in
technical systems. Such systems include production
equipment (chemical plants, steel mills, paper mills,
and power stations), transportation vehicles (ships,
airplanes, automobiles), and household appliances
(washing machines, air conditioners). In any of these
systems, malfunctions of components may lead to
damage of the equipment itself, degradation of its
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function or product, jeopardy of its mission, and haz-
ard to human life. While the need to detect and diag-
nose malfunctions is not new, advanced fault detec-
tion has been made possible only by the proliferation
of the computer. Fault detection and diagnosis actu-
ally means a scheme in which a computer monitors
the technical equipment to signal any malfunction
and determines the components responsible. The de-
tection and diagnosis of the fault may be followed by
automatic actions, enabling the fault to be corrected
such that the system may operate successfully even
under the particular faulty condition.

Diagnostic concepts. Fault detection and diagnosis
applies to both the basic technical equipment and
the actuators and sensors attached to it. In the case
of a chemical plant, the former includes the reactors,
distillation columns, heat exchangers, compressors,
storage tanks, and piping. Typical faults are leaks,
plugs, surface fouling, and broken moving parts. The
actuators are mostly valves, together with their driv-
ing devices (electric motors and hydraulic or pneu-
matic drives). The sensors are devices measuring the
different physical variables in the plant, such as ther-
mocouples, pressure diaphragms, and flow meters.
Actuator and sensor fault detection is very important
because these devices are prone to faults.

The on-line or real-time detection and diagnosis
of faults means that the equipment is constantly
monitored during its regular operation by a perma-
nently connected computer, and any discrepancy is
signaled almost immediately. On-line monitoring is
very important for the early detection of any com-
ponent malfunction before it can lead to more sub-
stantial equipment failure. In contrast, offline di-
agnosis involves monitoring the system by a spe-
cial, temporarily attached device, under special con-
ditions (for example, car diagnostics at a service
station).

The diagnostic activity may be broken down into
several logical stages. Fault detection is the indication
of something going wrong in the system. Fault iso-
lation is the determination of the fault location (the
component which malfunctions), while fault identi-
fication is the estimation of its size. On-line systems
usually contain the detection and isolation stage; in
off-line systems, detection may be superfluous. Fault
identification is usually less important than the two
other stages.

Fault detection and isolation can never be per-
formed with absolute certainty because of circum-
stances such as noise, disturbances, and model er-
rors. There is always a trade-off between false alarms
and missed detections, with the proper balance de-
pending on the particular application. In profession-
ally supervised large plants, false alarms are better
tolerated and missed detections may be more criti-
cal, while in consumer equipment (including cars)
the situation may be the opposite.

Approaches. A number of different approaches to
fault detection and diagnosis may be used individu-
ally or in combination.

Limit checking. In this approach, which is the most
widely used, system variables are monitored and

compared to preset limits. This technique is sim-
ple and appealing, but it has several drawbacks. The
monitored variables are system outputs that depend
on the inputs. To make allowance for the variations of
the inputs, the limits often need to be chosen conser-
vatively. Furthermore, a single component fault may
cause many variables to exceed their limits, so it may
be extremely difficult to determine the source. Mon-
itoring the trends of system variables may be more
informative, but it also suffers from the same draw-
backs as limit checking.

Special and multiple sensors. Special sensors may be ap-
plied to perform the limit-checking function (such
as temperature or pressure limit sensors) or to moni-
tor some fault-sensitive variable (such as vibration or
sound). Such sensors are used mostly in noncomput-
erized systems. Multiple sensors may be applied to
measure the same system variable, providing physi-
cal redundancy. If two sensors disagree, at least one
of them is faulty. A third sensor is needed to isolate
the faulty component (and select the accepted mea-
surement value) by “majority vote.” Multiple sensors
may be expensive, and they provide no information
about actuator and plant faults.

Frequency analysis. This procedure, in which the
Fourier transforms of system variables are deter-
mined, may supply useful information about fault
conditions. The healthy plant usually has a charac-
teristic spectrum, which will change when faults are
present. Particular faults may have their own typi-
cal signature (peaks at specific frequencies) in the
spectrum. See FOURIER SERIES AND TRANSFORMS.

Fault-tree analysis. Fault trees are the graphic repre-
sentations of the cause-effect relations in the system.
On the top of the tree, there is an undesirable or
catastrophic system event (top event), with the pos-
sible causes underneath (intermediate events), down
to component failures or other elementary events
(basic events) that are the possible root causes of
the top event. The logic relationships from bottom
up are represented by anp and or (or more complex)
logic gates. Fault trees can be used in system design
to evaluate the potential risks associated with vari-
ous component failures under different design vari-
ants (bottom-up analysis). In a fault diagnosis frame-
work, the tree is used top down; once the top event
is observed, the potential causes are analyzed by fol-
lowing the logic paths backward.

Parameter estimation. This procedure uses a mathe-
matical model of the monitored system. The param-
eters of the model are estimated from input and out-
put measurements in a fault-free reference situation.
Repeated new estimates are then obtained on-line
in the normal course of system operation. Devia-
tions from the reference parameters signify changes
in the plant and a potential fault. The faulty com-
ponent location may be isolated by computing the
new physical plant parameters and comparing them
with those from the model. See ESTIMATION THEORY;
MODEL THEORY.

Consistency checking. This is another way of using the
mathematical-system model. The idea is to check if
the observed plant outputs are consistent with the



outputs predicted by the model (Fig. 1). Discrep-
ancies indicate a deviation between the model and
the plant (parametric faults) or the presence of un-
observed variables (additive faults). This testing con-
cept is also called analytical redundancy since the
model equations are used in a similar way as multi-
ple sensors.

In preparation for fault monitoring by analytical
redundancy methods, a mathematical model of the
plant needs to be established. This may be done from
“first principles,” relying on the theoretical under-
standing of the plant’s operation, or by systems iden-
tification using experimental data from a fault-free
plant.

The actual implementation of fault monitoring
usually consists of two stages (Fig. 1). The first is
residual generation, where residuals are mathemat-
ical quantities expressing the discrepancy between
the actual plant behavior and the one expected based
on the model. Residuals are nominally zero and be-
come nonzero by the occurrence of faults. The sec-
ond stage is residual evaluation and decision mak-
ing, where the residuals are subjected to threshold
tests and logic analysis. Disturbances and model er-
rors may also cause the residuals to become nonzero,
leading to false alarms.

Fault isolation requires specially manipulated sets
of residuals. In the most frequently used approach,
residuals are arranged so that each one is sensitive
to a specific subset of faults (structured residuals).
Then in response to a particular fault, only a fault-
specific subset of residuals triggers its test, leading
to binary fault codes.

Principal component analysis (PCA). In this approach, em-
pirical data (input and output measurements) are
collected from the plant. The eigenstructure anal-
ysis of the data covariance matrix yields a statis-
tical model of the system in which the eigenvec-
tors point at the “principal directions” of the rela-
tionships in the data, while the eigenvalues indicate
the data variance in the principal directions. This
method is successfully used in the monitoring of
large systems. By revealing linear relations among
the variables, the dimensionality of the model is sig-
nificantly reduced. Faults may be detected by re-
lating plant observations to the normal spread of
the data, and outliers indicate abnormal system sit-
uations. Residuals may also be generated from the
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Fig. 1. Two stages of model-based fault detection and isolation. (After R. Isermann and
B. Freyermuth, eds., Proceedings of the IFAC SAFEPROCESS Symposium, Baden-Baden,

Germany, September 10-13, 1991, Pergamon, 1992)

principal component model, allowing the use of
analytical redundancy methods in this framework.
See EIGENFUNCTION.

Example of fault-tree analysis. The schematic of a
simple electrical circuit in which a light is oper-
ated by a pair of three-way switches is shown in
Fig. 2. (Such circuits are used in long hallways.)
Figure 3 shows the detailed fault tree of the circuit.
The tree goes down to subcomponents (contacts of
the switches) in order to illustrate more complex
logic relations on this simple system. Note that non-
failure events (operating conditions) are also among
the basic events because such conditions (the posi-
tion of each switch) determine whether a particular
failure event triggers the top event.

Example of consistency checking. Traditionally, a
few fundamental variables, such as coolant temper-
ature, oil pressure, and battery voltage, have been
monitored in automobile engines by using limit sen-
sors. With the introduction of onboard microcom-
puters, the scope and number of variables that can
be considered have been extended. Active func-
tional testing may be applied to at least one actuator,
typically the exhaust-gas recirculation valve. Model-
based schemes to cover the components affect-
ing the vehicle’s emission control system are grad-
ually introduced by manufacturers. One approach
(Fig. 4) uses analytical redundancy to monitor two
groups of actuators (fuel injectors and exhaust gas re-
circulation) and four sensors (throttle position, man-
ifold pressure, engine speed, and exhaust oxygen).
By the appropriate selection of the model relations,
the residuals are insensitive to the load torque and
the vehicle’s mass. The structured residual technique
is used to support fault isolation. The critical issue

s
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Fig. 2. Simple electrical circuit: a lamp operated by a pair of three-way switches.
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1 Lightbulb burned out
2 Circuit switched off

3 Circuit fault

4 No power to circuit

5 Switch A in position a
6 Switch B in position b
7 Switch A in position b

Q fault condition
) AND gate

() operating condition

. OR gate

15 Line b broken

16 Contact c in switch A broken
17 Contact c in switch B broken
18 Contact a in switch A broken
19 Contact a in switch B broken
20 Contact b in switch A broken
21 Contact b in switch B broken

8 Switch B in position a
9 Power system failure
10 Circuit breaker C off

11 Feed a broken

12 Feed b broken

13 Line ¢ broken

14 Line a broken

Fig. 3. Detailed fault tree of the circuit shown in Fig. 2.
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Fig. 4. Car engine system with onboard fault detection and
diagnosis. (After R. Isermann and B. Freyermuth, eds.,
Proceedings of the IFAC SAFEPROCESS Symposium,
Baden-Baden, Germany, September 10-13, 1991,
Pergamon, 1992)

is to find sufficiently general models so that a sin-
gle scheme may function well across an entire
automobile product line and under widely varying
operating conditions. See AUTOMOTIVE ENGINE; MI-
CROCOMPUTER; MICROPROCESSOR.  Janos J. Gertler
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1
Fault and fault structures

Products of fracturing and differential movements
along fractures in continental and oceanic crustal
rocks. Faults range in length and magnitude of dis-
placement from small structures visible in hand spec-
imens, displaying offsets of a centimeter (1 cm =
0.4 in.) or less, to long, continuous crustal breaks,
extending hundreds of kilometers (1 km = 0.6 mi)
in length and accommodating displacements of tens
or hundreds of kilometers. Faults exist in deformed
rocks at the microscopic scale, but these are gen-
erally ignored or go unrecognized in most geologi-
cal studies. Alternatively, where microfaults system-
atically pervade rock bodies as sets of very closely
spaced subparallel, planar fractures, they are recog-
nized and interpreted as a type of cleavage which
permitted flow of the rock body. Fractures along
which there is no visible displacement are known
as joints. These include shear joints, formed by frac-
turing and imperceptible movement of the walls of
the fractures parallel to fracture surfaces, and ten-
sion joints, formed by negligible or barely visible dis-
placement of the walls of the fractures perpendicu-
lar to the fracture surfaces. Large fractures which
have accommodated major dilational openings (a
meter or more) perpendicular to the fracture sur-
faces are known as fissures. Formation of fissures is
restricted to near-surface conditions, for example,
in areas of crustal stretching of subsidence. When
faulting takes place under conditions of high tem-
perature or pressure, zones of penetrative shear flow
may develop which are best described as ductile fault
zones.

Locating faults. The recognition of faults in conti-
nental regions of moderate to excellent rock expo-
sure is generally straightforward. Classically, the pro-
cess of systematic geological mapping has proved to
be a powerful method for locating faults. In essence,
faults can be identified and tracked by recognizing in
mapped patterns the truncation and offset of one or
several bedrock units. Depending on the nature of
the exposure and movement on the fault, truncation
and offset might produce a simple horizontal shifting
of the dominant mapped pattern of bedrock units;
alternatively, the faulting might lead to a pattern of
repetition or omission of specific rock formations
within the geologic column.

Valuable physical signatures which reveal the
presence of faults include abnormally straight top-
ographic lineaments or faultline scarps; aligned
springs issuing from fractured and favorably dis-
placed bedrock; intensely fractured rocks, perhaps
with zones of angular chunks of brecciated, ro-
tated materials; fracture surfaces naturally polished
through the movement process and etched with stri-
ations or grooves; dragging (folding) of rock layers
out of their normal orientation; loosely consolidated,



ground-up rock flour or paste, commonly referred to
as gouge; radically crushed, cataclastically deformed
rocks known as mylonites; and alteration, silicifica-
tion, or mineralization brought about by circulation
of hot fluids through shattered bedrock. Faults are
simple to locate in areas of active or very recent
mountain building, especially where faulting has bro-
ken the ground surface and produced scarps. See MY-
LONITE.

In continental areas of very poor rock exposure,
in the subsurface, and in ocean basins, faults are
much more difficult and costly to locate. However,
major faults are routinely discovered through appli-
cation of geophysical methods, especially seismic,
gravity, and magnetic surveying. Abrupt contrasts
in the geophysical signatures of rocks at depth sig-
nal the sharp truncation of bedrock by faults and
allow the pattern of faults to be mapped. The geo-
physical exploration of fault and fault structures in
the ocean floor has completely changed the way in
which geologists view the Earth and earth dynam-
ics. It is known that major fracture zones, unlike
any recognized in continental regions, exist in the
ocean floor. These fractures, hundreds to thousands
of kilometers in length and spaced at tens of kilo-
meters, pervade the Mid-Oceanic Ridge system and
are usually oriented perpendicular to the crest of
the ridge segment which they occupy. Interpreting
these to be enormous faults which accommodate the
movement of newborn oceanic crust as it spreads
bilaterally from the Mid-Oceanic Ridge system, J. T.
Wilson named them transform faults. See GEOPHYS-
ICAL EXPLORATION; MID-OCEANIC RIDGE; MARINE
GEOLOGY.

Transformfaults. Three fundamental types of trans-
form faults exist: the first connects one ridge seg-
ment to another; the second connects a ridge seg-
ment (where new oceanic crust forms) to a trench
(where oceanic crust is consumed through subduc-
tion); the third connects two trenches. Ridge-ridge
transform faults, perhaps the easiest to visualize
(Fig. 1), link parallel but offset ridge segments, and
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Fig. 1. Transform faults linking oceanic ridge segments.
(After W. J. Morgan, Rises, trenches, great faults, and
crustal blocks, J. Geophys. Res., 73:1959-1982, 1968)
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are characterized by shallow earthquake activity re-
stricted to the part of the transform between the two
ocean-ridge segments. The sense of movement along
each ridge-ridge transform fault, as deduced from
fault-plane solutions, is opposite to that which would
explain the offset of the oceanic ridge. In essence,
the movement along the transform fault does not
produce the offset, but rather records the differential
sliding-past (shearing) of the new ocean floor moving
in opposite directions from the two ocean-ridge seg-
ments which are connected by the transform. Thus
the transform faults serve, in this example, as part
of the divergent plate boundary which accommo-
dates sea-floor spreading and the movement of the
two plates can be described by an imaginary pole of
rotation located on the Earth’s surface at a position
defined by the intersection of great circles drawn per-
pendicular to points on the array of transform faults.
The rate of relative movement along the ridge-ridge
transform is a function of the rate of generation of
new oceanic crust along the ridge and is generally
on the order of several centimeters per year. See
MOUNTAIN SYSTEMS; PLATE TECTONICS; TRANSFORM
FAULT.

Transform fault patterns are quite complicated,
as is their evolution through time. Boundary zones
between three adjacent tectonic plates (or triple
junctions) are particularly difficult to evaluate with
respect to geometry and kinematics (motions).
Nonetheless, plate-tectonic analysis, including de-
tailed assessment of transform faults, has had a revo-
lutionary impact on understanding of the Cenozoic
tectonic evolution of the Earth’s crust. For example,
scientists generally accept Tanya Atwater’s hypoth-
esis that the infamous San Andreas fault system of
California is a transform fault boundary separating
two enormous crustal plates, the North American
and the Pacific. Relative movement between these
plates is horizontal and right-handed, and in magni-
tude amounts to hundreds of kilometers.

Movements. This interpretation of the San Andreas
Fault clearly demonstrates that some major fault sys-
tems in continental regions can be better understood
in the context of the “new rules” afforded by study
of transform faulting and plate tectonics. However,
most fault systems in continental regions cannot be
clearly and quantitatively linked to specific plate-
tectonic movements or configurations, present or
past, and they are analyzed and understood in an
entirely different way; the guidelines for analysis are
well established. In addition to describing the phys-
ical and geometric nature of faults and interpreting
time of formation, it has been found to be especially
important to determine the orientations of minor
fault structures (such as striae and drag folds) which
record the sense of relative movement.

Evaluating the movement of faulting can be dif-
ficult, for the apparent relative movement (separa-
tion) of fault blocks as seen in map or outcrop may
bear little or no relation to the actual relative move-
ment (slip). The slip of the fault is the actual rel-
ative movement between two points or two mark-
ers in the rock that were coincident before faulting
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Fault and fault structures
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Fig. 2. Slip on faults. (a) Block before faulting; (b) normal-slip; (c) reverse-slip; (d) strike-slip; (e) oblique-slip. (After F. Press

and R. Siever, Earth, 2d ed., W. H. Freeman, 1978)

(Fig. 2). Strike-slip faults have resulted in horizontal
movements between adjacent blocks; dip-slip faults
are marked by translations directly up or down the
dip of the fault surface; in oblique-slip faults the path
of actual relative movement is inclined somewhere
between horizontal and dip slip. Strike-slip faults
are described as left- or right-handed, depending on
the sense of actual relative movement; dip-slip faults
are described as normal-slip, thrust-slip, or reverse-
slip, depending on the sense of actual relative move-
ment and on the dip and dip direction of the fault
surface. Listric normal-slip faults are a type of normal-
slip fault in which the inclination of the fault de-
creases. Movement on such a curved fault surface
produces a profound backward rotation of the upper
block.

Recognizing even the simplest translational fault
movements in nature is often enormously difficult
because of complicated and deceptive patterns cre-
ated by the interference of structure and topography,
and by the absence of specific fault structures which
define the slip path (Fig. 3). While mapping, the
geologist mainly documents apparent relative move-
ment (separation) along a fault, based on what is ob-
served in plan-view or cross-sectional exposures. In
the separation sense, left- and right-lateral faults are
those displaying apparent horizontal shifts of rock
in map view. Such shifts are said to be apparent
because the left- or right-lateral offset might actu-
ally have been produced by dip-slip, not strike-slip,
movements. Normal, reverse, and thrust are separa-
tion terms for faults, and again the usage of each is
based on apparent offset in cross-sectional view and
on the dip and dip direction of the fault.

Movement and offset on large, regional fault sys-
tems must be evaluated on the basis of displaced ge-
ologic terrains and abnormal stratigraphic relations.
For example, 435 to 500 mi (700 to 800 km) of left-
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Fig. 3. Slip versus separation. (a) AB is the dip-slip. (b) After
erosion of top of footwall block. The block has undergone a
right separation. (After M. P. Billings, Structural Geology,
3d ed., Prentice-Hall, 1972)

slip fault movement has been postulated in north-
ern Mexico during the time period 150,000,000 to
170,000,000 years ago. The basis of the interpreta-
tion is truncation and offset of terrains of Precam-
brian and Paleozoic rocks in California and Arizona.
Low-angle thrust movements in western Utah pro-
duced in Cretaceous time a 44-mi (70-km) west-to-
east transport of thick Precambrian through Paleo-
zoic miogeoclinal strata onto thin shelf and platform
strata of the same age.

Stress conditions. Theory on faulting is based on
applied physics and engineering, and focuses on the
stress conditions under which rocks break. The the-
ory is almost exclusively concerned with the brittle
behavior of crustal rocks; as such, it is most applica-
ble to faulting at upper crustal layers in the Earth.
Results of deformational experiments under con-
trolled temperature, pressure, and strain-rate con-
ditions bear importantly on modern understanding
of the dynamics of faulting. The results of theoreti-
cal and experimental work provide insight into why
faults can be conveniently separated into categories
of normal-slip, thrust-slip, and strike-slip.

Forces which act on a rock body may be resolved
by vector analysis into components of force acting in
specific directions. These, in turn, can be converted
to magnitudes and directions of stresses which tend
to deform the body. This is done by dividing the
force component by the surface area (of the body)
on which it acts. Two types of stresses are distin-
guished, normal stress (o), which acts perpendicu-
lar to a given surface, and shear stress (7), which
acts parallel to the given surface. Stress analysis, in
effect, evaluates the magnitude of shear and normal
stresses acting in all directions throughout a body
and predicts the orientations of the surfaces along
which faulting should occur.

Evaluating the distribution of stresses in a body
that is acted upon by forces discloses that there are
three unique directions within the stress field, called
principal stress directions. These stress directions
are mutually perpendicular, and the value of shear
stress equals zero only along these three directions.
Furthermore, one of the principal stress directions is
characterized by the maximum value of normal stress
(0 1) within the system, and another (o 3) is character-
ized by the minimum normal stress. Maximum shear
stress values (T ;) occur along lines oriented 45° to
the principal stress directions.

Two-dimensional mathematical analysis demon-
strates that the magnitude of normal stress (o) on
any plane (that is, on any potential surface of faulting)
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in the body is given by Eq. (1), where o = greatest

o= ntos_ N0 cos 26 (€))
2 2

principal normal stress, o3 = least principal normal
stress and 6 = angle between the greatest princi-
pal stress axis and the direction of shearing stress (in
the plane for which o is being evaluated). The magni-
tude of shear stress (7) on that same plane is given by
Eq. (2). The distribution of paired values of normal

0y — 03
I:Tsmze 2)

stress and shear stress as a function of 6 is such that
shear stress (1) is zero at values of 0°, 90°, 180°, and
270°, but attains maximum values at 45°, 135°, 225°,
and 310°. Normal stress reaches a maximum at 90°
and 270°, but is minimal at 0° and 180°. These vari-
ations in normal and shear stress values may be por-
trayed on a Mohr circle diagram, a graphical represen-
tation of the above equations (Fig. 4). Points on the
periphery of the circle have coordinates (o,7) which
correspond in value to normal stress and shear stress
on a plane which makes an angle of 6 with o, the
greatest principal stress direction.

Given such a stress distribution, and assuming that
the differential stress conditions (o — 03) exceed
the strength of the rock body, the orientation of fault-
ing can be determined. The Mohr-Coulomb law of
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failure [Eq. (3)] predicts that faulting should occur

T, =Ty +otang (@)

at a critical shear stress level (t,) where 7, = co-
hesive strength of the rock, ¢ = normal stress on
the fault plane, and ¢ = angle of internal friction.
The coefficient of internal friction, tan ¢, equals o/t
at failure. For most rocks, the coefficient of internal
friction has a value between 0.4 and 0.7; thus the
angle of internal friction, ¢, commonly varies from
20 to 35°. The value of 0 for such internal friction
typically ranges from 27 to 35°, and is often 30°. In
practice, the failure points on Mohr circle diagrams,
as generated through experimental deformation, do
not conform to the ideal straight-line failure envelope
predicted on the basis of the Mohr-Coulomb law.
Rather, the failure envelopes are smoothly curved
in a way that describes an increase in 20 with an in-
crease in confining pressure (03). Predictions as to
when and at what angle faulting should occur are fur-
ther complicated by variables of temperature, strain
rate, pore-fluid pressure, and presence of fractures.
In fact, fundamental questions have been raised re-
garding the extent to which theory and short-term
experimental work can be applied to some natural
geological systems.

What arises from theory and experiments is that
fractures form in an orientation such that they con-
tain the axis of intermediate stress (0,) and make an
angle of & (commonly around 30°) with o; and 90 —
6 with o3. Since the Earth’s surface has no shear
stress, principal stress directions near the Earth’s
surface tend to be vertical and horizontal, and de-
pending on the relative configuration of the principal
stresses, will give rise to thrust-slip, normal-slip, or
strike-slip faults. The direction of movement on these
faults is such that the wedge receiving the great-
est compressive stress moves inward, whereas the
wedge receiving the least compressive stress moves
outward.

Examples. There are many excellent natural exam-
ples of normal-slip, thrust-slip, and strike-slip faults.
The Basin and Range Province of the western United
States displays a unique physiographic basin/range
style because of pervasive large-scale normal-slip
faulting (Fig. 5), which resulted from regional crustal
extension within the last 15,000,000 years. Normal-
slip faults accommodate extension.

Arizona

Colorado River

\:’ = Precambrian rock |

‘ | | = Tertiary strata

Fig. 5. Cross section of listric normal faults in the Basin and Range Province. (After R. E. Anderson, Geologic Map of the
Black Canyon 15-Minute Quadrangle, Mohave County, Arizona, and Clark County, Nevada, USGS Map GQ-1394, 1978)
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Thrust-slip faults are an integral part of the tec-
tonic framework of the southern Appalachian Moun-
tains, the Sevier orogenic belt of western Utah and
western Wyoming/eastern Idaho, and the Canadian
Rockies. In mountain belts throughout the world,
thrusting has played a major role in accommodating
crustal shortening during mountain building. Major
mechanical questions have arisen as to how enor-
mous masses of crustal rocks can be thrust tens or
hundreds of kilometers, since the apparent force re-
quired should have crushed the rock mass before it
moved. The paradox of regional overthrusting has
led to theories of faulting that emphasize the im-
portance of factors such as high pore-fluid pressure,
gravitational sliding, viscous creep of ductile materi-
als, and underthrusting.

The best-documented strike-slip faulting is con-
centrated near margins of lithospheric plates, but
such faulting has occurred in foreland tectonic re-
gions as well, including the Rocky Mountains of the
American West and mainland China. A major theme
that has emerged from the study of high-angle faults,
especially strike-slip faults, is that ancient faults in
basement rocks are commonly reactivated in post-
Precambrian time, producing zones of concentrated,
superposed strain. This interpretation has been used
to explain the classic monoclinal uplifts of the Col-
orado Plateau. See GRABEN; HORST; STRUCTURAL GE-
OLOGY. George H. Davis
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Fault-tolerant systems

Systems, predominantly computing systems, tele-
communication systems, and other computer-based
systems, which tolerate undesired changes in their
internal structure or external environment. Such
changes, generally referred to as faults, may occur at
various times during the evolution of a system, begin-
ning with its specification and proceeding through
its utilization. Faults that occur during specification,
design, implementation, or modification are called
design faults; faults that occur during utilization are
referred to as operational faults. Design faults are due
to mistakes made by humans or by automated de-
sign tools in the process of specifying, designing,
implementing, or modifying a system. Operational
faults can be physical or human and can occur inter-
nally or externally. Examples include component fail-
ures (physical-internal), temperature and radiation
stress (physical-external), mistakes by human oper-
ators who are integral parts of the system (human-

internal), and inadvertent or deliberate interference
by humans who interact with the system (human-
external).

Dependability and performability. Both design faults
and operational faults can affect a system’s ability to
serve its user(s). With respect to a specification of ex-
pected service, such ability is referred to as depend-
ability (the ability of a system to deliver the specified
service). System service is classified as proper if it is
delivered as specified; otherwise it is improper. Sys-
tem failure is identified with a transition from proper
to improper service and is a consequence of errors
caused by faults. Dependability is quantified by re-
liability, which is a measure of continuous delivery
of proper service, and availability, which quantifies
the alternation between deliveries of proper and im-
proper service. More refined assessments of a sys-
tem’s ability to serve are provided by measures of
performability (the probability distribution of how
well a system performs over a specified period of
time). In particular, such measures can account for
degraded levels of service that, according to failure
criteria, remains proper.

Specific requirements for dependability and per-
formability can vary dramatically according to the
nature of the service provided. At one extreme, de-
graded performance or failure may simply inconve-
nience the user; in this case, the requirements are
relatively modest. At the other extreme, a system
failure may result in the loss of human lives; here,
continuous proper service is essential and, hence,
ultrahigh reliability becomes the dominating re-
quirement. See RELIABILITY, AVAILABILITY, AND MAIN-
TAINABILITY.

Fault prevention and fault tolerance. To satisfy a
specified set of dependability and performability re-
quirements, faults can be dealt with by prevention
or tolerance. Fault prevention is the more traditional
method. It attempts to ensure a faultfree system
through methods of fault avoidance, which eliminate
faults—for example, design methodologies, quality
control methods, or radiation shielding; or methods
of fault removal, which find and remove faults prior
to system utilization—for example, testing and veri-
fication. Fault tolerance techniques are based on the
premise that a complex system, no matter how care-
fully designed and validated, is likely to contain resid-
ual design faults and is likely to encounter unpre-
ventable operational faults.

To describe how systems tolerate faults, it is im-
portant to distinguish the concepts of fault (defined
above) and error. Relative to a description of desired
system behavior at some specified level of abstrac-
tion, an error is a deviation from desired behavior
caused by a fault. Since desired behavior may be
described at different levels of abstraction—for ex-
ample, the behavior of computer hardware may be
described at the circuit level, logic level, or register-
transfer level—a variety of errors can be associated
with a given fault. Moreover, a fault can cause an
error at one level without causing an error at an-
other level. A fault is latent until it causes an error,



and it is possible for a fault to remain latent through-
out the lifetime of a system, thus never causing
an error.

The distinction between fault and error is partic-
ularly important in the case of design faults. For ex-
ample, a software design fault (commonly referred
to as a bug) may remain latent for years before the
software is finally executed in a manner that permits
the bug to cause an execution error. The sense in
which a system tolerates a fault is typically defined
as some form of restriction on the errors caused by
that fault. Often, though not always, this term refers
to the prevention of errors at a level that represents
the user’s view of proper system behavior. Errors at
this level coincide with system failures and, accord-
ingly, a fault is tolerated if it does not cause a system
failure. A system is fault-tolerant if all faults in a spec-
ified class of faults are tolerated.

Fault tolerance techniques. A variety of fault tol-
erance techniques are employed in the design of
fault-tolerant systems. Generally, such techniques at-
tempt to prevent lower-level errors (caused by faults)
from causing system failures. Using various types of
temporal, structural, and informational redundancy,
such techniques either mask a fault (no errors are
propagated to the faulty subsystem’s output) or de-
tect a fault (via an error) and then effect a recovery
process which, if successful, prevents system failure.
In the case of permanent internal faults, the recov-
ery process usually includes some form of reconfig-
uration (replacement of a faulty subsystem with a
spare; use of an alternate program) which prevents
the fault from causing further errors. Many of these
methods invoke multiple computations whose re-
sults are used to mask faults, via a decision mech-
anism that produces a single result, or to detect
faults through discrimination of differences among
their values. This assumes that, with high probabil-
ity, faults do not cause similar errors among multiple
results. Hence, in the case of design faults, simple
replication computation is precluded; instead, mul-
tiple computations need to be realized by diverse
designs which minimize the probability of similar er-
rors.

Typically, a fault-tolerant system design incorpo-
rates a combination of fault tolerance techniques
which complement the techniques used for fault pre-
vention. The choice of these techniques and, more
generally, the specific nature of the system’s hard-
ware and software architecture is highly dependent
on both types of faults anticipated and the depend-
ability and performability requirements. See COM-
PUTER ARCHITECTURE; INFORMATION THEORY; SOFT-
WARE ENGINEERING. John F. Meyer
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Feather

A specialized keratinous outgrowth of the skin,
which is a unique characteristic of birds. Feathers
are highly complex structures that provide insula-
tion, protection against mechanical damage, protec-
tive coloration, and also function significantly in be-
havior. One special functional role is in flight, where
feathers provide propulsive surfaces and a body sur-
face aerodynamically suitable for flight. Feathers are
used in maintenance of balance and occasionally in
the capture of prey and various specialized displays.

Distribution. The number of feathers on birds is
determined by a variety of parameters but, in gen-
eral, large birds have more feathers than small birds.
Feather counts vary from 940 on the ruby-throated
hummingbird to about 4000 on sparrow-sized birds,
5000 on blackbirds, and more than 25,000 on a
whistling swan. There is a significant correlation be-
tween body weight and the relative weight of the
feathers, so that large birds have proportionately
more plumage per surface area than small birds. No
significant taxonomic correlation is found in feather
number or weight; presumably the relative feather
mass is involved in the conservation of metabolic
heat. Thus the feather mass of various species is more
likely to be influenced by ecological and physiologi-
cal factors than by taxonomic position.

The uniform distribution of feathers, which ap-
pear to cover a bird almost completely, is only super-
ficial. Definitive (as opposed to down) feathers grow
from restricted tracts (pterylae) and are absent in the
intervening areas (apteria). Number of feathers often
varies according to body part, and the head and neck
often carry 40-50% of the total number. The pterylae
have well-defined patterns which are at least partially
specific for different taxonomic groups. The study of
these patterns is termed pterylography.

Structure. A representative definitive feather
(Fig. 1) contains a single long central axis which
supports a row of small branchlike structures along
each side (barbs). The central structure consists of
a hollow, vaneless, cylindrical basal section, called
the calamus, and a solid, angular portion, the rachis.
The calamus has openings at both ends (the upper
and lower umbilicus), the function of which is only
incompletely known. The umbilici and calamus are
especially well developed in powder down, and
the umbilici may be related to the growth of these
feathers. Barbs form the vane, or web, of the feather.
Individual barbs branch off the rachis at variable
angles and point toward the outer tip of the feather.

The barbules are small branches from the barbs.
They lie in the same plane as the barbs and arise
in rows from their anterior and posterior surfaces.
The anterior barbules have a flattened base and a
series of small hooklike projections called hamuli;
the hamuli attach to the proximal ridge of the pos-
terior barbules of the next barb, forming an inter-
locking structure characterized by its great strength
and light weight (Fig. 2). All feather types consist ba-
sically of these structural elements. The distribution
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posterior barbules

anterior barbule

Fig. 1. Typical flight feather. (a) Full view. (b) Detail of base. (c) Detail of vane. (After
J. Van Tyne and A. J. Berger, Fundamentals of Ornithology, 2d ed., John Wiley and Sons,

1976)

and interrelationships of these elements produce the
three-dimensional, macroscopic appearance of the
feather.

Specializations. Most of the superficial feathers are
contour feathers (pennae). These include the large
flight feathers (remiges) of the wing and the long tail
feathers (rectrices). Other common feather types in-
clude the down feathers (plumulae), intermediate
types (semiplumes), and filoplumes (Fig. 3). Pennae
grow only in pterylae and form the major contours
of the body. Semiplumes lack hamuli and thus lack a
firm vane. They occur at the periphery of pterylae,
integrate structurally with pennae, and serve to pro-
vide insulation, bouyancy, and increased flexibility at
the base of moving parts. Filoplumes are specialized
structures and may be decorative or sensory or both.
They are always associated with the papillae of con-
tour feathers. Filoplumes have only a reduced vane at
their tip or lack a vane completely. The reduced vane

(vibrissa) is hairlike in appearance and presumably
has a tactile function. Vibrissae are well developed in
the eyelashes of several species and in the stiff (rictal)
bristles found at the base of the bill. Down feathers
on adults are usually concealed by the contour feath-
ers. On hatchlings of most species the entire feather
complement consists of downy feathers. The degree
of nestling feathers (neossoptiles) ranges from sparse
to dense and, in many cases, is related to chick be-
havior and the ecology of the nest. Most natal downs
lack a rachis and are not confined to pterylae. Their
primary function is insulative. Powder down, found
only in certain taxonomic groups, are continually
growing feathers. They produce a soft, friable ma-
terial used in the cleaning and maintenance of other
feathers.

Naked, or featherless, areas of adult birds serve
several functions. For example, combs, wattles, bare
eye rings, casques, and other structures on or near
the head are used in sexual and mating displays; parts
of the legs and feet may be used in the regulation of
body heat, or for the protection, by shading, of the
eggs and young; the naked head and neck in carrion
feeders may serve a sanitary function.

Cytology. Adult feathers are essentially dead struc-
tures. However, developing feathers consist of three
rather distinct cell types. These form the cuticle, cor-
tex, and medulla, the morphologically distinct ele-
ments of the feather. The proportions of these el-
ements vary within any particular type of feather.
In the medulla, especially, the relationship between
inter- and intracellular spaces may vary and influence
the appearance of the feather, particularly its color.
Cells of the developing cortex show high cytoplas-
mic ribonucleic acid (RNA) activity, as occurs in cells
undergoing rapid proliferation and protein synthesis.
See RIBONUCLEIC ACID (RNA).

Chemistry and molecular structure. Feathers are ectoder-
mally derived proteinaceous material. The main pro-
tein, B-keratin, has a molecular weight of approx-
imately 11,000 and is characterized by its general
insolubility, a result of the large numbers of in-
tramolecular disulfide bonds. Although the amino
acid composition of feather parts may differ, serine,
glycine, cystine, and proline are the most frequent
residues. See PROTEIN.

The solubilized proteins from feathers are highly
heterogeneous upon separation by electrophoresis.

barbs

Fig. 2. Parts of three barbs from a vaned feather, showing
the hooking mechanism of the overlapping barbules. (After
J. C. Welty, The Life of Birds, Saunders, 1962)



Fig. 3. Types of feathers, (a) Filoplume. (b) Vane or contour.
(c) Down. (d) Semiplume. (After J. C. Welty, The Life of
Birds, Saunders, 1962)

Combined with differences in physiochemical and
immunological properties, the complexity indicates
the presence of a large number of monomeric, in-
dividual gene products. This interpretation is sup-
ported by the existence of species-specific keratin
polypeptides and experiments with messenger RNA
(mRNA) and complementary deoxyribonucleic acid
(DNA) which indicate the presence of over 200 ker-
atin genes in the total genome. Differences in molec-
ular protein structure and distribution reflect the
interaction of structural and regulatory gene prod-
ucts. In certain genetic mutants the abnormal gross
feather structure is the result of the same inter-
actions.

The complete amino acid sequence is known for
keratin monomers from two species. Physical analy-
sis shows each monomer, or gene product, to consist
of a folded and an amorphous portion. Sequence dif-
ferences appear limited to the latter. The folded por-
tions interact between units to form larger, highly
organized, molecular assemblies. The folded por-
tion may also contain the immunogenetic site of
the protein. Thus, structural conformation is related
to an evolutionary conservativeness. The individual
polypeptides form small microfibrils. These, in turn,
are organized into filaments which are cemented to-
gether in an amorphous matrix.

Development and molt. Feather development is a
complex process and has been studied in detail only
in the contour and flight feathers of domestic birds.
The penna develops initially as a domelike elevation
of the epidermis that has a dermal core. Each devel-
oping feather grows outward by a rapid proliferation
of cells at its base (Fig. 4). A tapered epidermal cylin-
der is produced with a dermal core that contains ves-
sels which provide nutrients to the developing struc-
ture. Subsequent feather development depends on
accurate alignment, in both time and space, of rows
of epidermal cells to form the rachis, barbs, and bar-
bules. This is especially true in the highly structured
adult contour and flight feathers, in which growth

is adjusted for the subunits of the vane to hook
together properly. In addition, specialized feather
structures, such as the tips on the feathers of cedar
waxwings and similar structures in other species,
are produced by modification of the same basic
mechanism.

Histogenesis. As development proceeds, three epi-
dermal areas can be distinguished. The outer layer,
which forms a sheath; a thick intermediate layer,
representing the primordia of the rachis and barb,
which later becomes keratinized; and an inner layer,
which forms an envelope about the pulp. All three
layers are derived from a collarlike ring of embry-
onic epidermal cells. In all cases a remnant of the
original dermal cells, surrounded by epidermal cells,
remains at the papilla. This is necessary for for-
mation and production of subsequent generations
of feathers. In newly hatched chicks the epider-
mal sheath ruptures as it dries, allowing feather
parts to unfurl. As outward growth proceeds, the
pulp is simultaneously withdrawn toward the feather
base, producing a completely keratinized, nonliving
structure.

Endocrine regulation. Many aspects of feather growth
are dependent on hormones. Evidence exists which
suggests that thyroid hormones are immediately re-
sponsible for molt by acting directly on the feather
papilla, but there is a great deal of interspecific dif-
ference in the quality and timing of response to
thyroxine administration. Pigmentation is, in vary-
ing degrees, determined by thyroid, sex, and go-
nadotrophic hormones. Hormone imbalances, espe-
cially in reference to thyroid secretion, can cause
changes in the pattern and melanin content of feath-
ers, as well as affect the timing of the molt.

Periodicity of molt. Feathers normally undergo attri-
tion because of the physical abuse attendant to the
normal activity of birds. In most species, feathers
are replaced completely at least annually, and many
of the feathers are replaced more frequently. The ac-
tual molt involves an exquisite integration of the se-
quence and relative timing of a series of events and

keratinized
feather

feather sheath

zone of protein
synthesis and

horny layer keratinization

\

™
epidermis \

outer-feather |

follicle sheath
/

germinal matrix dermal papilla

Fig. 4. Section through growing feather follicle. (After
R. I. C. Spearman, The keratinization of epidermal scales,
feathers, hairs, Biol. Rev., 41:59-69, 1966)

Feather

37



38

Feather

is clearly of adaptive value. Considerable energy is
expended in molt, in the biosynthesis of new ker-
atin, in the associated changes in thermal conduc-
tance, and in associated behavioral changes. For this
reason molting is usually scheduled so as not to in-
terfere with other energy-demanding phenomena of
the annual cycle, most notably reproduction and mi-
gration.

Molt patterns. The sequence of feather molt is sur-
prisingly orderly. Penguins, which shed large patches
of feathers in an irregular pattern, are an exception.
In most species the power of flight is retained during
molt. The molt, that is, the normal shedding of feath-
ers and their replacement by a new generation of
feathers, is a single growth process which is actively
concerned only with the production of the new gen-
eration of feathers. The old feathers are pushed out
of the follicles passively.

Coloration. The patterns and coloration in feath-
ers are controlled by mechanisms active during their
formation. Obviously, hormonal and nutritional con-
ditions are important during this period. Less well
understood are the systems which produce and con-
trol the repetition and register so apparent in the
plumage pattern. Such patterning involves the con-
trol of follicle spacing, feather angle, and the initia-
tion and termination of the pigmentation process in
individual feathers. Superficial patterns of this type
provide the basis for species recognization.

There are basically two types of feather col-
ors: schemochromes, which are colors that origi-
nate within the feather structures; and biochromes,
which are colors that are caused by the presence of
true pigmentation.

Schemochromes. The schemochromes are derived
from morphological variations in the rachis, barbs,
and barbules. Pigments are not necessary for the
production of structural colors, but they are gener-
ally present and modify the colors considerably. The
simplest case of structural coloration is whiteness,
which is the result of almost complete reflection
and refraction of incident light by the minute, color-
less, transparent feather surfaces, interstices, and air-
filled spaces. Noniridescent blues, such as in the blue
jay, are another common structural color produced
when a fine, colorless framework of barbs overlies
a dark layer which contains melanin granules. The
colorless layer reflects the blue wavelength, while
other wavelengths pass through this layer and are ab-
sorbed by the pigment below. Other noniridescent
colors, such as various greens or olive, are also associ-
ated with the presence of pigments in the absorbing
layer. These include both melanins and carotenoids.
See TYNDALL EFFECT.

Iridescent feathers, such as are found on hum-
mingbirds, sunbirds, and the rock dove, are pro-
duced independently of pigmentation by the inter-
ference of light by a thinly laminated structure in
the barbules. Barbs of iridescent feathers are invari-
ably broad and flat with blunted ends, distinctly pig-
mented, and generally lacking barbules. These broad
surfaces often overlap, and the feather surface then
acts as a diffraction grating. Colors are caused by

the interference of light waves reflected from the
surfaces of extremely thin, colorless laminae or film-
like plates which compose the outer surfaces of the
barbules. The various colors are produced by differ-
ences in the angle of the surfaces and changes in the
angle of light incident to the surface.

Biochromes. The most common biochromes are
melanins. Melanins are synthesized from the amino
acid tyrosine in specialized cells (melanophores) and
are deposited as discrete particles or granules. There
are probably no consistent chemical or structural dif-
ferences between the eumelanins and phaemelanins
even though they produce slightly different colors.
Melanins are responsible for a wide range of colors,
from dull yellow through red-brown to dark brown
and black. See PIGMENTATION.

Carotenoids. The most spectacular colors in feath-
ers are produced by the carotenoid pigments.
Carotenoids are found mainly in the apical portion
of the barbs, but in intensely pigmented feathers the
entire barb may be pigmented. In certain cases in-
tense pigmentation is accompanied by morphologi-
cal changes in the feather, such as flattening of the
barb in one plane and the absence of barbules. This
provides a better exposure of the pigment. Early
workers reported the absence of carotenoids in the
feathers of young birds, but more evidence for such
statements is necessary. See CAROTENOID.

As birds cannot synthesize carotenoids, they de-
pend on their food for these pigments. Feather
carotenoids are generally highly oxidized forms
(commonly keto or hydroxy derivatives) of in-
gested pigments. Thus, birds obviously possess the
metabolic capability of modifying these pigments.
Accumulating evidence indicates that these path-
ways may be common to many groups of birds. Eluci-
dation of the metabolic pathways for the production
of feather carotenoids may be fruitful in understand-
ing both the evolution of such pathways and the birds
which possess them.

Color variability regulation. Many of the seasonal dis-
plays of feather pigments, especially in the males of
migratory songbirds, depend on carotenoids. These
deposits, as well as the pigments responsible for sex-
ual dichromatism, presumably are controlled by hor-
monal mechanisms. In the brightly colored scarlet
tanager, for example, the biochemical difference be-
tween the feathers of the males and the females,
and between the colors of breeding and nonbreed-
ing males, represents only a relatively small differ-
ence in the chemistry of the pigment molecule.
This difference produces an enormous visual effect,
however, and is of great significance to the biol-
ogy of this species. The chemical differences in the
feather pigments of the sexes and the seasonal dif-
ferences in the males may be mediated by a sin-
gle enzyme, determined by a single gene. Conceiv-
ably, the activity of this gene could be controlled
by a single hormone. Additional studies which
link pigment chemistry, diet, genetics, and natu-
ral history will further understanding in this area.
Other genetic effects on pigments include the ab-
sence of pigments in normally pigmented individuals



(albinism) or an overabundance of melanins
(melanism) or carotenoids (xanthophyllism). See
SEXUAL DIMORPHISM.

Porphyrin compounds. An unusual pigment has been
isolated from members of the touraco family (Mu-
sophagidae). This pigment occurs in two forms in
feathers, the red turacin and a green, oxidized deriva-
tive, turacoverdin. Chemically, this pigment is a
copper-containing uroporphyrin. A related pigment,
but one lacking copper, has been found in the bus-
tards (Otididae). Free porphyrins (coproporphyrin)
have also been reported in the down feathers of
owls.

Adherent colors. Another type of coloration, pro-
duced by neither internal pigmentation nor struc-
ture, is the adherent colors. They are chemicals, com-
monly iron oxides, that are applied, presumably un-
intentionally, to feathers during preening.

Function. Many functional aspects of feathers are
dependent on their posture and position. Feather
posture is adjusted chiefly by bands of nonstri-
ated muscle fibers in the dermis (m. arrectores
plumarum). Typically each pennaceous feather folli-
cle is connected by pairs of muscles to four adjacent
follicles. The depressor and erector muscles in each
pair provide fine control over the position of individ-
ual feathers. Receptors in the skin near the feather
may sense pressure or vibration of the feather and
thereby provide information for further adjustment
of position.

Thermoregulation. A major physiological role of feath-
ers is to provide insulation. This is accomplished by
regulating the configuration of feather and skin in
such a way that differing amounts of air are trapped
in the dead space so formed. A second mechanism
for control of heat dissipation is the balance of the
exposure of feathered and unfeathered body parts.
See THERMOREGULATION.

Waterproofing. Feathers act as a protective boundary
in their role of providing waterproofing. Water repel-
lency is a structural feature of feathers and is the re-
sult of precise geometric relationships between the
diameter and spacing of barbs and barbules. Preen-
ing appears to be more important in the mainte-
nance of this structure than it is for the application
of oils or any other natural product, as was once
thought.

Behavior. A third function of the surface configura-
tion and overall pattern of feathers is in the area of
behavioral adaptations. These may be of two types.
First is concealment, when the bird is cryptically
marked to match its background and escape detec-
tion. Other types of concealment include disrup-
tive patterns, which break the familiar outline of
the bird, and mimicry, a rare situation when one
species resembles another. The second type con-
sists of various types of advertisement. For example,
unique combinations of feather color and pattern
may label the species as inedible, serve to maintain
contact among members of a flock in a gregarious
species, or provide a means of attracting and stimu-
lating members of the opposite sex. See PROTECTIVE
COLORATION.

Feedback circuit

Evolution. Feathers presumably derived from
scales or scalelike structures present on the reptilian
ancestor of birds. Chemical and structural evidence
indicates the presence of similar proteins in these
structures. The form and process of derivation of
the primitive feather are unknown. However, there is
some agreement that primitive feathers were rather
generalized in structure and arose in conjunction
with the metabolic and thermoregulatory demands
of avian precursors. This generalized feather, in turn,
gave rise to the more specialized downy and contour
plumages. See SCALE (ZOOLOGY). Alan H. Brush
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Feedback circuit

A circuit that returns a portion of the output signal of
an electronic circuit or control system to the input of
the circuit or system. When the signal returned (the
feedback signal) is at the same phase as the input
signal, the feedback is called positive or regenerative.
When the feedback signal is of opposite phase to
that of the input signal, the feedback is negative or
degenerative.

The use of negative feedback in electronic circuits
and automatic control systems produces changes in
the characteristics of the system that improve the
performance of the system. In electronic circuits,
feedback is employed either to alter the shape of
the frequency-response characteristics of an ampli-
fier circuit and thereby produce more uniform am-
plification over a range of frequencies, or to produce
conditions for oscillation in an oscillator circuit. It is
also used because it stabilizes the gain of the system
against changes in temperature, component replace-
ment, and so on. Negative feedback also reduces
nonlinear distortion. In automatic control systems,
feedback is used to compare the actual output of a
system with a desired output, the difference being
used as the input signal to a controller. These two
points of view will be considered separately in the
following discussion. However, the analysis of both
feedback amplifiers and electromechanical control
systems can be made on a common basis; from the
point of view of analysis the two have much in com-
mon.

Amplifier feedback. Feedback can be introduced
into an amplifier by connecting to the input a
fraction of the output signal. An amplifier will,
in general, have better frequency-response char-
acteristics when the system has feedback than
when there is no feedback. The system can be
designed to have a wider bandwidth and more
nearly ideal frequency-response characteristics. Fur-
ther, harmonic distortion due to nonlinear transistor
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or tube characteristics can be reduced by using feed-
back. See DISTORTION (ELECTRONIC CIRCUITS).

The use of feedback in an improperly designed
system, however, can produce a system with worse
characteristics. Amplifiers can become oscillators
when feedback is used in an improperly designed
system. Furthermore, feedback is not always inten-
tional, and amplifiers, particularly radio-frequency
amplifiers, are often unstable because of uninten-
tional (parasitic) feedback paths in the circuit. For a
discussion of amplifier frequency response and band-
width see AMPLIFIER

A system with feedback can be shown in block
diagram form (see illus.). The sinusoidal input sig-
nal is E; and the amplifier gain is A, which is a
function of frequency. When there is no feedback,
E, = AE, because E; = E;. When there is feedback,
E,=E +E,

Since E, = AE,, and E,= BE,, the overall gain of the
system with feedback is then shown by the equation
below.

E, A

E. 1-Ap

This formula for the gain of an amplifier with feed-
back indicates the effect of feedback upon the fre-
quency response of the amplifier without feedback.
The (1 — AB) term in the denominator is a complex
number. Therefore, the magnitude and phase angle
of the gain of the amplifier with feedback will differ
from the gain of the amplifier without feedback. The
amount of the difference depends upon the value of
the A and the 3 terms, and no general statements
can be made.

If there is a frequency for which A3 = 1, the de-
nominator of the expression for the gain will be zero
while the numerator will not be zero. When this oc-
curs, the amplifier will oscillate at approximately the
frequency for which A3 = 1. Furthermore, if there is
a frequency for which the magnitude of A3 is greater
than unity and the phase angle of A3 is 0°, 360°, or
any integral multiple of 360°, the amplifier will oscil-
late.

Positive and negative feedback. The terms positive
feedback and negative feedback are used to denote
the type of feedback found in certain electronic cir-
cuits. See NEGATIVE-RESISTANCE CIRCUITS.

When the magnitude of the denominator of the
feedback equation is greater than unity, the overall
gain with this (negative) feedback will be less than
the gain with no feedback, and stable operation will
result. If the magnitude of A3 is much greater than

amplifier E,

A

feedback
E -E. +E function B

Block diagram of feedback circuit.

one, A/(1 — AB3) is approximately —1/3 and does not
depend on A, thus minimizing the effect of unstable,
inaccurate elements on the circuit. This result is the
principal benefit of negative feedback.

If the magnitude of the denominator in the dis-
played equation is less than unity, then the over-
all gain with this positive feedback will be greater
than the gain without feedback. Under these cir-
cumstances the circuit may be unstable and either
oscillate or drive its output to the limit of the power-
supply voltage level and remain there.

It follows that both the magnitude and the phase
angle 6 of the product A3 are important in determin-
ing whether the feedback is positive.

The effect of feedback upon the frequency re-
sponse of an amplifier can be determined from the
expression A/(1 — AB). The performance in a par-
ticular case depends upon the behavior of A and 3
as functions of frequency.

Analysis and design. There are several methods for
analyzing and designing feedback amplifiers. In those
cases where the A and 3 terms in the previous equa-
tion can be identified from the circuit, the possibili-
ties of oscillation due to the feedback can be deter-
mined by plotting the amplitude and phase of A3
over the frequency range from zero to a sufficiently
high frequency. The examination is often made by
plotting the magnitude of A3 against the phase angle
in polar coordinates. It may be done also by plotting
the magnitude of A3 in decibels and the phase of
AP against the logarithm of the frequency for a suf-
ficiently wide frequency range. The second method
also indicates whether the amplifier will be satisfac-
tory for audio applications.

There are many cases where the circuit is suffi-
ciently complex that more powerful tools are re-
quired. The simple block diagram of the illustra-
tion is not applicable. Instead, the Laplace transform
method is used to obtain the transfer function (the
output transform divided by the input transform) of
the system. The poles and zeros of the transfer func-
tion define the system’s behavior. Typically, the sys-
tem is unstable if there are poles in the right half
of the s plane (where s is the Laplace transform
variable). The use of the computer greatly reduces
the tedium of the design process by displaying on a
monitor pole-zero plots on the s plane as parameters
are varied, the frequency response, the transient re-
sponse, and other items of interest. The possibility
of poles in the right half of the s plane can also be
determined by using the Routh-Hurwitz criteria. See
CONTROL SYSTEM STABILITY; LAPLACE TRANSFORM.

Computer-aided design is particularly helpful in
the design process because circuit components such
as transistors, resistors, and capacitors can have a
significant variation around their nominal values. For
example, resistors with a 20% tolerance might be
used because they are inexpensive. The amplifier can
be described by using the state-variable method in
which a system of first-order differential equations
for the circuit is determined. The aforementioned
properties of stability, response, and so forth, can be
determined. See LINEAR SYSTEM ANALYSIS.



The computer also provides great help in deter-
mining the effects of adding compensating networks
to improve the frequency response, the effects of dif-
ferent feedback configurations, and so forth. Thus,
the time needed for breadboarding and experiment-
ing is reduced. However, the ultimate test is the per-
formance of the final circuit since the computer pre-
diction is only as good as the equations that model
the circuit. See COMPUTER-AIDED DESIGN AND MANU-
FACTURING.

Input and output impedances. The above example
(see illus.) shows voltage feedback where a function
of the output voltage is fed back to the input. Current
feedback, where a voltage proportional to the output
current or some function of the output current is fed
back, may also be used. Furthermore, an amplifier
may have both voltage and current feedback.

The input and output impedances of a feedback
amplifier depend upon whether the output current
or voltage is sampled and upon whether this signal is
fed back in series or in parallel with the input excita-
tion. It is possible for the impedance with feedback
to be greater than or less than what it was before
the feedback was added. An emitter-follower is an
example of a feedback amplifier where the output
impedance has been reduced to a very low value
and the input impedance has been increased consid-
erably.

Oscillator feedback. An oscillator can be viewed
as a feedback amplifier with an input voltage sup-
plied from its output. Referring to the illustration,
this would mean that E, equals zero and E; equals Ey.

From this viewpoint the condition for oscillation
at a frequency f, is (to a first and usually very good
approximation) that A3 = 1 at f = f,. This means
that the feedback must be positive.

Servomechanism feedback. The purpose of feed-
back in a servomechanism is to obtain better control
of the system. As an example, consider a position
control system which is used to position an object
at a point determined by a reference signal.

The command to move the object is derived by
comparing the reference signal with a signal in-
dicating the instantaneous location of the object.
The command signal is an error signal derived from
the comparison of the actual and desired signals;
any error signal drives the system in such a direc-
tion as to reduce the error, that is, to make the
actual position agree with the desired reference
position.

If feedback were not used in the position con-
trol system, a precisely calibrated control device
would be needed to position the object in each
position dictated by the reference. In general the
required control could not be built with sufficient
accuracy. See CONTROL SYSTEMS; SERVOMECHANISM.

Harold F. Klock
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The feeding methods of invertebrates are as di-
verse as the invertebrates themselves, which are
adapted to all kinds of habitats, in freshwater, in
the sea, and on land. The feeding mechanisms are
best classified by the method used: browsing, sus-
pension feeding, deposit feeding, carnivorous, and
phytophagous (plant-eating). An alternative classifi-
cation often adopted, but perhaps less satisfactory,
may be based on the size of particles ingested. Thus,
the same invertebrate may be described either as
microphagous (feeding on minute organisms) or as
dependent on substances in solution. Both classifi-
cation schemes may be further subdivided. Carniv-
orous feeders, for example, include predators and
animal parasites; both share dependence on other
(living) animals as a food source. Some methods
will be restricted to particular habitats. Suspension
feeders, for example, can only be aquatic, while the
phytophagous habit may be found wherever edible
plants occur. The feeding mechanisms employed will
depend, at least partly, on the habit and habitat of the
plants utilized.

The insects are by far the most abundant in species
and variety. Their feeding mechanisms depend on
modification of the mouthparts to suit different foods
and on adaptation of the gut to cope with different
diets. The mouthparts comprise three pairs of ap-
pendages borne on the head—the mandibles, the
maxillae, and the labium, each capable of adaptation
for biting, piercing, lapping, or sucking. Different
adaptations are shown by the mouthparts of, say, a
locust for biting off pieces of living plants, a mosquito
for piercing mammalian skin and sucking the blood
from dermal capillaries, an aphid greenfly for tapping
plant sap, and a housefly for lapping fluids, but all
may be referred to the same basic plan. Both aphids
and locusts are phytophagous in that they depend
on plants for food, but their feeding mechanisms are
entirely different. See INSECTA.

Browsers. The gastropod mollusks afford good ex-
amples of browsing invertebrates. The buccal mass
houses a rasping radula that acts as a food grater,
removing the layer of encrusting organisms (mainly
algae) from the rocks. The rasp lines of limpets can
often be seen on algae-encrusting rocks in the in-
tertidal zone. The chitons also have a radula and
feed by browsing. The radula is a narrow band of
tissue bearing rows of minute chitinous teeth; it is
produced continuously to replace the anterior part
as it wears away. The different dental arrangements
are characteristic of each group. The radula is ma-
nipulated by a complex system of muscles, for the
radula serves not only for rasping the food off the
rocks but for conveying it into the buccal cavity.
See MOLLUSCA.

Carnivores. It is not only the more active inverte-
brates such as squids and octopus or the planktonic
arrowworms (Chaetognatha) that pursue prey; jelly-
fish and sea anemones catch the animals when they
brush against them, and eat them. Nor is it only the
larger invertebrates that are predatory. The ciliate
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Didinium is voracious in attacking other ciliate pro-
tozoa.

The cnidarians are characteristically armed with
stinging cells (nematocytes) containing nematocysts
(capsules with eversible threads) that may both par-
alyze and catch fishes and other animals that touch
them. The same basic mechanism is adapted by
jellyfishes, by the pelagic Portuguese man-of-war
(Physalia), anemones, and, on a smaller scale, the
individual hydranths of colonial hydroids and the
solitary freshwater Hydra. There is great variety
and specialization in the different types of nema-
tocysts for stinging and capture. The comb jellies
(Ctenophora) “fish” in the same manner, though
their cells (collocytes) are different. After the food
is secured (by adhesion), muscular contraction of
the tentacles serves to bring the prey to the mouth.
See CNIDARIA; CTENOPHORA.

Few annelid worms are predators, apart from
the leeches, though some polychaetes do prey on
other invertebrates, which they catch by means of
their jaws and eversible proboscis. Nemertine rib-
bon worms feed on other animals, mostly when
dead or moribund, by protrusion and withdrawal of
their long proboscis. Advanced leeches (such as the
medicinal leech) pierce the skin of the host by means
of three bladelike jaws edged with minute teeth,
sucking the blood which is prevented from clot-
ting by anticoagulants in the saliva. Such predators
(or parasites) take large meals at infrequent intervals
and have large crops for storage. Some leeches such
as Trochaeta ingest whole earthworms, and some
freshwater leeches ingest other small invertebrates.
Mollusks such as Urosalpinx prey on barnacles, gas-
tropods, or bivalves, boring through the shells by
a combination of chemical and mechanical means.
The process is often lengthy and laborious but is re-
warded by a substantial supply of food. Preliminary
digestion may be external, the partially digested tis-
sue being sucked up by means of a tubular proboscis.
See ANNELIDA; MOLLUSCA.

Some sea stars use their tube-feet to pull apart the
valves of mussels, the star everting part of its stomach
between the valves to digest and absorb the meat. See
ECHINODERMATA.

Scavengers. Many invertebrates are scavengers,
depending on animal or plant remains, or on ani-
mals in a moribund condition. Many crustaceans are
scavengers, including isopods and amphipods; and
many of the larger crabs also fall into this category.
The multiple mouthparts of such animals are adapted
to carry out different parts of the feeding process.
Large pieces of food may be grasped by pincerlike
(chelate) appendages and passed via other pairs of
appendages that comminute the food into fragments
of a size suitable for ingestion. See CRUSTACEA.

Suspension feeders. Feeding on particles in sus-
pension is particularly widespread among inter-
tidal invertebrates, for the action of the waves and
the high productivity of coastal waters ensure a
relatively abundant supply of detritus and living
organisms. Some filter feeders have remarkably ef-
ficient filtering mechanisms (Fig. 1), and the adop-

Fig. 1. Sabella pavonina. (a) Ventral view of base of
tentacular crown and first 12 body segments.

(b) Diagrammatic transverse section of two tentacles, as
indicated by arrow on a, to show the direction of the flow of
water entering the crown (colored arrows) and the direction
of the ciliary beat on the pinnules (black arrows). The
longitudinal food groove of each tentacle is overarched by
expanded bases of pinnules; particles from pinnules enter it
between these bases. (After V. Fretter and A. Graham, A
Functional Anatomy of Invertebrates, Academic Press,
1976)

tion of suspension feeding is often combined with
a sedentary life. The mechanisms employed may
be subdivided into setose, ciliary, and mucous-bag
feeding.

Setose appendages. Suspension feeding by means of
setose appendages is characteristic of many crus-
taceans such as acorn barnacles, which secrete a limy
carapace and use six pairs of appendages (the cirri)
to strain particles from the water and direct them to
the mouth. In strong currents the cirri need only be
held out into the current, the particles are caught on
the setae, and the cirri are contracted from time to
time to convey the catch to the mouth. Some crabs,
such as the porcelain crabs, also depend on particles
in suspension. Various appendages participate in the
filtering process, but in general setose extensions of
mouthparts or maxillipeds are used. Some sand crabs



and amphipods have some appendages adapted for
filtering and others adapted for dealing with larger
particles so that they can utilize a wide range of food
as opportunity permits.

Ciliary mechanisms. The fan worms such as Sabella
depend on currents drawn through a crown of pin-
nate filaments by long cilia along the edges of the fil-
aments, particles being trapped by mucus produced
by glandular cells and conveyed toward the mouth
along defined tracts by motion of shorter cilia. The
cilia beat in particular directions so that a stream of
trapped particles converge from each pinnule to the
base of the filament, where they are sorted accord-
ing to size. Unsuitable particles are rejected by other
ciliary currents sweeping them away from the crown
(Fig. D.

Some intertidal gastropods have adapted their res-
piratory currents into feeding currents and their
gills into ciliary filters, a mechanism that may have
evolved from the necessity not only of keeping the
gills irrigated but of keeping them clean. Gastropods
such as the slipper limpet, Crepidula fornicata, have
therefore become sedentary, for by transferring the
gill cleanings to the mouth there is no necessity for lo-
comotion. The Chinaman’s-hat limpet (Calyptraea)
feeds in a similar manner. So does the tall Turritella
to a certain extent, but since much of its food is
sucked up from the surface of the substratum, it is
principally a deposit feeder.

Clams and oysters are the most efficient filterers
in that the water is passed through the gills, the par-
ticles being sorted mainly by size on special flap-
shaped palps by the mouth. The enormous mussel
(Mytilus) banks on rocky coasts bear testimony to
the amount of food in suspension in such places.
Mussels avoid being swept away by secreting threads
(byssus), but rock oysters and many other filterers
cement themselves to rocks and pilings in order to
take advantage of these nutritive currents.

The protochordate sea squirts have achieved the
same type of feeding by other means. The filter is a
branchial basketlike elaboration of pharyngeal gill
slits. The feeding current is taken in through the
mouth and passed through the slits and out through
the atrium and exhalant aperture (Fig. 2). The food
is trapped in a mucous string produced from a ven-
tral gutter (endostyle), the mucus flowing across the
basket to the esophagus. Like many other filterers,
the sea squirts have become sedentary.

The bryozoans, common below tide on many
shores, have developed a filtering crown of ten-
tacles, the lophophore, superficially like that of
hydroid cnidarians; and they are also sedentary
and colonial. The bryozoan inhalant current is di-
rected by cilia down into the center of the crown
and out between the bases of the tentacles, the food
particles being directed along prescribed paths to
the mouth. The solitary phoronids are similar; and
the brachiopod lamp shells, so numerous in earlier
times, have alophophore shaped like a double horse-
shoe of numerous slender filaments within the lower
valve of the Roman lamp-shaped shell. The mecha-
nism is functionally like that of a mussel, but the
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Fig. 2. Diagrammatic sagittal section of Clavelina showing
the branchial basket and feeding currents. The side of the
tunic and part of the branchial basket are cut away. (After
R. C. Newell, Biology of Intertidal Animals, Marine
Ecological Surveys Ltd., Faversham, Kent, England, 1979)

construction is entirely different. See BRACHIOPODA;
BRYOZOA; PHORONIDA.

Mucous bag. Secretion of mucus, denied to the crus-
taceans but an indulgence in soft-bodied inverte-
brates, is a common means of trapping food. In a
few animals the mechanism is more complex. In
general, nets or bags of mucus are spun from the
mouth; when the device is full, both the net and
the catch are eaten. The net is filled by a water cur-
rent that may be actively provided by muscular or
other means, or the feeder may depend on the nat-
ural current. Some insect larvae use this method in
freshwaters, while the annelid Chaetopterus and the
echiuroid Urechis do so in the sea. Mucous-bag fil-
ters trap minute particles. Chaetopterus (Fig. 3) se-
cretes a parchmentlike tube whereas Urechis liesina
burrow, but both make a current through a secreted
mucous bag. Chaetopterus produces its current with
muscular balers or “fans,” Urechis by peristalsis of
the body wall. In Chaetopterus the bag is subtended
by two armlike extensions that secrete it, the bag
rolled up in a cup-shaped structure on the segment
behind, and the bolus passed forward along a groove
to the mouth.

Integumentary absorption. Some invertebrates absorb
all their nutrients through the integument. This is
true not only of many parasites bathed in the nu-
tritious media of their hosts’ body fluids or gut
contents but also of the pogonophoran annelids,
which live in cold deep-water marine deposits and
have neither mouth nor gut. Slow and lethargic,
they live in permeable horny tubes through which
their nutrients are actively absorbed from solution.
Some other invertebrates are capable of utilizing
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Fig. 3. Chaetopterus. (a) Feeding with a mucous bag, the arrows indicating water current.
(b) Dorsal view of the anterior end. (After V. Fretter and A. Graham, A Functional Anatomy
of Invertebrates, Academic Press, 1976)

dissolved substances, amino acids or complex car-
bohydrates, by active uptake. This form of nutrition
has often been overlooked, but it may form a small
but significant proportion of the energy budget. See
POGONOPHORA.

Deposit feeders. Many invertebrates feed on de-
posits of mud and sand. The nutritional content may
be relatively low, but it is usually highest at the sur-
face where there is a microflora of photosynthetic or-
ganisms and where detritus is also deposited. There
are various mechanisms for collecting the most nu-
tritious surface layer, and guts of such feeders are
specialized for coping with large volumes of deposit
continuously delivered.

In the intertidal zone the polychaete annelids

-

(a)

Fig. 4. Use of siphons in (a) a suspension-feeding bivalve
(Mya arenaria) and (b) a deposit-feeding bivalve
(Scrobicularia plana). Arrows indicate the inhalant and
exhalant streams. (After R. C. Newell, Biology of Intertidal
Animals, Marine Ecological Surveys Ltd., Faversham, Kent,
England, 1979)

afford a variety of examples of deposit-feeding mech-
anisms. The lugworm (Arenicola) lies at a depth of
8-16 in. (20-40 cm) in an L-shaped burrow, with
the head in the toe of the L, and feeds on sand.
As it eats, sand caves in from above, forming hol-
lows on the surface. From time to time, the worm
backs up the vertical shaft to form the castings of
sand that has passed through the gut. The cycles of
eating and defecation continue with clockwork reg-
ularity, for there is little to disturb the even tenor
of its ways. Other polychaetes living beneath the
surface, or in crevices for protection, have devel-
oped tentacles that can be extended onto the sur-
face. Terebella is one such, with numerous extensi-
ble tentacles arising, medusalike from the head, each
provided with muscles and a ciliated groove to assist
in conveying morsels to the mouth. Other inverte-
brates, such as ampharetid worms and sea cucum-
bers (Holothuria), have shorter sticky tentacles that
are licked clean of adherent particles by the mouth.
See POLYCHAETA.

Most bivalves which are not filterers ingest the sur-
face deposits by means of the inhalant siphon, which
acts rather like a domestic vacuum cleaner. The
suspension-feeding Mya lies well buried in the mud,
with inhalant and exhalant siphons externally joined
together and extending to the surface (Fig. 4a). The
deposit-feeding Scrobicularia has the inhalant and
exhalant siphons separated, enabling the inhalant
tube to search a wide area of surface while the rest
of the animal remains at a safer depth (Fig. 4b). Many
gastropods, like the tiny Hydrobia, feed on surface
mud. The larger pelican’s-foot snail (Aporrbais) has
an elaborate mechanism for rasping off organisms
from the deposits which are taken in from the surface
by means of an inhalant current. Both inhalant and
exhalant currents are produced by the proboscis and
consolidated by the mucus it secretes. As in Areni-
cola, the surface is eaten while the animal remains
concealed. Corophium, an amphipod that burrows
in fine marine mud, takes the rich surface into the
opening of the burrow by means of its long sec-
ond antennae. The beating of the more posterior ap-
pendages (pleopods) creates a current that carries
the raked-up material into a setose sorting area near
the mouth.

In terrestrial environments there are, of course,
no filter feeders, and deposit feeders live mainly
in the soil to avoid light and water loss as well as
predators. Terrestrial vegetation provides food for
browsers such as slugs and snails and for numer-
ous insect larvae with mouthparts adapted to deal
with particular plants. Plant litter in various stages
of decay provides food for other invertebrates both
on and beneath the surface. Such invertebrates have
not only mouths and teeth to deal with the food but
also gut floras to assist digestion. Cellulose and wood
are often broken down with the aid of gut flagellates.
See DIGESTION (INVERTEBRATE). R. Phillips Dales
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Olive, The Invertebrates: A Synthesis, 3d ed., 2001;
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Feldspar

Any of a group of aluminosilicate minerals whose
crystal structures are composed of corner-sharing
[AlO4] and [SiO4] tetrahedra linked in an infi-
nite three-dimensional array, with charge-balancing
cations [primarily sodium (Na), potassium (K), and
calcium (Ca)] occupying large, irregular cavities in
the framework of the tetrahedra. Collectively, the
feldspars constitute about 60% of the outer 8-10 mi
(13-17 km) of the Earth’s crust. They are nearly ubiq-
uitous igneous and metamorphic rocks, and are a pri-
mary constituent of arkosic sediments derived from
them. The importance of the many feldspars that
occur so widely in igneous, metamorphic, and some
sedimentary rocks cannot be underestimated, espe-
cially from the viewpoint of a petrologist attempting
to unravel earth history. See ARKOSE; MINERALOGY;
PETROLOGY; SILICATE MINERALS.

With weathering, feldspars form commercially im-
portant clay materials. Economically, feldspars are
valued as raw material for the ceramic and glass
industries, as fluxes in iron smelting, and as con-
stituents of scouring powders. Occasionally their
luster or colors qualify them as semiprecious gem-
stones. Some decorative building and monument
stones are predominantly composed of weather-
resistant feldspars. See CLAY MINERALS; IGNEOUS
ROCKS; METAMORPHIC ROCKS.

Chemical Composition

The general formula AT Og characterizes the chem-
istry of feldspars, where T (for tetrahedrally co-
ordinated atom) represents aluminum (Al) or sil-
icon (Si). The A atom is Ca’** or barium (Ba’")
for the [Al,Si,Og]*~ alkaline-earth feldspars and Na™
or K* for the [AlSi;Og]™ alkali feldspar series of
solid solutions and mixed crystals. A complete
range of compositions is observed in the plagioclase
feldspar series, Na,Ca,_,Al,_,Si»,, 05 (0 < y < D),
and in a somewhat analogous, though rare,
K,Ba; ,Al, ,Si,Og series called hyalophanes. The
BaAl,Si,Og end member is called celsian (symbolized
Cn).

The majority of natural feldspars have the approx-
imate formula

KiNay Cas ey Ala— oy Szt 49» Os

where 0 < (x+») < 1, and x is equal to the mole frac-
tion of the potassium feldspar end member (Or, for
orthoclase), y is equal to the mole fraction of the
sodium feldspar (Ab, for albite), and 1 — (x + p) is
equal to the mole fraction of the calcium feldspar
(An, for anorthite).

Knowledge of a feldspar’s composition (Fig. 1)
and its crystal structure is indispensable to an under-
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Fig. 1. The feldspar Or-Ab-An ternary as determined
at a water pressure of 1000 atm (6.9 MPa). The solid
circle represents a feldspar quenched above 700°C
(1290°F) whose composition is OrypAbzsAns or
Ko.20Nag 75Cag 05Al4.058i2.950g. The range of feldspar
compositions is shown as a function of increasing
temperature in the successively less shaded areas.

standing of its properties. However, it is the distri-
bution of the Al and Si atoms among the available
tetrahedral sites in each chemical species that is es-
sential to a complete classification scheme, and is
of great importance in unraveling clues to the crys-
tallization and thermal history of many igneous and
metamorphic rocks.

Crystal Structures

The structures of all feldspars share similar char-
acteristics. The primary structural units are four-
membered rings of AlO4 and SiO4 tetrahedra linked
to similar rings by sharing certain oxygen atoms
(Fig. 2). In an idealized concept (Fig. 2b), crankshaft-
like chains are shown as extending through the crys-
tal parallel to the a unit cell dimension, and they
occur in pairs that are mirror images (or approxi-
mate mirror images) of one another, across the (010)
crystallographic plane. Parallel to the b unit cell di-
mension, the chains are joined together by the T-O-T,
bonds, and in the ¢ direction slabs of chain pairs are
joined by T-O-T bonds through oxygen.

Large A cations are located between the (001)
slabs; Na™ and Ca*" are bonded to six or seven oxy-
gen atoms and K* to nine oxygen atoms. The promi-
nent (010) and (001) cleavages of feldspars are ex-
pressions of the weakness of the A-O bonds.

Complete disorder of Al and Si is virtually un-
known in natural potassium feldspars. At lower tem-
peratures, Al increasingly concentrates in T, sites and
Si in T, sites, but this ordering process is limited by
the number of Al atoms per formula unit. If all the Al
is to end up in a single T site (which in nature is the

Feldspar

45



46 Feldspar

b~1.3 nm
(all feldspars)

\
\
~J

Key: o oxygen (0)
e T, and T, sites
--- T-O-T bond

Fig. 2. Feldspar structure. (a) Perspective view showing the linkage of Al04, and SiO,
tetrahedral units, T, and T, into fourfold rings; oxygen atoms are at the corner of the
tetrahedra. The shaded tetrahedral ring is related to the unshaded ones by an a-glide
plane parallel to (010). (b) Expanded and idealized representation, showing both T, and T,
sites as black dots. These are a pair of mirror- or pseudomirror-related crankshaftlike
chains. The shaded area is that portion of this drawing that is projected onto the (010)

plane in Fig. 3a.

configuration with the lowest free energy for alkali
feldspars), the T; sites must become symmetrically
nonequivalent (Fig. 30). An O suffix is arbitrarily as-
signed to the T site into which A1 is concentrated;
the other site is called Tym because in the feldspar
structure it is related to T,;0 by a pseudomirror (m)
operation. The T, sites are likewise differentiated.

c~0.72nm

c~1.42nm

Key:
O aluminum e silicon

Fig. 3. Feldspar structures showing the shaded portion of Fig. 2b projected onto (010).
(a) Monoclinic sanidine and monalbite. (b) Triclinic low albite and low microcline

[Al ordered into the T,0 sites]. (c) Monoclinic celsian or triclinic anorthite [note the
doubled c cell dimension]. The angle between the a and c unit cell edges is called 3;

3 ~ 116° in all feldspars.

There is distortion of the fourfold ring, and the mono-
clinic space group (C2/m) feldspar becomes triclinic
(CD.

Feldspars containing more than a few percent of
divalent cations may have very complex crystal struc-
tures or exsolve into two phases, or both, primarily
because A1:Si ratios depart from the 1:3 ratio of the
relatively simple alkali feldspars discussed above. In
nature, the Al and Si atoms of the celsian and anor-
thite end members alternate regularly in the tetrahe-
dral framework. Such an ordered AlSi distribution
(Fig. 3¢0) requires that the ¢ cell dimension be doubled
to about 1.4 nm from the approximately 0.7-nm char-
acteristic of the C2/m and C1 feldspars (Fig. 3a,b).
Celsian is monoclinic (space group, 12/c¢). Anorthite,
whose A site is occupied by a much smaller atom
than that in celsian [radius of Ca >~ 0.10 nm, that
of Ba >~ 0.14 nm], has a collapsed triclinic frame-
work (space group I1 or P1). See CRYSTAL STRUC-
TURE; CRYSTALLOGRAPHY.

Nomenclature

The feldspar minerals are broadly divided into two
classes, alkali feldspars and plagioclase feldspars
(Tables 1 and 2).

Alkali feldspars. Names are assigned to the poly-
morphs of KAISizOg and NaAlSizOg in accordance
with their symmetry and the Al content of their tetra-
hedral sites. See ALBITE; ORTHOCLASE; MICROCLINE.

The names pericline and cleavelandite apply to
particular morphological varieties of albite, and adu-
laria is a variety of K-rich feldspar. Anorthoclase is

TABLE 1. Alkali feldspars, in order from high- to low-
temperature forms

Potassium-rich feldspars
Monoclinic (space
group C2/m)

Sodium-rich feldspars
Monoclinic (space
group C2/m)
Monalbite

Triclinic (space
group C1)
Analbite

High albite

Intermediate albite

Low albite

High sanidine 0.5< 2t £ 0.67
Low sanidine 0.67 < 2t < 0.75
Orthoclase 0.75< 2t < 1.00
Triclinic (space
group C1)
Intermediate
microcline 1.0 <tjo > tym > t,0 = tom
Low microcline or
maximum ty ~1.0; tym = t,0 = tom ~ 0.0
microline (fully ordered)

0.5< 2ty < ~0.6
(exists only at temperatures
above 980°C or 1800°F)

05< 2ty < ~0.6
(the lower-temperature form of
monalbite)

t10 > tym 2> tro = tom
(highly disordered;all t values
near 0.25)

tio > tym > t,0 = tom
(probably not stable in
nature)

tio ~1.0; tym = too = tom ~ 0.0
(fully or dered)




TABLE 2. Plagioclase feldspars

Name Composition

Sodic (acid) plagioclases

Albite Ang —An, 0

Oligoclase An1p—Angg

Andesine Anzg—Ansg
Calcic (basic) plagioclases

Labradorite Anso—Anzg

Bytownite Apr7o Angg

Anorthite Ango—An+oo

a triclinic solid solution of composition Or;zAbgz-
OrpAb;go containing up to 10 mol % anorthite, or
more. See ANORTHOCLASE.

Ternary feldspars are those containing at least 10%
of all three end members; in nature most anortho-
clases and ternary feldspars will have exsolved into
two discrete phases.

Plagioclase feldspars. Nomenclature of the plagio-
clases is based on their compositions (Fig. 1). Pla-
gioclases containing significant amounts of exsolved
K-rich feldspar are called antiperthites. It is only in
once-molten rocks quenched at very high tempera-
tures that the full range of so-called high plagioclases
exist as simple solid solutions. With very slow cool-
ing over millions of years, complex textures develop
in most feldspar crystals as a coupled NaSi, CaAl
ordering. See ANDESINE; BYTOWNITE; LABRADORITE;
OLIGOCLASE; SOLID SOLUTION.

Properties

The variable properties of feldspars are determined
by their structure, symmetry, chemical composition,
and crystallization and subsequent history of phase
transformation, exsolution, and alternation or defor-
mation.

Color. Very few feldspars are transparent and col-
orless; many are white or milky due to internal re-
flections of light from inclusions, exsolution inter-
faces, and fracture or cleavage surfaces. In fact, the
name for the sodium feldspar is albite (from the Latin
albus, white). Fine-scale alteration to sericite or clay
produces a cloudy appearance, and if tiny dispersed
crystals of hermatite (Fe,O3) are present, a cloudy
pink to orange-brown to brick-red color results. It
is thought that black-clouded feldspars (most often
calcic plagioclases) are caused by minute, dispersed
iron oxides or iron-titanium oxides. Yellow feldspars
contain minor Fe3*. Blue to green feldspars (includ-
ing amazonite) contain Pb* and structurally com-
bined H,O. Smoky feldspar, like smoky quartz, results
from ionizing radiation.

Oriented intergrowths resulting from exsolution
produce a variety of effects due to scattering, re-
flection, and interference of incident light. Aven-
turine and sunstone are feldspars in which thin flakes
of hematite have exsolved in a particular crystallo-
graphic orientation and reflect light as glittering rosy
or gold schiller (play of color); copper platelets pro-
duce pink schiller. Sometimes, oriented mica flakes
or metal oxide platelets and needles cause a silvery
sheen or chatoyancy. Exsolution textures in crypto-

perthitic alkali feldspars may result in an ethereal
blue to whitish appearance. These feldspars are
known as moonstones. In the three regions of ex-
solution in the plagioclase subsolidus, the resulting
two-phase intergrowths are essentially planar. Light
interference, like that from an oil slick on water, pro-
duces brilliant red, yellow, green, and blue colors.

Mechanical properties. Plagioclases are slightly
harder (6-6.5) on Mohs scale than K-rich feldspars
(6). Feldspars are brittle and, when broken, cleave
along the (001) and (010) crystallographic planes.
Both cleavages are parallel to the crankshaftlike
chains (Fig. 2), and both represent planes of weak
A-O bonding. Quartzlike conchoidal fracture is oc-
casionally seen in crystals that have a glassy appear-
ance.

Morphology. Feldspars that have grown relatively
unimpeded in fluids or cavities usually have the fol-
lowing primary crystal faces: {110}, {110}, {010},
{001}, {201}, and {101}; faces of lesser importance
are {130}, {130}, {111}, and {111} (Fig. 4). The
principles controlling crystal growth and favoring
the development of one or more crystal faces over
others are complex.

Twinning. As a group, no minerals have more com-
plex and ubiquitous twins than feldspars. If only two
(or a few) individuals are observed, the twins are
called simple twins (Fig. 5a, b). Complex twins re-
sult when two twin laws with the same composition
plane are simultaneously operative in a single crys-
tal; Albite-Carlsbad is a relatively common example
in plagioclases. Albite and Pericline twins are nearly
always multiple or polysynthetic twins (Fig. 5c, d),
and they are observed only in triclinic feldspar. The
(010) composition planes of albite twins often show
up as straight lines (actually shallow grooves) on
(001) faces (Fig. 5¢). Traces of Pericline twins are
seen on (010) cleavage planes as parallel straight
lines (Fig. 5d), inclined to the trace of the (001)
cleavage.

In practice, all types of twins are most easily ob-
served and identified with a petrographic micro-
scope, which is widely used in the study of rocks and
minerals. Genetically there are three main categories
of twins: (1) growth twins, (2) inversion or trans-
formation twins, and (3) deformation or mechanical
twins. See PETROGRAPHY.

Density. Densities are measured in terms of mass
per unit volume. Densities are near 2.56 g/cm? for

oo
110 | 110001
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Fig. 4. Various feldspar morphologies: (a) blocky, typical of
microcline; (b) platy, typical of quenched feldspars called
microlites; (c) prismatic, typical of orthoclase.
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twin A
To1- ) <001

/‘010
110~ | 110
001
(a) \101

iy _
(c) 20 1\ 201
Fig. 5. Simple and multiple twins in feldspars. (a) Carlsbad
(contact), (b) Carisbad (interpenetrant), (c) albite,

(d) pericline. (After T. Zoltal and J. H. Stout, Mineralogy:
Concepts and Principles, Burgess, 1984)

K-feldspars and vary regularly with composition be-
tween 2.62 g/cm? for Na-feldspar and 2.78 g/cm? for
Ca-feldspar. Ba-feldspar has a density of 3.37 g/cm?.

Optical properties. Feldspars are optically biaxial,
exhibiting three refractive indices whose values and
vibration directions within the crystal can be di-
agnostic of composition and degree of AlLSi order-
disorder.

800°C

800°C .
(1470°F) 400°C
400°C .
(750°F) o
0°C
(32°F) |
Or

solution
%’?‘s

Ab

Fig. 6. Temperature-composition diagram for the Or-Ab-An system at a water pressure
near 5000 kg - cm~2 (490 MPa). Details of the interior of this pseudo phase diagram are
complex and have been omitted. P = peristerite intergrowth. B = Beggild intergrowth.
H = Huttenlocher intergrowth. Numbers at intergrowths represent approximate ranges
(in mol % An) over which exsolution occurs. Temperatures are given in degrees Celsius
(Fahrenheit).

Although these optical properties are relatively
complicated, they are widely and routinely used, to-
gether with extinction angles of twins, by geologists
in their study of the history of crystallization, meta-
morphism, or mechanical deformation of rocks in
which these ubiquitous feldspars occur.

Melting properties. In a dry (water-free) system K-
rich feldspar melts incongruently, forming a mix-
ture of leucite (KAISi;Og) and silica-rich liquid
above about 1075°C (1967°F); albite and anorthite
melt congruently at 1118°C (2044°F) and about
1545°C (2813°F), respectively, forming glasses when
rapidly quenched. When water is present, the melt-
ing temperatures of feldspars are lowered substan-
tially.

Phase Equilibria of the Feldspar Binary Systems

Several isotherms on the Or-Ab-An composition tri-
angle at about 1000 atm (6.9 MPa; Fig. 1) have
been determined experimentally. At or above 500°C
(930°F), feldspar compositions exist as single phases,
that is, as crystalline solid solutions. At or above
700°C (1300°F), all compositions from the 700°C
(1300°F) isotherm out to the limiting triangle are
single phases, and likewise for the 900°C (1650°F)
isotherm. At 900°C (1650°F) or below, bulk compo-
sitions in the two-feldspar field are immiscible and
form two chemically distinct phases. Phase relations
of the K-Na-Ca feldspars are better understood with
reference to a diagram (Fig. 6) of the three binary sys-
tems, Or-An, Or-Ab (alkali feldspars), and Ab-An (pla-
gioclases), versus temperature for an approximate
water pressure of 5000 kg cm~2 (490 MPa). In such
a diagram the top surface (the liquidus) is contoured
for temperatures at which a particular composition
becomes completely molten. Individual binary dia-
grams give information on the range of temperatures
and compositions at which a crystalline phase is in
equilibrium with a liquid. At temperatures below the
solidus, only crystalline (solid) phases exist; depend-
ing on temperature and composition, there may be a
single homogeneous phase or two crystalline solid-
solution phases in equilibrium. See PHASE EQUILIB-
RIUM.

System KAISi;04-CaAl,Si,05. A phase diagram,
known as a binary eutectic, has been determined ex-
perimentally in the laboratory, but it is of little practi-
cal importance in nature because bulk compositions
in this range do not occur in igneous rocks.

System KAISi;05-NaAlSi30g. This system is of
considerable importance geologically, and alkali
feldspars have been studied in great detail. It has
been impossible to duplicate experimentally the
textures and structures of many of these feldspars
which, in nature, may have had many millions
of years to attain their present state. Because of
the extremely sluggish kinetics of AlSi migration
in the solid state, true equilibrium assemblages of
feldspars in rocks are by no means the rule. However,
using combinations of laboratory synthesis and de-
tailed analysis of natural feldspars, petrologists have
reached a fairly sophisticated level of understanding
of the K-Na system (Fig. 6).



In the pure Or-Ab binary, the structural state and
composition of the phase or phases observed will
depend on three parameters: (1) the initial bulk com-
position, (2) the temperature at which the material
is observed (or from which it is rapidly quenched
to room temperature to facilitate analytical studies),
and (3) the annealing conditions, including in partic-
ular the rate at which the material has been cooled.
Below the solvus the initially homogeneous single
crystal begins to exsolve, separating in the solid state
into two feldspars. The resulting composite feldspar
is called perthite. See PERTHITE.

Both the Or and Ab solid-solution phases change
not only in composition but also in structural state
with slow cooling. Increasingly ordered AlSi distri-
butions are to be expected (Table 1).

System NaAlSi;05-CaAl,Si,0g. Crystallization from a
liquid in the pure binary system is relatively sim-
ple, but in nature, spurts of cooling and reheat-
ing, as well as local fluctuations of magma compo-
sition (including H,O and other volatiles), will more
than likely produce zoned plagioclase grains. Petrol-
ogists often analyze the compositional variation of
such feldspars—together with other mineralogical
and textural variables—in attempts to decipher the
crystallization histories of the rocks in which they
occur. See MAGMA.

Once all the fluid phases in a rock system are
exhausted, zoning patterns may persist throughout
geologic time, as long as the rock is not thermally
metamorphosed. But whether chemically zoned
or homogeneous, the relatively disordered high-
plagioclase crystals that form just below the solidus
are subject to further structural and textural modifi-
cation in the solid state.

An Ab-An phase diagram (Fig. 6) can be simplified
and yet is adequate to serve as a guide to a discussion
of the nature of most plagioclases that are found in
igneous and metamorphic rocks.

In nature, most plagioclases in the range An, to
An,¢ have exsolved into two phases: one is nearly
pure low albite, the other is an oligoclase of com-
position AbgyisAn,s. The resultant lamellar inter-
growths are called peristerites whether or not they
display a white, pale blue, or occasionally brilliant
range of spectral colors. The colors are due to inter-
ference of light reflected from multiple thin films of
albite and oligoclase. Paul H. Ribbe

Bibliography. W. L. Brown (ed.), Feldspars and
Feldspathoids: Structures, Properties and Occur
rences, 1984; 1. Parsons (ed.), Feldspars and Their
Reactions, 1994; P. H. Ribbe (ed.), Feldspar Miner-
alogy, 2d ed., vol. 2 of Reviews in Mineralogy, 1993;
J. V. Smith, Feldspar Minerals, vols. 1 and 2, 1974,
rev. 1986.
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Feldspathoid

A member of the feldspathoid group of minerals.
Members of this group are characterized by the fol-
lowing related features: (1) All are aluminosilicates
with one or more of the large alkali ions (for exam-

ple, sodium, potassium) or alkaline-earth ions (for ex-
ample, calcium, barium). (2) The proportion of alu-
minum relative to silicon, both of which are tetrahe-
drally coordinated by oxygen, is high. (3) Although
the crystal structures of many members are different,
they are all classed as tektosilicates; that is, they con-
sist of a three-dimensional framework of aluminum
and silicon tetrahedrons, each unit of which shares
all four vertices with other tetrahedrons, giving rise
to a ratio of oxygen to aluminum plus silicon of
2:1. Ions of other elements occupy interframework
sites. (4) They occur principally in igneous rocks,
but only in silica-poor rocks, and do not coexist with
quartz (8iO,). Feldspathoids react with silica to yield
feldspars, which also are alkali-alkaline-earth alu-
minosilicates. Feldspathoids commonly occur with
feldspars.

The principal species of this group are the follow-
ing:

Nepheline KNa;[AISiO4]4
Leucite K[AlSi,O4]

Cancrinite  NagCa[CO;|(AlSiOy)g] - 2H,O
Sodalite Nag[Cl,|(AlSiO4)s]
Nosean Nas[SO4|(AISiO)¢]
Hatiyne  (Na,Ca)s_4[(SO9,1|(AlSiO4]
Lazurite (Na,Ca)g[(SOy4,S,CD,|(AlISiO4)s]

The last four species (sodalite group) are isostruc-
tural, and extensive solid solution occurs between
end members; but members of the sodalite group,
cancrinite, leucite, and nepheline have different
crystal structures.

Nepheline is an essential constitutent of intru-
sive nepheline syenites and nepheline syenite peg-
matites (as in the extensive deposits of the Kola
Peninsula, Russia) and of their extrusive equivalents,
phonolites. It also occurs in rocks of metamorphic
character, having originated by metamorphism of
silica-poor source rocks or, more commonly, by meta-
somatic replacement of rocks such as marbles and
gneisses (as near Bancroft, Ontario, Canada). Can-
crinite occurs principally with, and as a replace-
ment of, nepheline in plutonic rocks, having been
derived by the reaction of preexisting nepheline
with CaCOs-containing solutions. Sodalite also oc-
curs principally in association with nepheline in
syenites and related silica-poor intrusive igneous
rocks, but it may also occur in equivalent extrusive
rocks. Both haiiyne and nosean are found almost ex-
clusively in extrusive, silica-deficient rocks such as
phonolites. Leucite occurs in potassium-rich basic
lavas, frequently in large phenocrysts having the
form of trapezohedrons. Pseudoleucite is a mixture
of feldspar and nepheline which has the crystal form
of preexisting leucite; it occurs in both extrusive and
intrusive rocks. Unlike most other members of the
feldspathoid group, lazurite occurs in metamorphic
rocks, specifically, metamorphosed impure lime-
stones. Lapis lazuli is the name of a blue lazurite-rich
rock which is used as a gem material. See CAN-
CRINITE; LAZURITE; NEPHELINITE; SILICATE MINERALS.

Donald R. Peacor
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Feline infectious peritonitis
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Feline infectious peritonitis

A fatal disease of both domestic and exotic cats (par-
ticularly cheetahs) caused by feline infectious peri-
tonitis virus, a member of the Coronaviridae fam-
ily. There are multiple strains of the virus which
vary in virulence. Feline infectious peritonitis virus is
closely related morphologically, genetically, and anti-
genically to other members of the Coronaviridae and
arises as mutants from feline enteric coronaviruses,
which infect cats but generally induce very mild or in-
apparent gastroenteritis. All coronaviruses are single-
stranded ribonucleic acid (RNA) viruses with poor
or no error correction during replication, resulting
in relatively high mutation rates.

Epidemiology and transmission. Feline corona-
viruses are contracted primarily during exposure to
infectious cat feces in the environment, but also
via ingestion or inhalation during cat-to-cat contact.
Feline infectious peritonitis virus is relatively labile
once outside the cat’s body but may be able to sur-
vive for as long as 7 weeks if protected from heat,
light, and desiccation. It is readily inactivated by most
disinfectants.

Cases of feline infectious peritonitis occur either
sporadically or in outbreaks with 50-70% mortality in
homes with more than one cat. Most sporadic cases
occur when a cat is infected with a feline enteric
coronavirus which then mutates within the individ-
ual cat into the pathogenic feline infectious peritoni-
tis phenotype. Cats with feline infectious peritonitis
may shed either benign enteric coronavirus, poten-
tially fatal feline infectious peritonitis virus, or nei-
ther. Many cats do not succumb to feline infectious
peritonitis even after prolonged extensive exposure
to infected cats.

In contrast to the sporadic transmission of feline in-
fectious peritonitis, the transmission of the parental
feline enteric coronavirus is frequent and is difficult
to detect clinically. Prevalence of infections with en-
teric coronavirus is related to cattery size and den-
sity: in homes with five or more cats, approximately
100% of the cats have been exposed. Following expo-
sure (often as kittens), cats may periodically shed en-
teric coronavirus in feces for weeks or a few months.
After recovery, cats are not immune to the virus.
Thus, they are likely to become rapidly reinfected
and to shed again. Approximately 5% of kittens be-
come chronic shedders after infection. Very few of
the infected cats will show any clinical signs of en-
teritis; however, 2-5% of the cats may experience
mutation to the feline infectious peritonitis pheno-
type and develop clinical signs of the virus. The like-
lihood of the mutant form developing and not being
rapidly eliminated by the cat’s immune system de-
pends upon whether the cat is immunosuppressed
(as by concurrent feline leukemia or feline immun-
odeficiency virus infection) and overall viral load. It
is not known exactly at what point following infec-
tion with enteric coronavirus that the mutation oc-
curs. The peak age distribution for development of
feline infectious peritonitis is 6 months to 3 years
of age.

Pathogenesis. In contrast to feline enteric corona-
virus, whose replication is largely restricted to in-
testinal epithelial cells, feline infectious peritoni-
tis virus targets feline macrophages (white blood
cells). The virus can persist and replicate within the
macrophages and spreads systemically through the
bloodstream and into tissues throughout the body.
The basis for development of clinical disease associ-
ated with feline infectious peritonitis depends upon
a balance between antibodies and cell-mediated im-
munity (comprising T lymphocytes, natural killer
cells, macrophages, and other innate immunity). The
presence of antibodies to the virus enhances the
access of the virus into the macrophage and may
produce accelerated disease, although this pheno-
menon appears to be restricted to laboratory strains
and infection protocols. Virus-antibody complexes
are also deposited in the walls of small blood ves-
sels, where they activate the complement system,
attracting other blood vessels and initiating the pro-
found inflaimmatory lesions that characterize the
disease.

Clinical signs. Signs of infection with feline in-
fectious peritonitis virus depend upon the sever-
ity of infection, the relative ability of the immune
system to minimize some of the lesions, and the
organ systems affected. If antibody-virus complexes
are diffusely distributed along small blood vessels
in the abdomen, the resulting immune-mediated se-
quelae may produce vasculitis which results in pro-
tein and fluid leakage out of the blood vessels and
into the abdominal cavity (or less frequently tho-
racic and scrotal spaces). This form of disease is
called wet feline infectious peritonitis and occurs
in cats with overwhelming infection, with poor im-
munity, or during late stages of other forms of the
virus. In contrast, if a cat has a moderately compe-
tent (but ultimately ineffectual) immune response
to the virus infection, granulomas may arise in in-
fected tissues which attempt to localize virus with an
influx of uninfected macrophages, neutrophils, and
lymphocytes. This dry form commonly affects kid-
neys, liver, lymph nodes, mesentery, diaphragm, the
outer surface of the intestine, and the neurological
system.

Cats with either wet or dry feline infectious peri-
tonitis may exhibit weight loss, fever (often cycli-
cal), and lethargy. Disease associated with a partic-
ular organ system reflects impairment or failure of
that system, such as vomiting associated with liver
disease, and seizures and ocular opacity associated
with neurological or ocular feline infectious peri-
tonitis. Wet or effusive feline infectious peritonitis is
characterized by abdominal swelling, jaundice, and
typically difficulty in breathing. Signs of upper respi-
ratory disease or diarrhea are not directly associated
with the virus. Suspicion of feline infectious peritoni-
tis is based upon consistent history and signalment
(typically cats originally from multiple-cat house-
holds which are 1-3 years old) and presence of con-
sistent clinical signs. Suggestive laboratory testing
includes elevated serum globulins, any positive coro-
navirus titer (which will not, however, discriminate



between feline infectious peritonitis virus and fe-
line enteric coronavirus), and mild elevations of neu-
trophils in blood and mild reductions in lympho-
cytes. The only accurate testing is biopsy of lesions
Or NECropsy.

Treatment and control. As with most viral infec-
tions, there is no specific antiviral drug of proven
efficacy in the treatment of feline infectious peritoni-
tis. Clinical management rests upon palliative treat-
ment of the specific signs, exhibited by each cat,
and upon antibiotics, when indicated, to reduce sec-
ondary bacterial infections. The most important ther-
apeutic approach involves the administration of im-
munosuppressive doses of corticosteroids to reduce
the cat’s immune response to the virus.

Attempts at prevention are frustratingly difficult,
but include vaccination, testing and removing in-
fected cats, and early weaning of Kkittens from
queens. No one method is completely effective at
eliminating enteric coronavirus or preventing feline
infectious peritonitis. The best protection is by re-
ducing group size to five or less. See ANIMAL VIRUS;
VIRUS. Janet E. Foley

Bibliography. C. E. Greene, Infectious Disease of
the Dog and Cat, Saunders, 1998; N. C. Pedersen,
Feline Infectious Diseases, American Veterinary Pub-
lications, 1988.

1
Feline leukemia

A type of cancer caused by the feline leukemia virus,
a retrovirus which affects only a small percentage of
freely roaming or domestic cats. The feline leukemia
virus is genetically and morphologically similar to
murine leukemia virus, from which it presumably
evolved several million years ago.

Epidemiology and transmission. About 1-5% of
healthy-appearing wild or freely roaming domestic
cats have lifelong (persistent) infections. These car-
rier cats shed the virus in urine, feces, and saliva.
The principal route of infection is oral. Transmission
in the uterus, transmission from mother to Kitten
through nursing, and intraspecies biting are of sec-
ondary importance.

The infection rate among freely roaming cats
rises progressively from 6 months onward, and by
3-5 years of age a majority have been exposed. How-
ever, infections occurring in nature are usually inap-
parent or mild, and 95% of such cats recover without
any signs of illness. The remainder become infected
for life and shed the virus for months or years be-
fore they finally succumb. Mortality due to a feline
leukemia virus infection occurs mainly among persis-
tently infected cats and at a rate of around 50% per
year. Almost 90% of these infected cats die within
3 years.

Although feline leukemia virus is of minor impor-
tance among freely roaming cats, the mortality can
be 30-50% among certain high-risk indoor cat pop-
ulations. Populations at risk include breeding catter-
ies, shelters, managed wild cat colonies, pet stores,
and homes with a large number of pet cats. The in-

Feline panleukopenia

fection is more severe in these instances because in-
door cats often share the same litter and food and
water dishes, and frequently groom each other. Emo-
tional stresses among large groups of confined cats
further lower their resistance. Kittens are much less
resistant than adults to persistent infection, mak-
ing breeding groups of indoor animals particularly
susceptible.

The typical cat infected with feline leukemia virus
is an unvaccinated, nonpurebred cat 1-7 years of
age that has been allowed to roam freely or has been
inadvertently housed with an infected animal.

About one-half of cats infected with feline
leukemia virus develop cancers (leukemias) arising
from cells within the bone marrow, thymus gland,
lymph node, or spleen. Another one-fourth die from
anemia, and an equal number are affected by a type of
acquired immunodeficiency syndrome with compli-
cating opportunistic infections. A smaller proportion
of cats infected with feline leukemia virus develop
neurologic or ocular disorders, or other rare types of
cancers.

Treatment. There is no treatment that eliminates
the virus. Once the illness appears, a medical ex-
amination will determine precisely which feline
leukemia virus-related disorder has occurred. Sup-
portive or symptomatic treatment may prolong life
for weeks or months, depending on the particular
disease manifestation.

Prevention. All cats should be tested for the pres-
ence of the virus prior to putting them in con-
tact with feline leukemia virus-free animals. Healthy-
appearing or ill infected cats should not be in inti-
mate contact with noninfected cats, even if the latter
have been vaccinated. If they have to be kept in the
same premises, they should be isolated from other
cats and their litter and food and water dishes kept
separate. The virus is very unstable once it is shed
from the body; therefore there is very little transmis-
sion by contaminated clothing or hands.

Inactivated and genetically engineered subunit fe-
line leukemia virus vaccines are available and should
be administered annually. Because they are not to-
tally effective in preventing infection, feline leukemia
virus vaccines should not be considered a substitute
for testing, elimination, and quarantine procedures.
Vaccination is not essential for virus-free cats that are
kept strictly confined indoors, providing precautions
are taken to prevent contact with infected animals.
See LEUKEMIA; RETROVIRUS. Niels C. Pedersen

Bibliography. J. A. Levy (ed.), The Retroviridae,
Vol. 2, 1993; N. C. Pedersen, Feline Infectious Dis-
eases, 1988.
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Feline panleukopenia

An acute virus infection of cats, also called feline viral
enteritis and (erroneously) feline distemper. The
virus infects all members of the cat family (Felidae) as
well as some mink, ferrets, and skunks (Mustelidae);
raccoons and coatimundi (Procyonidae); and the

51



52

Fennel

binturong (Viverridae). Panleukopenia is the most
important infectious disease of cats.

Infectious agent. Feline panleukopenia virusis clas-
sified as a parvovirus, and is one of the smallest
known viruses. It is antigenically identical to the
mink enteritis virus, and only minor antigenic dif-
ferences exist between feline panleukopenia virus
and canine parvovirus. It is believed that canine par-
vovirus originated as a mutation from feline pan-
leukopenia virus. See ANIMAL VIRUS.

Epidemiology. This disease occurs worldwide, and
nearly all cats are exposed by their first year because
the virus is stable and ubiquitous; the disease is there-
fore rarely seen in older cats. Infected cats shed large
amounts of virus in their secretions, vomit, and feces.
The virus is highly resistant to inactivation and can
remain infectious for months or years. It can easily
by carried on shoes, clothes, feed bags, and toys. In
addition, recovered cats may shed the virus for some
time.

Pathogenesis. In order for parvoviruses to repli-
cate, the cells they infect must be in a replicative
stage. Consequently, only tissues with high cell pro-
liferation rates are significantly affected by this virus
group. These include leukocytes, bone marrow, in-
testinal crypt cells (cells that produce absorptive
cells of intestinal villi) and many additional cell types
in the developing fetus or neonate. Thus, the nature
of the disease caused by feline panleukopenia virus
depends upon the cat’s age or pregnancy status. The
typical form of the disease occurs in cats 2 weeks of
age and older, which are exposed by nose or mouth.
The virus attaches to and replicates in lymphoid cells
lining the pharynx and adjacent tissues, and these
cells carry the virus internally. A generalized infec-
tion occurs when new lymphoid cells are infected
and the virus is released into the blood, infecting
leukocytes, bone marrow, lymphoid cells of the thy-
mus, lymph nodes, spleen, and follicles in the in-
testine. The virus then infects the proliferative crypt
cells of the intestinal mucosa. Cells infected by feline
panleukopenia virus die when the virus replicates,
accounting for the clinical signs observed with pan-
leukopenia. First, there is a precipitous drop in leu-
cocyte counts 2-4 days after exposure. (The name
panleukopenia, meaning absence of leukocytes in
the blood, relates to this clinical feature.) Twenty-
four to forty-eight hours later, destruction of the in-
testinal crypt cells results in the shortening and dis-
ruption of villi, causing diarrhea, vomiting, and loss
of body fluids. Injury to the intestinal mucosa may
allow bacteria or their toxins to enter the body. This,
along with the destruction of the disease-fighting
white blood cells, predisposes the cat to blood
poisoning. Without treatment, this disease is often
fatal.

The rapidly developing cat fetus may become in-
fected and die, resulting in complete fetal resorp-
tion or delivery of a mummified or stillborn fetus.
A unique syndrome, characterized by underdevelop-
ment of the cerebellum, can occur in kittens infected
by feline panleukopenia virus during the last 2 weeks
of gestation or the first 2 weeks of life. The kitten

may appear completely healthy, but it lacks muscle
coordination because of destruction of parts of the
cerebellum.

Diagnosis. Perhaps the majority of cats infected
with feline panleukopenia virus do not become ill.
However, the disease is severe and life threatening in
20-50% of cases. The cat is depressed and may refuse
food or water; vomiting and diarrhea are common,
resulting in severe dehydration. The cat may have a
fever or a subnormal temperature. A low white blood
cell count confirms the diagnosis as panleukopenia.
Diagnosis can be made by autopsy and evidence of
the destruction of the intestinal crypts and villus
shortening.

Immunity and prevention. Both modified-live-virus
and inactivated vaccines that are highly effective and
safe are available for the prevention of panleukope-
nia. Only inactivated vaccines should be given to
pregnant or immunosuppressed cats. The major
obstacle to successful immunization of kittens is
the presence of antibodies in the mother’s milk.
These antibodies block vaccination, and may last for
the first 6-14 weeks of life, depending of the im-
mune levels of the mother. For this reason, a series
of two or three vaccinations, starting at 8 weeks of
age and spaced 2-3 weeks apart, is given to kittens
to ensure successful vaccination; a booster is often
given once a year. If the immune status of a cat is un-
known, and the cat will be in an environment with
a high probability of exposure to feline panleukope-
nia virus (such as a cat show or a kennel), immune
serum can be administered. This will protect the cat
for 2-4 weeks, but the cat will have to be vaccinated
later for permanent immunity.

Premises contaminated by feline panleukopenia
virus are extremely difficult to disinfect because it is
resistant to most of the common disinfectants; chlo-
rine bleach, formaldehyde, or a certain quaternary
ammonium disinfectant will destroy the virus. Be-
cause carpets, furniture, or other easily damaged ob-
jects in a home cannot be satisfactorily disinfected, a
cat should be successfully immunized before being
introduced to premises where a panleukopenia-
infected cat previously lived. Jack H. Carlson

Bibliography. E Fenner et al. (eds.), Veterinary
Virology, 1993; B. N. Fields et al. (eds.), Virology,
3d ed., 1996; C. E. Greene (ed.), Infectious Diseases
of the Dog and Cat, 2d ed., 1998.

1
Fennel

Forniculum vulgare, a culinary herb of the parsley
family (Apiaceae). It is grown for the dried, ripe fruits
or seeds which are used in bread, pickles, liqueurs,
and meat sauces and dishes. Although similar in odor
to anise, fennel seed can be distinguished by its
warm, sweet character. See APIALES.

Fennel is one of approximately five species in the
genus Forniculum. The plant is an erect, branching,
short-lived perennial growing 3-5 ft (1-1.8 m) high.
The leaves are three- to four-pinnately compound,
threadlike, and 1.5 in. (3.7 cm) long. Common giant



fennel (Ferula communis), a close relative, grows
twice as large (6-12 ft or 2-4 m), but has no culinary
use.

The three fennel varieties of commercial impor-
tance are vulgare, dulce, and piperitum. The variety
vulgare is grown for its seed and the essential oil,
obtained by steam distillation and known as bitter
fennel oil. The variety dulce (finochio or Florence
fennel) is grown for four products; seed and leaf for
culinary use, the enlarged leaf base for a vegetable,
and for the essential oil from the seeds (sweet fen-
nel oil). The young stems of Italian fennel, variety
piperitum, are used for flavoring in salads.

Fennel is native to southern Europe and the
Mediterranean region and is presently cultivated as
an annual or biennial plant in southern and eastern
Europe, India, Argentina, China, and Pakistan. The
plants do best in a mild climate and on limey, well-
drained soils with plenty of sun. Sown in early spring
at 8-9 Ib/acre (9-10 kg/ha) with rows spaced 2-3 ft
(0.6-0.9 m) apart, the fennel plants are thinned to 8-
12 in. (20-30 cm) apart when established. The ripe
seeds are greenish gray and fairly hard. When the
plants are harvested, yields are low the first season
but increase to 700-1000 Ib/acre (800-1100 kg/ha)
by the second year. Fennel should be located away
from dill to avoid the resulting flavor effects from
cross-pollination. Aphids and mildew can cause dam-
age to fennel.

Though it is primarily a culinary herb, commercial
interest in fennel also lies in its essential oil, bitter or
sweet, for cooking, medicine, perfumery, and as a
masking agent for insecticides and room sprays. See
SPICE AND FLAVORING. Seth Kirby

1
Fermentation

Decomposition of foodstuffs generally accompanied
by the evolution of gas. The best-known example is
alcoholic fermentation, in which sugar is converted
into alcohol and carbon dioxide. This conversion,
described by the equation below, was established

CGH12O6 — 200, + 2C2H5OH

Sugar Carbon Alcohol
dioxide

by J. L. Gay-Lussac in 1815. See DISTILLED SPIRITS.
Before 1800 the association of yeast or leaven
with fermentation had been noted, but the nature of
these agents was not understood. Experiments of C.
Cagniard-Latour, of E T. Kiitzing, and of T Schwann in
1837 indicated that yeast is a living organism and is
the cause of fermentation. This view was opposed
by such leading chemists as J. von Liebig and E
Wohler, who sought a chemical rather than a biolog-
ical explanation of the process. The biological con-
cept became generally accepted following the work
of Louis Pasteur, who concluded that fermentation
is a physiological counterpart of oxidation, and per-
mits organisms to live and grow in the absence of
air (anaerobically). This linked fermentation and pu-
trefaction as comparable processes; both represent

Fermi-Dirac statistics

decompositions of organic matter brought about by
microorganisms in the absence of air. The difference
is determined by the nature of the decomposable
material; sugary substances generally yield products
with pleasant odor and taste (fermentation), whereas
proteins give rise to evil-smelling products (putrefac-
tion). See YEAST.

Pasteur also discovered the lactic acid and butyric
acid fermentations, and from his experiments con-
cluded that each kind of fermentation was caused by
a specific microbe. Later work supported this idea to
a large extent, and considerably increased the num-
ber of specific fermentations.

During fermentation organic matter is decom-
posed in the absence of air (oxygen); hence, there
is always an accumulation of reduction products,
or incomplete oxidation products. Some of these
products (for example, alcohol and lactic acid)
are of importance to society, and fermentation has
therefore been used for their manufacture on an
industrial scale. There are also many microbiologi-
cal processes that go on in the presence of air while
yielding incomplete oxidation products. Good exam-
ples are the formation of acetic acid (vinegar) from
alcohol by vinegar bacteria, and of citric acid from
sugar by certain molds (for example, Aspergillus
niger). These microbial processes, too, have gained
industrial importance, and are often referred to as
fermentations, even though they do not conform to
Pasteur’s concept of fermentation as a decomposi-
tion in the absence of air. See BACTERIAL PHYSIOLOGY
AND METABOLISM; CITRIC ACID; INDUSTRIAL MICROBI-
OLOGY; VINEGAR. Cornelis B. Van Niel

Bibliography. D. R. Berry (ed.), Physiology of In-
dustrial Fungi, 1988; R. Dubos, Louis Pasteur, Free
Lance of Science, 1960, reprint 1986; B. M. McNeil
and L. M. Harvey (eds.), Fermentation: A Practical
Approach, 1990; O. P. Ward, Fermentation Biotech-
nology, 1989.

1
Fermi-Dirac statistics

The statistical description of particles or systems of
particles that satisty the Pauli exclusion principle.
This description was first given by E. Fermi, who
applied the Pauli exclusion principle to the transla-
tional energy levels of a system of electrons. It was
later shown by P. A. M. Dirac that this form of statis-
tics is also obtained when the total wave function of
the system is antisymmetrical. See EXCLUSION PRIN-
CIPLE; NONRELATIVISTIC QUANTUM THEORY.
Distribution function. Such a system is described by
a set of occupation numbers {#;} which specify the
number of particles in energy levels ¢,. It is impor-
tant to keep in mind that €, represents a finite range
of energies, which in general contains a number, say
g, of nondegenerate quantum states. In the Fermi
statistics, at most one particle is allowed in a non-
degenerate state. (If spin is taken into account, two
particles may be contained in such a state.) This is
simply a restatement of the Pauli exclusion principle,
and means that n, = g;. The probability of having a
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set {n;} distributed over the levels €, which con-
tain g; nondegenerate levels, is described by Eq. (1),

_ 8!
V= U @i —n)'n;! @

which gives just the number of ways that 7, can be
picked out of g;, which is intuitively what one ex-
pects for such a probability. In Boltzmann statistics
this same probability is given by Eq. (2). The equi-

W=H% @

librium state which actually exists is the set of »n’s
that makes W a maximum, under the auxiliary con-
ditions given in Eqs. (3). These conditions express

En,- =N (Sﬂ)

hI) n;e; = E (3b)

the fact that the total energy E and the total number
of particles N are given. See BOLTZMANN STATISTICS.
Equation (4) holds for this most probable distribu-
n= @
le‘%" +1
A

tion. Here 4 and B are parameters, to be determined
from Eq. (3); in fact, § = 1/kT, where k is Boltz-
mann’s constant and 7 is the absolute temperature.
When the 1 in the denominator may be neglected,
Eq. (4) goes over into the Boltzmann distribution; this
provides a procedure for identifying . It is known
that in classical statistics the Boltzmann distribution
may be obtained if specific assumptions are made as
to the number of collisions taking place. It is there
assumed that the number of collisions per second
in which molecules with velocities in cells 7 and j
in phase space produce molecules with velocities in
cells & and /is given by Eq. (5). Here a*;; is a geomet-

AZXI = mnal! (6]

y

rical factor. This leads to the Boltzmann distribution.
The Fermi distribution, Eq. (4), may be obtained if in-
stead of Eq. (5) one assumes Eq. (6) for the number

AZ’ = a;lninj (gk — nk) (g—l — n,) (©)
8k 81

of collisions. One observes from Eq. (6) the inter-
esting quantum theoretical feature that the probabil-
ity for a collision depends on the occupation num-
bers of the states into which the colliding particles
will go. In particular, if these final states are filled up
(n, = gr), no collision with that state as a final state
can occur.

The distribution f; is often used; it is defined by
Eq. ().

n;, = figi @)

Applications. For a system of N electrons, each of
mass 7 in a volume V, Eq. (4) may be written as
Eq. (8), where b is Planck’s constant. Equations (3a)
S (vxvyv:) doy dv, dv,

m\3 dv, dv, dv.
=2 ( ) | /e ®

% emuz /2kT +1

and (3b) may now be transformed into integrals,
yielding Eqs. (9). Here A = (h*/2nmkT)"? is the ther-

N A3
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mal de Broglie wavelength, and U ,(4) is the Sommer-
feld integral defined by Egs. (10), where u = muv?*/2kt

Uy = — /OO u’ du (10a)
T Te+D S Ly
A
Up(A) =4 A<D (10b)
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and I is the usual I'-function. Very often one writes
instead of A in the Fermi distribution a quantity p
defined by Eq. (11). It may be shown (for instance,

w=~kTnA A=e"*" an

by going to the classical limit) that u is the chemical
potential. It may be seen that if € is large (1/RT) (¢ —
1) > 1; hence the Fermi distribution goes over into
a Maxwell-Boltzmann distribution. It is easy to verify
that this inequality may be transcribed so as to state
expression (12). Physically this is reasonable because

4 3
v A a2

expression (12) says that classical conditions pertain
when the volume per particle is much larger than the
volume associated with the de Broglie wavelength of
a particle. For example, V/NA? is about 7.5 for helium
gas (He®) at 4 K (—452°F) and 1 atm (10% kilopascals).
This indicates that classical statistics may perhaps be
applied, although quantum effects surely play a role.
For electrons in a metal at 300 K (80°F), V/NA> has
the value 10~4, showing that classical statistics fail
altogether for electrons in metals. When the classi-
cal distribution fails, a degenerate Fermi distribution
results. Numerically, if 4 > 1, a degenerate Fermi
distribution results; if A < 1, the classical results
are again obtained. For example, Eqs. (9a), (9b), and
(10b) show that E = 3/,NkT and the specific heat
should be 3/, R = 3/,Nk. However, for an electron gas
this does not apply since such a system is degen-
erate for normal temperatures and A > 1. A some-
what lengthy calculation yields the result that, in the
case A > 1, the contribution to the specific heat



is negligible. This resolves an old paradox, for, ac-
cording to the classical equipartition law, the elec-
tronic specific heat C should be 3/,Nk, whereas in
reality it is very small; in fact, C = y T, where y is
a very small constant. This is a consequence of the
fact that an electron gas at normal temperature is a
degenerate Fermi gas. The electrical resistance of a
metal can be understood on a classical picture, but
the lack of a specific heat is a pure quantum effect.
See BOSE-EINSTEIN STATISTICS; FREE-ELECTRON THE-
ORY OF METALS; GAMMA FUNCTION; KINETIC THEORY
OF MATTER; QUANTUM STATISTICS; SPECIFIC HEAT OF
SOLIDS; STATISTICAL MECHANICS. Max Dresden

1
Fermi surface

The surface in the electronic wavenumber space of
a metal that separates occupied from empty states.
Every possible state of an electron in a metal can
be specified by the three components of its momen-
tum, or wavenumber. The name derives from the
fact that half-integral spin particles, such as electrons,
obey Fermi-Dirac statistics and at zero temperature
fill all levels up to a maximum energy called the Fermi
energy, with the remaining states empty. See FERMI-
DIRAC STATISTICS.

The fact that such a surface exists for any metal,
and the first direct experimental determination of a
Fermi surface (for copper) in 1957, were central to
the development of the theory of metals. The Fermi
surface is a geometrical shape which could be deter-
mined by experiment and calculated theoretically,
providing the needed test of the quantum theory of
metals. Neither step could have been taken much ear-
lier. High-purity materials were needed for the exper-
imental studies, and high-speed digital computers for
the theoretical determinations. Before 1957, many
scientists believed that the one-electron approxima-
tion was hopelessly naive. Soon afterward the Fermi
Surface Conference (Cooperstown, New York, 1960)
considered the many Fermi surfaces that had by that
time been determined experimentally.

Nearly free electrons. An early surprise arising from
the known Fermi surfaces was that many of the
shapes were close to what would be expected if
the electrons interacted only weakly with the crys-
talline lattice. The long-standing free-electron theory
of metals was based upon this assumption, but most
physicists regarded it as a serious oversimplification.
See FREE-ELECTRON THEORY OF METALS.

The momentum p of a free electron is related to
the wavelength X of the electronic wave by Eq. (1),

_ 2mh

T €y

where £ is Planck’s constant divided by 2. The ratio
2 /), taken as a vector in the direction of the mo-
mentum, is called the wavenumber k. If the elec-
tron did not interact with the metallic lattice, the
energy would not depend upon the direction of &,
and all constant-energy surfaces, including the Fermi
surface, would be spherical. This is illustrated in

k;

Fig. 1. Free-electron Fermi surface in the space defined by
the components of wavenumbers of the electrons.

Fig. 1, with the radius &y related to the number N of
electrons per unit volume by Eq. (2).

Ry = 31°N @

The Fermi surface of copper was found to be dis-
torted (Fig. 2) but was still a recognizable defor-
mation of a sphere. The polyhedron surrounding
the Fermi surface in the figure is called the Bril-
louin zone. It consists of Bragg-reflection planes, the
planes made up of the wavenumbers for which an
electron can be diffracted by the periodic crystalline
lattice. The square faces, for example, correspond
to components of the wavenumber along one co-
ordinate axis equal to 27 /a, where a is the cube
edge for the copper lattice. For copper the electrons
interact with the lattice so strongly that when the
electron has a wavenumber near to the diffraction
condition, its motion and energy are affected and
the Fermi surface is correspondingly distorted. The
Fermi surfaces of sodium and potassium, which also
have one conducting electron per atom, are very
close to the sphere shown in Fig. 1. These alkali

—
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Fig. 2. Fermi surface of copper, as determined in 1957; two
shapes were found to be consistent with the original data,
and the other, slightly more deformed version turned out to
be correct.

Fermi surface
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metals are therefore more nearly free-electron-like.
See BRILLOUIN ZONE.

Metals with more than one electron per atom, such
as calcium and aluminum, have higher electron den-
sities and correspondingly larger Fermi wavenum-
bers ky; the Fermi sphere overlaps the Bragg reflec-
tion planes. Again the interaction with the lattice
is weak and deforms the Fermi surface only slightly.
However, electrons accelerated by a magnetic field
and with wavenumbers in a Bragg plane are
diffracted to other parts of the Fermi sphere. Thus
their motion in this wavenumber space is discontin-
uous, and the corresponding motion of the electron
in real space shows sharp turns between smooth
circular sections of orbit. It is possible to describe
these complex motions in a more continuous fash-
ion by translating various sections of the Fermi
sphere back into the original Brillouin zone (Fig. 2),
so that the motion of the wavenumber is continu-
ous across these more complicated Fermi surfaces.
Such constructions are shown in Fig. 3 for calcium
(valence 2) and aluminum (valence 3). The mo-
tion of any electron in a uniform magnetic field is
along the intersection of one of these surfaces and
a plane perpendicular to the magnetic field. The
electron orbit in the real crystal is easily seen to
be of exactly the same shape, though rotated by
90°. The size of the real orbit, for attainable mag-
netic fields, is very much larger than the lattice dis-
tance as the electron successively accelerates and
diffracts. In the real metal, the Fermi surface and
the corresponding orbits are deformed and rounded
at the edges but are still close to the ideal surfaces
shown.

The weakness of the interaction between elec-
trons and lattice was a surprise, since the poten-
tial that describes this interaction is large. It turns
out, however, that the electrons move so rapidly

past the atoms that the effective potential, called
a pseudopotential, is weak. It was the understand-
ing of the nearly free-electron Fermi surfaces which
suggested the weak pseudopotential and the possi-
bility of simple theories of metals treating the pseu-
dopotential as a small perturbation in the electron
states.

In transition metals there are electrons arising
from atomic d levels, in addition to the free electrons,
and the corresponding Fermi surfaces are more com-
plex than those of the nearly free-electron metals.
However, the Fermi surfaces exist and have been de-
termined experimentally for essentially all elemental
metals.

Determination from experiments. The motion of the
electrons in a magnetic field discussed above pro-
vides the key to experimentally determining the
Fermi surface shapes. The simplest method con-
ceptually derives from ultrasonic attenuation. Sound
waves of known wavelength pass through the metal
and a magnetic field is adjusted, yielding fluctuations
in the attenuation as the orbit sizes match the sound
wavelength. This measures the diameter of the orbit
and Fermi surface. The most precise method uses the
de Haas-van Alphen effect, based upon the quanti-
zation of the electronic orbits in a magnetic field.
Fluctuations in the magnetic susceptibility give a di-
rect measure of the cross-sectional areas of the Fermi
surface. The method used in 1957 to determine the
Fermi surface of copper did not use a magnetic field,
but was based upon the anomalous skin effect, which
determines the number of electrons moving parallel
to the metal surface and from that deduces the cur-
vature of the Fermi surface. See DE HAAS-VAN ALPHEN
EFFECT; SKIN EFFECT (ELECTRICITY); ULTRASONICS.

Fermi surface determination has become an end
in itself, with findings tabulated in the literature.
There is intense interest in determining the Fermi
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Fig. 3. Free-electron Fermi surfaces for face-centered cubic metals of valence 2 (calcium) and valence 3 (aluminum). (After
W. A. Harrison, Electronic structure of polyvalent metals, Phys. Rev., 118:1190-1208, 1960)



surface, if one exists, in the high-temperature su-
perconductors, but no experimental determination
has yet been convincing. See BAND THEORY OF
SOLIDS; SOLID-STATE PHYSICS; SUPERCONDUCTIVITY.
Walter A. Harrison
Bibliography. N. W. Ashcroft and N. D. Mermin,
Solid State Physics, 1976; A. P. Cracknell (ed.),
Landolt-Bornstein Numerical Data and Functional
Relationships in Science and Technology, New Se-
ries, Group 3: Crystal and Solid State Physics, vol.
13c: Electron States and Fermi Surfaces of Ele-
ments, 1984; A. P. Cracknell and K. C. Wong, The
Fermi Surface: Its Concept, Determination, and
Use in the Physics of Metals, 1973; W. A. Harrison
and M. B. Webb (eds.), The Fermi Surface, 1960;
J. Kondo and A. Yoshimori, Fermi Surface Effects,
1988.

1
Fermium

A chemical element, Fm, atomic number 100, the
eleventh element in the actinide series. Fermium
does not occur in nature; its discovery and pro-
duction have been accomplished by artificial nu-
clear transmutation of lighter elements. Radioactive
isotopes of mass number 244-259 have been dis-
covered. The total weight of fermium which has
been synthesized is much less than one-millionth of
a gram. See ACTINIDE ELEMENTS; PERIODIC TABLE; RA-
DIOACTIVITY.

1
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Spontaneous fission is the major mode of decay
for 2Fm, »*°Fm, and ?**Fm. The longest-lived iso-
tope is *’Fm, which has a halflife of about
100 days. Fermium-258 decays by spontaneous
fission with a halflife of 0.38 millisecond. This
suggests the existence of an abnormality at this
point in the nuclear periodic table. See NUCLEAR
CHEMISTRY; NUCLEAR REACTION; TRANSURANIUM EL-
EMENTS. Glenn T. Seaborg

Bibliography. E A. Cotton et al., Advanced Inor-
ganic Chemistry, 6th ed., Wiley-Interscience, 1999;
S. Hofmann, On Beyond Uranium: Journey to the
End of the Periodic Table, 2002; J. ]J. Katz et al.
(eds.), The Chemistry of the Actinide and Trans-
actinide Elements, 3d ed., 2006; G. T. Seaborg
and W. D. Loveland, The Elements Beyond Uranium,
1990.

1
Ferret

One of three carnivorous mammals, also known as
polecats, in the family Mustelidae. The European
polecat (Mustela putorius) inhabits Europe west of
the Ural Mountains; the steppe polecat (M. evers-
manni) is found in the steppe zone from Austria
to Manchuria and Tibet; and the black-footed ferret
(M. nigripes) inhabits the plains region of North
America from Alberta and Saskatchewan to north-
eastern Arizona and Texas. The domestic ferret
(M. putorius furo) is generally thought to be a de-
scendant of one or both of the Old World species.
General morphology. Ferrets and polecats are
weasellike and have long slender bodies, small
rounded ears, and short legs. The limbs bear five dig-
its with nonretractile curved claws. The European
polecat is the darkest of the three species with a gen-
eral coloration of dark brown to black with pale yel-
low underfur. The steppe polecat is generally straw
yellow or pale brown with the chest, limbs, and ter-
minal third of the tail being dark brown to black.
There is a dark mask across the face. The black-footed
ferret is generally yellow buff with the forehead, muz-
zle, and throat being nearly white. The top of the
head and middle of the back are brown, while the
face mask, feet, and tip of the tail are black. The
domestic ferret is generally white or pale yellow in
color. The dental formula is I 3/3, C 1/1, Pm 3/3,
M 1/2 x 2 for a total of 34 teeth. The senses of hear-
ing, smell, and sight are well developed. The head
and body length of these three species ranges 205-
500 mm (8-20 in.), and the tail length is 70-190 mm
(2.7-7.5 in.). Weight ranges 205-2050 g (0.75-
4.51b). Males are larger than females. See DENTITION.
Range and occurrence. The original range of the
black-footed ferret coincided with the range of
prairie dogs (Cynomys), its primary prey. The
widespread use of sodium fluoroacetate (“1080”) to
poison prairie dogs resulted in secondary poisoning
of black-footed ferrets that fed on them. In addition,
the large-scale eradication of prairie dogs from the
range of the black-footed ferret greatly reduced their

Ferret

Black-footed ferret, Mustela nigripes. (© Joseph Dougherty/www.ecology.org)

57



58

Ferricyanide and ferrocyanide

food supply. Today, the ferret is considered the most
endangered mammal in North America. One of the
last known populations of black-footed ferrets was
extirpated in South Dakota during the early 1970s.
The species was feared to be extinct until a small
population was found in northwestern Wyoming in
1981. Several animals from the Wyoming population
were caught for a captive breeding program before
the wild population disappeared. Successes in the
captive breeding program allowed reintroductions at
a southcentral Wyoming site from 1991 until 1995,
but disease and other factors caused that program
to be suspended. Beginning in 1994, reintroduction
efforts were begun in Montana and South Dakota. In
1996, Arizona became the recovery program’s fourth
reintroduction site. At present, there are no known
nonintroduced wild populations. See PRAIRIE DOG.

Behavioral ecology and reproduction. Relatively lit-
tle is known about the ecology of black-footed fer-
rets. They are primarily nocturnal and spend most
of their time in underground prairie dog burrows
which they use for shelter and travel. Adult ferrets are
solitary except during the breeding season. Adults
of the same sex are not known to inhabit the same
prairie dog town, whereas adults of the opposite sex
are found in the same town but not in the same bur-
row system. While prairie dogs appear to be the pri-
mary food, black-footed ferrets also prey on a vari-
ety of other small mammals. They kill their prey by
attacking the neck and base of the skull. Potential
predators of ferrets are badgers, coyotes, bobcats,
rattlesnakes, eagles, hawks, and owls.

Ferrets breed in the spring with litters born after a
gestation period of 42-45 days. Litter size ranges 1-
6 with an average of 3.5 kits. Unlike many weasels,
there does not seem to be delayed uterine implan-
tation. Newborn young are altricial (immature and
helpless) and have their eyes closed. Sexual maturity
is attained by one year of age. Captives have lived to
about 12 years of age.

The domestic ferret is usually tame and playful,
and is found in captivity throughout the world. In
some areas it is used to control rodents and to drive
rabbits from their burrows. See CARNIVORA; WEASEL.

Donald W. Linzey

Bibliography. G. A. Feldhamer, B. C. Thompson, and
J. A. Chapman, Wild Mammals of North America:
Biology, Management, and Conservation, 2d ed.,
Johns Hopkins University Press, 2003; R. M. Nowak,
Walker’s Mammals of the World, 6th ed., Johns Hop-
kins University Press, 1999; D. E. Wilson and S. Ruff
(eds.), The Smithsonian Book of North American
Mammals, Smithsonian Institution Press, 1999.
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Ferricyanide and ferrocyanide

The common names for hexacyanoferrate(IIl) and
hexacyanoferrate(Il), respectively.

Ferricyanide. Hexacyanoferrate(IID) is a compound
containing the [Fe(CN)g]>~ complex ion. The oxida-
tion state of iron is a tripositive ion [Fe3* or Fe''] and
is low spin (spin paired), consistent with the strong

Fell

Diagram showing octahedral shape of ferricyanide.

field nature of the cyanide (CN™) ligand. The com-
plex [Fe(CN)s]>~ adopts an octahedral geometry (see
illus.).

The [Fe(CN)¢]®>~ ion is kinetically unstable, as it
dissociates to give the free cyanide anion, CN™.
It is therefore toxic (LDs, = 2690 mg/kg versus
10 mg/kg for KCN). In contrast, the ferrocyanide
ion [Fe(CN)¢]*~ is stable and less toxic (LDs, =
6400 mg/kg). Substituted derivatives, such as the
nitroprusside ion [Fe(CN)sNO]?~, are known. The
redox potential for the aqueous reduction of fer-
ricyanide to ferrocyanide is ([Fe(CN)g]>~ + e~ =
[Fe(CN)g]#7), E° = 0.36 V (versus standard hydrogen
electrode), but is quite solvent dependent.

The sodium (Naz[Fe(CN)s]) and potassium
(K;5[Fe(CN)g]) salts have been isolated as ruby-red
crystals and are photosensitive. The potassium salt
reacts with metallic silver to produce silver ferro-
cyanide, which is used in photographic processes.
Addition of Fe ions to ferricyanide forms Prussian
blue Fe'' [Fe''(CN)4]5 - xH,O, x ~ 15. This pigment
is used in blueprint materials and as a mild oxidizing
agent in organic synthesis. See PRUSSIAN BLUE.

Ferrocyanide. Hexacyanoferrate(I) is a compound
containing the complex ion [Fe(CN)g]%~. The oxida-
tion state of iron is dipositive (Fe*" or Fe™) and is
low spin (spin paired), consistent with the strong
field nature of the cyanide (CN™) ligand.

The [Fe(CN)¢]*~ ion is very stable, with an octahe-
dral geometry similar to that of [Fe(CN)g]?>~. The free
acid, hydrogen hexacyanoferratedD) (H4[Fe(CN)¢]),
is soluble in water and is isolated as a white powder
by precipitation of the ion in strongly acidic solu-
tions. Salts of sodium (Na4[Fe(CN)s]) are prepared
by heating an aqueous mixture of sodium cyanide
(NaCN), iron(D) sulfate (FeSO, ), and other salts. In
contrast to ferricyanide [Fe(CN)g]®~, ferrocyanide is
substitutionally inert—that is, it is slow to liberate



cyanide. Salts of ferrocyanide are yellow hydrates,
which are insoluble in most organic solvents. Ferro-
cyanide is also used as an antidote for thallium poi-
soning.

Hexacyanoferrate(Il) may be converted to hexa-
cyanoferrate(IlD) (ferricyanide) by strong oxidizing
agents such as peroxides and permanganate ion.

Ferrocyanide is commonly used as a reducing
agent. Its also is used as an additive to make free-
flowing table salt and as a U.S. FDA-approved col-
orant, as well as in the preparation of dyes and pho-
tographic fixatives and for stabilizing synthetic and
natural latex foams.

Replacement of Fe! or Fe'' ions with other metal
ions leads to other Prussian blue-structured materi-
als, which are magnets. Use of Cr'™" in place of Fe'l,
as well as VI in place of Fe'!, leads to a family of mag-
nets with ordering temperatures above room tem-
perature. See COORDINATION CHEMISTRY; COORDI-
NATION COMPLEXES; CURIE TEMPERATURE; CYANIDE;
IRON. Joel S. Miller

Bibliography. K. R. Dunbar and R. A. Heintz, Chem-
istry of transition metal cyanide compounds: Mod-
ern perspectives, Progr. Inorg. Chem., 45:283-392,
1997; J. S. Miller, 3-D-network structured cyanide-
based magnets, MRS Bull., 25(11):60-64, 2000;
A. G. Sharp, The Chemistry of Cyano Complexes of
the Transition Metals, Academic Press, New York,
1976.
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Ferrimagnetic garnets

A class of ferrimagnetic oxide materials that have the
garnet crystal structure. The crystal structure con-
tains three types of nonequivalent sites in the oxy-
gen lattice which are occupied by metal ions. The
sites are referred to as 16(a), 24(¢), and 24(d). A
metal ion in a 16(a) site is surrounded by six oxygen
ions which are at the corners of the octahedron. The
metal ions in the 24(d) sites are found in nonregular
tetrahedrons formed by oxygen ions, while the metal
ions in the 24(¢) sites have eight oxygen-ion nearest
neighbors to form a triangular dodecahedron at the
corners of a distorted cube. See CRYSTALLOGRAPHY;
FERRIMAGNETISM; FERRITE.

The typical formula of a ferrimagnetic garnet is
X3FesO,,, where the trivalent X ion is yttrium, or
any of the rare-earth ions with an atomic number
greater than 61. (The rare-earth ions below samar-
ium apparently have radii too large to fit into the
garnet structure.) However, the larger rare earths
and lanthanum can substitute partially for some of
the yttrium or smaller rare earths. The iron occupies
both the 16(a) and 24(d) sites, while the yttrium, lan-
thanum, or rare-earth ion, or a combination of two or
more of these ions, occupies the 24(c) sites. The 24
iron ions (per unit cell) on the (d) sites are strongly
coupled, with an antiferromagnetic coupling, to the
16 iron ions in the (a) sites. If the 24 ions on the (¢)
sites have a magnetic moment, it is weakly aligned
antiparallel to the moment of the ions on the (d) sites.
A significant amount of divalent calcium ion can be

substituted for rare-earth ions, if an equal amount of
a quadravalent ion such as germanium is substituted
for iron to maintain charge balance. See RARE-EARTH
ELEMENTS.

Ferrimagnetic garnets are of great theoretical inter-
est because they have a highly ordered structure and
because they accommodate rare-earth ions, some
of which have a small contribution to their mag-
netism due to the orbital motion of electrons, in ad-
dition to the magnetism due to electron spin. The
first practical engineering interest in the ferrimag-
netic garnets was due to the yttrium iron garnet,
which is used in certain microwave ferrite devices
because of its very narrow ferromagnetic resonance
absorption line (less than 1 oersted or 80 A/m at
10,000 MHz). Development of magnetic bubbles for
use in solid-state nonvolatile memory devices re-
sulted in a large research effort on complex rare-
earth iron garnets. In these garnets several differ-
ent rare-earth ions are simultaneously incorporated
in the structure in concentrations designed to opti-
mize a number of physical and magnetic properties
which influence the memory parameters. An exam-
ple is the garnet (Y;73Lu2,5m »0Ca gs)(Fs.15G€ 85)O012
used in practical bubble memories with a storage
density of 3 x 10° bits/cm?. See COMPUTER STORAGE
TECHNOLOGY; FERRITE DEVICES; GYRATOR.

Single crystals of ferrimagnetic garnets can be
grown directly from a melt of the appropriate ox-
ides, from a solution of the oxides dissolved in a
PbO/B,0; flux, or from a gas of the chlorides, which
are volatile at high temperatures. Rare-earth garnets
for magnetic bubble devices are grown from the flux
onto the surface of crystallographically compatible
nonmagnetic gadolinium gallium garnet in the form
of single-crystal epitaxial films a few micrometers
thick. Under the growth conditions used, these films
have anisotropic magnetic properties, even though
the crystal structure is cubic, as a result of growth-
and stress-induced effects. See CRYSTAL GROWTH.

Morton E. Jones

Bibliography. J. Goldman, Modern Ferrite Technol-
0gy, 1990; A. Paoletti (ed.), Physics of Magnetic Gar-
nets, 1979; C. Srivastava and M. J. Patni, Ferrites,
1990; H. Watanabe (ed.), Ferrites, 1982.

]
Ferrimagnetism

A specific type of ordering in a system of magnetic
moments or the magnetic behavior resulting from
such order. In some magnetic materials the mag-
netic ions in a crystal unit cell may differ in their
magnetic properties. This is clearly so when some
of the ions are of different species. It is also true for
similar ions occupying crystallographically inequiv-
alent sites. Such ions differ in their interactions with
other ions, because the dominant exchange interac-
tion is mediated by the neighboring nonmagnetic
ions. They also experience different crystal electric
fields, and these affect the magnetic anisotropy of
the ion. A collection of all the magnetic sites in a
crystal with identical behavior is referred to as a

Ferrimagnetism
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magnetic sublattice. A material is said to exhibit fer-
rimagnetic order when, first, all moments on a given
sublattice point in a single direction and, second,
the resultant moments of the sublattices lie parallel
or antiparallel to one another. The notion of such
an order is due to L. Néel, who showed in 1948
that its existence would explain many of the proper-
ties of the magnetic ferrites. See FERRITE; FERROMAG-
NETISM.

At high temperatures all magnetic systems are dis-
ordered. As the temperature of a potentially ferri-
magnetic system is lowered, there comes a point, the
Curie temperature, at which all sublattices simulta-
neously acquire a moment and arrange themselves
in a definite set of orientations. The Curie tempera-
ture and the temperature dependence of the sublat-
tice moments depend in a complicated way on the
magnetic properties of the individual ions and upon
the interactions between them. In general, there is a
net moment, the algebraic sum of the sublattice mo-
ments, just as for a normal ferromagnet. However, its
variation with temperature rarely exhibits the very
simple behavior of the normal ferromagnet. For ex-
ample, in some materials, as the temperature is raised
over a certain range, the magnetization may first de-
crease to zero and then increase again. Ferrimagnets
can be expected, in their bulk properties, measured
statically or at low frequencies, to resemble ferro-
magnets with unusual temperature characteristics.
See CURIE TEMPERATURE.

The most versatile of ferrimagnetic systems are
the rare-earth iron garnets. The garnet unit cell has
three sets of inequivalent magnetic sites, differing in
their coordination to neighboring oxygen ions. Two
of the sets, with 24 and 16 sites respectively per
unit cell, are each occupied by Fe’' ions, and the
corresponding sublattices orient antiparallel. The re-
maining set of 24 sites may be occupied by nonmag-
netic ions, such as Y, or by a magnetic rare-earth ion.
This sublattice, when magnetic, usually lies parallel
to the 24-site Fe>" lattice. Rare-earth ions of various
species have widely different magnetic moments, ex-
change interactions, and crystalline anisotropies. By
a suitable choice of rare-earth ions, it is possible to
design ferrimagnetic systems with prescribed mag-
netizations and temperature behavior. See FERRIMAG-
NETIC GARNETS. Laurence R. Walker

Bibliography. D. J. Craik (ed.), Magnetic Oxides,
1975; D. J. Craik, Magnetism, 1994; C. Srivastava
and M. J. Patni, Ferrites, 1990; H. Watanabe (ed.),
Ferrites, 1982.
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Ferrite

Any of the class of magnetic oxides. Typically the fer-
rites have a crystal structure that has more than one
type of site for the cations. Usually the magnetic mo-
ments of the metal ions on sites of one type are par-
allel to each other, and antiparallel to the moments
on at least one site of another type. Thus ferrites ex-
hibit ferrimagnetism, a term coined by L. Néel. See
FERRIMAGNETISM.

Fig. 1. Two octants of the spinel unit cell showing A ions on
tetrahedral sites and B ions on octahedral sites. (After E. P.
Wohlfarth, ed., Ferromagnetic Materials, vol. 2, North-
Holland, 1980)

Commercial types. There are three important
classes of commercial ferrites. One class has the
spinel structure, with the general formula
M?tFe,>T0Oy4, where M?T is a divalent metal ion. In
the unit cell of this structure, there are 8 tetrahedral
and 16 octahedral sites for the locations (Fig. 1).
The locations in the tetrahedral and octahedral
sites are surrounded by four and six oxygen ions,
respectively. The sites of each type constitute a
sublattice. The moments of the two sublattices in
the spinels are antiparallel, and the net moment
is given by the difference in the moments of the
sublattices. The magnetic moment of a spinel is
then determined by the magnetic moment of M**
and Fe®" together with their distribution in the
two sublattices. So-called linear ferrites used in
inductors and transformers are made of Mn and Zn
(for frequencies up to 1 MHz) and Ni and Zn (for
frequencies greater than 1 MHz). MgMn ferrites
are used in microwave devices such as isolators
and circulators. Until the late 1970s, ferrites with
square loop shapes held a dominant position as
computer memory-core elements, but these gave
way to semiconductors. See COMPUTER STORAGE
TECHNOLOGY; GYRATOR; SEMICONDUCTOR.

The second class of commercially important fer-
rites have the garnet structure, with the formula
M;>*Fes> O,,, where M7 is a rare-earth or yttrium
ion. The Fe> ions form two antiparallel sublattices
composed of tetrahedral and octahedral sites. The
M>* ions form a third sublattice of dodecahedral sites
in which each M*>" ion is surrounded by eight oxy-
gen ions (Fig. 2). Yttrium-based garnets are used
in microwave devices. Thin monocrystalline films
of complex garnets have been developed for bub-
ble domain memory devices. See FERRIMAGNETIC
GARNETS.

The third class of ferrites has a hexagonal struc-
ture, of the M**Fe;,>T0,9 magnetoplumbite type,
where M?* is usually Ba, Sr, or Pb. The Fe>" ions
occupy both tetrahedral and octahedral sites, in ad-
dition to a site surrounded by five oxygen ions. Be-
cause of their large magnetocrystalline anisotropy,
the hexagonal ferrites develop high coercivity and
are an important member of the permanent magnet
family.
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Fig. 2. One octant of the M3Fes;04, garnet unit cell showing
A ions on tetrahedral sites, B ions on octahedral sites, and
C ions on dodecahedral sites. (After M. A. Gilleo and S.
Geller, Magnetic and crystallographic properties of
substituted yttrium-iron garnet, 3Y,03-xM>03:[5-x] Fe,03,
Phys. Rev., 110:73-78, 1958)

Another magnetic oxide, y-Fe,Os, also has the
spinel structure, but has no divalent cations. It is the
most commonly used material in the preparation of
magnetic recording tapes. See CRYSTAL STRUCTURE;
MAGNETIC RECORDING.

Properties. The important intrinsic parameters of
a ferrite are the saturation magnetization, Curie tem-
perature, and magnetocrystalline (K;) and magne-
tostrictive (Ay) anisotropies. These properties are
determined by the choice of the cations and their
distribution in the various sites. Commercially im-
portant ferrites invariably contain two or more M
elements; and the iron content often deviates from
stoichiometry to optimize the magnetic properties.
High-permeability MnZn ferrites, for example, con-
tain about 26% MnO, 22% ZnO, and 52% Fe,O;
(Mn 5171 44 Fe0504), at which composition both
K, and A are nearly zero.

In addition to the intrinsic magnetic parameters,
microstructure plays an equally important role in de-
termining device properties. Thus, grain size, poros-
ity, chemical homogeneity, and foreign inclusions
dictate in part such technical properties as perme-
ability, line width, remanence, and coercivity in poly-
crystalline ceramics. In garnet films for bubble do-
main device applications, the film must essentially
be free of all defects such as inclusions, growth pits,
and dislocations.

Preparation. There are a number of methods by
which ferrites may be prepared; the choice is dic-
tated by the final form desired. Thin monocrys-
talline garnet films for bubble domain devices are
grown by a liquid-phase epitaxy technique on top
of a lattice- matched nonmagnetic gadolinium gal-
lium garnet (GGG) crystal substrate. The GGG single
crystals are usually grown by the Czochralski pulling
technique. Spinel ferrite single crystals for use in
recording heads are often grown by the Bridgman
technique or the Czochralski technique. Oxide pow-
ders prepared for magnetic recording are obtained
by precipitation from aqueous salt solutions. See SIN-
GLE CRYSTAL.

Polycrystalline ferrites are most economically pre-
pared by ceramic techniques. Component oxides or
carbonates are mixed, calcined at elevated tempera-
tures for partial compound formation, and then gran-
ulated by ball milling. Dispersants, plasticizers, and
lubricants are added, and the resultant slurry is spray-
dried, followed by pressing to desired shape and sin-
tering. The last step completes the chemical reaction
to the desired magnetic structure and effects homog-
enization, densification, and grain growth of the com-
pact. It is perhaps the most critical step in optimizing
the magnetic properties of commercial ferrites. See
CERAMICS; FERRITE DEVICES. Gilbert Y. Chin

Bibliography. A. J. Baden-Fuller, Ferrites at Micro-
wave Frequencies, 1987; D. J. Craik (ed.), Magnetic
Oxides, 1975; J. Goldman, Modern Ferrite Technol-
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ers, 1984; C. Srivastava and M. J. Patni, Ferrites,
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Watanabe (ed.), Ferrites, 1982.

1
Ferrite devices

Electrical devices whose principle of operation is
based upon the use and properties of ferrites, which
are magnetic oxides. Ferrite devices are divided into
two categories, depending on whether the ferrite
is magnetically soft (low coercivity) or hard (high
coercivity). Soft ferrites are used primarily as trans-
formers, inductors, and recording heads, and in mi-
crowave devices. Since the electrical resistivity of
soft ferrites is typically 10°-10'! times that of met-
als, ferrite components have much lower eddy cur-
rent losses and hence are used at frequencies gen-
erally above about 10 kHz. Hard ferrites are used in
permanent-magnet motors, loudspeakers, and hold-
ing devices, and as storage media in magnetic record-
ing devices. In this article, discussion of hard ferrites
will be restricted to recording only. One type of soft
ferrite, referred to as square-loop ferrites, was once
deployed in huge quantities as cores for digital com-
puter memories but has now been replaced by semi-
conductor integrated circuits. See FERRIMAGNETISM,;
FERRITE.

Chemistry and crystal structure. Modern soft ferrite
devices stemmed from the contributions on spinel
ferrites made by the Japanese and Dutch scientists
during World War II. The general formula for the
spinel is MFe,Oy, in which M is a divalent metal
ion. In special cases, the divalent ion M can be re-
placed by an equal molar mixture of univalent and
trivalent ions. Thus lithium ferrite can be thought of
as having the formula Lij sFe, sFe,O4. However, the
commercially practical ferrites are those in which
the divalent ion represents one or more magnesium
(Mg), manganese (Mn), iron (Fe), cobalt (Co), nickel
(Ni), copper (Cu), zinc (Zn), and cadmium (Cd) ions.
The trivalent Fe ion may also be substituted by other
trivalent ions such as aluminum (AD. The composi-
tions are carefully adjusted to optimize the device
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requirements, such as permeability, loss, ferromag-
netic resonance line width, and so forth.

The ferrimagnetic garnets were discovered in
France and the United States in 1956. The general
formula is M;FesO,, in which M is a rare-earth or
yttrium ion. Single-crystal garnet films form the basis
of bubble domain device technology. Bulk garnets
have applications in microwave devices. See FERRI-
MAGNETIC GARNETS.

Hard ferrites for permanent-magnetic device appli-
cations have the hexagonal magnetoplumbite struc-
ture, with the general formula MFe;,0;9, where M
is usually barium (Ba) or strontium (Sr). Hexagonal
ferrites exhibit large coercivity (H, ~ 200 kA/m or
2.5 kilooersteds) owing to a large magnetocrystalline
anisotropy. Particulates of this material are also under
study as potential storage media in magnetic record-
ing.

The material of choice for magnetic recording is
y-Fe,O3, which has a spinel structure. The particles
are usually modified with a thin cobalt layer on the
surface to increase the coercivity for enhanced per-
formance. See MAGNETIC RECORDING.

With the exception of some single crystals used in
recording heads and special microwave applications,
and particulates used as storage media in magnetic
recording, all ferrites are prepared in polycrystalline
form by ceramic techniques.

Applications. A summary of the applications of fer-
rites is given in the table. These may be divided into
nonmicrowave, microwave, and magnetic record-
ing applications. Further, the nonmicrowave applica-
tions may be divided into categories determined by
the magnetic properties based on the B-H behavior,
that is, the variation of the magnetic induction or flux
density B with magnetic field strength H, as shown
in the illustration. The plot in the illustration is
termed a hysteresis loop, with the area encompassed
by the loop being proportional to the power loss
per unit volume within the ferrite. The categories
are linear B-H, with low flux density, and nonlinear
B-H, with medium to high flux density. The highly
nonlinear B-H, with a square or rectangular hystere-
sis loop, was once exploited in computer memory
cores.

Linear B-H devices. In the linear region, the most im-
portant devices are high-quality inductors, particu-
larly those used in filters in frequency-division mul-
tiplex telecommunications systems and low-power
wide-band and pulse transformers. Virtually all such
devices are made of either MnZn ferrite or NiZn fer-
rite, though predominantly the former.

In the design of inductors, the so-called ;1 Q prod-
uct of a material has been found to be a useful index
of the quality of the material. In this product, u
is the initial permeability and Q is equal to wL/R,

Summary of ferrite applications
Ferrite
chemistry Device Device function Frequencies Desired ferrite properties
Linear B-H, low flux density*
MnZn, NiZn Inductor Frequency selection network <1 MHz (MnZn) High 1, high 1Q, high stability of ;1 with
temperature and time
Filtering and resonant circuits ~1-100 MHz (NiZn)
MnZn, NiZn Transformer (pulse and Voltage and current Up to 500 MHz High 1 low hysteresis losses
wideband) transformation
Impedance matching
NizZn Antenna rod Electromagnetic wave Up to 15 MHz High 1.Q, high resistivity
receival
MnZn Loading coil Impedance loading Audio High 1 high Bs, high stability of x with
temperature, time, and dc bias
Nonlinear B-H, medium-to-high flux density*
MnZn, NiZn Flyback transformer Power converter <100 kHz High 1, high Bs, low hysteresis losses
MnZn Deflection yoke Electron-beam deflection <100 kHz High 1, high Bs
MnZn, NiZn Suppression bead Block unwanted ac signals Up to 250 MHz Moderately high 1, high Bs, high
hysteresis losses
MnZn, NiZn Choke coil Separate ac from dc signals Up to 250 MHz Moderately high 1, high Bs, high
hysteresis losses
MnZn, NiZn Recording head Information recording Up to 10 MHz High 1, high density, high 1.Q, high wear
resistance
MnZn Power transformer Power converter up to 200 kHz High Bs, low hysteresis losses
Microwave properties
YIG‘LZ MgMr¥, Isolators, attenuators, circulators, Impedance matching, power 1-5 GHz (YIG), Controlled Bs, high resistivity, high Curie
Li®, Nizn switches, modulators level control, power 2-30 GHz (YIG, temperature, narrow resonance line -
splitting MgMn, Li), width
30-100 GHz (NiZn)
Magnetic recording properties
~v-Fe, 03, Audio and video tapes, computer Information storage High Bs, high H,
Co-v-Fex03 disks
“After P. I. Slick, Ferrites for nonmicrowave applications, in E. P. Wohlfarth (ed.), Ferromagnetic Materials, vol. 2, North-Holland, 1980.
*May contain Al, Gd.
“May contain Al, Zn.
*May contain Ti, Zn.
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where w is the angular frequency, L the inductance,
and R the effective series resistance arising from
core loss. The higher the value of wQ, the better is
the material, and ferrites have the highest wQ prod-
uct of any commercially available magnetic mate-
rial. Typical wQ values measured at 20 kHz for vari-
ous materials are iron dust, 2000; Permalloy powder,
10,000; 12.5-micrometer-thick molybdenum Permal-
loy tape, 100,000; and MnZn ferrite, 250,000. Val-
ues of wQ greater than 10° at 20 kHz have been
achieved commercially in specially prepared MnZn
ferrites.

As compared with NiZn ferrites, MnZn ferrites
have lower residual and hysteresis losses, higher per-
meabilities, and lower resistivities. A high permeabil-
ity lowers the frequency of ferromagnetic resonance,
which is accompanied by a large rise in losses. This
factor, along with increased eddy current losses com-
ing from lower resistivities, restricts the useful upper
frequency range for MnZn ferrites in high-Q induc-
tors to about 1 MHz. Above that, NiZn ferrites are
preferred. See ELECTRIC FILTER; INDUCTOR; Q (ELEC-
TRICITY); TRANSFORMER.

For transformer applications the highest value of @
over the operating frequency range is desired. Values
of w in the 18,000 range (10 kHz) for MnZn ferrite are
commercially available, although values up to 40,000
have been obtained in the laboratory.

Nonlinear B-H devices. The largest usage of ferrite mea-
sured in terms of material weight is in the nonlin-
ear B-H range, and is found in the form of deflect-
ing yokes and flyback transformers for television
receivers. The cores for these devices must have high
saturation induction B, along with high maximum
permeability w,, at the knee of the B-H curve to fre-
quencies as high as 100 kHz, the effective flyback
frequency used in scanning a television tube. Again,
MnZn and NiZn ferrites dominate the use in these
devices. See TELEVISION RECEIVER.

A rapidly growing use of ferrites is in the power

area, where ferrite transformers are extensively used
in switched mode (alternating current to direct cur-
rent) and converter mode (direct current to direct
current) power supplies. Such power supplies are
widely used in various computer peripheral equip-
ment and private exchange telephone systems. Here
a large value of B; together with low hysteresis
losses is important. MnZn ferrites are superior to
NiZn ferrites in both aspects. See ELECTRONIC POWER
SUPPLY.

Although growth area for ferrites in the nonlin-
ear B-H range is in recording heads. As compared
with metals, such as Permalloy and Sendust, ferrites
have higher electrical resistivity and wear resistance
and are hence preferred in video and high-frequency
recording applications.

Microwave devices. Microwave devices make use of
the nonreciprocal propagation characteristics of fer-
rites close to or at a gyromagnetic resonance fre-
quency in the range of 1-100 GHz. The most im-
portant of such devices are isolators and circulators.
Materials having a range of B, are needed for opera-
tion at various frequencies since for resonance, By is
less than w/y where y is the gyromagnetic ratio. In
the 1-5-GHz range, yttrium iron garnet of B; = 0.02-
0.18 tesla is used. In the 2-30-GHz range, MgMn,
MgMnZn, MgMnAl, and Li ferrites of B;= 0.06-0.25 T
are used along with the garnets. At 30-100 GHz,
NiZn ferrites with B; up to 0.50 T are used. The
garnets have highly desirable, small, ferromagnetic-
resonance linewidths, particularly in single-crystal
form. In device development there is a strong trend
toward realizing the conventional waveguide com-
ponents in microstrip form whereby both the trans-
mission and the gyromagnetic function are provided
by a ferrimagnetic substrate, or the gyromagnetic
function is provided by a ferrimagnetic insert on a
nonmagnetic ferrite substrate. See GYRATOR; MICRO-
‘WAVE.

Magnetic recording devices. Vast amounts of audio
and video information and digital data from com-
puters are stored in magnetic tapes and disks. Here
magnetic recording materials function as hard mag-
netic materials with coercivity in the 25-100 kA/m
(310-1250 oersteds) range. The materials are gener-
ally prepared in particulate form by chemical precip-
itation techniques and then dispersed in an organic
slurry, either on a plastic substrate (tape or flexible
disk) or on a rigid disk (usually an Al-Mg alloy). In a
more advanced technique, continuous films are de-
posited by using sputtering or evaporation, particu-
larly metal alloys rather than ferrites, on the smaller
rigid disks. The most widely used particles in mag-
netic recording are y-Fe,O3 and co-modified y-Fe,Os.
The basic y-Fe,03 is generally used in audio record-
ing, while the higher-coercivity Co-y-Fe,Os [H, =~
50 kA/m (620 Oe) versus 25 kA/m (310 Oe) for
y-Fe,03] dominates video recording. The hexago-
nal ferrites, Ba(or Sr)Fe;;0,9, are under study for
use in magnetic recording. Since the easy axis of
magnetization is normal to the plane of the parti-
cle platelets, such particles may be used as perpen-
dicular recording media, in contrast to the normal
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longitudinal mode. See COMPUTER STORAGE TECH-
NOLOGY. Gilbert Y. Chin
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ductors and Transformers, 1983; G. Winkler, Mag-
netic Garnets, 1981; E. P. Wohlfarth (ed.), Ferromag-
netic Materials, vol. 2, 1980.
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Ferroalloy

An important group of metallic raw materials re-
quired for the steel industry. Ferroalloys are the prin-
cipal source of such additions as silicon, Si, and
manganese, Mn, which are required for even the
simplest plain-carbon steels; and chromium, Cr, vana-
dium, V, tungsten, W, titanium, Ti, and molybde-
num, Mo, which are used in both low- and high-
alloy steels. Also included are many other more
complex alloys. Ferroalloys are unique in that they
are brittle and otherwise unsuited for any service
application, but they are important as the most eco-
nomical source of these elements for use in the man-
ufacture of the engineering alloys. These same el-
ements can also be obtained, at much greater cost
in most cases, as essentially pure metals. The fer-
roalloys contain significant amounts of iron and usu-
ally have a lower melting range than the pure met-
als and are therefore dissolved by the molten steel
more readily than the pure metal. In other cases,
the other elements in the ferroalloy serve to protect
the critical element against oxidation during solution
and thereby give higher recoveries. Ferroalloys are
used both as deoxidizers and as a specified addition
to give particular properties to the steel. See STEEL
MANUFACTURE.

Many ferroalloys contain combinations of two or

more desirable alloy additions, and well over 100
commercial grades and combinations are available.
Although of less general importance, other sources
of these elements for steelmaking are metallic nickel,
Ni, silicon carbide, molybdic oxide, and even misch
metal (a mixture of rare earths). Analyses of a few
typical ferroalloys are given in the table.

The three ferroalloys which account for the major
tonnage in this class are the various grades of sili-
con, manganese, and chromium. For example, 13 1b
(5.9 kg) of manganese is used on the average in the
United States for every ton of open-hearth steel pro-
duced. Elements supplied as ferroalloys are among
the most difficult metals to reduce from ore.

The most common grade of ferromanganese is
a blast-furnace product (standard ferromanganese),
the major variation from pig iron production being
the use of manganese-rich ore. Other grades of fer-
romanganese with low C are made by the processes
described in the next sections. A low-Si ferroalloy can
be made in the same way, but the tonnage grades are
made by other methods.

The most general method of ferroalloy manufac-
ture is the submerged-arc furnace (see illus.). Its use
will be described in connection with the production
of 50% ferrosilicon. A modern furnace of this type is
26 ft (7.9 m) in diameter and 10 ft (3 m) deep with
the three carbon electrodes supplying an average of
5 kWh per pound (2.4 x 108 joules per kilogram)
of silicon produced. The furnace produces about
2 tons (1.8 metric tons) of alloy per hour. The furnace
is charged intermittently from the top with a mixture
of the required amounts of SiO, (quartzite rock), C
(coke), and Fe (as turnings), and the ferrosilicon is
periodically tapped from the bottom. The overall op-
eration is essentially continuous, like that of a blast
furnace, but the heat is supplied by the resistance of
the charge and some arcing, and the coke serves pri-
marily as a reducing agent. After solidification in flat
molds, the ferroalloy is crushed to specified sizes for
delivery. The overall reaction for the process can be

Analysis of typical ferroalloys, % weight
Type of ferroalloy* Mn Si (¢} Cr Mo Al Ti \
Ferromanganese
Standard 78-82 1.25 7.5
Medium carbon 80-85 1.25-2.5 1-87
Low carbon 80-85 1.25-7.0 0.75
Ferrosilicon
50% regular = 47-52 0.15
75% regular = 73-78 0.15
Ferrochromium
High carbon — 1-2 4.5-6.0° 67-70
Low carbon — 0.3-1.0 0.03-2.0° 68-71
SM low carbon 4-6 4-6 1.25 62-65
Ferromolybdenum
High carbon - 1.5 25 — 55-70
Ferrovanadium
High carbon — 13.0 3.5 — — 1.5 — 30-40
Ferrotitanium
Low carbon — 3-5 0.1 — — 6-10 38-43
* In all cases the balance is Fe, with the exception of minor impurities. The latter are usually specified, such as 0.10% max P.
TIn several specified grades within this range.
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Submerged-arc furnace used in ferroalloy manufacture.
(Lectromelt Furnace Division, McGraw-Edison Co.)

written as (1). The Si reduced in this way dissolves in

Si0y + C — Si+2C0 @

the molten iron which is also present and simplifies
the operation of the process.

Because SiO, is present as gangue in many ores,
and because silicate slags have sufficiently low melt-
ing points to be controlled conveniently, many other
ferroalloys contain appreciable amounts of Si when
they are manufactured by this same process. The
inherent low solubility of C in Si alloys makes this
combination desirable when Si is not objectionable.
Low-silicon grades can be made, however, by fur-
ther addition of metal oxide as illustrated by the gen-
eral reaction (2). Thus ferrosilicon can be used as an

2MO + Si — S0, + 2M @

intermediate to produce other ferroalloys, and this
scheme is common.

Likewise, aluminum can be used as the reducing
agent by a process called the thermit reaction, as in-
dicated in (3), in which all or part of the heat required

2Al + Fe,03 — 2Fe + Al,O3 + heat (©))

results from the reduction reaction. The oxide of var-
ious desirable alloys may be substituted for Fe,Os3,
and Ca or Mg may be used for Al, a variety of such
combinations being possible. The product is low in
both Si and C.

Thus, depending upon the reducibility of the ore,
and the amounts of C, Si, and Fe that can be tol-
erated in the product, as well as economic consid-
erations, ferroalloys are produced in the blast fur-
nace, or in the submerged-arc or similar variations

of the electric furnace, or by aluminothermic or
silicothermic reactions. These ferroalloys are then
supplied to the steel industry for use as deoxidiz-
ers or alloy-addition agents. See ARC HEATING; IRON
ALLOYS; MANGANESE; MOLYBDENUM,; SILICON; STEEL;
VANADIUM. Gerhard Derge

Bibliography. P. D. Deeley et al., Ferroalloys and
Alloying Handbook, 1981; R. Serjeantson, Ferro-
Alloy Directory and Databook, 3d ed., 1992; Y. S.
Touloukian and C. Y. Ho, Properties of Selected Fer-
rous Alloying Elements, vols. 1-3, 1989.

1
Ferroelectrics

Crystalline substances which have a permanent
spontaneous electric polarization (electric dipole
moment per cubic centimeter) that can be reversed
by an electric field. In a sense, ferroelectrics are
the electrical analog of the ferromagnets, hence the
name. The spontaneous polarization is the so-called
order parameter of the ferroelectric state, just as
the spontaneous magnetization is the order parame-
ter of the ferromagnetic state. The names Seignette-
electrics or Rochelle-electrics, which are also widely
used, are derived from the name of the first substance
found to have this property, Seignette salt or Rochelle
salt. See FERROMAGNETISM.

The reversibility of the spontaneous polarization
is due to the fact that the structure of a ferroelectric
crystal can be derived from a nonpolarized structure
by small displacements of ions. In most ferroelec-
tric crystals, this nonpolarized structure becomes
stable if the crystal is heated above a critical tem-
perature, the ferroelectric Curie temperature; that
is, the crystal undergoes a phase transition from the
polarized phase (ferroelectric phase) into an unpo-
larized phase (paraelectric phase). The change of the
spontaneous polarization at the Curie temperature
can be continuous or discontinuous. The Curie tem-
perature of different types of ferroelectric crystals
range from a few degrees absolute to a few hun-
dred degrees absolute. As a rule, the ferroelectric
phase is the low-temperature phase; however, there
are crystals which are ferroelectric in a relatively
narrow temperature range only, and others stay po-
larized up to the temperature of decomposition or
melting.

Classification. From a practical standpoint ferro-
electrics can be divided into two classes. In ferro-
electrics of the first class, spontaneous polarization
can occur only along one crystal axis; that is, the
ferroelectric axis is already a unique axis when the
material is in the paraelectric phase. Typical repre-
sentatives of this class are Rochelle salt, KH,POy,
(NH,),SOy, guanidine aluminum sulfate hexahydrate,
glycine sulfate, colemanite, and thiourea.

In ferroelectrics of the second class, sponta-
neous polarization can occur along several axes that
are equivalent in the paraelectric phase. The fol-
lowing substances, which are all cubic above the
Curie point, belong to this class: BaTiOs-type (or
perovskite-type) ferroelectrics; Cd,Nb,O-; PbNb,Og;
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Fig. 1. Domain configurations (simplified) encountered in
ferroelectric crystals. (a) First class. (b) Second class.

certain alums, such as methyl ammonium alum;
and (NH),Cd3(SO4)s. Some of the BaTiOs-type fer-
roelectrics have, below the Curie temperature, addi-
tional transition temperatures at which the sponta-
neous polarization switches from one crystal axis to
another crystal axis. For example, BaTiO; and KNbO;
polarize with decreasing temperature first along a
[100] axis, then the polarization switches intoa [110]
axis, and finally into a [111] axis.

From a scientific standpoint, one can distinguish
proper ferroelectrics and improper ferroelectrics. In
proper ferroelectrics, for example, BaTiO5;, KH,POy,
and Rochelle salt, the spontaneous polarization is the
order parameter. The structure change at the Curie
temperature can be considered a consequence of the
spontaneous polarization. The unit cell of the crystal
in the ferroelectric phase contains the same number
of chemical formula units as the unit cell in the para-
electric phase. In improper ferroelectrics, the spon-
taneous polarization can be considered a by-product
of another structural phase transition. The unit cell
in the ferroelectric phase is an integer multiple of the
unit cell in the paraelectric phase. Examples of such
systems are GA(MoO,) and boracites. The dielectric
elastic and electromechanical behavior of the two
types of ferroelectrics differ significantly.

Fig. 2. Ferroelectric domains in BaTiO3; photographed through a polarizing microscope.
Ferroelectric domains range from macroscopic to submicroscopic size.

Ferroelectric domains. The spontaneous polariza-
tion can occur in at least two equivalent crystal
directions; thus, a ferroelectric crystal consists in
general of regions of homogeneous polarization that
differ only in the direction of polarization. These re-
gions are called ferroelectric domains. Ferroelectrics
of the first class consist of domains with parallel
and antiparallel polarization (Fig. 1a), whereas fer-
roelectrics of the second class can assume much
more complicated domain configurations (Fig. 1b).
The region between two adjacent domains is called
a domain wall. Within this wall, the spontaneous po-
larization changes its direction. The wall between
antiparallel domains is probably only a few lattice
spacings thick, whereas the wall between domains
polarized at a right angle to each other is probably
thicker. Ferroelectric domains can be observed in a
number of substances by means of the polarizing mi-
croscope (Fig. 2) because of their birefringence, or
double refraction. The ferroelectric domains range
in size from macroscopic (millimeters) to submicro-
scopic. See BIREFRINGENCE.

Ferroelectric hysteresis. When an electric field is ap-
plied to ferroelectric crystal, the domains that are
favorably oriented with respect to this field grow
at the expense of the others, for example, by side-
wise motion of domain walls. In addition, favorably
oriented domains can nucleate and grow until the
whole crystal becomes one single domain. When the
field is reversed, the polarization reverses through
the same processes. The relation between the re-
sulting polarization P of the whole crystal and the
externally applied electric field E is given by a hys-
teresis loop (Fig. 3). The shape of the hysteresis loop
depends strongly upon the perfection of the crystal
as well as upon the rate of change of the externally
applied field E. A simple circuit that permits obser-
vation of ferroelectric hysteresis loops with an oscil-
loscope is shown in Fig. 4. In some ferroelectrics,
polarization can be reversed within a fraction of
1 microsecond.

Spontaneous polarization. The magnitude of the per-
manent or spontaneous polarization P of a domain
can be obtained from the hysteresis loop by extrap-
olating the saturation branch to zero external field
(Fig. 3). For most ferroelectrics, the values of P are
between 107 and 10~* coulomb/cm? (Fig. 5). In
nonferroelectric dielectrics, electric fields between
10° and 10® V/cm would be necessary in order to
achieve such large polarizations.

Dielectric properties. As a rule, the dielectric con-
stant € measured along a ferroelectric axis increases
in the paraelectric phase when the Curie tempera-
ture is approached. In many ferroelectrics, this in-
crease can be approximated by the Curie-Weiss law,
shown in the equation below. Here T designates the

temperature of the crystal, and 7 is equal to or some-
what smaller than the transition temperature. Cis the
so-called Curie constant. For BaTiO3, this law holds
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Fig. 4. Circuit for the display of ferroelectric hysteresis
loops on an oscilloscope.

unaltered up to frequencies of 2.4 x 10'° Hz. Disper-
sion sets in the far-infrared. The dielectric constant
drops when the crystal becomes spontaneously po-
larized (Fig. 6). In the ferroelectric phase, the dielec-
tric constant has two components. The first com-
ponent is the dielectric constant of the individual
domains. It is independent of the frequency and
of the electric field generally up to far-infrared fre-
quencies. The second component is due to domain
wall motions, that is, to partial reversal of the spon-
taneous polarization. This process can give rise to
large dielectric losses, and it depends strongly upon
the frequency, the electric field strength, the domain
structure, and the temperature. In uniaxial ferro-
electrics, the dielectric constant measured perpen-
dicular to the ferroelectric axis generally does not
show a very pronounced anomaly near the Curie
temperature, and in some cases it has even the same
order of magnitude and temperature dependence
as for any normally behaving dielectric crystal. See
CURIE-WEISS LAW; DIELECTRIC MATERIALS; PERMITTIV-
ITY.

Piezoelectric properties. Ferroelectrics can be di-
vided into two groups according to their piezoelec-
tric behavior.

The ferroelectrics in the first group are already
piezoelectric in the unpolarized phase. Those piezo-
electric moduli which relate stresses to polariza-
tion along the ferroelectric axis have essentially the
same temperature dependence as the dielectric con-
stant along this axis, and hence become very large
near the Curie point. The spontaneous polarization
gives rise to a large spontaneous piezoelectric strain
which is proportional to the spontaneous polariza-

tion. In KH,PO4-type ferroelectrics and in Rochelle
salt, for example, this strain is a shear in the plane
perpendicular to the axis of polarization. It reaches
27 min of arc in KH,PO4 and about 1.8 min of arc in
Rochelle salt. The piezoelectric modulus decreases
as the spontaneous polarization increases. But with
sufficiently large stresses, it is possible to align the
domains and reverse the spontaneous polarization
(Fig. 7). The relation between the resulting polariza-
tion of the whole crystal and the mechanical stress
is given by a hysteresis loop analogous to the loop
of Fig. 3 (piezoelectric hysteresis). This effect can
simulate a very large piezoelectric modulus.

The ferroelectrics in the second group are not
piezoelectric when they are in the paraelectric
phase. However, the spontaneous polarization low-
ers the symmetry so that they become piezoelectric
in the polarized phase. This piezoelectric activity is
often hidden because the piezoelectric effects of the
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Fig. 5. Dependence upon temperature of the spontaneous
polarization of some ferroelectrics. °F = (K x 1.8) — 459.67.
°C =K — 273.15.
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Fig. 7. Schematic representation of the reversal of the
spontaneous polarization by a mechanical shear stress T in
KH,PO,4 and Rochelle salt.

various domains can cancel. However, strong piezo-
electric activity of a macroscopic crystal or even of
a polycrystalline sample occurs when the domains
have been aligned by an electric field. The spon-
taneous strain is proportional to the square of the
spontaneous polarization. In BaTiO;, for example,
the crystal (which has cubic symmetry in the unpo-
larized phase) expands along the axis of polarization
and contracts at right angles to it. The strain is of the
order of magnitude of 1%. The spontaneous polar-
ization cannot be reversed by a mechanical stress in
ferroelectrics of this group. See PIEZOELECTRICITY.
Crystal structure. The structures of different types
of ferroelectrics are entirely different, and it is
not possible to establish a general rule for the
occurrence of ferroelectricity. The structures of a
number of ferroelectrics and the minute changes
that they undergo when spontaneous polariza-
tion occurs are known in great detail from x-ray
diffraction and neutron diffraction studies. In a qual-
itative way, the process of polarization is best under-
stood for ferroelectrics of the BaTiO; type. Figure 8
shows schematically the structure of the unit cell
of a BaTiOj; crystal in the unpolarized state, and the
arrows indicate the direction in which the ions are
slightly displaced when the lattice becomes spon-
taneously polarized along the axis z. The order of
magnitude of the displacement is 1% of the unit cell
dimension. However, these displacements do not ac-

count quantitatively for the observed polarization,
because other changes of the electronic structure
occur as well. See CRYSTAL STRUCTURE.

In KH,PO4type ferroelectrics, hydrogen bonds
O—H - - - O play an important part in the ferroelectric
effect. Above the Curie temperature, the hydrogen
ions are statistically distributed over the two possi-
bilities O—H - - - O and O - - - H—O, whereas below
the Curie point, one or the other of these two possi-
bilities is strongly favored, depending upon the sign
of the spontaneous polarization.

Antiferroelectric crystals. These materials are char-
acterized by a phase transition from a state of
lower symmetry (generally low-temperature phase)
to a state of higher symmetry (generally high-
temperature phase). The low-symmetry state can be
regarded as a slightly distorted high-symmetry state.
It has no permanent electric polarization, in contrast
to ferroelectric crystals. The crystal lattice can be

Q barium O oxygen

Fig. 8. Crystal lattice of BaTiO3. Arrows indicate
displacements of the ions when crystal becomes polarized.
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regarded as consisting of two interpenetrating sub-
lattices with equal but opposite electric polarization.
This state is referred to as the antipolarized state.

In a certain sense, an antiferroelectric crystal is
the electrical analog of an antiferromagnetic crys-
tal. In the high-symmetry phase, the sublattices are
unpolarized and indistinguishable. In general, anti-
ferroelectric crystals have more than one axis along
which the sublattices can polarize. Therefore, the
low-symmetry phase consists of regions of homoge-
neous antipolarization which differ only in the ori-
entation of the axis along which antipolarization has
occurred. These regions are called antiferroelectric
domains and can be observed by the polarizing mi-
croscope. Because these domains have no perma-
nent electric dipole moment, an electric field gen-
erally has little influence on domain structure. See
ANTIFERROMAGNETISM.

The dielectric constant of antiferroelectric crys-
tals is generally larger than it is for nonferroelectric
crystals and has an anomalous temperature depen-
dence. It increases as the transition temperature is
approached and drops when antipolarization occurs
(Fig. 9). In some antiferroelectrics the phase transi-
tion is discontinuous; in others it is continuous.

The structure of antiferroelectric crystals is gen-
erally closely related to the structure of ferroelec-
tric crystals. Some antiferroelectrics even undergo
phase transitions from an antipolarized state into a
spontaneously polarized, ferroelectric state; in oth-
ers a sufficiently strong electric field applied along
an antiferroelectric axis reverses the polarity of one
of the sublattices so that a ferroelectric state results.
The crystal reverts, however, to the antiferroelectric
state when the electric field is removed. Figure 10
shows net polarization versus externally applied field
for such a case.

Compounds with antiferroelectric properties are
PbZrO;, PbHfO3, NaNbO; (isomorphous with ferro-
electric BaTiO3), WO; (structure related to BaTiO3),
NH4H,PO,4 and isomorphous NH, salts (isomorphous
with ferroelectric KH,PO,4), (NH4),H3104, Ag,H;310,
and certain alums.

Origin of phase transition. The ferroelectric phase
transition results from an instability of one of the
normal lattice vibration modes. On approaching the
transition temperature, the frequency of the relevant
normal mode decreases (soft mode). The restoring
force of the mode displacements tends to zero. When
the stability limit is reached, the displacements cor-
responding to the soft mode freeze in, and the fer-
roelectric phase results. The ferroelectric soft mode
is polar (infrared-active) and of infinite wavelength.
The antiferroelectric phase transition, on the other
hand, emerges from a soft lattice mode with a finite
wavelength equal to an integer multiple of a lattice
period.

Applications. The piezoelectric effect of ferro-
electrics (and certain antiferroelectrics) finds nu-
merous applications in electromechanical transduc-
ers. The large electrooptical effect (birefringence

E
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Fig. 10. Polarization P of antiferroelectric PbZrO; versus
externally applied electric field E. Strong fields “switch” the
antiferroelectric crystal into a ferroelectric state, as shown
here schematically.
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induced by an electric field) is used in light modula-
tors. In some ferroelectrics (such as BaTiO3, LINDO3,
KTaNbO;, and LiTaO3), light can induce changes of
the refractive indices. These substances are used
for optical information storage and in real-time opti-
cal processors. The temperature dependence of the
spontaneous polarization corresponds to a strong py-
roelectric effect that can be exploited in thermal and
infrared sensors. Werner Kanzig

Bibliography. J. M. Herbert, Ferroelectric Transduc-
ers and Sensors, 1982; E Jona and G. Shirane, Fer-
roelectric Crystals, 1962, reprint 1993; M. E. Lines
and A. M. Glass, Principles and Applications of Fer-
roelectrics and Related Materials, 1977; T. Mitsui,
An Introduction to the Physics of Ferroelectrics,
1976; A. Moulson andJ. M. Herbert, Electroceramics:
Materials, Properties, Applications, 1992; N. Setter
and E. L. Colla (eds.), Ferroelectric Ceramics, 1992;
G. A. Smolenskii, Ferroelectrics and Related Mate-
rials, 1984; X. Yuhuan, Ferroelectric Materials and
Their Applications, 1991.

1
Ferrofluid

A type of magnetic fluid that consists of a colloidal
suspension of nanoscopic magnetic particles in a car-
rier liquid. A ferrofluid behaves as a fluid that is at-
tracted to an external magnetic field without a large
change in its viscosity.

Magnetic fluids are liquids that respond in many
interesting ways to external magnetic fields. Most
magnetic fluids combine conventional liquids (oil or
water) with very small magnetic particles. Magne-
torheological fluids are oils loaded with micrometer-
sized magnetic particles. These materials experience
a large change in viscosity, going from a thick fluid
to a peanut butter consistency, when exposed to

10
nm

RN

magnetic surfactant
particle

Fig. 1. Basic composition of a ferrofluid —magnetic nanoparticles coated with surfactant

in a carrier fluid.

a magnetic field. Applications include computer-
controlled vehicle suspension systems, where the
damping in shock absorbers is controlled by mag-
netically regulating the magnetorheological fluid vis-
cosity inside the shock absorber. Ferrofluids are sim-
ilar to magnetorheological fluids except the particle
sizes are 2-3 orders of magnitude smaller. These mag-
netic particles are so small (~10 nanometers in di-
ameter) that thermal agitation in the fluid is great
enough to keep the particles in suspension. One
significant difference between magnetorheological
fluids and ferrofluids is that ferrofluids behave as a
colloidal suspension. The particles are so small and
finely divided that they will not settle under the ac-
tion of gravity or magnetic fields. Unlike magnetorhe-
ological fluids, ferrofluids experience a much smaller
change in viscosity when exposed to magnetic fields.
See COLLOID; MAGNETIC FIELD.

CGomposition. Ferrofluids consist of three basic
components: a carrier fluid, magnetic nanoparticles,
and a surfactant covering the nanoparticle (Fig. 1).
Carrier fluids are generally organic solvents or water.
Oil-based ferrofluids are used in applications such
as magnetic seals, heat conduction for loudspeak-
ers, and damping in stepper motors. Water-based
ferrofluids are finding many useful biomedical appli-
cations such as magnetic cell sorting and biochem-
ical sensing. The most common type of magnetic
nanoparticle is magnetite (Fe;O,). The particle size
is so small that the particle is considered superpara-
magnetic, meaning that there is only one magnetic
domain in the particle. When an external field is ap-
plied to the fluid, the particles line up along the same
field lines (Fig. 2). When the field is removed, ther-
mal agitation in the fluid is great enough to cause the
particles to resume their random orientation. The
primary role of the surfactant is to aid in dispersing
the particles within the carrier fluid. One end of the
surfactant is absorbed on the particle surface, while
the other interacts with the fluid and other particles.
See MAGNETITE; NANOPARTICLES; SOLVENT; SURFAC-
TANT.

There are a number of different methods for cre-
ating magnetite nanoparticles. The most common
methods are ball grinding and chemical coprecip-
itation. In ball grinding, small particles are made
from larger ones; whereas in chemical coprecipita-
tion, nanoparticles are made in solution. Ball grind-
ing, or size reduction, is a wet grinding process
in which larger magnetite particles are mixed with
a surfactant and rubbed together for long periods
(~1000 hours). Chemical coprecipitation is based
on mixing solutions of divalent and trivalent iron
salts. As sodium hydroxide is dripped into the so-
lution, magnetite nanoparticles precipitate out. This
process requires careful control of the solution con-
centration, temperature, and pH. See PRECIPITATION
(CHEMISTRY).

Applications. Most applications of ferrofluids ex-
ploit the combined fluid and magnetic behavior of
the fluid. Most electromagnetic devices (motors,
speakers, generators) are thermally limited. Some
high-quality speakers use ferrofluids to improve
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Fig. 2. Ferrofluid drop exposed to a magnetic field showing
spikes due to magnetic field lines.

performance. The ferrofluid is captured magnetically
in the air gap of the voice coil. The fluid serves two
purposes: increased thermal conductivity to provide
greater power capacity (reduce magnet and coil size)
and mechanical damping to reduce harmonic dis-
tortion. Many stepper motors and optical disc ac-
tuators for CD and DVD players experience high-
frequency vibration or ringing. A small volume of
ferrofluid in the air gap of these actuators provides
a very simple means of damping high-frequency vi-
bration without additional design features. Ferrofluid
seals, based on magnetically containing a small vol-
ume of ferrofluid between two concentric magnetic
components, provides a liquid O-ring that serves as
a hermetic seal with no friction and long life. See
LOUDSPEAKER; STEPPING MOTOR. Lonnie J. Love
Bibliography. B. Berkovskii and V. Bashtovoi, Mag-
netic Fluids and Applications Handbook, Begell
House, 1996; E. Blums, A. Cerbers, and M. Maiorov,
Magnetic Fluids, Walter de Gruyter, 1997; R. E.
Rosensweig, Ferrobydrodynamics, Dover, 1985.
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Ferromagnetism

A property exhibited by certain metals, alloys, and
compounds of the transition (iron group), rare-earth,
and actinide elements in which, below a certain tem-
perature called the Curie temperature, the atomic
magnetic moments tend to line up in a common
direction. Ferromagnetism is characterized by the
strong attraction of one magnetized body for another,
a phenomenon known before 600 B.c.

Atomic magnetic moments arise when the elec-
trons of an atom possess a net magnetic moment as a
result of their angular momentum. The combined ef-
fect of the atomic magnetic moments can give rise to
arelatively large magnetization, or magnetic moment
per unit volume, for a given applied field. Above
the Curie temperature, a ferromagnetic substance
behaves as if it were paramagnetic: Its susceptibility
approaches the Curie-Weiss law. The Curie temper-

Ferromagnetism

ature marks a transition between order and disorder
of the alignment of the atomic magnetic moments.
Some materials having atoms with unequal moments
exhibit a special form of ferromagnetism below the
Curie temperature called ferrimagnetism. See CURIE
TEMPERATURE; CURIE-WEISS LAW; ELECTRON SPIN; FER-
RIMAGNETISM; MAGNETIC SUSCEPTIBILITY; PARAMAG-
NETISM.

The characteristic property of a ferromagnet is
that, below the Curie temperature, it can possess
a spontaneous magnetization in the absence of an
applied magnetic field. Upon application of a weak
magnetic field, the magnetization increases rapidly
to a high value called the saturation magnetization,
which is in general a function of temperature. For
typical ferromagnetic materials, their saturation mag-
netizations, and Curie temperatures, See MAGNETIZA-
TION.

The tasks of a theory of ferromagnetism are to
account for the spontaneous magnetization below
the Curie point, the temperature dependence of the
saturation magnetization, and the nature of the mag-
netization process, or magnetization curve.

Weiss theory. The Weiss molecular field theory of
ferromagnetism (P. Weiss, 1907) represents the first
realistic attempt to account for the properties of a
ferromagnet. This theory rests on two hypotheses.

1. Below the Curie point, a ferromagnetic sub-
stance is composed of small, spontaneously mag-
netized regions called domains. The total magnetic
moment of the material is the vector sum of the mag-
netic moments of the individual domains. It is now
known that these assumed domains really exist and
are usually between 0.01 and 0.1 cm wide.

2. Each domain is spontaneously magnetized be-
cause a strong internal magnetic interaction tends
to align the individual atomic magnetic moments
within the domain.

The consequence of these assumptions is that,
while each domain is spontaneously magnetized, the
directions of magnetization of the domains do not
coincide; therefore the overall magnetization of the
sample may be much smaller than if it were com-
posed of a single domain. Application of a relatively
weak field of the order of 10-100 kiloamperes/m
or 100-1000 oersteds (and often very much less)
is sufficient to align the directions of magnetization
of the domains, thereby achieving a large magneti-
zation.

The second hypothesis of the Weiss theory leads to
the existence of a Curie temperature below which a
domain may be spontaneously magnetized in the ab-
sence of an applied magnetic field. This comes about
in the following way. If the domain is spontaneously
magnetized, there must be some sort of interaction
between the atomic magnetic moments which tends
to align them. Otherwise the domain would behave
paramagnetically. The average strength of this inter-
action may be represented by an internal magnetic
field, the Weiss molecular field, which is propor-
tional to the magnetization of the domain. Thus the
effective field acting on any atomic magnetic mo-
ment within the domain may be written as Eq. (1),
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where H, is an externally applied magnetic field and

H =H,+ M @)

AM (M = magnetization) is the Weiss molecular
field. For iron M ~ 135 kA/m (1700 Oe) and A =~
5000, so that AM >~ 10° A/m (107 Oe), a huge value.
It is relatively easy to deduce the magnetic suscepti-
bility above the Curie point since it is known that the
ferromagnetic substance behaves like a paramagnet
above the Curie temperature. If the Curie law holds,
Eq. (2) is valid, where C is the Curie constant. In the
M C >
AT @
Curie law, H is taken to be the effective magnetic field
acting on an atomic magnetic moment, Eq. (1). From
Eqgs. (1) and (2), Eq. (3) is obtained. The susceptibil-
M C
H+M T &
ity x is the magnetization per unit applied field H,,
so that from Eq. (3), in the electromagnetic system
of units, Eq. (4) is derived. The Curie temperature

M C  C
T Hy T—-C\» T-T.

X @
is defined by T, = CA, and the susceptibility follows
the Curie-Weiss law above the Curie temperature.
The form of the Curie-Weiss law leads to a nonzero
magnetization when Hy = 0 at T,.

Below the Curie point, where the Curie-Weiss law
breaks down, the Weiss theory leads to a sponta-
neous magnetization and also predicts the temper-
ature dependence of the saturation magnetization.
This comes about if it is taken into account that the
Curie law is only an approximation valid for weak
fields or high temperatures; it does not allow for sat-
uration effects. The correct quantum-mechanical ex-
pression to replace Eq. (2) is given by Egs. (5) and
(6), where N is the number of atoms per unit volume,

M = NJguzB;(a® S

a4 = gus(Ho + 2]

kT ©

each with angular momentum quantum number /, g
is the spectroscopic splitting factor (the measure of
the energy level splittings), 145 is the Bohr magneton,
k is Boltzmann’s constant, 7'is the absolute tempera-
ture, and By(a®) is the Brillouin function. For T' < T,
the value of the magnetization for an applied field of
H, is obtained by solving Egs. (5) and (6) simultane-
ously. In particular, the spontaneous magnetization is
obtained by setting H, = 0 in Eq. (6). See GYROMAG-
NETIC EFFECT; GYROMAGNETIC RATIO; MAGNETON.
The solution for the spontaneous magnetization
(H, = 0) may be obtained graphically for any tem-
perature 7, as shown in Fig. 1. The broken line of
Fig. 1 represents the line M = a*kT,./gug/’ and is
the line for the largest value of 7' for which there
is a solution. This is the Curie point, and for 7' >
T, there is no spontaneous magnetization. The value

_ a‘kT
gNBJ)\

P
M = NJgpgB,(a*)

magnetization (M) ——>
=
-
~

ar—>

Fig. 1. Spontaneous magnetization below the Curie point.
Intersection P determines M(T).

of T, obtained in this way [the slope of Eq. (5) at
a* = 0] is T, = Ng*uz*J (J + DA/3R, a result which
is consistent with the earlier definition 7, = CA. The
results obtained from Fig. 1 are plotted as a function
of temperature in Fig. 2. The value of J chosen is !/,.
The plot of Fig. 2 is in overall general agreement
with the experimental results for iron, nickel, and
cobalt. The low-temperature behavior, however, is
better described by magnon theory. See MAGNON.
Heisenberg theory. The Heisenberg theory of fer-
romagnetism (W. Heisenberg, 1928) treats the ori-
gin of the Weiss molecular field on an atomic basis.
It may be remarked at the outset that ordinary
dipole-dipole interactions among atomic magnetic
moments are much too small to account for the Weiss
field. The foundation of the Heisenberg theory is
the Pauli exclusion principle. The electrons provid-
ing the atomic magnetic moments are described by
wave functions containing both space coordinates
and spin angular momentum coordinates. The Pauli
principle demands that the electron wave functions
change sign (that is, be antisymmetric) when the
space and spin coordinates of a pair of electrons are
switched, or exchanged. As a consequence, the en-
ergy of the electrons depends on their relative spin
orientation. Heisenberg realized that the essential

1.0
0.6
M(T)
M(0)
0.2
\
0.2 0.6 1.0

/T,

Fig. 2. Temperature dependence of spontaneous
magnetization for J = /5.
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physics involves treating the electrostatic Coulomb
repulsion between electrons within the constraint
of the Pauli exclusion principle. He showed that the
situation can be viewed in terms of an effective in-
teraction between the electron spins, the exchange
interaction energy, which had first been derived by
P. A. M. Dirac. In Eq. (7), S; and S; are the spin angu-

Exchange energy = —2/;S; - S; 1)

lar momentum vectors of the two electrons 7 and j,
and Jj; is the so-called exchange integral between the
electrons. The exchange integral decreases rapidly
with distance between the electrons and depends
in a complicated way upon the spatial distribution
(wave function) of the electrons. It is extremely dif-
ficult to compute. If the exchange integral is posi-
tive, the parallel arrangement is favored, and if J is
large enough, ferromagnetism should result. If J is
large and negative, antiferromagnetism or ferrimag-
netism supposedly arises. The order of magnitude
of J given by J >~ RT. ~ 10~'3 erg. See EXCLUSION
PRINCIPLE.

There seems to be no question that the Heisen-
berg theory correctly accounts for the tendency of
electrons in the same ferromagnetic atom to exhibit
parallel spins. However, whether or not it leads to the
correct explanation of the interatomic alignment of
spins is still a subject of controversy. In insulators it
usually proves possible to express the coupling be-
tween atomic spins by Eq. (7), J;; is interpreted as an
effective exchange integral. In metals the problem is
much more complicated. There is little doubt, how-
ever, that the basic Heisenberg idea is correct and
the molecular field arises from the interplay between
electrical forces and the effects of Pauli exclusion.

Magnetocrystalline anisotropy energy. This ac-
counts for the experimental fact that ferromagnets
tend to magnetize along certain crystallographic
axes, called directions of easy magnetization. For ex-
ample, a single crystal of iron, which is made up of a
cubic array of iron atoms, tends to magnetize in the
directions of the cube edges. At room temperature

the magnetization of iron can be moved into a hard
direction along a body diagonal only if an external
magnetic field greater than about 30 kA/m (400 Oe)
is applied in that direction. This can be seen in Fig. 3,
which shows single-crystal magnetization curves for
various directions of applied field H in iron, nickel,
and cobalt.

N. S. Akulov showed (1929-1931) that the
anisotropy energy U, could be expressed conve-
niently in an ascending power series of the direction
cosines between the magnetization and the crystal
axes. For cubic crystals the lowest-order terms take
the form of Eq. (8), where «y, o5, and a3 are direction

2.2 2.2 2 2
Uy = Ki(a1 0" + o7 as” +o3”a; )

+ Ky(ela’as®)  (®

cosines with respect to the three cube edges, and
K; and K, are temperature-dependent parameters
characteristic of the material, called anisotropy con-
stants. In general, |K;| > |K;|, and further terms are
unnecessary. In iron, K; is positive, and therefore Uy
is a minimum when any single direction cosine o; =1
and the other o; = 0. That is, the cube edges are easy
directions. In nickel, K; is negative and hence the
body diagonals are easy directions (Fig. 3).

For crystals of other than cubic symmetry the en-
ergy U, must be expressed in a form which is dif-
ferent from Eq. (8) and appropriate to the particular
symmetry.

Anisotropy constants can be determined from
(1) analysis of magnetization curves, (2) the torque
on single crystals in a large applied field, and
(3) single-crystal ferromagnetic resonance. See MAG-
NETIC RESONANCE.

The Heisenberg exchange energy, Eq. (7), is
isotropic and cannot account for the observed
anisotropy, which probably has its origin in a com-
plicated interplay of spin-orbit coupling, crystalline
electric fields, and overlap of orbital wave functions.
The anisotropy energy also depends on the state of
strain of the crystal, giving rise to magnetostriction,
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Fig. 4. Lowering of magnetic field energy by domains.

(a) Lines of force for a single domain. (b) Shortening of lines
of force by division into two domains. (c) Reduction of field
energy by further subdivision.

that is, changes in length of a substance when it is
magnetized. See MAGNETOSTRICTION.

Ferromagnetic domains. Small regions of sponta-
neous magnetization, formed at temperatures below
the Curie point, are known as domains. As shown in
Fig. 4, domains originate in order to lower the mag-
netic energy. In Fig. 4b it is shown that two domains
will reduce the extent of the external magnetic field,
since the magnetic lines of force are shortened. On
further subdivision, as in Fig. 4c, this field is still fur-
ther reduced.

Another way to describe the energy reduction is to
note that the interior demagnetizing fields, coming
from surface poles, are much smaller in the long, thin
domains of Fig. 4¢ than in the “fat” domain of 4a.

The question arises as to how long this subdivi-
sion process continues. With each subdivision there
is a decrease in field energy, but there is also an in-
crease in Heisenberg exchange energy, since more
and more magnetic moments are aligning antiparal-
lel. Finally a state is reached in which further sub-
division would cause a greater increase in exchange
energy than decrease in field energy, and the fer-
romagnet will assume this state of minimum total
energy.

Bloch wall. Also because of exchange energy, the re-
versal of magnetization between domains does not
occur abruptly but takes place gradually through a
transition zone called the Bloch wall (Fig. 5). To un-
derstand the reason for this wall, consider the ex-
change energy involved. Let the angle between the
magnetization of neighbor planes be ¢ and assume
that, as is usual, the exchange energy is appreciable
only between neighbor atoms. According to Eq. (7),

the exchange energy between atoms on neighbor
planes varies as —cos ¢, or as a constant +¢2/2 if ¢
is small. If total reversal occurs in N planes, ¢ = /N,
and the total exchange energy of the wall is given by
expression (9). This equation shows that the total ex-

T\ 2
Uy (wall) o< constant + N (]V) ©

change energy decreases as the number of transition
planes increases; that is, the exchange energy tends
to make the domain wall thicker.

The question now arises as to why N should not
continue to increase until the entire crystal becomes
a single Bloch wall. This does not happen because
the decrease in exchange energy is accompanied by
an increase in anisotropy energy. Many of the inter-
mediary planes of Fig. 5b must of necessity have their
magnetization along hard directions. The larger the
value of N, the greater must be the number of such
planes. The thickness of the wall can be determined
by finding that value of N which makes the sum of ex-
change and anisotropy energies a minimum. In iron
the wall is ~50 nanometers thick and has the total
energy ~2 ergs/cm>.

Domain arrangement. The orientation of domains in a
crystal is determined primarily by the need to min-
imize the magnetic energy (Fig. 4). It is possible to
eliminate all surface magnetic poles by forming flux-
closure domains (Fig. 6). Here the normal compo-
nent of magnetization is continuous across all do-
main boundaries. The demagnetizing fields are zero
everywhere, except for the trivial effect of surface
poles in the Bloch walls. In a uniaxial crystal, that
is, a crystal with a single easy direction, an arrange-
ment as shown in Fig. 6b will be preferred since
it has a lower density of magnetization normal to
the easy direction, or in the hard direction. Even in
cubic crystals, in which all directions of magnetiza-
tion in Fig. 6 may be easy, Fig. 6b will be preferred
because of magnetostriction. In iron, for example,
each domain increases in length along the direction
of magnetization by a fraction ~2 x 107, Thus the
domains of Fig. 6 can be fitted smoothly together
only by straining them elastically against this mag-
netostriction, and the required elastic strain energy
will be smaller in Fig. 6b than in Fig. 6a.

In polycrystals the domain structure is much more
complicated, depending upon such variables as grain
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Fig. 5. Lowering of exchange energy by the transition zone known as Bloch wall. The reversal of magnetization between

domains (a) does not take place abruptly but (b) by degrees.
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Fig. 6. Flux-closure domains. (a) Large domains at right
angles. (b) Reduction in their size, causing reduction of
anisotropy energy of uniaxial crystals or of strain energy of
cubic crystals.

orientation and grain boundaries. It is possible, how-
ever, for domains to cross grain boundaries.

On minimizing the total contributions from
(1) magnetic, or demagnetizing, energy, (2) aniso-
tropy, (3) magnetostriction, (4) elastic strain, and
(5) Bloch wall energy, it is found that, depending
upon the composition and shape of the crystal, the
theoretical domain thickness should vary from about
0.001 to 0.1 cm.

Bitter powder patterns. Direct experimental evidence
of the existence of domains is furnished by Bit-
ter powder patterns. First a surface is prepared by
careful polishing with fine abrasive, followed (for
metallic samples) by electropolish. Then a drop of
a colloidal suspension of magnetic Fe,O; particles
is placed on the surface and covered by a micro-
scope cover glass. These particles gather at surface
regions where the magnetic field is largest and can
be observed easily with a microscope. It is seen from
Fig. 5 that the surface field is largest at the center of
the Bloch wall; that is, lines of surface poles will de-
marcate the wall. Thus the colloidal particles concen-
trate along domain boundaries, as shown in Fig. 7. If
the surface deviates by even a few degrees of angle
from a simple lattice plane, the pattern becomes very
complicated. The beginnings of this may be seen in
the “fir tree” patterns at the lower right of Fig. 7.

Fig. 7. Bitter powder patterns on a (100) surface of
silicon-iron. (Photograph by H. J. Williams)

Ferromagnetism

The powder patterns only delineate the bound-
aries and do not themselves show the direction of
magnetization. This direction may, however, be in-
ferred from a study of how particles gather around a
scratch made on the surface, coupled with observa-
tion of domain growth when the sample is placed in
a magnetic field.

The Kerr magnetooptic effect (rotation of the
plane of polarization of light reflected from a mag-
netic surface) has also been used to study domains.
J. E Dillon demonstrated that single-crystal slabs of
ferromagnetic yttrium iron garnet (YIG) are transpar-
ent to visible light and that the Faraday effect (rota-
tion of the plane of polarization of light transmitted
along a magnetic field) can be used to observe do-
mains. The effect is very striking, and the growth
and diminution of domains are readily visible. See
FARADAY EFFECT; KERR EFFECT.

It is also possible to observe domains by means
of transmission or reflection of electrons in an elec-
tron microscope. This technique, and also the optical
techniques mentioned above, are particularly useful
if the Bloch walls are extremely thick (because of
small magnetocrystalline anisotropy) and the resul-
tant Bitter powder patterns very blurred.

Bloch wall motion. This accounts for the initial por-
tion of the magnetization curve. As the wall passes
through regions of crystal strain, or over a number
of foreign atoms, it may suddenly go over a poten-
tial energy hump and into a minimum. There will be
a small, almost discontinuous jump in the magneti-
zation, easily detected by a search coil (a device for
measuring change of flux density) and amplifier. This
is called the Barkhausen effect. It was once thought
erroneously that this effect comes from a sudden,
complete reversal of magnetization within a domain.
However, H. J. Williams and W. Shockley showed that
many Barkhausen jumps accompany the motion of
a single domain wall. See BARKHAUSEN EFFECT; DO-
MAIN (ELECTRICITY AND MAGNETISM).

Soft magnetic materials. Materials easily magne-
tized and demagnetized are called soft; these are
used in alternating-current machinery. The problem
of making cheap soft materials is complicated by the
fact that readily fabricated metals usually have many
crystalline boundaries and crystal grains oriented in
many directions. In such metals the magnetization
process is accompanied by much irreversible Bloch
wall motion and by much rotation against anisotropy,
which is usually irreversible.

The ideal cheap soft material would be an iron
alloy fabricated by some inexpensive technique
which results in all crystal grains being oriented in
the same or nearly the same direction. Various com-
plicated rolling and annealing methods have been
discovered in the continued search for better grain-
oriented or “cube-textured” steels.

In some situations the cost of fabrication is
secondary, and alloys with the smallest possible
crystalline anisotropy and magnetostriction are de-
manded. The first such need appears to have been
for the inductive loading of submarine telegraph ca-
bles. This gave rise to the perfection of permalloy, an
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alloy of 21.5% iron and 78.5% nickel. The constant K;
of Eq. (8) takes opposite signs in pure iron and pure
nickel, and at the permalloy composition the resul-
tant anisotropy goes to zero. More precisely, the com-
position for zero anisotropy is not quite the same as
for zero magnetostriction, and permalloy represents
a compromise. Addition of a third element, generally
molybdenum, can simultaneously drive anisotropy
and magnetostriction to zero and, as a bonus, de-
crease resistivity.

Hard magnetic materials. Materials which neither
magnetize nor demagnetize easily are called hard,;
these are used in permanent magnets. The proper-
ties of a hard magnet material are described by its B
versus H hysteresis curve, where B is the magnetic
induction and H the applied magnetic field. Impor-
tant material parameters specified by this curve in-
clude the remanence B, (the induction for zero ap-
plied field), the coercivity or coercive force H, (the
reverse applied field required to drive B to zero),
and the maximum energy product (BH),y, the max-
imum product of B and H in the second quadrant of
the hysteresis curve. The parameter (BH)p,y is the
most widely used single figure of merit for a perma-
nent magnet material; it provides a measure of the
magnetic field that a unit volume of the material can
produce.

Lodestone was the first magnetically hard mate-
rial known. Principally composed of the ore mag-
netite (Fe;O,) it was long applied in navigational
compasses. In the twentieth century, five classes
of permanent-magnet materials have enjoyed tech-
nological importance. The magnet steels contain
carbon, chromium, tungsten, or cobalt additives,
serving to impede domain wall motion and thus to
generate coercivity. These materials feature high re-
manence (B, ~ 1 tesla or 10 kilogauss) but low H,
and low (BH)y.x (less than 8 kKT/m? or 1 megagauss-
oersted). Alnicos are aluminum-nickel-iron alloys
containing finely dispersed, oriented, elongated par-
ticles precipitated by thermal treatment in a field.
The coercivity arises from the shape of the par-
ticles, and (BH)y. can be as large as 80 kT/m?
(10 MG -Oe). Hard ferrite magnets are based on
the oxides BaFe ;0,9 and SrFe;,O;o. Their coerciv-
ity derives from the magnetocrystalline anisotropy,
rather than the shape, of small, single-domain par-
ticles, and can exceed that of alnicos. Although
(BH)puy is no larger than 40 KT/m? (5 MG - Oe),
hard ferrite magnets are relatively inexpensive and
are used in a great variety of commercial applica-
tions.

Substantial increases in (BH),.x have been af-
forded by rare earth-transition metal materials
whose rare earth component provides huge mag-
netocrystalline anisotropy which can be translated
into large coercivity in a practical magnet, while
the magnetization arises chiefly from the transition
metal component. Samarium-cobalt magnets based
on the SmCos or Sm,Co,- intermetallic compounds
can have coercivities of ~1.6 MA/m (20 kOe) and
maximum energy products in the range of 160-
240 kT/m? (20-30 MG -Oe). Magnets containing

the more abundant elements neodymium and iron
rather than samarium and cobalt have been devel-
oped from neodymium-iron-boron materials based
on the ternary compound Nd,Fe;4B. Such magnets
have been prepared both by the powder metallurgy
method used for ferrite and samarium-cobalt materi-
als and by the rapid solidification technique of melt
spinning in which molten alloy is directed onto a
rapidly rotating substrate wheel. Neodymium-iron-
boron magnets with (BH)m,x approaching the enor-
mous value of 400 kT/m? (50 MG - Oe) have been
produced.  Elihu Abrahams; Frederic Keffer; J. F. Herbst
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Ferry

A ship specifically configured for carrying passen-
gers between two points. It permits persons to make
their way from one place to another across a body
of water, and it may carry vehicles, including com-
mercial vehicles. A ferry is distinct from a cruise ship
or a cargo ship. For a cruise ship the voyage itself is
the destination, whereas with a ferry the journey’s
end point is the destination. While a ferry may carry
cargo, in contrast to a cargo ship, this cargo is con-
tained in a commercial vehicle accompanied by a
driver.

Technology. Ferries may range in appearance
from ships that are outwardly indistinguishable from
cruise ships to small craft indistinguishable from
pleasure boats. Some ferries with overnight runs on
the Baltic Sea carry well over a thousand passen-
gers, housing them in luxurious cabins and offer-
ing casinos and theaters for entertainment. At the
other end of the spectrum, many of the world’s har-
bors are served by water taxis—small ferries which
may carry as few as six persons for a 5-15-min
run.

Ferries may range in speed from slow vessels
of 10 knots (18.5 km/h) or less to ultrafast ferries
with speeds exceeding 60 knots (110 km/h). They
may carry passengers only, or they may carry a
mixture of passengers and private automobiles, or
passengers, cars, and trucks. Ferries may be char-
acterized by their hull form and their propulsion
plant.

Hullforms. Ship hull forms are characterized by the
way they support the weight of the ship. This is de-
picted in the sustention triangle (Fig. 1). The vertices
of this triangle depict the three modes employed to
support a ship. The buoyant, or archimedean, sup-
port mode is the fundamental means of support of
all ships and boats.
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Fig. 1. Sustention triangle depicting the three principal modes of supporting the weight of a ferry and the types of ships that

employ them.

Buoyant support. In buoyant support mode, a vessel’s
weight is borne by the upward force produced by the
static displacement of the water in which it floats.
The weight of the volume of water displaced is ex-
actly equal to the weight of the ship. Any increase
in the weight of the ship (for example, due to the
loading of passengers or cargo) requires the ship
to displace an increased volume of water, which
it does by sinking to a slightly deeper draft. See
ARCHIMEDES’ PRINCIPLE; BUOYANCY; HYDROSTATICS.

The most common hull design for ferries is the
displacement monohull ship form, which has one
hull. Monohull ferries have been built in all sizes
and speeds. Among monohulls a unique form is the
double-ended ferry (Fig. 2). On short runs, it makes
operational sense to build a ship which is identical
fore and aft. For example, in use for river crossing,
this ship simply shuttles from one dock to the other,
putting one “bow” into the slip at one port, the other
“pbow” at the other port.

The catamaran hull is a very popular form, par-
ticularly for high-speed ferries (Fig. 3). A catamaran
is a twin-hulled ship, having two hulls side by side.
Because the two hulls are slender, a catamaran may
have less wavemaking drag than a monohull of the
same displacement. The two hulls are generally sep-
arated by a distance about equal to the beam of one
hull. This results in a broad main deck area, which is
more nearly square than the slender deck found on a
monohull ship. Because of the broad expanse of the
deck area, and because its low-aspect-ratio shape is
easier to load with vehicles, the catamaran hull form
has been very successfully incorporated into ferry
service.

The drag (resistance to forward motion) of a dis-
placement ship has three main components: air drag
associated with moving the above-water portion of
the ship, and two hydrodynamic drag components,
skin friction and wavemaking drag. Skin friction is
the drag of water sliding along the wetted surface of
the hull.

Fig. 2. Double-ended ferry. (Washington State Ferries)

Fig. 3. High-speed catamaran ferry. (Hitachi Zosen)

hovercraft
powered
support
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‘When a ship moves through the water, it produces
waves known as the ship’s wake. Forming waves in
the water surface requires a tremendous amount of
energy. In order to move forward, a displacement
ship must force aside a mass of water equal to the
mass of the ship. Fast forward movement requires
this substantial mass to be displaced rapidly, and the
energy required grows. To a first order of magnitude,
the power required to move a displacement-type hull
will increase as the cube of the speed. See SHIP POW-
ERING, MANEUVERING, AND SEAKEEPING.

The steep slope of the cubic speed-power relation-
ship has driven engineers to seek ship hull forms
with less drag. The quest for reduced drag has fo-
cused on finding means of support other than dis-
placement, so that the ship no longer relies on thrust-
ing aside a large mass of water.

Dynamic support. Shown in the sustention triangle
(Fig. 1), dynamic support is produced by the move-
ment of the ship and disappears when the vessel is
at rest. The most common example of dynamic sup-
port is planing, the skimming of a craft across the
surface of the water. In this case, the dynamic sup-
port is produced by the shape of the hull itself. Most
small fast motor boats are planing craft.

A hydrofoil is a form of dynamic support craft
which uses submerged winglike appendages to pro-
duce dynamic lift. These foils lift the main hull of
the craft clear of the sea surface. The wavemak-
ing portion of craft drag is thereby reduced; lifting
the craft above the surface reduces the energy dis-
sipated in wavemaking. The frictional component
of drag, however, is undiminished, or may even be
increased due to the increased surface area of the
hydrofoils. Since the advantages of this type of craft
come from the lifting of the ship above the water, it
becomes important to reduce the basic weight of the
craft. Lightweight materials and components are fre-
quently employed on dynamically supported hulls.
See HYDROFOIL CRAFT.

Powered support. The third vertex of the sustention
triangle denotes powered support. In the marine
world the only example is the air-cushion vehicle
(ACV), including the related surface-effect ship (SES).
With the air-cushion vehicle, an engine-driven fan
produces aerostatic pressure beneath the bottom of
the craft, lifting the rigid hull above the water sur-
face. In this case there may be no contact between
the ship’s structure and the water, and thus there
may be no frictional drag. The air pressure does,
however, displace the water surface, and thus there
is still wavemaking drag. Again, since the powered
lift craft expends energy to raise the ship, it is in
the designer’s interest to reduce the weight of the
ship.

A pure air-cushion vehicle has an air cushion un-
derneath all parts of the ship—there is no contact
between hard structure and the water. This pro-
duces some engineering challenges, the most ob-
vious of which is that it is difficult to use under-
water propulsors such as marine screw propellers.
To overcome this, a hybrid type of vehicle was in-
vented which is called a surface-effect ship in the

United States. In the United Kingdom this concept is
called a sidewall hovercraft. The surface-effect ship is
a marriage of the catamaran and the air-cushion vehi-
cle. A pair of slender catamaran-like hulls have an air
cushion between them. Surface-effect ships are well
suited to very high speeds (as much as 80 knots or
150 km/h). A few surface-effect ship ferries exist. See
AIR-CUSHION VEHICLE.

Propulsion systems. Ferry propulsion systems de-
pend upon the speed and hull form of the ship. The
most common propulsion system is the conventional
screw propeller. This is a submerged helical screw
at the stern of the ship, driven by the ship’s engines.
Double-ended ferries require some form of reversible
or double-ended propulsion system. Large double-
ended ferries, such as those operated by the State of
Washington and City of New York, have rudders and
propellers at each end, sometimes having separate
engines for each end. Other, much smaller double-
ended ferries use a form of reversible propulsion,
such as an azimuthing drive located amidships. This
drive is steered 180° when the vessel reverses course.
See PROPELLER (MARINE CRAFT).

High speed ferries—none of which are double-
ended—face special propulsion issues. Whereas the
diesel engine is the prime mover of choice for
low-speed ferries, fast ferries demand much higher
power. The higher weight sensitivity of a fast ferry
frequently leads to use of gas turbine engines be-
cause of their light weight. See MARINE ENGINE.

Virtually all low-speed ferries and many high-speed
ferries are propeller-driven. However, at speeds
above about 40 knots (75 km/h) the hydrodynamic
efficiency of the waterjet propulsor becomes supe-
rior to that of a propeller. As a consequence, almost
all the fastest high-speed ferries use waterjet propul-
sion (Fig. 4).

Operation and economics. The condition which
makes ferry service attractive is simple: a popula-
tion divided by water. This might be, for example,
a large city which is penetrated by a harbor or lake.
In such a case, persons wishing to go to a point di-
rectly opposite them across the lake or harbor have
the choice of taking a long land route or a consid-
erably shorter water route. This same principle may

Fig. 4. Large waterjet propulsors used in high-speed
catamaran ferry. (Hitachi Zosen)



apply on a much large scale to, for example, the Baltic
or Mediterranean seas. It is, in fact, possible to drive
from Italy to Africa, but the route is ridiculously long,
and the maritime route is greatly preferred. Island
communities are other obvious users of ferries.

It is important that ferries be able to load and
unload rapidly. This is best accomplished by maxi-
mizing the number of lanes of traffic that can move
in parallel, and eliminating obstacles in those lanes.
Thus a fast-loading ferry may have all vehicle lanes
continuous across the shore ramps, and may be ca-
pable of loading all vehicles straight-ahead, without
need for any turning, backing, or other maneuver-
ing. Similar requirements apply to pedestrian load-
ing, wherein it is important to have wide lanes and
eliminate bottlenecks created by narrow doorways,
gate agents, and so forth. The rapidity of load and
unload is a major factor in the economic success of a
ferry, since a ferry which loads inefficiently may not
offer any time savings compared to nonferry alterna-
tives.

Laws and regulations. Most nations have federal
maritime safety agencies regulating the operation of
ferries within their national waters. In the United
States, this role is performed by the Coast Guard.
Ferries which run on international routes generally
also fall under the authority of the International Mar-
itime Organisation.

A significant secondary role is played by a group
of private commercial entities known as classifica-
tion societies. These societies were originally devel-
oped by insurers to assess the safety and insurability
of a ship. In the centuries of their existence, they
have published a large body of guidance on design,
construction, operation, and maintenance of ferries.
These guidelines have been adopted by some flag
states and given the stature of de facto national law.

The largest international classification societies are
the American Bureau of Shipping, Lloyds Register,
and Det Norske Veritas. There are many others, and
the selection of a classification society is a commer-
cial decision made by the ship owner. See SHIP DE-
SIGN. Chris B. McKesson
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Fertilization (animal)

The fusion of a female gamete (egg) with a male ga-
mete (sperm) to form a single cell, the zygote. Ga-
metes are haploid because their nuclei contain only
one set of chromosomes. In contrast, most animal
cells are diploid since their nuclei contain two sets
of chromosomes, one set derived from the egg and
the other from the sperm. The reduction from the

Fertilization (animal)

diploid to the haploid number occurs in a special-
ized set of two cell divisions, known as meiosis, dur-
ing which gametes are formed in the gonads of an
adult. Fertilization restores the diploid chromosome
number. In the human, normal eggs and sperm con-
tain 23 chromosomes each, whereas the zygote and
most of its daughter cells contain 23 pairs, or 40,
chromosomes per cell nucleus. See GAMETOGENESIS;
MEIOSIS; ZYGOTE.

Structure of eggs and sperm. Eggs and sperm con-
tain the standard components of cells, including a
nucleus and an outer membrane, the plasma mem-
brane, which is a double layer of phospholipids with
embedded proteins. However, each gamete also has
specialized organelles for its particular function. The
egg is the larger gamete. It sustains the embryo until
the embryo can obtain nutrients from outside. This
stage is reached quickly by the mammalian embryo
when it implants in the uterus, so that the mam-
malian egg can be very small, typically about 0.1 mm
in diameter. Other animal eggs are much bigger,
as they contain storage materials that support em-
bryonic development to more advanced stages. The
mammalian egg is surrounded by the zona pellucida
(or zona), a transparent envelope consisting of glyco-
proteins (Fig. 1). Other animal eggs, which are often
released into the external environment, have addi-
tional protective layers. See CELL (BIOLOGY); OVUM.

The sperm’s function is to find an egg of the same
species and fuse with it. A mammalian sperm is sleek,
with a head containing the highly condensed nu-
cleus, a midpiece with mitochondria serving as the
sperm’s power plants, and a whiplike tail. Capping
the nucleus is the acrosome, a bag of enzymes that
will be released when the sperm penetrates the zona
(Fig. 2). See SPERM CELL.

Attraction of spermto eggs. In many animal species,
sperm are attracted by chemicals released from the
egg or—in mammals—from the ovarian follicle at
ovulation. Evidently, the sperm can sense the at-
tractant and swim to where the attractant is most
concentrated. The sperm propels itself by the beat
of its tail. In mammals, sperm need to move from

Fig. 1. Photomicrograph of mouse sperm bound to zona
pellucida of an unfertilized egg under laboratory conditions
(in vitro).
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mitochondrion
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Fig. 2. Mammalian sperm (a) adhering to zona pellucida, (b, ¢) undergoing the acrosome
reaction, and (c, d) penetrating the zona pellucida on its way to the egg cell proper.
(Modified from K. Kalthoff, Analysis of Biological Development, 2d ed., McGraw-Hill, 2001)

the vagina to the site of fertilization in the upper
third of the oviduct. Although this travel is facili-
tated by movements of the female genital tract, only
a few per million ejaculated sperm reach their desti-
nation. In humans, both egg and sperm remain viable
in the oviduct and capable of fertilization for about
3 days. See REPRODUCTION (ANIMAL); REPRODUCTIVE
SYSTEM.

Sperm-egg adhesion. An important step in the fer-
tilization process is the adhesion of the sperm to the
zona (or equivalent egg envelope in other animals)
[Fig. 1 and Fig. 2a]. This step guarantees much of
the species specificity of fertilization because sperm

adhere selectively to eggs of the same species. This
selectivity is mediated by matching molecules on the
head of the sperm and the zona. Sperm-egg adhesion
is associated with an event in the sperm known as the
acrosome reaction (Fig. 2b and ¢). The sperm plasma
membrane and the outer acrosomal membrane fuse
at many points, breaking up the two membranes into
many vesicles, so that the sperm tip is now cov-
ered by the inner acrosomal membrane. Lytic en-
zymes released from the acrosome, along with the
sperm’s propulsive 