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Geochemical prospecting

Exploration for mineral deposits by chemically ana-
lyzing sampled rock, soil, vegetation, and other nat-
ural materials for trace amounts of the principal and
associated elements. By now, most of the easily dis-
covered mineral deposits have been found, making
the search for new deposits ever more challenging.
In spite of this, worldwide demands are rising for
energy, metallic, and nonmetallic mineral resources.
Search continues in regions of known mineraliza-
tion and in areas where deposits are covered by
sediment or obscured by vegetation and ice. Geo-
chemical techniques have become an important part
of almost all exploration programs. See MINERAL,;
PROSPECTING.

Types of mineral deposits. Mineral deposits occur
in two broad categories: syngenetic and epigenetic.
Syngenetic deposits form at the same time and by
the same processes as the rocks in which they occur.
They are a natural product of rock formation, and an
understanding of how the rocks form is crucial to
knowing where to look for important mineral con-
centrations. Epigenetic deposits are superimposed
on rocks and may be completely unrelated to the
processes that formed the surrounding rock (coun-
try rocks). Training and experience are important in
evaluating both syngenetic and epigenetic mineral-
ization. This is especially true if deposits have been
exposed to surface weathering, or if they are cov-
ered by vegetation or the debris left behind when
glaciers melted. See FORMATION; ORE AND MINERAL
DEPOSITS.

Syngenetic and epigenetic mineral deposits often
are exposed at the surface through prolonged physi-
cal and chemical weathering and erosion, and many
deposits are completely destroyed as rock systems
evolve naturally. The presence of syngenetic deposits
can be deduced because the mineralization was part
of alarger geologic setting, while epigenetic deposits
may leave no clue to their former existence. See ERO-
SION; WEATHERING PROCESSES.

Geochemical prospecting — Gyrotron

Compared to the environment in which mineral
deposits formed, the overall target size for explo-
rationists is greater since they are looking not just
for the mineralization but also for associated minerals
and features that could be identified as important ac-
companying mineralization. Placer deposits are the
exception to the rule. They are concentrations of
chemically and mechanically durable, high-specific-
gravity minerals that may not be associated in mean-
ingful ways with the surrounding geology. Even in
such settings, explorationists may be able to predict
the presence of such deposits by looking at the re-
gional setting of stream sediments, glacial deposits,
and so on.

Once formed, both syngenetic and epigenetic de-
posits may be affected by tectonic adjustments (such
as faulting, uplift, tilting) and by weathering and ero-
sion as they are exposed at the surface. Thus, explo-
rationists are forced to rely not only on their knowl-
edge of the geologic setting of deposits but also on
how mineralization may be affected by surface pro-
cesses. Deposits may be covered by soil and vegeta-
tion or by residual weathering products in regions
where soils are not well developed. The cover may
be many meters thick, and both soil and residual ma-
terial may be covered by surface debris and glacial
deposits, and sometimes even by ice.

As the postmineralization history of deposits
lengthens, the complexity and thickness of weather-
ing products may increase, as does the chance that
deposits will be covered by sediment and vegeta-
tion. It is increasingly difficult to “see through” the
cover as the time of exposure increases, and the train-
ing, experience, and insight of the explorationist be-
comes more important. Augmented by technology,
exploration in such areas can still be fruitful.

Brief history. The search for mineral deposits goes
back to when humans began using resources. Just as
today, early individuals likely noted the coloration
of rocks and of soils near rocks that carried min-
eralization. In some cases, they may even have as-
sociated coloration with faults and fractures in the
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rocks, even to the point of correlating significant
mineralization with intersections of linear features.
Recognition of the relationship between leached
and oxidized caprocks (gossans) and concealed
mineralization at depth could not have been far
behind.

References in very early literature to the use of
stream water and water from springs and seeps as
guides to ore attest to the curiosity and intelligence
of explorationists as early as the sixteenth century.
Most notable is De Re Metallica by Georgius Agri-
cola, published in 1556.

By the latter half of the nineteenth century, work-
ers had recognized the association of mineral de-
posits with centers of igneous activity. The regu-
lar zoning of metals with respect to pressure and
temperature was becoming obvious. At about this
time, wall rock alteration—changes in the mineral
composition and appearance of rocks adjacent to
mineralization—was recognized in bordering veins.
Alteration later would include pervasive changes in
the mineralogy and chemistry of large volumes of
rock that completely encompass deposits. See 1G-
NEOUS ROCKS.

The modern era of geochemical prospecting
began in the early 1930s in Europe, specifically in the
Soviet Union, and shortly thereafter in Scandinavia.
The Soviet Union had a large geological survey for re-
search on sampling protocols and sample survey de-
sign, which coincided with the development there
of rapid multiple-element emission spectrographic
analysis. Sample media included soil, rock, and veg-
etation. The analyses were semiquantitative, with an
error of as much as 30% of the value. But in the re-
gional context of many of the surveys, this would
highlight broad chemical anomalies, even specific
anomalies in many instances. See EMISSION SPECTRO-
CHEMICAL ANALYSIS.

Area selection. Explorationists look first for direct
evidence of mineralization, such as fragments of min-
eralization or rocks that are cut by mineralization. As
the obvious deposits were mined out, searchers were
forced to consider mineralization processes, includ-
ing the important characteristics of deposits, metals
associated with specific minerals, and types of rocks
hosting deposits, as well as how the country rocks
were affected by the mineralizing processes. Explo-
rationists focus on genetically significant features, re-
gardless of the type of mineralization. Characteristics
that may be interesting but not particularly signifi-
cant are eliminated, and efforts are concentrated on
conceptual and quantitative information until broad
targets, known as area selection, emerge. Careful se-
lection of areas minimizes the cost of regional sur-
veys by focusing on targets with the greatest poten-
tial.

Anomaly identification. As defined in the Glossary
of Geology (1987), an anomaly is “a geological
feature, especially in the subsurface, distinguished
by geological, geophysical, or geochemical means,
which is different from the general surroundings
and is often of potential economic value.” In explo-
ration, especially regional exploration, investigators
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Fig. 1. Recognition of regional and local anomaly
thresholds is the basis for geochemical exploration. (From
A. W. Rose et al., Geochemistry in Mineral Exploration,

2d ed., Academic Press, London, 1979)

are looking for any hint that mineralization may be
present, and always are alert to “good luck spikes”
where samples come directly from zones of miner-
alization. Such spikes are not required if the sample
program has been properly designed, and even with
well-designed programs it is possible to miss miner-
alization.

Figure 1 illustrates a fundamental characteristic
of mineral deposits; that is, mineralization almost al-
ways lies within genetically related altered and min-
eralized rocks, ranging from centimeters thick for
some veins to hundreds of meters around some de-
posits. Such zoning reflects the intensity, complexity,
and duration of the mineralization processes. Knowl-
edge of hydrothermal alteration and metal zoning
can be used to great advantage, and information on
structural orientation, host rock type, and episodes
of hydrothermal activity can dramatically affect the
size and shape of the target, or regional threshold
(Fig. 1). Elements that are associated genetically with
the principal target may be more mobile and thus
more widely dispersed than the target within the
hydrothermal environment (regional threshold). See
HYDROTHERMAL ORE DEPOSITS.

In geochemical prospecting, indicator elements
are the principal targets of exploration efforts, and
the pathfinder elements are elements that occur
with the indicator elements but often are present
in greater quantities and/or exhibit greater mobility
and thus greater dispersion within the host rocks.
Pathfinder elements will be present in the regional
threshold and perhaps within the local threshold
(Fig. 1).

Pathfinder elements are likely to be more widely
dispersed in weathering environments than indica-
tor elements. They may be liberated more easily
during weathering and more widely dispersed than
indicator elements. Dispersion during weathering
may distort the bedrock pattern considerably (for



example, downslope and downstream), and the sig-
nature can become too diffuse to be recognizable, if
the distance is too great.

If a regional threshold is discernible, the local
threshold can be located with follow-up sampling
(Fig. 1). Knowledge of the geology and the charac-
teristics of the suspected target become critical as
follow-up sampling is done. Sample frequency, per-
haps even the configuration and type of samples
being collected, may change at this point; for exam-
ple, going from broadly spaced sediment samples at
stream intersections to soil and bedrock samples in
a region of iron-oxide-stained bedrock.

Vectoring in on targets. The goal of all exploration
is to “zero in” on economic mineralization. Explo-
rationists often call this process “vectoring in,” in
which geologic knowledge is used together with geo-
chemical data and perhaps geophysical clues to point
in the direction where additional data should be gath-
ered, including downward when all factors have vec-
tored in on specific locations.

Well-designed sample programs will include orien-
tation information, by which a guess is made as to
the type of deposit being sought, the samples that
will have to be collected, and the spacing of samples
(for example, grid size for soil samples). A lot of in-
formation is available in the literature and company
files that can be used to design sampling and ana-
lytical protocols, and to help establish a background
against which regional and threshold concentrations
may be compared. The geology and mining history
of a region often can be accessed in the library, to
which may be added Landsat information and mul-
tispectral data from airborne and satellite platforms.
Regional geophysical data on rock magnetism and
density, plus electrical conductivity and radioactiv-
ity, also may be available. See GEOPHYSICAL EXPLO-
RATION; REMOTE SENSING.

Sampling large areas (x 10° km?) usually involves
collecting sediments from streams that drain the re-
gion, to which may be added data from mineral
springs and seeps, even sediment from lakes that are
oriented across suspected mineral trends. The con-
fluences of streams are sampled as far upstream as
practical. A sample is taken below the intersection
or a suite of samples is collected, with one sample
from each stream above an intersection and perhaps
a third sample from below the intersection. The pH
of the water may be recorded and the water may
even be sampled, but the sediment is the most re-
liable medium to test for mineralization. Large frag-
ments are screened out, and the remaining sediment
is panned down to a heavy concentrate. The con-
centrate will provide an indication of mineralization
in the drainage, but sieved fractions will allow the
data to be refined. For example, iron oxide and man-
ganese oxide coatings are known to scavenge heavy
metals that concentrate in the fine fractions of stream
sediments.

Land position. Early in the evaluation process, it is
necessary to obtain a land position if the preliminary
indications of mineralization are promising. Because
of the capricious nature of mineral occurrences, it is
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always a good idea to secure enough land to account
for heterogeneities in occurrence. It also may be a
good idea to make sure the best available target is
being leased or claimed, as well as to acquire every
spot that exhibits the same characteristics as the one
of initial interest, since mineral occurrences often are
clustered together.

Target-specific exploration. If a reconnaissance
study has identified a region of interest and a land
position has been established, the explorationist will
use techniques that are designed to highlight specific
mineral targets. Geologic studies, including prelimi-
nary mapping, are appropriate if outcrops are avail-
able. In addition, low-level airborne geophysical and
ground-based geophysical investigations may help
vector in on targets. See GEOLOGY; GEOPHYSICS.

Once an area that may contain mineralization has
been located, explorationists focus on the deposit
type and metals of interest. Sample protocols may
be modified at this time, and reconnaissance geology
is done, mapping and sampling rocks, with samples
in this case consisting of perhaps a kilogram of rock
chips collected randomly within 2-3 m (6-10 ft) of
outcrops.

Where rock outcrops are limited, small excava-
tions can be made using a rock hammer or a shovel
to turn up rock chips from the underlying bedrock. If
the region is largely soil-covered, a soil-sample survey
may be appropriate. In such cases, the spacing of the
grid should be less than the maximum size of the sus-
pected target. It would be a shame to be in the vicin-
ity of mineralization but miss the target by choos-
ing the wrong sample spacing. At a grid interval of
0.25 km, 25 samples collected from 1 km? would ade-
quately cover a region if large, porphyry-scale miner-
alization was the target, but it likely would miss most
vein occurrences. Interestingly, many of the historic
mining districts of the world were developed in vein
deposits, and porphyry mineralization often spawns
such veins, so they cannot be ignored as sample plans
are being developed. See PORPHYRY.

The types of soil being sampled must be well de-
fined to ensure reliable results. The characteristics
of soils and the mobility of metals within soils may
vary considerably according to the parent rock, the
topographic relief, and the climate under which
the soil developed. These simple variables determine
the depth, type, and stability of soils, as well as the
residence time, Eh (oxidation-reduction potential)
and pH characteristics of ground water, and the types
and activity of soil bacteria. All of these variables in-
fluence the extent to which metals may be mobi-
lized from source materials and the location within
the soil profile where elements of interest may be
concentrated. See SOIL; SOIL CHEMISTRY.

Detailed geochemical studies, perhaps accompa-
nied by ground-based geophysical studies, cover less
ground than reconnaissance studies, and are more
costly but provide very good data, especially when
combined with geology. High-resolution soil sam-
pling uses a much closer spacing, and a biogeochem-
ical evaluation may be useful at this time. Plants flux
large quantities of water and dissolved components
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through their root systems and through new leaves,
stems, and reproductive cells. Indigenous plants in
desert regions have very well developed root systems
that may reach tens of meters below the surface to
sample mineralized rocks. Organic debris concen-
trates in soil and soil litter, as well as in bogs and lake
sediments. These media probably should be sampled
and interpretation must be done with care, as false
anomalies can occur in such settings. Soils contain a
large number and variety of bacteria, and these now
are studied by well-prepared explorationists. For ex-
ample, N. L. Parduhn and J. R. Waterson have de-
scribed a location in Alaska where Bacillus cereus
were easier to culture from soils above a vein system
containing gold and quartz. See BIOGEOCHEMISTRY.

Metals and metal compounds with high vapor
pressures may “bleed” upward through soil and over-
burden to reveal anomalous occurrences. Mercury,
for example, can be detected with “sniffers” con-
sisting of an inverted cup containing a platinum
wire coated with activated carbon. Buddingtonite
(NH4AISi3Og), a type of feldspar that occurs with gold
and silver deposits, releases ammonia, which can be
detected with a sniffer similar in design to the mer-
cury device. See FELDSPAR.

Vectoring in the third dimension. Augering, or dig-
ging, pits to bedrock, perhaps trench sampling with
a bulldozer or backhoe, is expensive, but it provides
significant data on rock structure and on hydrother-
mal alteration and mineralization. The best way to
test for mineralization at depth is by drilling. Short of
mining, drilling is the only reliable way to determine
what is present at depth. Even at this point, the explo-
rationist’s work is not done. Chemical data, together
with the characteristics of the country rocks and
of alteration and mineralization, will define whether
the vectoring process has been successful.

Samples of rock cuttings from augering and rotary
drilling, and of drill-core samples, normally are ana-
lyzed for multiple elements which, together with the
rock properties, provide explorationists an evolving
picture of the mineral system with depth. Any inter-
val can be chosen, but homogenized samples of 1.5-
3-m (5-10-ft) core segments is a good place to start.
As many as 75 elements can be determined from sam-
ples, with analytical techniques that range from fire
assay and atomic absorption spectrometry to induc-
tively coupled plasma spectrometry and mass spec-
trometry (ICP-MS). Major, minor, and rare-earth ele-
ment concentrations provide important clues to the
nature of the rock systems and to the events that
have affected them, but the “big 11” elements pro-
vide the most reliable guides to mineralization. From

Fig. 2. Gold, lead, copper, and molybdenum with respect to
a GIS for the northern Nevada rhomboid. GIS provides
topography, geology, and geophysical background for the
metal occurrences. The rhomboid is shown in all frames.
Boundaries in the top panel are between igneous rocks
with oceanic (NW) and continental (E) affinities. The
rhomboid lies largely within a region of mixed oceanic and
continental affinities. (From C. M. Tremper and D. E. Pride,
in Window to the World: Geological Society of Nevada
Symposium Proceedings, vol. 2, 2005).



low to high temperature (near surface to deep), they
are (1) gold and (2) silver, plus (3) mercury, (4) ar-
senic, and (5) antimony, (6) lead, and (7) zinc, often
with (8) copper, and copper and (9) molybdenum,
sometimes accompanied by (10) tin and (11) tung-
sten. Anomalous concentrations of one or more of
these elements signal success, and provide the basis
upon which decisions are made that involve time,
money, and reputation. See ANALYTICAL CHEMISTRY;
DRILLING, GEOTECHNICAL.

Data manipulations. A large amount of data rou-
tinely is available to explorationists, in addition
to mineralization models and personal experience.
Data provide both a challenge and an opportunity,
with tools available to accept the former and max-
imize the latter. The isolation of authentic anoma-
lies (the goal in exploration) is accomplished most
efficiently when various sources of information are
integrated. Mathematical and statistical packages, to-
gether with geographic information systems (GIS)
technology, provide the tools to combine, overlay, in-
tegrate, and manipulate data to highlight the best tar-
gets. See GEOGRAPHIC INFORMATION SYSTEMS; MATH-
EMATICAL SOFTWARE.

For grid soil surveys, and for rock surveys in which
there is a reasonable distribution of samples, infor-
mation may be gleaned by contouring element con-
centrations. The locations of important samples and
clusters of samples are easily identified in this way.
Since hundreds of samples and dozens of elements
may be involved, the efficacy of doing this by com-
puter is obvious.

Moving-average calculations, and evaluations of re-
gional trends in element concentrations, can identify
broad anomalies with respect to background, and the
“residuals,” or samples that vary by more than can be
accounted for mathematically, provide strong clues
to the presence of anomalies. The data package itself
can be “mined” statistically and mathematically by
looking for multiple element correlations and ways
elements may be related to each other or to other fac-
tors that are not obvious in the data. These methods
are especially helpful as data packages become larger
and contain larger numbers of elements. In such an
environment, the ability to analyze and manipulate
data becomes very important. Bias enters the picture
only from the explorationist, whose experience and
training make one set of data and geologic parame-
ters somehow more interesting than a similar data
package.

To make decisions, it often is necessary to overlay
many types of information. Throughout history, this
has been the time-honored approach to exploration,
but today we are able to do this with geographic in-
formation systems (GIS) technology (Fig. 2). Using
GIS, the land position, geology, topography, and geo-
physical parameters can be integrated with data lay-
ers of element concentrations, combinations of ele-
ments, perhaps ratios of element concentrations, to
highlight areas with a high potential for discovery.

Douglas E. Pride

Bibliography. Agricola, Georgius, De Re Metallica,

transl. by H. C. Hoover and L. H. Hoover, Dover,

1912; R. L. Bates and J. A. Jackson, Glossary of Geol-
ogy, 3d ed., 1987; N. L. Parduhn and J. R. Waterson,
Preliminary Studies of Bacillus cereus Distribution
near a Gold Vein and a Disseminated Gold Deposit,
U. S. Geol. Surv. OFR 84-509, 1984; A. W. Rose, H. E.
Hawkes, and J. S. Webb, Geochemistry in Min-
eral Exploration, 2d ed., Academic Press, London,
1979; C. M. Tremper and D. E. Pride, Mineraliza-
tion and the northern Nevada rhomboid, in H. N.
Rhoden, R. C. Steininger, and P. G. Vikre (eds.), Win-
dow to the World: Geological Society of Nevada
Symposium Proceedings, vol. 2, 2005.

1
Geochemistry

A field that encompasses the investigation of the
chemical composition of the Earth, other planets,
and indeed the solar system and universe as a whole,
as well as the chemical processes that occur within
them. The discipline is large and very important be-
cause basic knowledge about the chemical processes
involved is critical for understanding subjects as di-
verse as the formation of economically valuable ore
deposits, safe disposal of toxic wastes, and variations
in the Earth’s climate.

Geochemistry is rooted in geology, although many
of its early contributors were chemists. Much of the
initial work in geochemistry was descriptive, as prac-
titioners attempted to determine the exact chemi-
cal composition of rocks, minerals, ocean and river
water, the atmosphere, and meteorites. Current em-
phasis is on understanding geochemical processes.
V. M. Goldschmidt is usually considered to be the fa-
ther of modern geochemistry. His investigations fo-
cused on the basic “laws” underlying the observed
distribution of the chemical elements in the Earth.
He and his students conducted systematic element-
by-element analytical studies of minerals and rocks
in order to provide the basis for such understanding.
“Goldschmidt’s Rules” predict how the elements will
behave, particularly in igneous rocks, based on their
size and electrical charge. Like Goldschmidt’s work,
modern geochemistry is based on accurate analytical
studies combined with investigations of the chemi-
cal processes that lead to the observed chemical state
of the Earth, the solar system, and their component
parts.

As in any broad interdisciplinary field, a number
of specialties have become subdisciplines. However,
their boundaries are by no means rigid, and substan-
tial overlap occurs. A brief description of some of
the more important subfields follows.

Isotope geochemistry. This subdiscipline is based
on the fact that the isotopic compositions of various
chemical elements may reveal information about the
age, history, and origin of terrestrial and extrater-
restrial materials. Isotopes of an element share the
same chemical properties but have slightly different
nuclear makeups and therefore different masses.
During chemical reactions or processes such as dif-
fusion or evaporation, mass differences between iso-
topes may lead to enrichment or depletion, and in

Geochemistry
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such cases the isotopic compositions of the mate-
rials serve to identify and quantify the processes.
Furthermore, the degree of enrichment or depletion
is sometimes temperature-dependent, permitting in-
terpretation of the isotopic composition of a sample
in terms of past temperatures (paleothermometry).

Some naturally occurring isotopes are radioactive
and decay at known rates to form daughter isotopes
of another element; for example, radioactive ura-
nium isotopes decay to stable isotopes of lead. Ra-
dioactive decay is the basis of geochronology, or age
determination: the age of a sample can be found by
measuring its content of the daughter isotope.

Both radioactive decay and the processes that en-
rich or deplete materials in certain isotopes cause
different parts of the Earth and solar system to have
different, characteristic isotopic compositions for
some elements. These differences serve as finger-
prints for tracing the origins of, and characterizing
the interactions between, various geochemical reser-
voirs. See DATING METHODS; ELEMENTS, GEOCHEMI-
CAL DISTRIBUTION OF; ISOTOPE; LEAD ISOTOPES (GEO-
CHEMISTRY).

Cosmochemistry. Cosmochemistry deals with non-
earthly materials. Typically, cosmochemists use the
same kinds of analytical and theoretical approaches
as other geochemists but apply them to problems in-
volving the origin and history of meteorites, the for-
mation of the solar system, the chemical processes
on other planets, and the ultimate origin of the el-
ements themselves in stars. Cosmochemistry is im-
portant because the geochemical makeup and his-
tory of the Earth can only be properly understood
within the framework of a general knowledge of the
chemical composition and evolution of the solar sys-
tem. Cosmochemistry has some unique aspects. For
example, some of the radioactive isotopes created
in the interiors of stars and spewed out into space
during supernovae explosions have quite short half-
lives and have now completely decayed away. Only in
meteorites that have remained undisturbed since the
time of formation of the solar system does evidence
for these isotopes remain. See COSMOCHEMISTRY; ME-
TEORITE; SOLAR SYSTEM.

Organic geochemistry. Organic geochemistry deals
with carbon-containing compounds, largely those
produced by living organisms. These are widely dis-
persed in the outer part of the Earth—in the oceans,
the atmosphere, soil, and sedimentary rocks. Or-
ganic geochemistry is important for understanding
many of the chemical cycles that occur on Earth be-
cause biology often plays a major role. An example
is the carbon cycle, during which carbon dioxide
(COy) is consumed by plants, and carbon is stored
by burial of plant and animal matter, transformed
into coal and petroleum, then released again to the
atmosphere as CO, when the fossil fuel is burned.
Organic geochemists are also active in investigat-
ing such areas as the origin of life, the formation
of some types of ore deposits that may be biolog-
ically mediated, and the origin of coal, petroleum,
and natural gas. See BIOGEOCHEMISTRY; COAL; NATU-
RAL GAS; ORGANIC GEOCHEMISTRY; PETROLEUM; PRE-
BIOTIC ORGANIC SYNTHESIS.

Other areas. Low-temperature geochemistry is a
broad field distinguished by its concern with pro-
cesses that occur at approximately the ambient tem-
peratures of the Earth’s surface. For the most part,
this branch of geochemistry deals with chemical re-
actions and processes involving the Earth’s natural
waters. Cycles of elements in the oceans, weather-
ing processes on the continents, and sedimentation
in lakes and seas are typical areas of interest. Ma-
rine chemistry and environmental geochemistry are
aspects of low-temperature geochemistry that deal
with the chemistry of the oceans and (for the most
part) with the geochemical impact of humans on
the Earth, respectively. Atmospheric geochemistry
is also much concerned with the impact of humans,
in this case on the atmosphere. See ATMOSPHERIC
CHEMISTRY; HYDROSPHERE; MARINE SEDIMENTS; SEA-
WATER; WEATHERING PROCESSES.

In recent years there has been widespread appli-
cation of geochemical techniques to problems in
paleoclimatology and paleoceanography. In this ap-
proach, ocean sediments, sedimentary rocks on land,
ice cores, and other continuous records of the Earth’s
history are analyzed for fossil chemical evidence of
past climates or seawater composition. As in most
areas of geochemistry, precise and accurate analyt-
ical methods for determining the isotopic and ele-
mental composition of the samples are critical. See
EARTH SCIENCES; PALEOCEANOGRAPHY; PALEOCLIMA-
TOLOGY. J. D. Macdougall

Bibliography. A. H. Brownlow, Geochemistry,
2d ed., 1995; G. Faure, Principles and Applications
of Inorganic Geochemistry, 2d ed., 1997; K. B.
Krauskopf, Introduction to Geochemistry, 3d ed.,
1994.

A roughly spheroidal hollow body, lined on the inside
with inward-projecting small crystals (see illus.).
Geodes are found most frequently in limestone beds
but may occur in some shales. Typically, a geode con-
sists of a thin outer shell of dense chalcedonic sil-
ica and an inner shell of quartz crystals, sometimes
beautifully terminated, pointing toward the hollow

Geode, lined with quartz crystals, Keokuk, lowa. 1 in. =
2.5 cm. (Brooks Museum, University of Virginia)



interior. Many geodes are filled with water; others,
having been exposed for some time at the surface,
are dry. Calcite or dolomite crystals line the interior
of some geodes, and a host of other minerals are
less commonly found. In some geodes there is an
alternation of layers of silica and calcite, but almost
all geodes show some banding suggestive of rhyth-
mic precipitation. See CHALCEDONY.

The origin of geodes lies in the presence of an
original cavity, in many cases a void within a fos-
sil shell, from which the geode originally grew. The
geode grows by expansion, the layer of chalcedonic
silica being the hardened equivalent of an original
silica gel. The expansion is due to osmotic pressure
from original seawater trapped inside the silica gel
shell and fresh water on the outside of the gel. The
projecting quartz crystals are precipitated from later
ground waters infiltrating the already hardened, hol-
low spheroid. See SEDIMENTARY ROCKS.

Raymond Siever
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Geodesic dome

A curved lattice grid dome that utilizes the equilat-
eral triangle as the basis of its surface grid geometry.
Buckminster Fuller, the inventor and champion of
the geodesic dome, obtained a patent in 1954 that
described a method of dividing a spherical surface
into equilateral triangles. The realization that a trian-
gular modular grid could be imposed on a spherical
surface had great impact on the design philosophies
of architects in Fuller’s time.

Fuller found that if a regular (equal-sided and
-angled) pentagon was used as the base of a pentago-
nal pyramid and if the inclined sides of the pyramid
were the same length as the pentagon’s sides, the
apex of the pyramid would be at the center of the
pentagon and on the surface of a sphere, passing
through all the vertices of the pentagon.

Based on this geometry, two geometric regular
polyhedra (all of whose edges are the same length
and all of whose faces are regular, identical polygons)
are used in generation of the geodesic dome’s grids.
The two regular polyhedra that can be inscribed in
a sphere are the dodecahedron (12 faces, each of
which is a regular polygon; illus. @) and the more
utilized icosahedron (20 faces, each of which is an
equilateral triangle; illus. b). See POLYHEDRON.

The geodesic dome has been used for everything
from great exhibition spaces and halls to outdoor
tent supports and jungle gyms. Use of the equilateral
triangle as the basic modular grid has led to use of
the geodesic dome where prefabrication, speed of
erection, and dismantling are major considerations.
Geodesic domes have been built up to 143 m (469 ft)
in diameter. The earliest example is the 30-m diame-
ter (98-ft) dome designed by Fuller and built in 1952.
Since 1955, the U.S. Army has used geodesic domes
to enclose radar installations (radomes) throughout
Canada and Alaska, because the design lends itself to
prefabrication of units that can be easily erected.

Prefabrication of the geodesic dome received im-

(c)

Geometry of geodesic domes. (a) Dodecahedron: a regular
pentagon is typical of each face; every point is an apex
because all apexes are on the sphere; each strut (/) is the
same length. (b) Icosahedron: an apex is above the center
of each polygon and on the surface of the sphere; the
equilateral triangle typical of each face is highlighted; each
strut (/) is the same length. (c) Larger dome based on the
icosahedron: subdivision is formed by connecting
midpoints of struts (/) of equilateral triangles (each half
strut is labeled //2); the original pentagon is shown at the
top, and a formed hexagon is also shown.

petus from the development of aluminum struts to
interconnect the structure, and diamond-shaped alu-
minum sheets for the covering. The first aluminum
dome was built in 1957 in Hawaii; it had a floor di-
ameter of 44 m (145 ft) and a height of 15 m (49 ft).
The geodesic dome that received the most publicity
was erected in 2 weeks in Moscow in 1959 for the
U.S. Technical Exhibition; it had a diameter of 61 m
(200 ft).

Geodesic dome
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By utilizing the icosahedron as the basic build-
ing block of the geodesic dome, larger domes are
possible with additional triangular subdivisions. This
subdivision is known as the frequency. The first fre-
quency is to interconnect the projected midpoints
of the struts of each equilateral triangle of the icosa-
hedron as they will project on the spherical surface.
The result is four almost equilateral triangles where
there was one before. The resulting lattice has simi-
lar but not exactly equilateral triangles if the grid is
to remain on the spherical surface. This subdivision
process can continue. The resulting grids have both
triangular and hexagonal grids as a by-product within
the basic geodesic dome geometry, with pentagons
around the apex of the basic underlying icosahedron
framework (illus. ©). |. Paul Lew

]
Geodesy

The science of measuring the size, shape, and grav-
ity field of the Earth. Geodesy supplies positioning
information about locations on the Earth, and this
information is used in a variety of applications, in-
cluding civil engineering, boundary demarcations,
navigation, resource management and exploration,
and geophysical studies of the dynamics of the Earth.
See EARTH.

The conventional measurement systems in
geodesy are triangulation and trilateration for
determining horizontal positions, and leveling for
determining heights. These techniques depend
on the Earth’s gravity field, and so a major part of
geodesy has been not only position determination
but also the measurement of the Earth’s gravity field.

Two major measurement systems were developed
in the late 1970s and early 1980s: satellite laser rang-
ing (SLR) systems, which could measure the distance
from the ground to a satellite equipped with spe-
cial corner-cube mirrors; and very long baseline in-
terferometry (VLBD, which could measure the dif-
ference in arrival times between radio signals from
extragalactic radio sources. With these systems it is
possible to measure accurately (within a few mil-
limeters) the distances between points located on
different continents, making possible the creation of
truly global coordinate systems. Both systems were
deployed around the world to measure not only the
positions of locations but also the changes in those
positions; and thus it was confirmed that the Earth
is not a static but a highly dynamic body, with much
of this dynamism causing catastrophic events such
as earthquakes and volcanic eruptions. The more re-
cent Global Positioning System (GPS) offers much of
the capability of SLR and VLBI. See RADIO ASTRON-
OMY.

Earth models. For much of the history of geodesy,
measurements were made locally, and this is re-
flected in the ways that geodetic data are interpreted.
When local measurements are made, the only direc-
tion that is known is the direction of the local gravity
vector. A bubble in a liquid in a curved tube will be
perpendicular to this direction, and a plumb line lies

Earth's

equipotential
surface

| \ geoid

Fig. 1. Determination of geodetic and astronomic latitudes.
P represents the location at which the latitude and
longitude are to be defined.

along this direction. When an astronomical latitude
and longitude are determined, it is the direction of
the gravity vector that is determined. When height
differences between points are measured by using
spirit leveling, it is the heights above an equipo-
tential surface (that is, a surface that has a con-
stant gravitational potential or that is always orthog-
onal to the local direction of gravity) that is deter-
mined.

The direction of gravity is affected by the mass
distribution within the Earth; therefore coordinate
systems based on gravity are difficult to use for pre-
cise determinations of the positions, because the co-
ordinates do not vary in a geometrically predictable
fashion. For horizontal positions such as latitude and
longitude, it is possible to convert triangulation and
trilateration measurements (the measurement of an-
gles or a series of distances between points on the
surface of the Earth) to geometric coordinates, that
is, ellipsoidal coordinates. However, there is a differ-
ence between ellipsoidal and astronomical latitude
(Fig. 1). For heights, conversion to geometric co-
ordinates requires knowledge of the difference in
height between an ellipsoidal shape and an equipo-
tential surface known as a geoid. A geoid is the
equipotential surface coinciding approximately with
mean sea level, and deviates by up to 330 ft (100
m) from an ellipsoid shape. If mean sea level is as-
sumed to form an equipotential surface, this defini-
tion can be used to globally define a height datum
along all coastlines around the world. Spirit level-
ing can then be used to determine the heights at
points away from the coast. Geodetic systems such
as SLR and VLBI are able to determine the positions
of points geometrically, and thus their natural coor-
dinate system is an ellipsoidal one for both height
and latitude and longitude. See LATITUDE AND LON-
GITUDE; SURVEYING; TOPOGRAPHIC SURVEYING AND
MAPPING.

Techniques. Conventional geodesy uses the tech-
niques of triangulation and trilateration to determine
latitude and longitude. In triangulation, the angles
in triangles are measured and converted to position



by knowing the length of at least one side of the
triangle. By linking the sides of the triangles, it is
possible to determine all the lengths of all the sides
of a linked set of triangles by measuring directly just
a few distances in the set. Trilateration uses the di-
rect measurements of the sides of the triangles, and
became possible only in the 1950s after the develop-
ment of radar. Distances are measured effectively by
measuring the time it takes for a radio or light signal
to travel along the side of a triangle. Individual tri-
angles measured with these systems can be only as
large as the eye can see. Linking networks of trian-
gles together makes measurements across a whole
country possible.

Height measurements are made using leveling in
which, by measuring the height difference between
nearby points, the height difference between distant
points is obtained by summing the height differences
of all linked pairs of points between them. The height
differences are measured by setting a telescope per-
pendicular to the direction of gravity and reading the
height difference from rulers (called staffs), each 7-
10 ft (2-3 m) long, set vertically above the two points
being measured. The telescope and two points need
to be close together with separations of usually less
than 164 ft (50 m). Long lines of these points form a
leveling network that can run for thousands of kilo-
meters and can take many years to measure. The
absolute heights of the points in the network are
found by having some of the points near the ocean,
and the zero of the height scale is set to coincide with
mean sea level measured on tide gauges over many
years.

Modern geodetic measurements, referred to as a
spaced-based system, use time-delay measurements
that are far less affected by atmospheric refraction
than angle measurement systems. Both SLR and VLBI
allow measurement of positions of points separated
by thousands of kilometers with accuracies of few
millimeters. However, both systems are complex and
expensive to operate. Satellite laser ranging uses
pulsed laser beams, and the round-trip travel time toa
satellite equipped with corner-cube reflectors can be
measured to a few millimeters. Very long baseline in-
terferometry records signals from extragalatic radio
sources on high-density tape. When these record-
ings from different stations are cross-correlated,
the difference in arrival times of the signals from
the extragalatic radio source can be measured to
a few millimeters of equivalent light-travel time.
See LASER.

The use of SLR and VLBI has been restricted to
about 200 locations around the world, and they have
been accessible only to large government-run mea-
surement programs. However, based on the experi-
ence with SLR and VLBI, a geodetic measurement sys-
tem, the Global Positioning System, was developed,
originally to allow world positioning to a few me-
ters’ accuracy in real-time, with lightweight portable
equipment. The system consists of 24 GPS satel-
lites in orbits that are about 12,000 mi (20,000 km)
above the surface of the Earth. The satellites trans-
mit encoded signals at two frequencies (1575.42 and

1227.60 MHz) in the L-band of the radio spectrum.
The coding on the signals includes the time when
a signal was transmitted and information about the
location of the satellites. Each satellite transmits by
using a different code sequence, called a pseudo ran-
dom number sequence, which allows signals from
different satellites to be separated in a GPS receiver,
which receives signals from all visible satellites (usu-
ally about eight). A receiver, by measuring the time
on its own clock when signals from different satel-
lites are received and having determined where the
GPS satellites are located, is able to determine its
position in a global reference frame. The best GPS
receivers can measure the time of arrival of the sig-
nals to about 1 nanosecond, which is equivalent to
12 in. (30 cm) of light travel time, thus allowing them
to determine their positions to about 3 ft (1 m). The
receiver is able to make this measurement in about
one-fiftieth of a second, and therefore the receiver
can continuously monitor its position at this level of
accuracy. The GPS revolutionized navigation around
the world, allowing aircraft, ships, and other mov-
ing vehicles to continuously monitor their positions.
See ELECTROMAGNETIC RADIATION; SATELLITE NAVI-
GATION SYSTEMS.

Prior to January 2000, there were restrictions on
access to the full accuracy of GPS signals: the trans-
mission times of signals from the satellites were cor-
rupted in a pseudorandom fashion, such that stand-
alone nonauthorized receivers could be positioned
only to 330 ft (100 m). This degradation of the po-
sitioning accuracy was called selective availability
(SA) and could be circumvented by making measure-
ments continuously at a known location and trans-
mitting to all nearby GPS receivers the errors in the
times of the GPS transmissions. This differential GPS
(DGPS) system is still widely used for precise navi-
gation in harbors and near airports where accuracy
of better than 33 ft (10 m) is required. The use of
DGPS greatly reduces positioning errors due to er-
rors in modeling the locations of the GPS satellites
and signal delays induced by the refraction of the
Earth’s atmosphere. The other known purposeful
corruption of GPS signals, antispoofing (AS), is the
addition of an extra code on the signal that denies ac-
cess to the precise positioning codes that are written
on the GPS signals at both frequencies. For very ac-
curate applications, measurements at both GPS fre-
quencies are needed to eliminate the error caused
by the propagation of the signals through the Earth’s
ionosphere. With specialized receivers used in the
highest-accuracy applications of GPS, it is possible
to make measurements using both GPS frequencies,
even in the presence of AS. The generation of GPS
satellites launched starting in 2005 includes known
codes on both GPS frequencies, making dual fre-
quency measurement much easier.

The most accurate applications of GPS do not use
directly the time information on the GPS signals, but
the measurement of the phase of the radio signal
carrier on which the GPS information is transmitted.
The use of this phase information allows accurate
measurements in the millimeter range to be made

Geodesy
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Fig. 2. Motion of the position of the Earth’s rotation axis as determined by geodetic
methods. The line shows daily measurements of the position of the pole with dots labeled
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in the direction of longitude 90°W.
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over thousands of kilometers. Such measurements
have been used to study the dynamics of the Earth.
For example, 4-in.-accuracy (10-cm) position mea-
surements allow railroads to determine definitely on
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Fig. 3. Changes in the length of day for a 26-year interval, 1980-2006, measured with
geodetic methods and inferred from variations in atmospheric angular momentum. The
decadal time-scale differences are believed to arise from fluid motions in the Earth’s core.

which track a train is located; vehicle collision avoid-
ance systems are possible with systems possessing
this accuracy; and such data can be used in large-
scale construction projects.

The most recent development in geodetic tech-
niques is interferometric synthetic aperture radar
(InSAR). This technique is used to measure heights
of the topography or, if the topography is already
known, the changes in the topography between two
synthetic aperture radar (SAR) images. Heights mea-
sured with InSAR are far less accurate than normal
geodetic height measurements, but since InSAR is an
imaging system, large areas can be measured easily.
If the InSAR instrument is on an orbiting spacecraft,
global topography can be measured. The measure-
ment of changes in topography with InSAR has been
widely used to measure the surface displacements
after earthquakes (by comparing before and after
SAR images) and for monitoring volcanic deforma-
tions. See RADAR.

Geophysical applications. Some of the major im-
pacts of modern geodetic measurements have been
in the study of the dynamics of the Earth. The mea-
surement systems enable the observation of many
of the minute motions of the Earth, such as those
associated with plate tectonics and other geophys-
ical processes, and changes in the rotation of the
Earth.

Earth deformations. Early evidence for plate tectonics
was based on the geologic record, which showed
that whole continents moved by tens to hundreds
of kilometers per million years, but modern geodesy
has allowed these motions to be observed on time
scales of 10 years. The tectonic motions of thousands
of locations around the world have been measured
with VLBI, SLR, and GPS. The measurements clearly
reveal the pattern of plate tectonic motions. These
results show that plate tectonics is a continuously
operating process when the sites are well away from
regions of active volcanism and earthquakes. Even
more remarkable is the agreement between the ex-
pected changes of this distance based on a million
years of geology and the measurements made over
a 10-year interval. In general, the motions of loca-
tions away from regions of active deformations agree
within a few millimeters per year with geologic esti-
mates. However, this is not always the case, and it is
never the case in regions of active deformation. The
study of regions where geology and geodesy disagree
is one of the prime applications of modern geodesy.
The western United States is one region that has been
extensively measured with all forms of geodetic sys-
tems. A large motion as the west coast is approached
is expected because of the motion of the Pacific tec-
tonic plate relative to North America. However, the
precise partitioning of a motion across California can
be determined only with modern geodetic systems.
The broad width of the motions, going all the way
into the Mojave Desert, had not been expected be-
fore these measurements were made. See CONTINEN-
TAL DRIFT; PLATE TECTONICS.

Earth motions. Measurements of changes in the ro-
tation of the Earth have long played an important
role in understanding the dynamics of the Earth.



Changes in the position of the Earth’s rotation axis
are of two types: changes in direction in inertial
space (precession and nutation) and changes with
respect to the crust of the Earth (polar motion).
Precession is a secular motion of the rotation axis
that causes the rotation axis to trace out a cone in
space every 26,000 years. Nutations are the smaller-
magnitude nodding of rotation axis about the preces-
sional path of the rotation axis. Both precession and
nutation are caused by the gravitational torque ap-
plied to the equatorial bulge of the Earth, and their
values are a direct measure of the dynamic flatten-
ing of the Earth. The amplitudes of the nutations
are also greatly influenced by the presence of the
fluid core and the elastic properties of the Earth.
Measurements of the nutations made with VLBI have
yielded the most accurate estimate available of the
flattening of the fluid core because of its influence
on the nutations. Precession and nutations are deter-
mined from the apparent changes in the positions
of stars and extragalactic radio sources. The major
impact of VLBI has been that the extragalactic radio
sources observed have very small motions, unlike
those of stars. See EARTH ROTATION AND ORBITAL
MOTION; NUTATION (ASTRONOMY AND MECHANICS);
PRECESSION; TORQUE.

Polar motion is measured by apparent changes
in the latitudes and longitudes of positions on the
Earth’s surface when these are determined by astro-
nomical observations. The Earth has a natural period
for the oscillations of the rotation axis about a mean
position as determined by the direction of the max-
imum moment of inertia of the Earth; this oscilla-
tion mode is known as the Chandler wobble. It takes
about 433 days for the axis to complete one cycle
in this wobble mode. An example of the motion of
the rotation axis can be shown as the position near
the North Pole where the rotation axis pierces the
Earth (Fig. 2). In one determination of this type, the
conventional definition of the position of the North
Pole was set to the mean position of the Earth ro-
tation axis between 1900 and 1905; it was found
that the average position of the rotation axis has
changed by about 33 ft (10 m). Most of this motion is
thought to arise from the relaxation of the Earth after
the deformations caused by the Laurentide glaciation
10,000 years ago. Superimposed on the Chandler
wobble is an annual motion of the rotation axis due to
atmospheric mass redistribution between the North-
ern and Southern hemispheres between seasons. It
is not known what process keeps the Chandler wob-
ble excited to is current amplitude, but it is clear
that changes in atmospheric wind and pressure and
in ocean currents that seem to cause most of the
smaller fluctuations are the primary mechanism. See
ATMOSPHERIC GENERAL CIRCULATION.

The rotation rate of the Earth also varies on time
scales of days to millions of years. A variety of pro-
cesses contribute to changes in the rotation rate of
the Earth. Some of the major ones are a slow de-
crease in the rotation rate due to energy loss to the
lunar orbit through dissipation of tide energy and
exchanges of angular momentum between the at-
mosphere and the fluid core and the solid Earth. For

example, the dominant role of the atmosphere on
short-period (less than several years) changes in the
rotation rate of the Earth can be demonstrated by
measuring changes in the length of day over a 2-year
interval with modern geodetic systems, and predict-
ing the changes based on calculation of the angular
momentum of the atmosphere from wind speeds in
the atmosphere and pressure measurements (Fig. 3).
The variations are approximately 1 millisecond. The
2-ms mean value of the length of day is due to the
slowing of the rotation since the average length of
day was defined at the turn of the century. See EARTH,
GRAVITY FIELD OF. Thomas Herring

Bibliography. G. Bomford, Geodesy, 4th ed., 1980;
B. Hofmann-Wellenhof and H. Moritz, Physical
Geodesy, 2005; K. Lambeck, Geophysical Geodesy:
The Slow Deformations of the Earth, 1988; A.
Leick, GPS Satellite Surveying, 3d ed., 2003.
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Geodynamics

The branch of geophysics that studies the processes
leading to deformation of planetary mantle and crust
and the related earthquakes and volcanism that
shape the structure of the Earth and other planets.
On the largest scale, these processes are a conse-
quence of the transfer of heat out of planetary in-
teriors due to cooling at their surfaces. Rock con-
tracts as it cools, so that its density increases. The
cool surface layer is heavier than the interior and has
a tendency to sink into it. At the same time, cool-
ing and solidification of the metallic core heats the
deepest portion of the surrounding rocky mantle,
causing it to become buoyant. The resulting flow of
the mantle causes deformation at the surface. Vol-
canism arises from the partial melting of hot mantle
that rises toward the surface from the deeper inte-
rior, in response either to buoyancy or to surface
deformation. Surface deformation also results from
external loads, such as the distribution of ice and
water, tidal loads due to the gravitational attraction
of nearby planetary bodies, and meteor impacts. See
EARTH, CONVECTION IN; EARTH, HEAT FLOW IN; GEO-
PHYSICS; VOLCANO.

A planet’s response to its internal heat flow de-
pends largely on the rheology of deforming rock. At
low temperatures, near the surface, rock behaves as
a brittle-elastic material, allowing the propagation of
seismic waves and the support of surface loads by
elastic stresses. Deformation occurs by the forma-
tion of cracks or faults. On geologic time scales and at
the higher temperatures of the deeper interior, ther-
mally activated creep allows the solid, rocky mantle
to flow like a viscous fluid. But even at these high
temperatures, rock behaves elastically on short time
scales so that elastic shear waves propagate through
the slowly flowing mantle. In the case of the Earth
in its current stage of evolution, plate tectonics de-
scribes how the surface behaves: large, cold, rela-
tively rigid plates move laterally across the surface
while the deeper mantle flows by creep. In the cold
plates, deformation is largely confined to boundary
faults between the plates. Faults slip with a stick-slip

Geodynamics

11



12 Geodynamics

Vanuatu
Trench

2913 km

behavior, giving rise to large earthquakes that
occur primarily on the plate boundaries. See EARTH-
QUAKE; PLATE TECTONICS; RHEOLOGY; ROCK ME-
CHANICS.

Geodynamics deals with phenomena that occur
on a wide range of time and length scales. In an
earthquake, stored elastic strain energy is released
in times on the order of seconds. In contrast, sig-
nificant flow of the deeper mantle occurs on time
scales of tens to hundreds of million years. Tidal
and glacial loads occur on intermediate time scales
ranging from hours to thousands of years. The time-
and temperature-dependent rheology of rock is con-
trolled by processes that occur on the millimeter
scale of individual mineral grains and the boundaries
between them. It is remarkable that processes occur-
ring on this small scale control the behavior of the
Earth and planets on scales of thousands of kilome-
ters, comparable to the dimensions of the tectonic
plates.

Given the difficulty of direct observation and the
wide range of scales involved in phenomena of inter-
est, multiple approaches are needed to understand
geodynamic processes. Laboratory experiments on
relatively small samples of rock are used to charac-
terize the rock’s physical properties, such as its rhe-
ology, at high pressures and temperatures. The rate
of deformation due to creep in nature is much too
slow to measure directly in the laboratory. Thus a the-
oretical understanding of deformation mechanisms

Tonga Arc
Tonga Trench

-3%

1600 km

slow fast +2%

Seismic (P-wave) velocity in the mantle beneath the northern Tonga convergent plate
boundary. The Pacific plate approaches the Tonga trench from the right and sinks into the
mantle beneath the volcanic Tonga arc. Circles show hypocenters of earthquakes that
occur in the sinking plate. The tint bar is the key to seismic velocity anomaly. Seismic
velocities in the plate are higher than in the surrounding mantle. Although earthquakes in
the sinking plate extend only to 660 km depth, the seismic velocity anomaly continues to
greater depth. UM, upper mantle; TZ, transition zone; LM, lower mantle. (Adapted from R.
van der Hilst, Complex morphology of subducted lithosphere in the mantle beneath the
Tonga trench, Nature, 374:154-157, Macmillan Magazines Ltd., 1995)

is needed to extrapolate from the much higher defor-
mation rates of laboratory measurements to naturally
occurring conditions.

Field studies of rocks once deep in the interior and
brought to the surface by uplift and erosion provide
evidence of the processes that have affected them.
But the interior of the Earth where the processes of
interest are actually occurring is not directly accessi-
ble for study. Thus geodynamicists must design large-
scale observational experiments that allow them to
create conceptual and physical images of the interior,
using combinations of seismic, gravitational, electro-
magnetic, and heat-flow measurements. Variations
in global gravity and corresponding surface topogra-
phy can be remotely sensed from orbiting spacecraft.
This is particularly important in the case of planets
other than the Earth where other types of geophys-
ical measurements have not yet been made. These
data seldom have a unique interpretation, but nu-
merical experiments with theoretical/computational
models that describe relevant processes can deter-
mine which of these are consistent with available
observations. Such analyses, in turn, suggest new ob-
servations that might further refine understanding.
See EARTH CRUST; EARTH INTERIOR; GEODESY; GEO-
MAGNETISM; SEISMOLOGY.

One long-standing controversy has been whether
plates that sink into the mantle at convergent plate
boundaries descend into the deep interior or remain
in the upper part of the mantle. This question of how
deep the mantle circulation implied by plate tecton-
ics extends has important implications for the ther-
mal and chemical evolution of the Earth. A recent
accomplishment of seismic tomography has been to
image mantle elastic-wave speed variations associ-
ated with sinking plates. Tomographic images clearly
suggest that plates do, at least sometimes, descend
into the deep mantle (see illus.).

The questions and problems that geodynamicists
seek to answer encompass important concerns for
humanity. Understanding where essential energy and
material resources occur in the Earth, how they form,
and the physical processes involved in their recov-
ery is the basis of the current standard of living.
For example, the flow of fluids through cracks in
rocks is important in hydrocarbon extraction, nu-
clear waste isolation, and geothermal energy. Un-
derstanding the mechanisms that produce magma at
depth, how magma is extracted and transported to
the surface, and its episodic and sometimes spectacu-
lar eruptions is key to mitigating the hazards that vol-
canoes pose to human life and property. Geodynam-
icists are also concerned with environments, such
as deep-sea hydrothermal systems, in which primi-
tive forms of life originate and evolve on the Earth,
and possibly on other planetary bodies. See DEEP-SEA
FAUNA; MID-OCEANIC RIDGE; PETROLEUM GEOLOGY;
VOLCANOLOGY. E. M. Parmentier

Bibliography. C. M. R. Fowler, The Solid Earth: An
Introduction to Global Geophysics, Cambridge Uni-
versity Press, 1990; R. van der Hilst, Complex mor-
phology of subducted lithosphere in the mantle be-
neath the Tonga trench, Nature, 374:154-157, 1995.
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Geodynamo

The mechanism thought to be responsible for the
generation of the Earth’s magnetic field through the
convection of conducting fluids in the Earth’s core.

Paleomagnetic measurements suggest that the
Earth has possessed a magnetic field for at least
3.5 billion years. Geophysicists generally accept that
the ambient magnetic field measured at the Earth’s
surface is due to electric currents flowing in its liquid
iron core (Fig. 1). In the absence of electromotive
forces, like those of chemical batteries, electric cur-
rents will decay as magnetic energy is converted to
heat. Without some regenerative process to offset
such natural ohmic dissipation in the Earth’s core,
any electric currents and the associated magnetic
field would vanish in about 15,000 years. Regenera-
tion of the field is necessary. In the Earth it is thought
that the magnetic field is maintained by dynamo
action, whereby the kinetic energy of convective
motion in the Earth’s liquid core is converted into
magnetic energy. Since this process operates with-
out an external energy source, the geodynamo is said
to be self-sustaining. See GEOELECTRICITY; GEOMAG-
NETISM; PALEOMAGNETISM.

Many issues in geodynamo theory remain unre-
solved, since the nonlinear equations of magnetohy-
drodynamics are difficult to solve. These equations,
describing the processes operating in the core, are
akin to the equations of oceanography and mete-
orology, but with the additional complication pre-
sented by the magnetic field through the Lorentz
force (magnetomotive force). In the laboratory, me-
chanical dynamos—moving machines consisting of
particular arrangements of metal—have been made
since the days of Michael Faraday. Still, it is not obvi-

Fig. 1. Anatomy of the Earth. The rocky mantle has a radius
a = 6371 km (3959 mi), the liquid iron outer core has a
radius ¢ = 3485 km (2165 mi), and the solid inner core has a
radius b = 1215 km (755 mi). The Earth’s rotational vector
is Q.

ous how a simply connected conducting fluid body,
like the Earth’s core, functions as a dynamo with-
out the induced currents simply short-circuiting and
eliminating field generation. In fact, the electric cur-
rent in a dynamo and the magnetic field that it sus-
tains cannot be too simple; a theorem, due to T. G.
Cowling, says that no axisymmetric, or even two-
dimensional, dynamo magnetic field can exist. Al-
though the magnetic north and south poles usually
are nearly coincident with the geographic poles, in-
dicating that the rotation arising from the Coriolis
force plays an important role in the core’s dynamics,
it is no accident that the compass does not point to-
ward true north everywhere on the Earth’s surface—
an inherent lack of symmetry. As a result, theoretical
progress has been slow since scientists often take
advantage of symmetry, should it be present, when
solving mathematical equations. See CORIOLIS ACCEL-
ERATION; MAGNETOHYDRODYNAMICS.

Geophysicists do, however, have a good qualita-
tive understanding of how the geodynamo works. In
the 1940s and 1950s, W. M. Elsasser and E. N. Parker
first elucidated the so-called «-w (alpha-omega)
mechanism, by which core fluid motion can act as
a dynamo if it consists of a combination of differen-
tial rotation and convective helical motion (Fig. 2).
Since then it has been shown mathematically that
dynamo regeneration can arise from the turbulent
motion of a rotating fluid. Although the o-w mecha-
nism probably describes how the field is amplified, it
is the dynamics that ultimately governs the strength
of the field, which would grow until a rough balance
between the Coriolis force and the Lorentz forces is
attained.

With respect to the energy sustaining the fluid
convection in the outer core, there are two pos-
sible sources of buoyancy—thermal and composi-
tional. Thermal convection is perhaps most famil-
iar, with heat sources, such as radioactive potassium,
distributed over the volume of the outer core. With
sufficient internal heating, the fluid is gravitationally
unstable and, as a result, convection is sustained.
Compositional convection is currently favored by
most geophysicists as the energy source of the geo-
dynamo. Although the core is primarily of iron, there
are probably light impurities, such as sulfur. Due to
the effects of pressure, as the Earth slowly cools, iron
solidifies at the inner-core boundary. This causes the
inner core to grow and leaves the lighter constituents
behind in the fluid at the base of the outer core, sup-
plying the buoyancy that drives the convection. See
CONVECTION (HEAT).

Although dynamo action is an inherently asymmet-
ric process, researchers are currently trying to re-
solve whether or not the the time-averaged morphol-
ogy of the geomagnetic field is asymmetric, showing
either persistent longitudinal variation or asymmetry
under reflection through the equatorial plane. Itis an
issue of importance because persistent asymmetry in
the geometric form of the field would indicate that
the core and mantle are dynamically coupled. Such
a possibility was first proposed by R. Hide, who was
inspired by the Taylor-Proudman theorem of rotating
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Fig. 2. The a-w dynamo mechanism. Conventional geodynamo theory presupposes (a) an initial, primarily dipolar, poloidal
magnetic field. The w-effect consists of (b, c) differential rotation, wrapping the magnetic field around the rotational axis,
thereby creating (d) a quadrupolar toroidal magnetic field. Symmetry is broken, and dynamo action maintained, by the
«a-effect, whereby (e) helical upwelling creates loops of magnetic field. (f) These loops coalesce to reinforce the original
dipolar field, thus closing the dynamo cycle. (After J. J. Love, Reversals and excursions of the geodynamo, Astron. Geophys.,

40:6.14-6.19, 1999)

fluid mechanics which states that small bumps on the
boundary of a container of fluid can have a dramatic
effect on the fluid’s motion, even far from the bound-
ary itself. Since the mantle convects very slowly
compared to the core (their overturn times are ap-
proximately 10® and 10> years, respectively), the rel-
atively steady nature of the conditions established by
the mantle at the core-mantle boundary could also
affect the pattern of core flow, thereby producing
persistent asymmetric features in the magnetic field.
Coupling between the core and mantle could arise
from topography on the core-mantle boundary, or
from thermal or electrical conductivity variations at
the base of the mantle. See BOUNDARY LAYER FLOW;
FLUID MECHANICS.

With an understanding of the boundary condi-
tions applicable to the core, it should, in principle,
be possible to solve the nonlinear magnetohydrody-
namic equations that govern the geodynamo. The
dynamo equations describe deterministic chaos, and
data show that the magnetic field can exhibit highly
aperiodic variation. Interestingly, the equations are
symmetric under change in sign of the magnetic
field, and thus there is no reason to expect that the
Earth’s field should have one polarity or the other.
Moreover, a geomagnetic polarity reversal can occur
with only a slight change in core’s fluid motion. With
respect to the cause of polarity transitions, mathe-

matical models of hypothetical magneto-mechanical
systems, in particular the Rikitake disc-dynamo sys-
tem, exhibit irregular reversing behavior. So, it is not
necessary to invoke external random factors such
as ice ages or meteorite impacts to account for the
irregular occurrence of polarity reversals.

The Sun is a familiar dynamo, and it reverses regu-
larly almost every 11 years. So, why does the Earth’s
magnetic field not display such regularity? The differ-
ence is thought to be due to the presence in the Earth
of a solid electrically conducting inner core, where
the magnetic field can change only rather slowly by
diffusion. Recent calculations suggest that because
the inner core is electromagnetically coupled to the
outer core, its presence acts to stabilize the magnetic
field, so that only particularly large fluctuations of
the field in the outer core are sufficient to overcome
the damping effect of the inner core. See DIFFUSION;
ELECTROMAGNETISM; GEOPHYSICS; MAGNETIC REVER-
SALS. J. J. Love
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New York, 1994; J. J. Love, Reversals and excursions
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Sci. Amer:, 249(2):44-54, 1983.



1
Geoelectricity

Electromagnetic phenomena and electric currents,
mostly of natural origin, that are associated with the
Earth. Geophysical methods utilize natural and artifi-
cial electric currents to explore the properties of the
Earth’s interior and to search for natural resources
(for example, petroleum, water, and minerals). Geo-
electricity is sometimes known as terrestrial electric-
ity. All electric currents (natural or artificial, local or
worldwide) in the solid Earth are characterized as
earth currents. The term telluric currents is reserved
for the natural, worldwide electric currents whose
origins are almost entirely outside the atmosphere.
Geoelectromagnetism is a more comprehensive term
than geoelectricity. Time variations of any magnetic
field are associated with an electric field that induces
electric currents in conducting media such as the
Earth.

[ 5 min |

Fig. 1. Time variations of the horizontal orthogonal
components of the natural (a) magnetic and (b) electric
fields, simultaneously measured at one site at the surface.

Magnetic fields, electric fields, and electric cur-
rents are the constituents of electromagnetism, and
are related by Maxwell’s equations. For instance,
Fig. 1 shows the time variations of the natural mag-
netic and electric fields simultaneously measured at
one location at the surface of the Earth. These two
traces are related to each other, not only by Maxwell’s
equations but also by the physical properties of the
subsurface rocks in the vicinity of the measuring site.
Either one of the two traces may be computed syn-
thetically from the other if the properties of the sub-

surface rocks are known. Conversely, the two traces
together can yield geologic information; this isa form
of geophysical exploration or prospecting. Thus, the
terms geoelectricity, geomagnetism, and geoelectro-
magnetism are essentially interchangeable, although
each one may have a somewhat different emphasis.
For example, the term geomagnetism is sometimes
used for the study of the Earth’s quasi-stationary main
magnetic field. See GEOMAGNETISM.

Measurements of electric and magnetic fields. A
component of the electric field in a desired direc-
tion is measured by planting two electrodes (for ex-
ample, metal stakes or special nonpolarizable elec-
trodes) aligned in that direction. The electrodes are
connected by an insulated wire, and voltage differ-
ence between them is measured with a voltmeter of
high input impedance (for example, 10 megohms).
The average electric field between the electrodes
is expressed in units of volts per meter. Since this
unit is very cumbersome for measuring the Earth’s
field, it is customary to use millivolts per kilometer.
(Figure 16 and Fig. 2 show the time variations of such
components.) To obtain the total horizontal elec-
tric field, two orthogonal components, north-south
(N-S) and east-west (E-W), are measured by means
of an L-shaped electrode array. The trajectory of the
head of the electric field vector is traced by feed-
ing the two components into an oscilloscope or a
paper X-Y recorder (Fig. 3). The magnetic field is
measured by magnetometers. The cryogenic magne-
tometer has a resolution of better than 1 picotesla, 1
part in 50,000,000 of the Earth’s total magnetic field.
The nanotesla (nT) or gamma y is used in practice.
Figure 1a shows the time variations of one horizon-
tal component of the Earth’s natural magnetic field,
measured with a coil-core magnetometer whose out-
put is the time derivative of the magnetic field, with
the scale given in terms of nanoteslas times fre-
quency. Worldwide studies of natural electromag-
netic phenomena are made by monitoring primar-
ily the magnetic field rather than the electric field,
which is much more affected by local geology.

Electric earth currents. These may be local or
worldwide.

Local. Such currents can be natural or caused by
human activities. The latter (called stray, industrial,
or cultural currents) may be caused by electric trains,
rural water pumps, and pipelines. Natural local
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electric field (micropulsations), N60 E components, simultaneously recorded over a time interval of 30 min. The recording
sites are separated by 27 mi (43 km) in the direction of the components. PST = Pacific Standard Time.
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Fig. 3. A vectogram representing a few minutes of
recording of the natural electric field vector. The band-pass
filter peaked at the 20-s period (0.05 Hz).

currents represent the phenomena of spontaneous
potentials or self-potentials. Some deposits in the
Earth, such as certain metallic sulfides and graphite,
constitute buried natural electric cells because of
their high electrical conductivity and also because
of oxidation and reduction processes associated with
ground water. Thus, a hidden ore body, such asa cop-
per ore deposit, can be discovered by measuring the
electric field at the surface of the Earth, which may
be as large as 1 V over a distance of 300 ft (100 m).
Two other sources of spontaneous potentials are
ground water movements and topographic elevation
changes.

Worldwide. Telluric currents are of natural origin.
There are various types, sources, and frequencies (or
periods) of the worldwide natural electromagnetic
fields which are associated with electric currents in
the Earth (Fig. 4). The time variations of these elec-
tromagnetic fields are simply called variations.

Secular variations. The Earth’s main magnetic field
is thought to be caused by motions in the electrically
conducting fluid core of the Earth, which acts as a
kind of dynamo, creating electric currents which in
turn create the magnetic field. This field is not sta-
tionary, but has time variations with periods ranging
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Fig. 4. Approximate and schematic frequencies and origins of the natural

electromagnetic fields.

from about 30 to 300 years per cycle, which are the
secular variations. Electric currents at the surface of
the Earth associated with the main field and its secu-
lar variations have not been monitored effectively be-
cause of the difficulties involved in separating them
from other effects, such as electrode potentials and
tidal potentials. See GEOMAGNETIC VARIATIONS.

Diurnal (daily) variations. The air layers of the iono-
sphere, from a height of about 60-200 mi (100-
300 km), are ionized by solar radiation, while air
below the ionosphere is practically nonconducting.
The ionization (electrical conductivity) in the iono-
sphere is renewed daily. Tidal oscillations of the iono-
sphere in the presence of the Earth’s main magnetic
field constitute an atmospheric dynamo, inducing
electric currents in the Earth. They are thought to
be driven primarily by the thermal effects of the Sun
and partially by the attraction of the Moon (Fig. 5).
See IONOSPHERE.

100 nT

4 12
local time, h

Fig. 5. Diurnal variations (solar plus lunar) of the horizontal

component of the magnetic field, December 21, 1933,

Huancayo, Peru. (After S. Chapman and J. Bartels,
Geomagnetism. 2 vols., Oxford University Press, 1962)

Exospheric-origin variations, or micropulsations.
Short time fluctuations of the Earth’s magnetic field
(micropulsations) that fall within the approximate
period range of 0.2-600 s per cycle (5-0.0017 Hz)
occur almost continuously as a background noise.
Amplitudes depend on latitude, solar activity, fre-
quency, local time, season, and local geology, with
worldwide and long-term statistical amplitudes of
the order of a few millivolts per kilometer and a few
tenths of a nanotesla. While the mechanism of their
generation is not completely understood, it appears
that micropulsations are generated by the magneto-
hydrodynamic effect through the interaction of the
solar wind with the main magnetic field and atmo-
sphere of the Earth. Study of the exospheric-origin
electromagnetic phenomena constitutes a branch of
geophysics called aeronomy. Figure 1 is a record
of micropulsations measured at stations located
in a sedimentary basin. The magnetic field trace
(Fig. 1a) is called a magnetogram; the electric field
trace (Fig. 1b) a tellurogram. Figure 2 shows two tel-
lurograms simultaneously measured at two stations
27 mi (43 km) apart and in the direction of sta-
tion separation. These measurements represent nor-
mal, usual activity on a quiet day. Figure 6 shows
the amplitude spectra of the tellurograms shown
in Fig. 2. The differences between the two telluro-
grams, and consequently between the two spectra,
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Fig. 6. Amplitude spectra of the tellurograms shown in Fig. 2.

are almost totally due to the differences in the geo-
logic conditions at the two measuring sites (stations).
Such measurements can be used for geologic ex-
ploration of the subsurface. See MAGNETOHYDRODY-
NAMICS; SEISMIC STRATIGRAPHY; SOLAR WIND; UPPER-
ATMOSPHERE DYNAMICS.

Magnetic storms are very intense disturbances of
long duration that occur about once a month on the
average. Caused by large-scale bursts of solar wind
associated with sunspots and solar flares, they usu-
ally commence suddenly and almost instantaneously
(within about 0.5 min) throughout the world. Their
amplitudes may reach hundreds of nanoteslas and
hundreds of millivolts per kilometer, disrupting radio
and telegraph communications. It is interesting to
note that they cause fish to migrate into deeper
waters. Figure 7 shows the records of a magnetic
storm. Magnetic storms are frequently associated

with aurorae polares (northern or southern lights),
which are seen as spectacular luminous formations
at ionospheric heights. See AURORA.

Atmospherics. The major cause of the variations
within the frequency range of about 5-10 kHz is
the lightning occurring almost continuously in Cen-
tral Africa and in the Amazon region. While audio-
frequency variations are included in atmospherics,
lightning itself is a concern of meteorology. See
LIGHTNING; SFERICS.

Stellar variations. Above the frequency of 30 MHz,
these originate predominantly from the direct radi-
ation of electromagnetic waves propagated by the
Sun.

Subsurface geophysical exploration. Electrical me-
thods, more properly called electromagnetic meth-
ods, are used to explore the subsurface from depths
of a few inches (for example, popular coin detectors
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Fig. 7. Three components of the magnetic field of a
magnetic storm of May 14, 1921, Potsdam, Germany. (After
S. Chapman and J. Bartels, Geomagnetism, 2 vols., Oxford
University Press, 1962)

or mine detectors) down to depths of hundreds of
miles. In general, these methods require an input into
the Earth, either an artificial direct or alternating elec-
tric current, or a natural electromagnetic field, such
as micropulsations or diurnal variations. This input
is a source signal coupled with the Earth, which
behaves as a filter whose response is measured in
terms of electric or magnetic fields. It is analogous
to measuring the input and output of an electronic
filter to determine its characteristics, which in this
case is the geologic information sought. These meth-
ods supply only the electrical properties of the sub-
surface (mainly the electrical conductivity). Differ-
ent rocks have, in general, different conductivities.
For instance, limestones usually have much lower
conductivities than clay-rich shales. A knowledge
of the conductivity distribution in the subsurface,
combined with other geologic information, allows
interpretation of the rock-type distribution. Artifi-
cial direct-current methods involve feeding a current
into the Earth with a pair of electrodes and measur-
ing the resulting electric field with another pair of
electrodes. The alternating-current methods use
magnetometers to measure the magnetic field cre-
ated by inducing currents in the Earth. The two most
popular methods employing the natural electromag-
netic fields are the magnetotelluric and telluric meth-
ods. The magnetotelluric method requires simulta-
neous measurements of the electric and magnetic
fields at one site. Figure 1 represents such a data set.
The telluric method requires only the measurements
of the electric field, made simultaneously at two or
more sites (Fig. 2). These electromagnetic (or elec-
trical) methods are unlike the magnetic methods of
geophysical exploration, which deal only with the
magnetization of rocks due to the main magnetic
field of the Earth. See GEOPHYSICAL EXPLORATION.
S. H. Yungul
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Electrical Methods in Geophysical Prospecting,

1966; S. H. Yungul, The telluric methods in the study
of sedimentary structures: A survey, Geoexploration,
15:207-238, 1977; M. S. Zhdanov and G. V. Keller,
The Geoelectrical Methods in Geophysical Explo-
ration, 1993.

1
Geographic information systems

Computer-based technologies for the storage, ma-
nipulation, and analysis of geographically referenced
information. Attribute information and spatial infor-
mation are integrated in geographic information sys-
tems (GIS) through the notion of a data layer, which
is realized in two basic data models—raster and vec-
tor (Fig. 1). The major categories of applications
comprise urban and environmental inventory and
management, policy decision support, and planning;
public utility and business (including agribusiness)
applications, engineering, and defense applications;
and scientific analysis and modeling.

Characteristics. A geographic information system
differs from other computerized information sys-
tems in two major respects. First, its information is
geographically referenced (geocoded). Geocoding is
usually achieved by recording the geographical co-
ordinates of the objects of interest (which may be
the corner points of a plot on a cadastral map, or
the location of cities of more than 100,000 inhabi-
tants at the global scale). Alternatively, the location
of any point of interest within an area can be in-
ferred on the basis of a number of reference points
registered for that area. Second, a geographic in-
formation system has considerable capabilities for
data analysis and scientific modeling, in addition to
the usual data input, storage, retrieval, and output
functions.

A geographic information system can answer arbi-
trarily complex queries about things on or near the
surface of the Earth, their attributes, and the spatial
relationships (such as distance, direction, adjacency,
and inclusion) among them. Basic kinds of queries
supported by this system include (1) location ques-
tions, to determine the attributes of a given place
(for example, What tree types are found in a given
forestry tract?); (2) condition questions, seeking to
find locations fulfilling certain conditions (for exam-
ple, Where are vacant lots larger than 5 acres and
within 1 mile of a paved road?); (3) trend questions,
seeking to determine changes in place attributes
over time (for example, How much has the popula-
tion of a specific census tract grown between 1980
and 1990?); (4) routing questions, especially useful
in situations where vehicles need to be dispatched
from a place of origin to a destination (for exam-
ple, Which is the shortest, quickest, or safest route
from an ambulance station to the site of an emer-
gency?); and (5) pattern questions, whereby scien-
tists or managers can investigate the spatial distribu-
tion of some phenomenon for diagnostic purposes or
in the course of exploring some scientific hypothesis
(for example, Is the density of diseased trees
greater around campgrounds? Are pedestrian traffic



casualties higher than expected in low-income
neighborhoods?).

Elements. A geographic information system is
composed of software, hardware, and data. Some
authors also include the users and their institu-
tional context. Originally used on mainframe com-
puters, geographic information systems did not
become popular until the 1980s, when software
packages that could run on workstations and desk-
tops became widely available. Some of the most pow-
erful systems now run on minicomputers, but the
field is dominated by packages developed for work-
station platforms in the case of the larger systems
and desktops for the rest. The trend in the late 1990s
was toward flexible, portable, user-friendly systems,
increasingly capable of interoperating, increasingly
geared toward the Internet, and in many cases tai-
lored to specific kinds of applications. Often these
special-purpose geographic information systems are
coupled with other digital systems or devices such as
global positioning systems (GPS); intelligent vehicle
highway systems (IVHS); navigational devices for ve-
hicles, ships, or aircraft; or devices for the automatic
delivery of agricultural fertilizers as a function of soil
quality. See HHIGHWAY ENGINEERING.

The notion of data layer (or coverage) and overlay
operation lies at the heart of most software designed
for geographic information systems. The landscape
is viewed as a collection of superimposed elemen-
tary maps, each storing information pertinent to one
aspect or attribute of the landscape: relief, soils, hy-
drology, vegetation, roads, land use, land ownership,
and so forth. By combining the corresponding in-
formation on several layers, the composite proper-
ties of any object of interest can be deduced. (This
approach is the electronic version of a traditional
manual method involving transparent sheets.) Two
fundamental data models, the vector and raster mod-
els, embody the overlay idea in geographic informa-
tion systems (Fig. 2). In a vector geographic infor-
mation system, the geometrical configuration of a
coverage is stored in the form of points, arcs (line
segments), and polygons, which constitute identifi-
able objects in the database. In a raster geographic
information system, a layer is composed of an array of
clementary cells or pixels, each holding an attribute
value without explicit reference to the geographic
feature of which the pixelis a part. Both models have
strengths and drawbacks. See COMPUTER GRAPHICS;
ELECTRONIC DISPLAY; IMAGE PROCESSING.

A data layer or coverage integrates two kinds
of informatijon: attribute and spatial (geographic).
The functionality of a geographic information sys-
tem consists of the ways in which that information
may be captured, stored, manipulated, analyzed, and
presented to the user. Spatial data capture (input)
may be from primary sources such as remote sens-
ing scanners, radar, or global positioning systems,
or from scanning or digitizing images and maps de-
rived from remote sensing. Output (whether as a
display on a cathode-ray tube or as hard copy) is usu-
ally in map or graph form, accompanied by tables
and reports linking spatial and attribute data. The
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Fig. 1. Comparison of the raster and vector models. The pine forest stand (P) and spruce
forest stand (S) are area features. The river (R) is a line feature, and the house (H) is a point

feature. (a) Landscape. (b) Raster representation. (c) Vector representation. (After S.

Aronoff, Geographic Information Systems: A Management Perspective, WDL Publications,

1989)

critical data management and analysis functions fall
into four categories: retrieval, classification, and mea-
surement (for example, measurement of the area in-
side a polygon); overlay functions; neighborhood op-
erations; and connectivity functions. See DATABASE
MANAGEMENT SYSTEM; DIGITAL COMPUTER; REMOTE
SENSING.

Uses. Geographic information systems find appli-
cation mainly in three areas: business, engineering,
and defense; management, planning, and policy; and
research in various disciplines.

Business, engineering, and defense. Business applications
are increasingly widespread and include market anal-
ysis (for example, identifying a customer base in
a given area), store location (for example, identify-
ing the most competitive location for a new chain
store outlet), and agribusiness (for example, deter-
mining the correct amount of fertilizers or pesticides
needed at each point of a cultivated field). Engineers
use geographic information systems when model-
ing terrain, building roads and bridges, maintaining
cadastral maps, routing vehicles, drilling for water,
determining what is visible from any point on the ter-
rain, integrating intelligence information on enemy
targets, and so forth. Such applications have been fa-
cilitated through the integration of geographic infor-
mation systems with global positioning systems, in-
volving the automatic determination of latitude and
longitude coordinates and elevation based on the
processing of signals from a network of satellites.
Because global positioning systems allow the deter-
mination of position with unparalleled ease, speed,
and accuracy, mobile units coupling geographic
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information and global positioning systems have
greatly increased the range of applications, especially
for work in the field and navigation. See COORDINATE
SYSTEMS; SATELLITE NAVIGATION SYSTEMS.
Management, planning, and policy. There are many man-
agement applications of geographic information sys-
tems. Among the earliest and still most widespread
applications of the technology are land information
and resource management systems (for example, for-
est and utility management). Other common uses of
geographic information systems in an urban policy
context include emergency planning, determination
of optimal locations for fire stations and other public
services, assistance in crime control and documen-
tation, and electoral and school redistricting.
Nonurban applications include ecological area
management (for example, estuarine or National
Parks management), hazardous waste facility lo-
cation and management, and biodiversity preser-
vation projects. A significant development is the
introduction of geographic information systems in
third-world environmental management and plan-
ning. This development was made possible in the

1980s through the wide availability of inexpensive
desktop computer platforms for geographic informa-
tion systems, by the increasing ease of use of such
computers, and by the diffusion of educational op-
portunities in geographic information. Major appli-
cations in developing countries include natural re-
source management, soil conservation and irrigation
projects, and the siting of health and other services.

More sophisticated developments involve a new
class of software known as spatial decision support
systems, which can aid the policy-making and deci-
sion process whenever location is part of the prob-
lem context. A typical system of this type presents
the different options, facilitates the comparison of
costs and benefits, helps explore the consequences
of changing the weights attributed to different de-
cision criteria, and allows unanticipated alternatives
(for example, solutions proposed by third parties)
to be easily formulated and evaluated. The power
of spatial decision support systems lies primarily in
their flexible, interactive nature and in the visualiza-
tion of the complex issues debated. See DECISION
SUPPORT SYSTEM.



Other applications. Uses of geographic information
systems have spread well beyond geography, the
source discipline, and now involve most applied sci-
ences, both social and physical, that deal with spa-
tial data. These sciences include sociology, archeol-
ogy and anthropology, urban studies, epidemiology,
ecology, forestry, hydrology, and geology. The na-
ture of the applications of geographic information
systems in these areas ranges from simple thematic
mapping for illustration purposes to complex sta-
tistical and mathematical modeling for the explo-
ration of hypotheses or the representation of dy-
namic processes (such as the spread of fire on a
vegetated landscape or the investigation of trends
in crime patterns in an urban area). See ANTHROPOL-
OGY; ARCHEOLOGY; ECOLOGY; EPIDEMIOLOGY; FOR-
EST AND FORESTRY; GEOLOGY; HYDROLOGY.

Conceptual and scientific issues. While the geo-
graphic information system is still considered largely
a technology, its coming of age has been marked by
an increasing emphasis on its conceptual and sci-
entific aspects. There are a number of fundamen-
tal research questions concerning geographic in-
formation systems. They involve (1) the nature of
spatial data, including questions of measurement,
sampling, uncertainty, error, scale, and the nature
of geographic space itself (Is it a container of ge-
ographical objects, or is it defined through the re-
lations among objects?); (2) the digital representa-
tion of geographic space and phenomena, and in
particular questions of database structures, models,
and semantics; (3) functional issues, including the
appropriate basic operations the geographic infor-
mation system should support, the propagation of
errors and uncertainties in spatial databases, and the
appropriate query languages; (4) display issues, such
as questions of visualization, user interfaces, and car-
tographic design; and (5) operational issues, dealing
with quality controls and standards for both the sys-
tems themselves and their products, with legal and
management issues, and with any other issues affect-
ing the fitness of geographic information systems for
their numerous kinds of current and potential ap-
plications. A major recent research theme involving
all these issues concerns the interoperability of ge-
ographic information systems, or the possibility to
move or share data, functions, and operations across
systems and platforms. Helen Couclelis
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Geography

The study of physical and human landscapes, the pro-
cesses that affect them, how and why they change
over time, and how and why they vary spatially. Ge-
ographers determine the factors that influence land-
scapes or landscape features and seek to explain
the interactions among them. This often involves ex-
plaining landscapes or environments from a spatial
perspective by analyzing patterns or the lack of pat-
terns. Geographers are also interested in the spatial
arrangements of natural and human phenomena, as
well as the relationships among these phenomena.
Consequently, a key element of geography is areal
differentiation, the process of defining regions with
common unifying characteristics.

Geography is a broad-based discipline that inte-
grates many aspects of the social and physical sci-
ences. The discipline has been described as consist-
ing of four traditions: Earth science, area studies,
spatial analysis, and human-environment interac-
tions. Earth science includes studies of the atmo-
sphere, hydrosphere, lithosphere, and biosphere.
Area studies refer to the detailed geographic knowl-
edge and understanding of particular regions of
the world. Spatial analysis deals with the measure-
ment, analysis, prediction, and explanation of spa-
tial organization, as well as the interactions, pat-
terns, and factors that influence change in these
landscape elements. Human-environment interac-
tion is concerned with the relationships between
humans and their environment. Generally, this in-
cludes the ways that humans modify and influence
their physical environment to meet certain needs,
as well as the ways that humans modify their behav-
ior and surroundings to adapt to particular environ-
mental circumstances. A majority of studies in geog-
raphy concern at least one of these four traditions.
See ATMOSPHERE; BIOSPHERE; HYDROSPHERE; LITHO-
SPHERE.

Geographers consider, to varying degrees, both
natural and human influences on the landscape, al-
though a common division separates physical and
human geography. Physical geographers study land-
forms (geomorphology), water (hydrology), climate
and meteorology (climatology), biotic environments
(biogeography), and soils (pedology). Human ge-
ographers focus on cultural geography, economic
geography, political geography, location analysis,
and spatial analysis of ethnic or gender issues, as
well as transportation, area studies, and urban, re-
gional, or environmental planning. See BIOGEOG-
RAPHY; CLIMATOLOGY; GEOMORPHOLOGY; HYDROL-
OGY; PEDOLOGY; PHYSICAL GEOGRAPHY.

Most professional geographers specialize in one or
two subdisciplines. In addition, many are involved
in developing techniques and applications that sup-
port spatial analytical studies or the display of spa-
tial information and data. Maps—printed, digital, or
conceptual—are the basic tools of geography. Geog-
raphers are involved in map interpretation and use,
as well as map production and design. Cartographers
supervise the compilation, design, and development
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of maps, globes, and other graphic representations.
See CARTOGRAPHY.

The techniques, tools, and methods used in geo-
graphic and spatial analytical work have undergone
a revolution since the advent of relatively inexpen-
sive computer graphics systems and technologies
such as satellite imaging. Remote sensing specialists,
often geographers, work to interpret and enhance
digital and photographic images, particularly those
gathered from aircraft or satellites. A geographic in-
formation system (GIS) combines the advantages of
computer-assisted cartography with those of spatial
database management, and has widespread applica-
tions. A geographic information system facilitates the
storage, retrieval, and analysis of spatial information
in the form of digital map “overlays,” each represent-
ing a different landscape component such as terrain,
hydrologic features, roads, vegetation, soil types, or
any mappable factor. Each of these data layers can be
fitted digitally in any combination to the same map
scale and map projection, permitting the analysis of
relationships among combinations of environmen-
tal variables. See COMPUTER GRAPHICS; GEOGRAPHIC
INFORMATION SYSTEMS; MAP PROJECTIONS; REMOTE
SENSING; SCIENTIFIC AND APPLICATIONS SATELLITES.

Many geographers are applied practitioners, solv-
ing problems using a variety of tools, particularly
computer-assisted cartography, statistical methods,
remotely sensed imagery, the Global Positioning Sys-
tem (GPS), and geographic information systems.
Today, nearly all geographers, regardless of their
focus, use some or all of these techniques in their
professional endeavors. See SATELLITE NAVIGATION
SYSTEMS. James F. Petersen
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Geologic thermometry

The measurement or estimation of temperatures at
which geologic processes take place. Methods used
can be divided into two groups, nonisotopic and iso-
topic. The isotopic methods involve the determina-
tion of distribution of isotopes of the lighter elements
between pairs of compounds in equilibrium at var-
ious temperatures, and application of these data to
problems of the temperature at which these com-
pounds (commonly minerals) form in nature.

Nonisotopic Methods

Earth temperatures can be measured directly by sur-
face and near-surface features or indirectly from var-
ious properties of minerals and fossils.

Direct measurement. Temperatures can be mea-
sured directly in hot springs, fumaroles, flows of lava,
and artificial openings such as mines, boreholes, and
wells.

Hot springs. The temperatures of hot springs range
from slightly above the mean annual temperature of
the region in which they occur to the boiling point of
water at the elevation of the outlets. In other words,
in temperate regions and at moderate altitudes the
temperatures of hot springs range from about 20 to
100°C (68 to 212°F).

Fumaroles. At temperatures above its boiling point,
water issues as steam from vents called fu-
maroles: temperatures of these fumaroles have
been measured up to 560°C (1040°F) near Vesu-
vius, and up to 645°C (1193°F) in the Valley
of Ten Thousand Smokes (Alaska). Fumaroles in
lavas may reach temperatures of 700-800°C (1290-
1470°F).

Lava. Lava is molten rock flowing onto the Earth’s
surface. Its temperature on extrusion ranges from
about 700 to 900°C (1290 to 1650°F) for andesitic
and dacitic lava and to 1200°C (2190°F) for basaltic
lava. The viscosity of lava increases with decreasing
temperature, and basaltic lava ceases to flow when
it cools to 700-800°C (1290-1470°F). Intrusive mag-
mas of similar compositions are probably intruded
at similar temperatures, as indicated by their effects
on the coal beds into which they are intruded, and
the forms and assemblages of the first minerals to
crystallize. See LAVA.

The temperature to which rocks around an intru-
sion (country rocks) are heated depends on many
factors: temperature of the magma; temperature,
composition, and structure of the country rock;
abundance and nature of solutions given off by the
intrusion; and size of the intrusion. In general, the
temperature of the country rocks at the contact will
be much lower than that of the magma. For example,
an intrusive sheet of dolerite at 1100°C (2010°F) may
heat the contact rocks to 600-700°C (1110-1290°F).
See MAGMA.

Mines, boreholes, and wells. Temperatures have been
measured in enough artificial openings in the Earth’s
crust so that the temperature distribution is well
known in many areas to depths of several thousand
feet. Measurements of gradients range from about 12
to 52 m/°C (22 to 94 ft/°F) in nonvolcanic areas. The
highest temperature yet encountered in such an area
is 154°C (309°F) from a well 20,521 ft (6255 m) deep
in Sublette County, Wyoming.

Gradients in volcanic areas are much higher near
the surface (up to 0.4 m/°C or 0.7 ft/°F), but at depths
of 750-1000 ft (230-300 m) a temperature of about
250°C (482°F) is commonly reached and persists to
much greater depths (to at least 5500 ft or 1.7 km in
Tuscany).

Calculations and extrapolations give greatly differ-
ent pictures for temperature distribution from the
zone of measurements to the center of the Earth, de-
pending on the assumptions made. Estimates of the
temperature at the center of the Earth range from
1600 to 76,000°C (2900 to 137,000°F).



Indirect methods. Some indirect nonisotopic meth-
ods appear to give estimates with the same accuracy
as direct measurements; others place the tempera-
ture within a certain range; still others indicate only
that a given process took place above or below a
certain temperature.

As phase-equilibrium relationships in systems anal-
ogous to those in nature become more accurately
known, it will be possible to make more exact esti-
mates of geologic temperatures. The relationships
commonly employed are listed below. See PHASE
EQUILIBRIUM.

Melting points. The melting point of a mineral, cor-
rected for the pressure under which it was formed,
gives a maximum temperature of formation for the as-
semblage in which it grew because other substances,
especially water, lower the crystallizing temperature
for a mineral. For example, if realgar, AsS, occursin a
vein with other minerals in such a way that they must
have crystallized simultaneously, then the whole as-
semblage must have formed at a temperature lower
than 320°C (608°F), the melting point of realgar.

Transformation temperatures (inversions). Many minerals
have two or more crystalline modifications which
form, or exist, in different temperature ranges. For
example, under certain conditions marcasite forms
at temperatures below 300°C (570°F), but at about
450°C (840°F) it transforms to pyrite at an appre-
ciable rate. Therefore, a coprecipitated mineral as-
semblage including marcasite was certainly formed
below 450°C (840°F) and probably below 300°C
(570°P).

Other pairs of minerals transform in either direc-
tion at a definite temperature; for example, low ()
quartz changes to high () quartz when it is heated
to 573°C (1060°F), and high quartz changes to low
when it is cooled below 573°C (1060°F). Therefore,
phenocrysts of high quartz in lavas were formed
above 573°C (1060°F), crystals of low quartz in veins,
below 573°C (1060°F).

Dissociation and decomposition temperatures. Many miner-
als break up when they are heated. If one of the
products is a gas, the temperature of decomposi-
tion changes rapidly with pressure; the pressure at
the time of formation must be known or estimated
before such a mineral can be used as a geologic
thermometer. For example, under atmospheric pres-
sure, calcite (CaCO3) dissociates into lime and car-
bon dioxide (CO,) at 885°C (1620°F), but under
a sufficiently high pressure of CO, (1025 atm or
104 megapascals) it melts at 1339°C (2442°F) with-
out decomposing.

When only solids and liquids are involved, how-
ever, pressure is relatively unimportant and can be
neglected for processes that take place near the
Earth’s surface. For example, danburite decomposes
to two liquids at about 1000°C (1830°F), so this min-
eral and others immediately associated with it in peg-
matities must have formed at temperatures below
1000°C (1830°F).

Solid solutions and exsolution pairs. Many pairs of miner-
als with similar structures form homogeneous solid
solutions at high temperatures, but on cooling sepa-
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rate (exsolve) into lamellae of the two minerals. This
process commonly produces a characteristic texture
that can be recognized. When two such minerals
occur in a rock or ore in an exsolution relationship,
this is evidence that the temperature of formation
was above their temperature of homogenization. See
SOLID SOLUTION.

Some common exsolution pairs and their tem-
peratures of homogenization are magnetite-spinel,
1000°C (1830°F); ilmenite-hematite, 600-700°C
(1110-1290°F); chalcopyrite-bornite, 500°C (930°F);
chalcopyrite-cubanite, 450°C (840°F); bornite-tetra-
hedrite, 275°C (527°F); and bornite-chalcocite,
225°C (437°F). These temperatures depend upon the
composition of the host phase, but the ones given
here are for compositions commonly encountered in
nature.

This method has been used to estimate the
temperatures of formation of many ore deposits.
Some examples are sulfide replacement in Gilman,
Colorado, 150-300°C (300-570°F); sulfide mineral-
ization at Pine Vale, Queensland, 475-500°C (807~
930°F); scheelite veins, Australia, 350-600°C (660-
1110°F); and sphalerite-stannite-chalcopyrite miner-
alization, Tasmania, about 600°C (1110°F).

In some mineral pairs there is a limited amount of
solid solution: the amount depends upon the tem-
perature of formation. For example, in the system
iron sulfide- zinc sulfide (FeS-ZnS) the amount of
FeS in sphalerite is a function of the temperature
of formation, if there is an excess of FeS (pyrrhotite)
present when the sphalerite crystallizes. Sphalerite
formed at 200°C (390°F) under these conditions
will contain about 7 mol % FeS; at 500°C (930°F),
18 mol %. Other associations that can be used to
indicate temperature of formation in this way are
scandium in biotite (in a given petrologic province),
titanium dioxide (TiO,) in magnetite (with coex-
isting ilmenite), iron and magnesium in coexist-
ing olivines and pyroxenes, albite in potassium
feldspar (with coexisting plagioclase), and magne-
sium carbonate (MgCO3) in calcite (with coexisting
dolomite).

By using the FeS-ZnS relationship, the tempera-
ture of formation of sphalerite in various settings has
been estimated: in graphite schist near a granite con-
tact (Norway), 440°C (820°F); replacement deposits,
Gilman, Colorado, 380-600°C (710-1110°F) and
Broken Hill, Australia, 600°C (1110°F); and in ura-
nium deposits, Colorado Plateau, 138°C (280°F).
TiO, in the magnetite of the northwestern Adiron-
dacks indicates a temperature of formation of 475-
600°C (807-1110°F). The composition of alkali
feldspars in granite indicates a final consolidation
temperature of about 600°C (1110°F). A metamor-
phic calcite with 10% MgCOj3 forms at about 650°C
(1200°F); with 20%, at 830°C (1520°F).

Eutectics. When two or more minerals crystallize
simultaneously at a eutectic, a so-called eutectic
texture may be produced. However, it is difficult
to be certain that a natural intergrowth of miner-
als was produced by eutectic crystallization. There-
fore, this method has been little used thus far
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in geologic thermometry. It can be used in the
same way that melting points can, that is, to in-
dicate a temperature that cannot have been ex-
ceeded during crystallization of the assemblage.
Some eutectic temperatures of common minerals
are iron-nickel, 1435°C (2615°F); anorthite-diopside,
1270°C (2320°F); albite-nephelite, 1068°C (1954°F);
orthoclase-albite, 1070°C (1958°F); orthoclase-silica,
990°C (1814°F); quartz-orthoclase-albite, 937°C
(1719°F); silver-copper, 785°C (1445°F); chalcocite-
galena-argenite, 400°C (750°F); and sulfur-selenium,
100°C (212°F). Some of these temperatures are af-
fected markedly by volatile components of a magma.
They may be lowered hundreds of degrees by
1000 atm (101 MPa) or more of water vapor pres-
sure. See EUTECTICS.

Mineral assemblages. Certain types of mineral assem-
blages, such as eutectics and exsolution pairs, have
been discussed. Other types that do not belong to
one of these classes can also give indications of tem-
peratures of formation. These indications may be
based on syntheses, including hydrothermal experi-
ments, known stability ranges of the individual min-
erals of the assemblage, and effect of pressure (where
volatiles such as H,O and CO, occur).

For example, hydrothermal experiments have
shown that analcite forms at temperatures of about
100-380°C (212-716°F) under moderate water
vapor pressures, but in runs of the same composi-
tion albite forms above 380°C (716°F). Therefore,
in mineral assemblages that formed near the Earth’s
surface, that is, in cavities in volcanic rocks or shal-
low intrusions, the presence of analcite can be taken
to indicate formation temperatures below about
400°C (750°F) and the presence of albite to indi-
cate higher temperatures. Good crystals of potas-
sium feldspar (variety adularia) have been formed
hydrothermally at 245°C (473°F), and quartz crys-
tals have been formed down to about 200°C (390°F).
Well-formed crystals of these minerals, even in sed-
imentary rocks, indicate growth temperatures of at
least 100°C (212°F) and probably 200°C (390°F) or
higher.

Clay minerals can also be important indicators of
temperatures of formation. Their stability ranges are
affected by such factors as pH of the solutions, water
vapor pressure, and concentrations of constituent
cations in the solutions, but some useful generaliza-
tions can be made without quantitative evaluation of
these variables. Kaolin forms in acid solutions up to
about 350°C (660°F) if aluminum is high and potas-
sium is low, but when the pH is significantly above
7, montmorillonite forms from the same composi-
tions over the same temperature range. Coprecip-
itated gels of alumina and silica (neutral) produce
kaolin up to a little over 300°C (570°F), dickite at
about 345-360°C (650-680°F), and beidellite at 360-
390°C (680-730°F). See CLAY MINERALS.

Sepiolite and attapulgite are decomposed hy-
drothermally at temperatures at least as low as 200°C
(390°F); thus the presence of either of these in a min-
eral assemblage indicates temperature of formation
not over 200°C (390°F) and possibly below 100°C

(212°F). The lower limit of formation of these min-
erals is not known.

Similar experiments give analogous results for
other minerals and mineral groups. Sericite, for ex-
ample, forms at about 200-525°C (390-977°F) in
slightly basic to somewhat more acid solutions if alu-
minum and potassium are both high. Pyrophyllite
forms at about 300-500°C (570-1020°F) if aluminum
and potassium are both low. Serpentine cannot form
above about 500°C (930°F) even under very high
pressures of water vapor, and most varieties of chlo-
rite crystallize below 500°C (930°F). Muscovite is sta-
ble from about 400 to 800°C (750-1470°F) at pres-
sures likely to be involved in rocks formed at depths
small enough so they can be brought to the sur-
face by erosion. Phlogopite forms from about 800 to
1100°C (1470 to 2010°F) in the same pressure range.
Talc does not form above about 825°C (1510°F).

If two or more minerals have been formed in equi-
librium, it may be possible to narrow the temper-
ature range considerably. Though talc is stable at
temperatures up to 825°C (1510°F), and in equilib-
rium with enstatite at moderate pressures, the assem-
blage is stable only from about 670 to 800°C (1230
to 1470°F). Likewise, serpentine can form in equi-
librium with brucite only below 450°C (840°F) at
moderate pressures or below 400°C (750°F) at low
pressures.

So many mineral associations have been studied
with respect to conditions of formation that only a
few interesting examples can be mentioned in the
brief review below. They range from very low tem-
perature environments of clay minerals and carbon-
ates through hydrothermal mineral deposits to very
high temperature and pressure assemblages of kim-
berlites, peridotites, and other deep-seated rocks.

1. Low-temperature processes. (a) Montmoril-
lonite loses water at about 100°C (212°F) and
changes to a combination of mixed layer clay and
illite. (b) Heating acanthite below 177°C (350°F tem-
perature of inversion to the high-temperature form,
argentite) produces twinning, which is not, there-
fore, evidence for inversion from an original high
temperature form. (¢) Mineral assemblages in the
Green River evaporites, from invariant points and
such in equilibrium diagrams, seem to have formed
in the range of about 20-60°C (68-140°F). (d) Molar
sodium (Na), potassium (K), and calcium (Ca) in
natural waters indicate last equilibrium with rocks
at 4-340°C (39-640°F). (e) Concentrations of no-
ble gases in ground water indicate temperatures of
equilibrium with the atmosphere when the water
was on the surface; indicated temperatures are up to
63°C (145°F). Ratios of pairs of the gases [especially
xenon/neon (Xe/Ne) and krypton/neon (Kr/Ne)] ap-
pear to give better results than concentrations of in-
dividual gases, of which Xe and Kr appear to be the
best. (f) The glaucophane-lawsonite association indi-
cates temperatures approximately 200°C (390°F) and
pressures of approximately 8 kilobars (800 MPa).

2. Intermediate temperatures. The temperature
of inversion of low quartz increases 3.6°C for each
part per million (ppm) of Al accepted into the lattice.



Manganese:iron (Mn:Fe) ratios in wolframite indicate
that higher Mn varieties were formed at higher tem-
peratures and nearer the source of the mineralizing
solutions. Magnesium (Mg) and Fe in coexisting gar-
net and biotite indicate temperatures of formation of
300-610°C (570-1130°F) in a series of rocks studied.
Mg partition between staurolite and garnet in a se-
ries of metamorphic rocks suggests temperature of
formation to be 515-570°C (960-1060°F). Composi-
tions of coexisting muscovite and paragonite, inter-
preted from an experimental determination of the
muscovite-paragonite solvus, suggest a temperature
of formation of 550-570°C (1020-1060°F).

3. High temperatures. Numerous studies of min-
eral assemblages in kimberlites, lherzolites (diallage-
bronzite peridotite), and other mantle-derived rocks
and their included nodules have allowed workers to
assign values to the temperatures and pressures (and
therefore depths) of formation of these interesting
assemblages.

(a) Among those that have been used are the
following: Garnet-spinel (for example, 22 kilobars
or 2.2 GPa at 1240°C or 2260°F). High chromium
(Cr) spinels in kimberlite at 40-55 Kilobars (4.0-
5.5 GPa) and 950-1050°C (1740-1920°F). Volcanic
spinels at 5-10 kilobars (0.5-1.0 GPa) and 800-900°C
(1470-1650°F). Low-calcium clinopyroxenes (Cpx)
and calcic orthopyroxenes (opx) equilibrated at 7' >
1300°C. Cr-poor cpx and opx; T = 1025-1310°C
(1880-2390°F). Aluminum oxide (Al,O3) in equilib-
rium assemblage of cpx-pl-opx [for example, 9 kilo-
bars or 0.9 GPa and 900°C (1650°F); pl = plagio-
clase]. Nickel (Ni) partitioning between ol, opx, and
cpx in basalt; T (crystallization) = 1040°C (1900°F).
Fe and Mg in garnet-cpx pairs at 10-20 kilobars (1.0-
2.0 GPa); T = 700-1000°C (1290-1830°F). Garpy-
ol at 37-43 kilobars (3.7-4.3 GPa; py = pyroxene);
T=930-1230°C (1700-2250°F). Assemblage ol-cpx-
opx at 30 kilobars (3.0 GPa); T = 1575°C (2867°F).
Assemblage opx-cpx in xenoliths in kimberlite at
32 kilobars (3.2 GPa), T = 920°C (1690°F); at
47 kilobars (4.7 GPa), T = 1315°C (2399°F). Fe and
Mg in coexisting olivine pyroxene, up to 1440°C
(2550°F).

(b) Feldspars have been much used in geologic
thermometry. For example, the amount of the albite
molecule in plagioclase and coexisting alkali feldspar
has indicated temperature of extrusion of a quartz
trachyte to be about 1000°C (1830°F); crystalliza-
tion of quartz syenite, 100-700°C (1830-1290°F);
and late granite crystallization, 700-650°C (1290-
1200°F). Composition of plagioclase and coexisting
magma (glass) gives temperatures that are close to
those indicated by TiO; in coexisting iron oxide min-
erals, as does the two-feldspar geothermometer.

(o) Rare-earth-element partitioning among hy-
drous magma, amphibole, garnet, cpx, and opx has
been used to estimate temperature of crystallization
of a peridotite; also, the partitioning of the rare-earth
elements and major elements in cpx has been used
to estimate the temperature of crystallization of a
spinel peridotite.

(d) Distribution of an ion between two inequiv-
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alent cation lattices can be used to indicate tem-
perature of formation, if pressure can be estimated
independently. With three mineral lattices, both tem-
perature and pressure can be estimated. Epidote, bi-
nary pyroxene and amphibole solid solutions, alu-
minum silicate (Al,SiOs) polymorphs, and feldspars
are among the minerals that should be most useful
with this technique.

(e) Distribution of magnesium oxide (MgO) be-
tween phenocrysts of pyroxene and olivine in basalt,
and glassy inclusions in the phenocrysts, has been
used to estimate temperature of formation of the
phenocrysts. Better results can be obtained if there
are glassy inclusions in phenocrysts of feldspar that
formed at the same time as the others.

Inclusions. When one mineral is included in another
during crystallization and the association is cooled
to room temperature, stresses develop in the mineral
grains. By determining conditions under which rela-
tive compression between host and inclusion is elim-
inated, conditions of formation can be estimated.

Electrochemical methods. A cell is made using pairs of
minerals that apparently formed in equilibrium and
the temperature is varied until electromotive force
(emf) = 0. This method has the advantage that it
is not necessary to determine compositions or cell
dimensions or to do other tedious experiments. See
ELECTROMOTIVE FORCE (CELLS).

Fossil assemblages. By determining the temperatures
of the water in which certain types of organisms
grow, it is possible to infer the temperature of the
water at the time that strata containing fossils of
the same species, or perhaps closely similar species,
were laid down. This method has been confined to
differentiation between cold- and warm-water assem-
blages, but as more information is obtained about
temperatures at which certain species lived, it should
be possible to assign temperature ranges to the water
in which the formations containing them were laid
down.

Properties dissipated by heating. Properties such as ther-
moluminescence, radiation colors, and metamictiza-
tion, which are exhibited by many minerals (and
thermoluminescence by some rocks), are dissipated
by heating. Most thermoluminescence is dissipated
below 250°C (480°F), although a few materials have
been reported which retain some capacity for ther-
moluminescence up to about 500°C (930°F). Like-
wise, most radiation colors in minerals are dissipated
below 300°C (570°F), but in a few they persist up to
500°C (930°F) or higher.

Metamictization is the destruction of the regular
internal structure of a mineral produced by ema-
nations from contained radioactive elements. The
metamictization of minerals can be dissipated and
the original structure restored by heating them to
about 450-900°C (840-1650°F), depending upon
the mineral and rate and time of heating. See META-
MICT STATE.

Fission tracks are another feature that can be an-
nealed out by heating. This is important because of
the effect it can have on fission track dating. For ex-
ample, the fission track age of a rock from diopside
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and zircon was 4.5 x 10® years, but from sphene,
hornblende, and apatite, it was 7 x 106 years. Orig-
inal solidification and cooling took place at 4.5 x
108 years. There was a later reheating, 7 x 10° years
ago, to a temperature greater than 600°C (1110°F)
but less than 700°C (1290°F) which erased tracks in
sphene (600°C or 1110°F) and hornblende and ap-
atite (450°C or 840°F) but not in diopside (825°C
or 1520°F) or zircon (700°C or 1290°F). Some min-
erals and temperatures at which tracks are erased
are as follows: silica glass (650°C or 1200°F), tektites
and pigeonite (525°C or 980°F), enstatite and hypers-
thene (475°C or 890°F), muscovite (450°C or 840°F),
and phlogopite (375°C or 710°F). See FISSION TRACK
DATING.

Possession of these properties by minerals does
not mean that they were formed at temperatures
lower than those at which the properties are dissi-
pated, but that they have not been heated to higher
temperatures since the properties were acquired.
In deducing the thermal history of such materials,
therefore, the problem of when the property was
acquired becomes important.

Crystallography. The generalization has been made
that crystals grown at relatively low temperatures
are likely to be simple in habit; those grown at high
temperatures, complex. The composition and pH of
the solution, presence of impurities, rate of growth,
and other factors can also affect crystal habit.

Potassium feldspar is a good example of the change
of crystal habit with temperature of formation. Phe-
nocrysts of potassium feldspar in porphyrites (800°C
or 1470°F+) are dominated by base, clinopinacoid,
and orthodomes, giving crystals elongate parallel to
the a axis. Crystals in pegmatites (500°C or 930°F+)
are elongate parallel to the ¢ axis and are dominated
by (010), (001), and (110). In high-temperature veins
such as those of the Alps (350°C or 660°F+), the
(110) form becomes more prominent and the crys-
tals are simpler. In very low-temperature veins the
potassium feldspar is adularia (150°C or 300°F+), and
only the two forms (110) and (101) remain, so the
crystals are as simple as possible. Other examples
are quartz, calcite, and fluorite. See CRYSTAL STRUC-
TURE.

Liquid inclusions. Minerals crystallizing from aqueous
solutions commonly have imperfections that retain
samples of the solution as liquid inclusions in the
final crystals. When the crystal cools, the solution
contracts, and a vapor bubble appears in each liquid
inclusion. By heating plates of the mineral on a heat-
ing stage on a microscope and determining the tem-
perature at which the solution just fills the cavities,
it is possible to estimate temperature of formation if
the pressure at formation was essentially the same as
the vapor pressure of the solution. For significantly
higher pressures, it is necessary to estimate what the
pressure was and apply a correction.

The following necessary assumptions appear to be
justified in most, if not all, cases. (1) The inclusion
cavities were just filled with fluid under the temper-
ature and pressure prevailing during crystallization.
(2) Change of volume of the mineral itself is not

significant. (3) Changes in volume and concentra-
tion brought about by deposition of material during
cooling are such as not to affect the result. (4) Pri-
mary and secondary liquid inclusions can be distin-
guished under the microscope. (5) There has been
no leakage from or into the inclusions. (6) The liquid
is an aqueous solution containing no carbon diox-
ide or other gas in large concentration. (7) Pressure-
volume-temperature relations are near enough to
those of pure water or chloride solutions that have
been studied so that no serious errors are introduced
by using the available data.

Temperature ranges that have been estimated
by this method for some common vein and peg-
matite minerals are as follows: calcite, 40-362°C
(100-684°F); sphalerite, 75-275°C (170-527°F); flu-
orite, 83-350°C (181-660°F); vein quartz, 100-
440°C (212-824°F); pegmatite quartz, 200-530°C
(390-990°F); and topaz, 275-500°C (527-930°F).

Behavior of organic material. Organic compounds
are generally more sensitive to thermal changes than
are inorganic ones. Therefore, when they are heated
in nature, even to moderate temperatures, character-
istic changes take place that can be used to estimate
the temperatures to which various kinds of organic
matter have been exposed. Persistence of organic
compounds indicates that the temperature of the en-
vironment to which they have been exposed has not
been above the temperature at which they decom-
pose at a rate significant with respect to duration of
their burial.

Degree of condensation, loss of volatiles, ther-
mal stability of individual compounds, and other fac-
tors have been used as indications of temperatures
reached. For example, temperatures of condensa-
tion to asphalt, bernalite, carbonite, and so on have
been estimated to range from about 30 to 370°C (90-
700°F). In general, mostly water is lost from coal up
to about 100°C (212°F); CO, and hydrogen sulfide
(H,S) are given off to about 350°C (660°F); methane
(CHy), ammonia (NH3), and some hydrogen (H,) to
800°C (1470°F); above 800°C (1470°F), mostly hy-
drogen. “Degree of coalification” (concomitant with
loss of volatiles) and reflectance of vitrinite have also
been used to estimate temperatures of formation of
coal. See COAL.

Colors developed in conodonts indicate the de-
gree of heating that the sediments containing them
have undergone, ranging from pale yellow through
brown to black with heating to 350°C+ (660°F=).
Higher temperatures dissipate the dark colors, and
a temperature of 950°C (1740°F) for several hours
makes the conodonts almost clear.

Logs on the Colorado Plateau have been coal-
ified at about 125°C (247°F). In coal formed at
4000 m (2.5 mi) depth (=165°C or 329°F), vitri-
nite reflectance approaches 4%, and the coal retains
about 4% of volatiles. At 5% reflectance, volatile con-
tent approaches zero.

Carboxyl groups of porphyrins remain in petro-
leum at temperatures lower than 200°C (390°F).
Amino acids can be used in the same way in some fos-
sils. Melting points of bitumens indicate maximum



temperatures for their formation. Fractionation se-
ries near dikes and veins give thermal gradients on
a relative scale. Chemical processes such as hydro-
genation, elimination of oxygen or nitrogen, car-
boxylation, and so forth, indicate exposure to in-
creased temperature.

Most of the processes affecting organic mate-
rials are time-dependent as well as temperature-
dependent, and some of them are pressure-
dependent as well. Therefore, although relative
temperatures can usually be indicated, it may be dif-
ficult or impossible to suggest absolute temperatures
unless time or pressure or formation, or both, can be
approximated. Earl Ingerson

Isotopic Methods

The stable isotopes of many light elements, including
H, C, O,and S, are not uniformly distributed in natural
substances. The '®0/'°O ratio, for example, ranges
from 0.00188 in Antarctic ice, through 0.00200 in
ocean water, to 0.00206 in limestone. Relative to
ocean water, the reference standard for oxygen, the
limestone is 3% or 30%o enriched in the heavy iso-
tope. Such variations are caused by both equilibrium
and kinetic processes. Equilibrium fractionations are
temperature-dependent and can therefore be used as
thermometers.

H. Urey suggested in 1947 that the partitioning
of oxygen isotopes between calcite and water could
be used to determine the temperature at which a
marine carbonate fossil was precipitated in the geo-
logic past. Largely as a result of this suggestion, sev-
eral hundred laboratories throughout the world are
now equipped to undertake research in stable iso-
tope geochemistry. Spectacular achievements of this
research have been made in the field of paleoclima-
tology, and understanding of igneous, metamorphic,
sedimentary, and hydrothermal processes has also
advanced enormously.

Calibration of isotopic thermometers. Isotopic frac-
tionations among phases at equilibrium arise from
the influence of isotopic mass on the vibrational fre-
quencies of solids and on the vibrational-rotational
frequencies of molecules. Fractionation of the iso-
topes among molecular species can be calculated
from spectroscopic data, using methods of statisti-
cal mechanics, but the effects for crystals and lig-
uids are difficult to calculate accurately. Experimen-
tally determined fractionations, generally considered
more reliable than those calculated from spectro-
scopic data, are obtained by analyzing the isotopic
compositions of coexisting phases that have been
thoroughly equilibrated at known temperatures in
the laboratory. After this has been accomplished, the
isotopic thermometer is said to be calibrated (Figs. 1
and 2). See STATISTICAL MECHANICS.

In most cases, isotopic fractionation between
phases increases with decreasing temperature, and
statistical mechanics predicts zero fractionation at
infinite temperature. Pressure does not significantly
affect the equilibrium distribution of isotopes among
most substances, because the net volumetric effects
of isotopic substitutions are typically negligible. Re-

Geologic thermometry 27

T, °F

1600

20

plagioclase Angg

400 800 1200
\ \ \

1000 In o

biotite
olivine
ilmenite

magnetite

0 200 400 600
T,°C

800 1000

Fig. 1. Equilibrium oxygen isotope fractionations between several important rock-
forming minerals and plagioclase feldspar (Ang). Minerals with the highest values have
the strongest tendency to concentrate 0. The fractionations between different minerals
are largest at low temperatures. (Modified from I. Friedman and J. R. O’Neil, Compilation
of stable isotope fractionation factors of geochemical interest, U.S. Geol. Surv. Prof. Pap.

440-KK, 1977)

searchers have noticed that high pressures increase
the rate of isotopic exchange in hydrothermal ex-
periments and thereby facilitate the attainment of
equilibrium between phases.

The requirements for a reliable temperature de-
termination are that isotopic equilibrium was orig-
inally attained in the natural system at the time of
crystallization or formation; that a suitable isotopic
thermometer has been calibrated under known labo-
ratory conditions; and that the original isotopic com-
position of the natural material has been preserved
throughout its subsequent history. Unfortunately, the
more readily equilibrium is attained in the labora-
tory, the less likely it is to be “frozen in” and subse-
quently preserved in natural materials. In fact, natu-
rally occurring mineral assemblages probably could
not retain their initial isotopic compositions over ge-
ologic time, were it not for their tendency to be
coarser-grained and to be more dehydrated than sam-
ples equilibrated in hydrothermal laboratory experi-
ments.

Terminology. The § value is defined as the per mille
(%o0) difference in isotopic ratios between a sample
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and a standard as shown in Eq. (1), where R, is

R, — R, ,
85, = (Ait“) x 10° 1¢))

std

the ratio of deuterium to hydrogen (D/H), carbon-
13 to carbon-12 (3C/!2C), oxygen-18 to oxygen-16
(180/1°0), or sulfur-34 to sulfur-32 (*¥$/32S) in sub-

magnetic
analyzer

N\
N >
N AN N
source 45 46
collector

Fig. 3. A modern isotope-ratio mass spectrometer can analyze several different gases,
and some can analyze samples as small as 100 micrograms or less. Modern mass
spectrometers can be optimized for many different analytical purposes, but practically all
rely on the traditional use of a magnetic field to effect the separation of ions having
different charge to mass ratio. This MAT 252 spectrometer is set up to ionize and
accelerate either hydrogen gas or carbon dioxide gas, separate the gas into distinct
beams representing the different isotopic species (H, or HD; or masses 44, 45 and 46 for
CO0,), and then precisely compare the intensities of the different mass beams. (After R. E.
Criss, Principles of Stable Isotope Distribution, Oxford University Press, 1999)

stance A. The standard for hydrogen and oxygen iso-
topes is standard mean ocean water (SMOW). Cal-
cite from a fossil belemnite known as PDB is used
as a standard for both oxygen and carbon isotopes.
Troilite from the Canyon Diablo meteorite is the stan-
dard for sulfur isotopes.

The isotopic fractionation factor between sub-
stances A and B is defined as wa g = Rs/Rp, a
quantity that is related to the equilibrium constant
of an isotopic exchange reaction. An example is
D/H exchange between hydrogen gas and water
[reaction (2)].

HD + H,0 = H, + HDO 1)

The per mille fractionation, 10° In o,g, is ap-
proximately equal to §, — 85 or A,_p, which for
reaction (2) is the difference between the §D values
of the water and the hydrogen gas.

Analytical techniques. The element to be isotopi-
cally analyzed is quantitatively extracted from the
sample and converted to a gas such as hydrogen (Hy),
carbon dioxide (CO,), or sulfur dioxide (SO,). The
gas is then introduced into a special mass spectrom-
eter designed to simultaneously collect two or more
ion beams differing in mass per unit charge, such
as [HD]+ and [H2]+, or [12C160180]+’ [13C160160]+,
and ['2C'°O'°0O]*. Electronic comparison of the ion-
beam currents yields the desired isotopic ratio to a
precision of +0.5%o for H, or £0.05%o for carbon (C),
oxygen (O), and sulfur (S) [Fig. 3].

Many techniques can be used to obtain a gas from
a sample for analysis by mass spectrometry. Exam-
ples are hydrogen extracted from water by reaction
with hot zinc, chromium, or uranium metal; carbon
dioxide obtained from carbonates by reaction with
phosphoric acid (H;PO,) at a fixed temperature; or-
ganic compounds combusted to CO,; oxygen liber-
ated from silicates and oxides by reaction with hot
fluorine (F») or bromine pentafluoride (BrFs); and
sulfides ground with copper(D) oxide (Cu,O) and
heated to produce SO,. More recent developments
include the ability to ablate and analyze microscopic
samples using laser or ion microprobes, the analy-
sis of tiny gas samples that are introduced as pulses
into a stream of helium that continuously flows into
the mass spectrometer, or using mass spectrometers
that are directly interfaced with gas chromatographs
or other analytical equipment to analyze isotopes of
various compounds in complex mixtures. See MASS
SPECTROMETRY.

Igneous rocks. Partitioning of oxygen isotopes
among minerals at igneous temperatures can be stud-
ied (Fig. 4). The tendency of many minerals to con-
centrate the heavy isotope can be represented by B,
the coefficient in Eq. (3), where ayp is the equilib-

B x 10°
1000 Inayp = T (6))
rium fractionation factor between the mineral and
plagioclase (Angy), and T is absolute temperature.
The temperatures at which igneous rocks crystal-
lize can be estimated from experimental petrology
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and direct observation, so isotopic thermometry is
not especially valuable for this particular applica-
tion. Crystal-melt fractionations are generally small
and produce only small isotopic variations during
igneous differentiation, unless crystallization is ac-
companied by assimilation of the wall rock.

Subsolidus exchange. Surprisingly, numerous de-
partures from oxygen isotopic equilibrium have
been noted in igneous rocks, and these provide
far more interesting information about their gen-
esis than does the isotopic thermometry of their
crystallization. Plutonic rocks commonly show ev-
idence of subsolidus isotopic exchange between co-
existing minerals, produced during slow cooling.
A good example is presented by the plagioclase-
ilmenite fractionations of about 5%o in rocks from the
Labrieville anorthosite, indicating a temperature of
600°C (1110°F) that is much lower than the crystal-
lization temperature of 1100°C (2010°F). In plutonic
rocks with many minerals, slow cooling will typically
result in disequilibrium fractionations that would in-
dicate inconsistent isotopic “temperatures” for var-
ious mineral pairs, which are all significantly lower
than the crystallization temperature.

Rocks that have been altered with infiltrating flu-
ids typically display even more profound departures
from isotopic equilibrium. In contrast with slow
cooling, which merely causes the redistribution of
oxygen isotopes within the rock, fluid infiltration
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conveys exotic oxygen into the rock and thereby
can change the overall heavy isotope concentration.
Thus, slow cooling can produce large, disequilib-
rium, fractionation factors as some minerals gain
oxygen-18 at the expense of other minerals that lose
oxygen-18, but fluid infiltration can cause all the min-
erals in the rock to become either richer or poorer
in oxygen-18, mostly depending on the composition
of the fluid. Proof that such fluid-rock interactions
have occurred is therefore recorded in steep, posi-
tive slopes on plots where the delta values of one
mineral in a rock are plotted directly against those of
another mineral (Fig. 5).

Isotopic studies of several igneous provinces have
revealed widespread depletion of 80 and deuterium
(D) in the upper crust due to interaction with
circulating geothermal waters of meteoric origin.
Such investigations have shown that the order of in-
creasing resistance to hydrothermal '®0 exchange is
feldspar-biotite-pyroxene-magnetite-quartz. This hi-
erarchy helps explain the steep slopes of the altered
rock suites in Fig. 5, and indicates that the frequently
used quartz-magnetite isotopic thermometer is rel-
atively resistant to hydrothermal alteration. See IG-
NEOUS ROCKS.

Large oxygen isotope variations discovered in
mantle-derived eclogitic xenoliths in kimberlite
pipes were originally attributed to crystal-melt frac-
tionation at high pressure. However, it is now re-
alized that the eclogites represent ancient oceanic
crust that experienced isotopic exchange with con-
vecting seawater at a spreading ridge. Oceanic crust
has thus descended to depths of over 60 mi (100 km)
and eventually has returned to the surface as frag-
ments in volcanic eruptions. Some of the associated
diamonds may represent organic carbon. See ECLOG-
ITE.

Metamorphic rocks. Regularities in the oxygen iso-
tope fractionations among coexisting quartz, pla-
gioclase, pyroxene, garnet, rutile, ilmenite, and
magnetite in regionally metamorphosed rocks sug-
gest that these minerals commonly reached equilib-
rium at the maximum metamorphic temperatures
attained, and preserved their isotopic compositions
during subsequent retrograde cooling. Isotopic anal-
yses of these minerals have yielded temperatures of
metamorphism that are consistent with petrologic
estimates. However, confidence in isotopic geother-
mometry is justified only when several mineral pairs
provide concordant temperatures.

Isotopic thermometry indicates that lizardite-
rich serpentinites formed at temperatures below
100°C (212°F), antigorite serpentinites at 200-400°C
(370°-1020°F), glaucophane schists at 200-550°C
(390-1020°F), garnet-grade schists at 450-500°C
(390-750°F), and sillimanite schists and eclogites at
500-600°C (930-1110°F).

In addition, carbon and sulfur isotope fractiona-
tions have been applied to metamorphic thermome-
try. The concentration of '3C into calcite relative to
graphite is useful in marbles; the partitioning of S
among sulfide minerals is useful in metamorphosed
ore deposits. See METAMORPHIC ROCKS.
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Geothermal waters. Oxygen isotope fractionations
between water and dissolved sulfate from deep bore-
holes have yielded isotopic temperatures in reason-
able agreement with the maximum measured tem-
peratures in the geothermal reservoirs at Wairakei,
New Zealand; Otake, Japan; and Larderello, Italy. The
rate of isotope exchange between water and dis-
solved sulfate is sufficiently rapid to assure isotopic
equilibrium in all reservoirs of significant size having
temperatures above 140°C (280°F).

The rate of isotopic exchange is sufficiently slow,
however, that no significant reequilibration is ex-
pected when geothermal waters ascend and escape
to the surface via natural hot springs of significant
flow rate. Unfortunately, the isotopic compositions
of spring waters can be altered by boiling or dilu-
tion with near-surface waters. Surface meteoric wa-
ters usually contain less 0 because they have not
undergone the isotopic exchange with hot rocks ex-
perienced by deep geothermal waters. Boiling tends
to increase both %0 and D in the residual waters.
Furthermore, oxidation of hydrogen sulfide can con-
tribute sulfate to spring waters and thereby alter
their sulfate compositions. Despite these difficulties,

subsurface reservoir temperatures can be estimated
from spring water isotopic analyses if appropriate
corrections are made for boiling, dilution, and oxi-
dation as indicated by chemical analyses. In this man-
ner, the temperature of the deep reservoir at Yellow-
stone National Park (Wyoming, Montana, Idaho) has
been estimated to be 360°C (680°F).

An additional isotopic thermometer that has been
applied to geothermal systems is the partitioning of
13C between carbon dioxide and methane.

Hydrothermal ore deposits. Although the majority
of stable isotope studies of ore deposits are motivated
by a desire to elucidate the origins of hydrothermal
fluids, isotopic temperatures have also been obtained
for several deposits. Sulfur isotope fractionations be-
tween coprecipitated sphalerite and galena in Prov-
idencia, Mexico, have yielded temperatures that are
usually within 20°C (68°F) of the filling tempera-
tures of associated fluid inclusions. A similar investi-
gation of the Darwin lead-zinc replacement ores in
California yielded reasonable isotopic temperatures
ranging from 380°C (720°F) to 270°C (520°F). How-
ever, the wide range of sulfur isotope fractionations
observed in low-temperature Mississippi Valley-type
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deposits indicates that isotopic equilibrium may not
occur in these deposits.

The effects of variations in H,S/SO3~ ratio (or oxy-
gen fugacity) on the isotopic compositions of hy-
drothermal minerals can be modeled (Fig. 6). It
is clear that the oxidation of H,S to SO5~ in a hy-
drothermal solution will have a profound influence
on the sulfur isotope compositions of minerals form-
ing from it. The consequent large isotopic variation
observed in some deposits complicates the applica-
tion of isotopic thermometry. See FUGACITY.

Sulfate-sulfide isotope fractionations in the meta-
morphosed Balmat-Edwards lead-zinc district, New
York, indicate temperatures of about 620°C (1150°F)
near the peak temperature of metamorphism. How-
ever, pyrite-sphalerite and sphalerite- galena fraction-
ations indicate temperatures of 390°C (730°F) and
325°C (617°F), respectively. These are probably spu-
rious temperatures caused by isotopic exchange dur-
ing retrograde cooling.

Exceptionally large oxygen isotope differences
have been observed between calcite and uraninite
in hydrothermal veins. The § values of calcite and
uraninite in the Martin Lake mine, Saskatchewan, are
+16.8 and —30%o, respectively. It is not clear if these
values reflect a very large equilibrium fractionation,
or deposition of the uraninite from isotopically light
meteoric waters. Paleoclimate information has been
gleaned from the isotopic composition of meteoric
water trapped as fluid inclusions in epithermal fluo-
rite from Idaho. See ORE AND MINERAL DEPOSITS.

Paleoclimates. The development of isotopic meth-
ods for determining the ancient temperatures at
which fossil shells were grown has vastly increased
understanding of the thermal history of the Earth’s
surface. The possibility of using that knowledge to
predict the future course of climate is stimulating
much research.

Geologic thermometry

The most widely used isotopic thermometer is the
fractionation of oxygen isotopes between the calcite
shells of microscopic foraminifera and ocean water
(Fig. 7). Isotopic variations exist for fossil plank-
tonic foraminifera from Caribbean sediments dur-
ing the past 730,000 years (Fig. 8). Seasonal varia-
tions are averaged out in such data because tens of
individual shells are picked for each analysis from
a section of sediment core representing hundreds
of years of accumulation. If the isotopic composi-
tion of seawater were constant through time, the
180100 ratio of a fossil shell grown at equilibrium
would depend only on its mean temperature of de-
position. This is not the case because periodic ac-
cumulations of ®O-depleted continental ice during
the Pleistocene caused corresponding enrichments
of 180 within the oceans, thus enhancing the isotopic
contrast between glacial and interglacial biogenic
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calcium carbonate. This ice-volume influence dur-
ing the past few glacial cycles can be estimated from
analyses of benthic foraminifera that grew under
consistently frigid temperatures. Seawater variation
during the Pleistocene accounts for most of the
1.8%o fluctuation in isotopic composition observed
in planktonic foraminifera from tropical ocean sedi-
ments.

Isotopic analyses of benthic foraminifera from pre-
Pleistocene sediments reveal variations in excess of
possible ice-volume effects. Furthermore, the con-
trast between benthic and planktonic analyses is less
in pre-Pleistocene sediments, presumably because
deep water was warmer in preglacial times. Deep-
sea temperatures were about 15°C (27°F) warmer
50 million years ago. Rapid, 1-part-per-million
increases in the !0 compositions of benthic
foraminifera 35 and 15 million years ago probably in-
dicate the initiation (temperature effect) and growth
(ice-volume effect) of the Antarctic ice sheet, respec-
tively. See CENOZOIC; PLEISTOCENE.

The recorded climatic cycles (Fig. 8) have led to
several explanatory hypotheses. Statistical analysis
has shown that a part of the variance in the climatic
record is concentrated in three spectral peaks with
periods of 100,000, 41,000, and 23,000 years. These
closely match the periods of the Earth’s orbital ec-
centricity, obliquity, and precession. This evidence
supports the Milankovitch theory, which predicts ex-
tensive glaciation in the Northern Hemisphere a few
thousand years in the future.

Orbital influences on solar radiation may not be
the only cause of Pleistocene climate swings. For ex-
ample, fluctuations in the carbon dioxide concentra-
tion in the atmosphere may also affect climate. Avail-
able data show an excellent correlation between the
carbon dioxide trapped in Antarctic ice and the tem-
perature variations derived from hydrogen isotope
variations in the ice (Fig. 9). Heavy isotopes of hy-
drogen and oxygen are highly depleted in Antarc-
tic snow because they preferentially “rain out” of
air before it reaches the Antarctic interior. In addi-
tion, the abundances of these isotopes in precipita-
tion correlate with air temperature. The mechanisms
controlling atmospheric carbon dioxide concentra-
tion are complex and include ocean-atmosphere ex-
change, ocean mixing, biological productivity, vol-
canism, weathering, and fossil-fuel combustion.

In order to extend isotopic thermometry to Pre-
cambrian oceans, it is necessary to analyze materi-
als that are less amenable than calcite to postdepo-
sitional isotopic exchange with circulating waters.
Chert is considered the most suitable candidate for
this role. The cherts that exhibit the highest §'%0 val-
ues within each age group are considered to be the
most pristine; the other cherts have probably expe-
rienced isotopic exchange with adjacent rocks, with
waters at elevated temperatures, or with isotopically
light meteoric waters. The involvement of meteoric
waters can be ascertained by means of D/H analyses
of hydroxyl groups that are incorporated into the
cherts.

There are three competing explanations of the
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Fig. 9. Graphs showing correlation between carbon dioxide
trapped in ice and inferred temperature variations. Curve A:
hydrogen isotope profile in Vostok core, Antarctica
[deuterium (D) per mille versus standard mean ocean water
(SMOW)]. Curve B: temperature profile (relative to modern
temperature) derived from curve A after correcting for
isotopic changes in seawater derived from curve C. Curve
C: oxygen (O) isotope changes in seawater derived from
analyses for foraminifera. Curve D: carbon dioxide (COy)
content of air trapped in ice (with uncertainty bands). (After
C. Lorius et al., Antarctic ice core: CO, and climatic change
over the last climatic cycle, EOS, 69:681-684, 1988)

trend toward higher §'%0 values with decreasing age.
The first assumes fairly uniform temperatures and a
progressive enrichment of 0 in ocean water over
geologic time. The second assumes that the 0 con-
tent of ocean water is nearly constant over time be-
cause it is buffered by seawater-basalt interactions
at 200-300°C (390-570°F) along axes of sea-floor
spreading. The chert trend can then be interpreted
in terms of progressive cooling of the Earth’s sur-
face temperature over time, with the climate being a
steamy 70°C (160°F) about 3.4 billion years ago. The
third possibility is that the ancient chert has not pre-
served its original isotopic composition. See CHERT;
PALEOCLIMATOLOGY. G. Donald Garlick; Robert E. Criss
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1
Geologic time scale

An ordered, internally consistent, internationally rec-
ognized sequence of time intervals, each distinct in
its own history and record of life on Earth, including
the assignment of absolute time in years to each geo-
logic interval. The geologic time scale (see table) has
two essential components: a relative scale, consist-
ing of named intervals of geologic history arranged
in chronologic sequence from oldest (bottom) to
youngest (top); and a numerical (or absolute) time
scale, providing estimates of absolute ages for the
boundaries of these intervals.

Relative time scale. The essential principles and
concepts needed to develop a relative time scale
for the Phanerozoic Eon (see table) had been rec-
ognized by the end of the eighteenth century. The
principle of original horizontality implied that sed-
iments, which eventually were lithified into sedi-
mentary rocks, accumulated as essentially horizontal
layers. The principle of superposition implied that
in any undisturbed sequence of layered rocks the
oldest layer was always on the bottom; hence, the
bottom-to-top ordering of the geologic time scale.
Uniformitarianism embodied the hypothesis that an
understanding of modern geologic processes, such
as weathering, erosion, and deposition of sediment,
could be used to interpret the record of ancient
processes, even though it is only partially com-
plete. Igneous rocks, such as granites, were convinc-
ingly demonstrated to have been originally molten
(magma) and were thus younger than any host rock
into which the magma was injected. A conglomer-
ate, very coarse detrital sedimentary rock, is younger
than any of the pebbles or boulders contained within
it. This is the principle of components. The applica-
tion of these principles and concepts clearly demon-
strated that the Earth had an unequivocally long his-
tory and facilitated interpretations about virtually all
geologic materials formed as well as the determina-
tion of relative ages of different rocks, where con-
tinuously exposed. In addition, they were used to
aid in correlating sequences of rocks by determin-
ing the comparable ages of rocks that were widely
separated geographically. See CONGLOMERATE; DEPO-
SITIONAL SYSTEMS AND ENVIRONMENTS; EROSION; IG-
NEOUS ROCKS; WEATHERING PROCESSES.

Faunal succession. The problem of stratigraphic
correlation was resolved through faunal succession,

Geologic time scale

Geologic time scale
EON
ERA Age at beginning
Period [system] of interval, in  Interval length,
Epoch [series] million years  in million years
PHANEROZOIC
CENOZOIC 65
Quaternary (Q)* 1.8
Recent 0.01 0.01
Pleistocene 1.8 1.79
Tertiary (T) 65 63.2
Pliocene (Tpl) 5.3 3.5
Miocene (Tm) 23.0 17.7
Oligocene (To) 33.9 10.9
Eocene (Te) 55.8 21.9
Paleocene (Tp) 65.5 9.7
MESOZOIC 251 185.5
Cretaceous (K) 145.5 80
Jurassic (J) 199.6 54.1
Triassic (Tr) 251 51.4
PALEOZOIC 542 291
Permian (P) 299 48
Carboniferous 359.2 60.2
(M,P)
Devonian (D) 416 56.8
Silurian (S) 443.7 27.7
Ordovician (O) 488.3 44.6
Cambrian (C) 542 53.7
PRECAMBRIAN
PROTEROZOIC 2500 1958
LATE 2 1000 458
(Neoproterozoic)
Ediacaran 630 88
Cryogenian 850 220
Tonian 1000 150
MIDDLE (Y) 1600 600
(Mesoproterozoic)
EARLY (X) ~2500 900
(Paleoproterozoic)
ARCHEAN 3600
LATE (W) 2800 300
MIDDLE (U) 3200 400
EARLY (V) >3600 >400
*In parentheses are the symbols for the periods and epochs used
on geologic maps and figures in North America, as well as other parts
of the world.
TLLetter designations of Precambrian age intervals are used by the
U.S. Geological Survey.

established by the British civil engineer William
Smith in the early 1800s. Smith collected fossils
across southern England and Wales. His observa-
tions showed that specific sequences of sedimentary
rocks had a characteristic fossil content and that the
fossils typical of a succession of layers were always
found in a predictable order. If he found a fossilifer-
ous layer in a new area, he could predict the fossils
that would be found in younger or older layers. Using
the principles of faunal succession and superposi-
tion, Smith was able to establish the sequence of sed-
imentary rocks over much of England and to produce
the first regional geologic map, which showed the
areal distribution of distinctive assemblages of rocks
of different relative ages. The principle of faunal
succession also permitted the correlation of British
sedimentary rocks with sections in western Europe
and ultimately with rocks worldwide. This was the
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Geologic time scale

foundation of historical geology. See FOSSIL; GEOL-
OGY; INDEX FOSSIL.

Correlation. The recognition that the fossil record
was uniquely ordered through time, and that distinc-
tive fossil assemblages within this orderly sequence
could be used to determine approximate contem-
poraneity (the principle of correlation) among sed-
imentary rocks from different areas, allowed the
major components of the relative geologic time scale
to be compiled. Sequences of rocks with particu-
lar faunal and lithologic characteristics were given
names reflecting either distinctive features or the ge-
ographic areas where they were best expressed. Ex-
amples include the coal-bearing sequences of Eng-
land (Carboniferous), the prominent chalk cliffs of
Dover (Cretaceous) [creta is Latin for chalk], and the
rocks and fossils that lay below the Carboniferous
and were particularly well exposed in the Devon area
of southwest England (Devonian).

Distinctive sequences of sedimentary rocks and as-
sociated faunal assemblages soon became formalized
as systems, and the time interval they represented be-
came periods. Because sequences often contained
considerable thicknesses of rocks and there were se-
quential differences in the faunal successions within
them, they were divided into smaller intervals char-
acterized solely by their faunas. The primary divi-
sions, often simply designated as lower, middle, and
upper, were later given formal names as series. Se-
ries were further divided into stages, which were
subdivided into zones.

Because the fundamental principles of historical
geology developed in England and rapidly spread to
western Europe, almost all names from the major
rock sequences that make up the relative geologic
time scale had their origin in Europe. Ultimately,
the principle of faunal succession facilitated corre-
lation of rocks of Carboniferous, Cretaceous, and
Devonian ages, and for many of the series, stages,
and zones within them, in many parts of the world.
In many cases, different local sequences of series,
stages, and zones had been developed and, at least
tentatively, named. A proliferation of named strati-
graphic sequences led to the need for some interna-
tional standardization of nomenclature. This process
started at the first International Geological Congress
in the late 1800s, and the sequence of systems, al-
though lacking approximate absolute ages for their
boundaries, was established by the end of the nine-
teenth century. Stabilization of international nomen-
clature for intervals within systems, and more ac-
curate definition of the ages of interval boundaries,
is an ongoing process that is the responsibility of
working groups and subcommissions of the Interna-
tional Commission on Stratigraphy. See SEDIMENTARY
ROCKS; STRATIGRAPHIC NOMENCLATURE.

Absolute time scale. Absolute age determinations
involve estimating the absolute age of formation of
geologic materials or the absolute age of a specific
process that affected the materials. A better under-
standing of the regional history and relative ages of
igneous and metamorphic rocks, and how igneous
or metamorphic events compared in time with the

deposition of sedimentary sequences, was made pos-
sible with the discovery of radioactivity in the late
nineteenth century and the recognition that sev-
eral important rock-forming minerals contained el-
ements with radioactive isotopes. Demonstrated in
the early twentieth century, isotopic age dating of ge-
ologic materials assumes that in a chemically closed
system (such as a mineral grain in an igneous or
metamorphic rock that has not experienced further
metamorphism, melting, chemical weathering, or
mechanical fracturing after grain growth) the decay
products of radioactive isotopes of elements (such
as potassium, uranium, thorium, or rubidium) that
are found in sufficient abundance in particular min-
erals will be retained in the mineral grain below a
specific, narrow range of isotopic blocking temper-
atures. The isotopic blocking temperature range is
dependent on mineral structure, mineral grain size,
and rate of thermal cooling. Once the rate of decay
of a particular radioactive isotope (parent) has been
determined, the ratio of the remaining parent to its
daughter decay products retained in a closed system
will provide an estimate of the numerical (absolute)
age, as well as associated error of the decay system.
Decay systems of this kind may be applied to com-
mon (for example, biotite, potassium feldspar, and
amphibole) and less common but still ubiquitous
(for example, zircon, sphene, and badellyite) min-
erals in a wide range of igneous and metamorphic
rocks. See BASEMENT ROCKS; METAMORPHIC ROCKS;
RADIOACTIVITY.

The decay rate for each radioactive isotope is dif-
ferent, and therefore some isotopic decay schemes
are ideal for very old rocks and some are better suited
for young rocks or surface deposits. A slightly dif-
ferent system involves carbon-14 (*4C), which is a
radioactive isotope produced by cosmic-ray interac-
tion with nitrogen-14 (**N) in the upper levels of
the atmosphere. The production of '“C is influenced
by the intensity of the Earth’s geomagnetic field. '4C
decays to “N on a time scale of several thousands
of years. Over time, the ratio of unstable '“C to the
far more common carbon isotope 2C has become
stabilized in the atmosphere, and this ratio enters
into the carbon incorporated by every living organ-
ism, where it is maintained as long as the organism
is alive. When an organism dies, the '“C gradually
decays to '“N, and the time at which the organism
died can be estimated by how much 'C is retained in
the remains (for example, bone, shell, or plant frag-
ment). Because of the relatively rapid rate of decay
of 'C, this radioactive isotopic decay scheme can
be used only to date geologically young materials
(that is, less than about 70,000 years). Isotopic age
determinations of specific minerals and, sometimes,
whole rocks constitutes geochronology. See DATING
METHODS; GEOCHRONOMETRY; RADIOCARBON DAT-
ING; ROCK AGE DETERMINATION.

Geochronology did not become of geologic im-
portance until the 1940s, when development of
mass spectrometers permitted accurate determina-
tion of minute quantities of individual isotopes. Con-
tinual refinement of the instruments used for isotopic



analysis today permits high-precision age determina-
tions of parts of individual mineral grains less than
a few hundreds of micrometers in any dimension.
The accuracy of refinements to the absolute geologic
time scale continues to improve. See MASS SPECTROM-
ETRY; MASS SPECTROSCOPE.

Parts of the relative time scale can be assigned ab-
solute age estimates, and substantially refined, if a
datable igneous rock such as a volcanic ash or lava
flow is interlayered with fossiliferous strata. Few such
fortuitous occurrences exist at or even near bound-
aries between specific intervals in the relative time
scale. There are exceptions. In the 1990s, exami-
nation of strata deposited across the boundary be-
tween the Precambrian and the Cambrian periods
(see table) in northern Siberia identified numerous
horizons of volcanic origin, which contain grains
of zircon that allow for high-precision uranium-lead
(U-Pb) isotopic age determinations. Based on
these data, the Precambrian-Phanerozoic (Cambrian)
boundary was adjusted from about 570 million years
ago to about 542 million years ago. Another exam-
ple of a recent refinement is that of the age of the
last full reversal of the Earth’s magnetic field (from
the Matuyama reverse polarity chron into the Brun-
hes normal polarity chron, in which we are now
living). This is also taken as the base of the mid-
dle Pleistocene subseries. Early age determinations
suggested that the Matuyama/Brunhes boundary was
about 730,000 years ago. Recognition that young ma-
rine sedimentary sequences recorded astronomically
tuned cycles led to the conclusion that the estimated
age of the boundary could not be correct. Recent
high-precision “°Ar/*Ar age determinations on lavas
slightly older and younger than the boundary, as well
as those that actually record the field polarity tran-
sition, have demonstrated that the actual age of the
boundary is about 780,000 years. The boundary be-
tween the Cretaceous and the Tertiary (see table),
the terminal extinction of the dinosaurs and many
marine species, is now considered to be about 65 to
65.5 million years, depending on the time scale cho-
sen, based on high-precision “°Ar/*Ar and U-Pb age
determinations of meteorite impact-related materi-
als from the Chixulub impact in the Yucatan penin-
sula, Mexico, and Deccan plateau basalts, which
were erupted across the Cretaceous-Tertiary bound-
ary, in India. In a general sense, geochronologists
are making higher-precision estimates of the ages
of specific geologic events to better define the ge-
ologic time scale. Intrusive igneous rocks that cross-
cut sedimentary rocks, igneous rock clasts in con-
glomerates, and very rare metamorphic rocks with
preserved fossils can be used to provide some general
definition of absolute ages of parts of the relative time
scale. The geologic circumstances associated with
each absolute age estimate dictate that many abso-
lute age estimates for boundaries between intervals
of the time scale must be interpolated between well-
defined time points, and are thus constantly adjusted
as better age data become available. The Phanerozoic
geologic time scale (see table) is an evolving product
of combining absolute and relative age components.

All of the nomenclature has been long derived from
the relative time scale, which is controlled by the fos-
sil record, and absolute ages of specific boundaries
are the best estimates available.

Based on isotopic age determinations, the age of
events during the early, Precambrian part of Earth
history, before there was a significant fossil record,
has become far better understood. There is little
international consensus for the nomenclature of
the divisions of the Archean and Proterozoic eons.
Geologists studying Precambrian rocks adhere to
nomenclatures that are controlled solely by absolute
ages, used to (loosely) define interval boundaries in
the Precambrian (see table). See ARCHEAN; PRECAM-
BRIAN; PROTEROZOIC.
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Geology

The science of the Earth. The study of the Earth’s
materials and of the processes that shape them is
known as physical geology. Historical geology is the
record of past events. See EARTH; EARTH SCIENCES.
Energy from two sources continually produces
changes in the Earth. Radiant energy from the Sun
causes ocean currents, winds, waves, rainfall, weath-
ering, soil formation, and a myriad of other phys-
ical and chemical changes in the outermost rocky
portion of the solid Earth (lithosphere), in the fluid
envelopes of water (hydrosphere) and air (atmo-
sphere), and in the totality of living matter (the bio-
sphere). Heat energy inside the Earth causes slow
convective movements deep in the Earth’s interior.
The internal motions break the rigid lithosphere into
large fragments called tectonic plates, which move
laterally at velocities up to around 5 in. (12 cm) a
year. Collisions and other interactions between mov-
ing plates of lithosphere produce the Earth’s gross
topography—the ocean basins, mountain ranges,
even the shapes of the continents themselves. See AT-
MOSPHERE; BIOSPHERE; HYDROSPHERE; INSOLATION.
Geologists examine rocks exposed at the Earth’s
surface and samples recovered from drilling. How-
ever, the radius of the Earth is 3982 mi (6371 km), and
so the inner portions of the Earth must be studied re-
motely by means of the Earth’s magnetic, electrical,
gravitational, elastic, and other physical properties.
Following the spacecraft landings on the Moon,
and space exploration of the other planets and their
moons, the study methods of geology have been used
in comparative planetology, in which the origin, de-
velopment, and history of all solid bodies in the solar
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system are compared. Geology became a universal
science in the second half of the twentieth century,
and an understanding of the geological evolution of
the Moon, Mars, Venus, and other planetary bodies
has provided a new perspective on the Earth’s his-
tory. See PLANETARY PHYSICS.

Physical and historical geology. Geology is an inter-
disciplinary subject that overlaps and depends on
other scientific disciplines. Physical geology is con-
cerned primarily with the Earth’s materials (miner-
als, rocks, soils, water, ice, and so forth) and the pro-
cesses of their origin and alteration. Chemistry and
physics are the two scientific disciplines most closely
related—study of the chemistry of the Earth’s materi-
als is geochemistry, study of the physical properties
of the Earth is geophysics. See GEOCHEMISTRY; GEO-
PHYSICS.

Historical geology is based on two complementary
disciplines, stratigraphy and paleontology. Stratigra-
phy is the systematic study of stratified rocks through
geologic time. The stratigraphic record reveals the
sequence of events that have affected the Earth

through eons of time. Absolute dates for the strati-
graphic record are provided from geochemical stud-
ies of naturally occurring radioactive isotopes. Pale-
ontology is the study of fossilized plants and animals
with regard to their distribution in space and time.
The fossil record is much more abundant in strata de-
posited during the present, or the Phanerozoic Eon,
covering the past 545 million years. Paleontology is
closely related to biology. The distinctions between
physical and historical geology are more matters of
convenience than substance, because it is increas-
ingly clear, within the framework of plate tectonics,
that all aspects of geology are interrelated. See PALE-
OBOTANY; PALEONTOLOGY; STRATIGRAPHY.

Internal structure and plate tectonics. The solid
Earth is layered with respect to both composition
and the physical properties (Fig. 1). The outermost
compositional layer, the crust, is of two kinds: the
oceanic crust, averaging about 6 mi (10) in thick-
ness, everywhere underlies the ocean basins; the
continental crust, averaging about 24 mi (40 km) in
thickness, everywhere underlies the continents. Al-
though the oceanic and continental crusts differ in
composition, both are richer in silicon, aluminum,
potassium, and sodium than the mantle which lies
below. The mantle cannot be sampled directly, and
its compositional heterogeneity is still uncertain. The
innermost compositional layer is the core, a metal-
lic mass composed largely of iron and nickel, with
small amounts of silicon, oxygen, sulfur, and other
chemical elements.

Layering of the Earth’s physical properties arises
from changes in pressure and temperature with
depth. The outermost 60 mi (100 km) of the Earth,
the lithosphere, is rigid and tough, and it can be
fractured readily. From a depth of about 60-220 mi
(100-350 km) is the asthenosphere, a region where
temperatures are sufficiently high that rocks in the
mantle are weak. Instead of fracturing, rocks in
the asthenosphere flow and deform plastically. Be-
neath the asthenosphere is the mesosphere, a re-
gion where plastic properties decrease. Another dis-
tinct physical-property boundary occurs within the
core—the outer core is molten, while the inner core,
which has the same composition as the outer core, is
solid. See ASTHENOSPHERE; EARTH INTERIOR; LITHO-
SPHERE.

Plate tectonics is one result of the Earth’s layering
of physical properties. Rigid plates of lithosphere
float on the fluidlike asthenosphere. Continental
crust and oceanic crust ride on top of lithospheric
plates. Magma rising from deep in the mantle cre-
ates new oceanic crust where plates move apart.
Where plates converge, the old oceanic crust is re-
sorbed into the interior. Continental crust is char-
acterized by a low density and cannot be dragged
down into the mantle and resorbed in the same
way as high-density oceanic crust. Instead, continen-
tal crust is continually moved around, colliding to
form larger continents, fragmenting to form smaller
units, in a fashion that endlessly changes the shapes
of continents and the disposition of continents



North America

Equator

Eurasia

Tethys Sea
Africa [imits of
ice sheet
| //V\\ 4 -

" Australia

‘l’ . \\
/] India
L,

\\D

Antarctica

Fig. 2. Continents 250 million years ago, when they were assembled into a single large landmass called Pangaea. The
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and ocean basins. Continental masses have collided
and broken apart repeatedly throughout the Earth’s
history (Fig. 2). Geological activity is concentrated
along plate boundaries and is most obviously man-
ifested in earthquakes, volcanic eruptions, and the
formation of mountain ranges such as the Himalaya
and the Alps. See CONTINENT; CONTINENTAL DRIFT;
CONTINENTS, EVOLUTION OF; EARTH, CONVECTION
IN; EARTH CRUST; EARTHQUAKE; MAGMA; OROGENY;
PLATE TECTONICS; VOLCANO.

Mineralogy. Minerals are the basic building blocks
of rocks. About 3600 minerals have been identified,
but fewer than 50 are common constituents in the
types of rocks that are abundant in the Earth. The
most common minerals in the crust are feldspars,
quartz, micas, amphiboles, pyroxenes, olivine, and
calcite. Each mineral is characterized by a distinct
geometric packing of its constituent atoms, known
as its crystal structure. Under ideal growth condi-
tions the atomic packing is expressed as a crystal,
which is a natural geometric solid bounded by plane
faces. When a substance crystallizes in bulk, crowd-
ing of grains growing from neighboring centers pre-
vents formation of recognizable crystals. An inter-
locking aggregate of irregularly shaped grains results.
Most rocks have such an interlocking fabric of grains.
Modern laboratories have effective devices for re-
solving the mineral content of rock materials; even
the ultramicroscopic particles in clays are clearly de-
fined under the electron microscope. See CRYSTAL
STRUCTURE; ELECTRON MICROSCOPE; MINERAL; MIN-
ERALOGY.

Petrology. This is the study of rocks, their physical
and chemical properties, and their modes of origin.
Rocks are divisible into three primary families and
three secondary ones. The primary families are ig-
neous rocks, which have solidified from molten mat-
ter (magma); sedimentary rocks, made of fragments

derived by weathering of preexisting rocks, of chem-
ical precipitates from sea or lake water, and of or-
ganic remains; and metamorphic rocks derived from
igneous or sedimentary rocks under conditions that
brought about changes in mineral composition, tex-
ture, and internal structure (fabric). The secondary
rock families are pyroclastic rocks, which are partly
igneous and partly sedimentary rocks because they
are composed largely or entirely of fragments of ig-
neous matter erupted explosively from a volcano;
diagenetic rocks are transitional between sedimen-
tary and metamorphic rocks because their textures
or compositions were affected by low-temperature,
postsedimentation processes below conditions of
metamorphism; migmatites are transitional between
metamorphic and igneous rocks because they form
when metamorphic rocks are raised to temperatures
and pressures so that small localized fractions of the
rock start to melt but the melting is insufficient for a
large body of magma to develop. See PETROGRAPHY;
PETROLOGY; ROCK.

Igneous rocks. Igneous rocks are formed as either
extrusive or intrusive masses; that is, they are so-
lidified at the Earth’s surface or deep underground.
Both kinds range widely in composition; silica, the
most abundant ingredient, varies from about 40% to
more than 75%. The most silica-rich varieties of ig-
neous rock such as granite and granodiorite tend to
be found in the continental crust. Basalt and gab-
bro, both containing about 50% silica, are the pri-
mary igneous rocks of the oceanic crust. See SILICA
MINERALS.

Intrusive bodies (plutons) of granite and other
silica-rich igneous rocks that formed at various
depths are most numerous in mountain zones for
two reasons: first, mountain belts have been much
deformed, and abundant evidence indicates that
crustal disturbance has favored igneous action;



38

Geology

Fig. 3. Nearly horizontal sedimentary rocks approximately 4000 ft (1200 m) thick along the
Colorado River Canyon, Arizona. Some tilting of layers is discernible in the left section.
(Spence Air Photos)

second, uplifts in mountain lands have permitted
erosion to great depths so that plutonic masses are
exposed. Evidence suggests that many large plu-
tons solidified in magma reservoirs that formerly
supplied volcanoes in action. See PLUTON.

Volcanic materials are erupted through two kinds
of openings—central vents and long fissures. Central
eruptions build up conical mountains; the materials
are in part products of explosion, pyroclastic rocks,
and partly interspersed lava flows. Lavas issuing from
fissures do not build up volcanic cones but instead
form vast fields of volcanic rock, chiefly basalt. The
most extensive and most active volcanic fissures lie
beneath the sea along the centers of the mid-ocean

Fig. 4. Strata deformed by the compressive forces that created the Alps, near Val
Malenco, northern Italy. (Courtesy of Kurt Bucher)

ridges. There, basaltic magma formed in the man-
tle rises and creates new oceanic crust. See BASALT;
IGNEOUS ROCKS; LAVA; MID-OCEANIC RIDGE.

Sedimentary rocks. Bedrock exposed to the atmo-
sphere and hydrosphere is broken into pieces, large
and small, which are moved by running water and
other agents to lower ground, and spread in sheets
over river floodplains, lake bottoms, and sea floors.
Dissolved matter is carried to seas and other bodies
of water, and some of it is precipitated chemically
and by action of organisms. The material deposited
in various ways becomes compacted, and in time
much of it is cemented into firm sedimentary rock.
Generally, the deposition is not continuous but recur-
rent, and sheets of sediment representing separate
events come to form distinct layers of sedimentary
rock. The individual layers are beds or strata, and the
rocks are said to be stratified (Fig. 3).

Large areas in every continent are underlain by sed-
imentary rocks that represent deposits during many
periods of the Earth’s history. In part, these bedded
rocks are nearly horizontal, as they were originally;
but in many places, particularly along the margins
of present or past tectonic plates, elongate belts of
bent and fractured strata can be observed in moun-
tain belts (Fig. 4).

The principal kinds of sedimentary rock are con-
glomerate, sandstone, siltstone, shale, limestone,
and dolostone. There are many other kinds, and
some, though less important quantitatively, have
large practical value; examples include common salt,
gypsum, rock phosphate, iron ore, and coal. See SED-
IMENTARY ROCKS.

Metamorphic rocks. These rocks have been developed
from earlier igneous and sedimentary rocks by heat
and pressure, especially in mountain zones found
along plate margins, and near large masses of intru-
sive igneous rock. Thermal metamorphism adjacent
to plutons results from rising temperatures, often
with addition of new elements by circulating fluids,
but without pronounced deformation of strata. Com-
mon effects are hardening and crystallizing of the
affected rock, with changes in mineral composition.

Dynamic metamorphism involves elevated tem-
peratures but also results from shearing stresses in
rocks subjected to high pressure; effects are develop-
ment of cleavage planes and growth of platy minerals
in parallel arrangement. Dynamic metamorphism is
most commonly observed in mountain belts where
the crust is thickened and deformed due to plate col-
lisions.

The common metamorphic rocks are in the two
general classes, foliated (including slate, phyllite,
schist, and gneiss) and nonfoliated (including marble
and quartzite). See METAMORPHIC ROCKS; METAMOR-
PHISM.

Regolith. Bedrock at and near the Earth’s surface
is subject to mechanical and chemical changes in
a complex group of processes called weathering.
Blocks and small chips that become detached due
to mechanical fragmentation are especially vulnera-
ble to chemical attack, which makes radical changes



in the mineral content. Some soluble products of al-
teration are removed by percolating water; and in the
less soluble residue the most common constituents
are quartz and clay, which are the basic minerals of
soil. The effectiveness of weathering and the nature
ofits products are controlled by climate, topography,
kinds of bedrock, and other variables. Organic
processes play a major role in chemical weather-
ing, which is most effective under conditions that
favor development of bacteria, plants, and ground-
dwelling animals. The blanket of weathered material
that covers most of the Earth’s surface is called the
regolith.

Weathering prepares the way for removal of rock
materials and reshaping of land surfaces by sev-
eral agents of erosion. The most obvious of these
agents is running water, which during a single rain-
storm may cut deep gullies into plowed fields and
sweep vast quantities of soil, sand, and coarser debris
into brooks and eventually into channels of major
streams. Abrasion by such moving loads deepens
and widens stream channels in hard bedrock. Study
of drainage systems brings conviction that even the
largest and deepest valleys have been fashioned by
the action of running water. See WEATHERING PRO-
CESSES.

The pull of gravity causes the regolith to move
downslope, from high points to low. Soil on slopes,
even those covered with grass and other vegetation,
creeps slowly downward. Blocks dislodged from
cliffs build steep masses of sliderock which slowly
migrate downslope. Frequently, in mountain lands
great masses, including loose material and bedrock,
rush down as landslides. All downslope movements
caused by gravity are termed mass wasting. See LAND-
SLIDE; MASS WASTING; REGOLITH.

Water moving through underground openings dis-
solves and carries away great quantities of material.
Caverns, large and small, are a conspicuous result. In
high latitudes and in some mountain regions, glaciers
are powerful eroding agents. In arid regions, quan-
tities of sand and dust are moved by wind. Large-
scale erosion along the coasts of seas and lakes is
performed by waves and currents. See CAVE; DESERT
EROSION FEATURES; GLACIATED TERRAIN.

Each major agent of erosion fashions characteristic
features in landscapes; the subdiscipline of geology
devoted to studies of these features is geomorphol-
ogy. The net tendency of erosion is to reduce the
height of landmasses. Various stages in the history
of reduction are indicated by forms of valleys and
slopes and by relations of land surfaces to the un-
derlying bedrock. Some wide regions have been up-
lifted, and the streams have been rejuvenated after
an advanced stage was reached in a cycle of erosion.
Rejuvenation of an eroded land surface is believed
to result, at least in part, from plate tectonics. See
EROSION; GEOMORPHOLOGY.

Sediments and sedimentation. Sediment now de-
posited provides essential clues to understanding
processes of past sedimentation and hence of the
origin of sedimentary rock. Sediment and sedimen-

tary rock are all important in geology. On the basis of
depositional environment, sediments are assigned to
three categories: terrestrial, those laid down on land;
marine, those deposited on sea floors; and mixed
terrestrial-marine, those laid down in transitional
zones such as deltas, marine estuaries, and areas be-
tween high and low tide. In each major group the
sediments are further described as clastic (consist-
ing of rock fragments) and chemical (formed either
as inorganic precipitates or partly through organic
agencies). Study of modern sediments in the several
environments takes account of physical peculiarities
and the included remains of organisms.

Terrestrial sediments are extremely variable. They
are laid down chiefly through the agencies of mass
wasting, running water, glacier ice, and wind. The
deposits are in large part temporary, as the tendency
is for them to shift downslope and seaward in con-
tinued erosion of the lands. Marine sediments, de-
posited beneath oceans, comprise material derived
from the land, from shells and skeletons of marine
animals and plants, from the ocean by chemical pre-
cipitation, and from space (particles of meteorites).
See MARINE SEDIMENTS; NEARSHORE PROCESSES.

Tectonics and structural geology. Through careful
study of rock masses, it is possible to distinguish
primary structures (such as bedding in sedimentary
rocks, and flow structures in igneous rocks) that
were acquired as a result of the genesis of the rock,
from secondary structures that result from later de-
formation. Significant features in sedimentary rocks
make them especially valuable for registering later
changes in form.

Deformation may proceed rapidly or slowly. Rapid
deformation usually involves large fractures (faults)
with instantaneous displacements of several me-
ters (Fig. 5). Rapid deformation is generally at-
tended by strong earthquakes. Slow deformation
leads to broad-scale warping, bending, and folding.
The principal kinds of structural features that record
past deformation are folds, joints, faults, cleavage,
and unconformities. Tectonics is closely related to
structural geology but deals with regional features,

Fig. 5. Fault breaking through to the surface, near Hilo,
Hawaii. (R. S. Fiske, U.S. Geological Suvey)
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such as mountain ranges. See FAULT AND FAULT
STRUCTURES; FOLD AND FOLD SYSTEMS; GEODYNAM-
ICS; STRUCTURAL GEOLOGY.

The most pronounced crustal deformation tends
to be found in mountain belts, where erosion has
exposed exceptionally thick sections of sedimen-
tary rocks. These rocks record long histories of
slow subsidence and sedimentation, interrupted by
large-scale deformation and uplift. The deformation
is due to lateral compressive forces arising from plate
tectonic movements. See CORDILLERAN BELT; MOUN-
TAIN SYSTEMS.

Major relief features of the Earth reflect differ-
ences in density of the underlying rocks. Continental
rocks have appreciably lower average density than
the basaltic rocks of the oceanic crust. Continents
therefore stand high, while ocean basins are low.
Great mountain blocks, such as the Alps and the
Himalaya, represent thickened parts of continental
crust. The condition of approximate balance among
diverse parts of the crust is called isostasy (equal
standing). See ISOSTASY.

Stratigraphy. Studies of sedimentary rocks in com-
parison with the many kinds of modern sediments
provide a basis for recognizing conditions under
which the rocks were formed. Generally, a close
interpretation is possible; bodies of rock are confi-
dently classified as deposits on floodplains, at mar-
gins of glaciers, in large lakes, in shallow seas near
shore, or in deep-sea troughs. Each distinctive type
of deposit represents a facies. A rock type that is
essentially uniform over a considerable area consti-
tutes a lithofacies. An assemblage of fossils that is
nearly uniform in a large unit of sedimentary de-
posits, indicating an environment suited to certain
forms of life, is a biofacies. Deposits formed at the
same time may differ in both lithofacies and biofa-
cies, reflecting differences in topography, climate,
and other items of environment. See FACIES (GEOL-
OGY).

A fundamental principle in stratigraphic studies,
known as the law of superposition, is that in a nor-
mal sequence of strata any layer is older than the layer
next above it. This elementary law is of importance
in studies of many belts of highly deformed rocks
where thick sections of strata have been overturned,
even completely inverted, and can be resolved only
through criteria that indicate original tops of beds.
Close matching of the many kinds of modern sedi-
ments with materials in sedimentary rocks formed
over an immense span of time has established the
uniformitarian principle, which holds that processes
now operating on the Earth have operated in similar
fashion through the ages.

The history of the Earth’s crust is encoded chiefly
in sedimentary rocks, which record a sequence of
events, changing physical environments, develop-
ments in plant and animal life, and effects of crustal
movements. Additional records are supplied by vol-
canic rocks, which in many areas are interlayered
with, and grade into, sedimentary strata; by relations
of intrusive igneous bodies to older and younger

rocks; and by erosion surfaces, some displayed in
present landscapes, others revealed in exposures of
unconformities. The long history includes radical
changes in physical geography, featuring a contest
between land and sea; the birth, rise, and wasting
away of successive mountain systems; and the evolu-
tion of living forms in seas and on lands. See UNCON-
FORMITY.

Each continent (other than ice-buried Antarctica)
displays a wide lowland or platform that was occu-
pied repeatedly by seas and is now mantled with
little-deformed marine strata. The total deposit on
each platform represents a long span of time and
ranges from a few tens to a few thousand me-
ters thick. The join between continental crust and
oceanic crust marks the geological boundary be-
tween an ocean basin and a continent. The bound-
ary is beneath the sea, at the foot of the continental
slope, and it is here that sediment eroded from the
continent is accumulated. The sites of such accumu-
lations of sediment classically were called geosyn-
clines. When continental collisions occur, the wedge
of sedimentary strata draped along and over the con-
tinental margin becomes deformed through folding
and faulting, and elevated into a mountain range
(Fig. 5). Examples of this process can be found in the
Appalachian Mountains and the Alpine-Himalayan
chain. One of the triumphs of plate tectonics is the il-
lumination it has thrown on this long-puzzling aspect
of mountain range development. See CONTINENTAL
MARGIN; GEOSYNCLINE; PHYSICAL GEOGRAPHY.

Geologic column and geologic time scale. At any
one locality a sequence of sedimentary beds, from
older to younger, can be determined through physi-
cal evidence. Persistence of some peculiar units may
establish approximate correlations through moder-
ate distances, occasionally hundreds of miles. But
the key to relative dating of stratigraphic units and
to confident worldwide correlations is provided by
fossils of animals and plants, which record pro-
gressive evolution in living forms from ancient to
recent times. Through correlation a worldwide com-
posite diagram has been developed that combines, in
chronological order, the succession of known strata
on the basis of fossil contents or other evidence. This
composite diagram is the geologic column.

Many of the oldest known sedimentary rocks are
now highly metamorphosed, and any fossils they
may have held must have been obliterated. Some
thick sections of old strata that are not appreciably
altered have yielded only sparse indications of life,
such as patterns of marine algae and burrows made
by worms or other lowly forms. Successively younger
groups of strata hold abundant fossils of marine inver-
tebrates, marine fishes, land plants that progressed
from primitive to more modern kinds, reptiles, birds,
and small mammals, followed by diverse and gen-
erally more advanced kinds of mammals, primitive
humans, and finally modern humans. Some forms
evolved rapidly, and short-lived species that were
equipped to become widely dispersed are of greatest
value for correlation.



Geologic column and scale of time
Dates
Eon Era Period Epoch (108 years BP)
Holocene
Quaternary 0.01
Pleistocene
1.8
Pliocene
5.3
Cenozoic Miocene
23
Oligocene
Tertiary 33.9
Eocene
58.8
Paleocene
65.5
Cretaceous
145
Phanerozoic Mesozoic Jurassic
200
Triassic
251
Permian
299
Pennsylvanian
318
Paleozoic Mississippian
359
Devonian
416
Silurian
444
Ordovician
488
Cambrian
542
Proterozoic* No subdivisions in wide use
2500
Archean* No subdivisions in wide use
3600
Hadean No subdivisions
4560
*Proterozoic plus Archean also called Precambrian.

Absolute dates can be given to points on the ge-
ologic column, and a geologic time scale developed
thereby, through the use of certain naturally occur-
ring radioactive isotopes. Such dating is known as
geochronology. The names given to units of the
geologic column (see table) are derived largely
from the paleontologic record—or its absence. See
GEOCHRONOMETRY; GEOLOGIC TIME SCALE.

Geologic mapping. A geologic map represents the
lithology and, so far as possible, the geologic age of
every important geologic unit in a given area. Each
distinctive unit that can be shown effectively to the
scale of the map is a geologic formation. A good
topographic base map is essential for representing
relations of bedrock to land surface forms. Cooper-
ation of workers with specialized qualifications—
for example, in petrology, paleontology, or struc-
tural geology—required for accurate mapping and
description of complex areas. Large organizations,
such as federal geological surveys and some com-
mercial firms, possess diversified personnel, labora-
tories equipped for varied analyses, and special field
equipment. Aerial photographic surveys serve as a

guide in field work and help in plotting accurate lo-
cations. Satellite imagery has provided vast quanti-
ties of data for mapping. See AERIAL PHOTOGRAPH;
REMOTE SENSING; TOPOGRAPHIC SURVEYING AND
MAPPING.

A completed geologic map should indicate impor-
tant structural details, such as inclinations of strata,
locations of faults, and axial traces of folds. Usu-
ally the map is supplemented by vertical sections
on which structural features seen at the surface are
projected to limited depths. Maps of small scale may
represent sedimentary rocks only according to the
systems to which they belong. With larger scale a
given system may be represented by several forma-
tions, each recording an important episode in the
history of the region. In some European countries,
geologic mapping has been completed to fairly large
scales; but in all continents great areas have been
mapped only in reconnaissance fashion.

Economic geology. A general knowledge of geol-
ogy has many practical applications, and large num-
bers of geologists receive special training for ser-
vice in solving problems met in the mining of metals
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and nonmetals, in discovering and producing petro-
leum and natural gas, and in engineering projects
of many kinds. Human use of materials has become
so great that waste materials are influencing natu-
ral geological processes. As a result, a new disci-
pline, environmental geology, is starting to emerge.
See ENGINEERING GEOLOGY; PETROLEUM GEOLOGY.
Brian J. Skinner
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Geomagnetic variations

Variations in the natural magnetic field measured at
the Earth’s surface and elsewhere in the Earth’s mag-
netosphere (for example, at the geostationary orbit).
These are field changes with periodicities from about
0.3 second to hundreds of years. (These bound-
aries are set to distinguish geomagnetic variations
from the quasipermanent field and higher-frequency

waves.) Many of these observed variations—from
very short periods (seconds, minutes, hours) to daily,
seasonal, semiannual, solar-cycle (11-year), and secu-
lar (~60-80 years) periods—arise from sources that
either are external to the Earth (but superposed
upon the larger, mainly dipolar field) or internal to
the Earth (the magnetic-dipole and higher-harmonic
trends and variations on the scales of hundreds and
even thousands years). The daily and seasonal mo-
tions of the atmosphere at ionospheric altitudes
cause field variations that are smooth in form and
relatively predictable, given the time and location
of the observation. During occasions of high solar-
terrestrial disturbance activity that give rise to auro-
rae (northern and southern lights) at high latitudes,
very large geomagnetic variations occur that even
mask the quiet daily changes. These geomagnetic
variations are so spectacular in size and global ex-
tent that they have been named geomagnetic storms
and substorms, with the latter generally limited to
the polar regions.

Solar quiet-time variations. The recurrent patterns
of daily geomagnetic field changes (Fig. 1) arise in
the upper atmosphere through dynamo current pro-
cesses occurring at 100-120-km (60-75-mi) altitudes
in the E ond lower F regions of the ionosphere.
The charged particles of the daytime ionosphere
are driven by thermotidal and wind forces through
the main geomagnetic field to form a local cur-
rent, extending primarily over the sunlit side of the
Earth.

The ijonization and the tidal and wind forces vary
with time of day and season; the tidal and wind forces
are dependent upon geographic location. However,
the Earth’s main field is offset from the geographic
axis alignment and thus provides some geomagnetic
coordinate organization to solar quiet-time (Sg) vari-
ations. Because the Earth’s interior composition is
electrically conducting, the solar quiet-time current
in the ionosphere causes a secondary current to
be induced within the Earth; the magnetic field

Fig. 1. Annual picture of the midmonth daily variations of quiet-time geomagnetic field, in local time, for the Northern
Hemisphere from the Equator (0°) to 80" latitude displayed for H, D, and Z field components. The scale size between
baselines is 50 nanotesla. (1 nT = 1 < 10~° tesla = 1 gamma—a geomagnetic induction unit used in the past.)
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Fig. 2. Streamlines for the equivalent external ionospheric source currents (top) and internal induced currents (bottom) for
solar quiet-time (Sq) variations of the geomagnetic field in the Northern Hemisphere for midmonth quiet conditions, in June
and December. Each pattern, in local time versus geomagnetic (dipole) latitude coordinates, shows the equivalent current
contours, with 107# ampere flowing in the region between contour lines. Arrows indicate the required flow direction. The
midnight zero level that is assumed tor the display has no effect on the current pattern.

variations generated by these two currents are ob-
served at the Earth’s surface. In addition, a resolution
of these external and internal parts of the observed
fields can be used to calculate the remote deep-earth
electrical conductivity profiles.

Figure 2 illustrates the computed “equivalent”
external Sq current patterns in the ionosphere and
those induced in the Earth (internal) for the summer
and winter months of the Northern Hemisphere that
could provide the observed fields. The denser the
contours, the higher the surface field contribution.

The right-hand rule (with the right hand wrapped
around the current vector and the thumb pointing in
the current direction, the fingers point in the result-
ing magnetic field direction) can be applied showing
the daily changes of field illustrated by Fig. 1.
Near the Equator, the (almost) horizorital orienta-
tion of the main geomagnetic field lines causes an
especially high ionospheric conductivity for the Sgq
system; as a result, there arises an intense eastward
daytime current called the equatorial electrojet. In
the polar cap region, there are quiet-time, Birkeland
field-aligned currents flowing between the magne-
tosphere and ionosphere that add to the dynamo
source of quiet-time geomagnetic field variations.
Because magnetospheric behavior is sensitive to
the direction of the interplanetary magnetic field
(IMF) arriving with the solar wind particles blown
out from the Sun, and because polar region field

lines reach the outer parts of the magnetosphere,
a signature of this interplanetary field is embedded
in the polar cap Sq records. See ATMOSPHERIC
TIDES; GEOMAGNETISM; INTERPLANETARY MAG-
NETIC FIELD; IONOSPHERE; MAGNETOSPHERE; SOLAR
WIND.

Lunar variations. The seinidiurnal lunar tidal oscil-
lations of the atmosphere drag the E-region ioniza-
tion through the main field of the Earth and produce
another dynamo current, L. The fields of this current
are quite small, less than 10% of the Sg amplitude,
and so special analytical methods are required to iso-
late their contribution to the observed geomagnetic
records. The lunar tidal “day” is 50.5 minutes longer
than the solar day, and the global L-amplitude pat-
terns depend upon the twice-daily lunar tidal forces
on the atmosphere, the E- and F-region ionization,
and the direction and magnitude of the main mag-
netic field of the Earth.

Eclipse and solar flare effects. Temporary conduc-
tivity increases in the ionization due to direct x-ray
radiation from solar flares, or decreases in ionization
due to solar eclipses, can modify the Sqg and L dy-
namo currents. Such variations appear as single half-
cycle changes in the geomagnetic field that last from
several minutes to about an hour, with maximum
amplitudes rarely larger than 10 nanotesla. These
small-amplitude variations are best observed on the
extremely quiet Sg-condition days. See SUN.
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longer than the other two phases and may even
extend to several days. The more intense storms
show an increase of both amplitude and duration. At
some observatories, only the storm’s main phase is
observed.

Storm intensity and occurrence. The storms are
most intense at the latitudes of the nightside auro-
ral zone, where they can be about six to ten times
larger than at middle latitudes. They show minimum
amplitudes in the region of 20 to 30° geomagnetic
latitude on the nightside of the Earth and have a sec-
ondary maximum near the dayside equatorial region.
At middle latitudes, about 10 storms per year attain
a magnitude of over 50 nT; about one or two storms
per year attains over 250 nT. There is an increase in
activity during the equinoxes, and the storm varia-
tion amplitudes are slightly larger in the winter hemi-
sphere. The number and intensity of storms vary
with changes in the sunspot number and lag behind
the 11-year solar activity cycle by about a year or two.
There are direct relationships of the storms with the
solar outbursts and solar magnetic field orientation
(which changes every 22 years), as well as the high-
velocity solar wind and the interplanetary magnetic
field direction.

The planetary-wide geomagnetic activity is mea-
sured at each magnetic observatory by the local
K index, a quasilogarithmic scale indicating the
range of most disturbed components of the geo-
magnetic field in a 3-hour interval. The K index
is obtained from the range of the field changes
about the estimated Sg variation during the same
period; this value is normalized for the observatory

Fig. 3. Common scale magnetograms for the H component of a geomagnetic storm
variation recorded at two groups of stations: the auroral zone (top) and the low-latitude
regions (bottom). Gamma (v) is the geomagnetic induction unit. (Records prepared by
National Geophysical Data Center, Boulder)

location. An average of the indices from selected
world observatories provides a “planetary” index,

Magnetic storms. Large geomagnetic disturbances
(storms) are approximately one-hundredth of the
Earth’s main-field strength and are caused by shocks
the magnetosphere experiences when significant
solar wind disturbances (also known as coronal mass
ejections, CME) arrive at the Earth’s orbit. As a
result, solar-wind-charged particles enter the mag-
netosphere and increase the Earth’s ring current
at 3.5 to 9 earth radii. The H (magnetic north-
ward) component of the variation field typically
shows the greatest arnplituldes (Fig. 3). See SOLAR
CORONA.

Many storms have a similar appearance in the H
component that is divisible into three parts: sudden
commencement, or initial phase; main phase; and
recovery phase. The sudden commencements are
recorded simultaneously (within minutes) about the
entire Earth. Usually there are a sudden onset and
then the increase in the northward field strength
that may continue for as long as several hours. Dur-
ing the main phase, the H component decreases,
and this decrease often lasts longer than the ini-
tial phase and is several times larger in amplitude.
The follow-on recovery to the quiet-time level takes

Kp. Storm magnitudes are arranged in size either by
their highest Kp value or by the ring current index,
Dst.

Polar substorms. A significant amount of energy
can be delivered into the Earth’s magnetosphere by a
group of related physical processes called polar sub-
storms. These phenomena occur when solar wind
blows from the Sun at higher (500-800 km/s) than
usual (350-400 km/s) velocities. If the incoming
solar wind carries along a southward-directed mag-
netic field (that is, opposite to the Earth’s field at its
interface with the solar wind at about 10-12 earth
radii distance from the Earth’s center) for a prolonged
time, a polar substorm can be triggered and then ob-
served in the high-latitude magnetic and ionospheric
parameter variations. There follows an explosive pre-
cipitation of particles into the midnight sector of
the ionosphere, a spectacular increase in aurorae,
a massive flow of field-aligned currents to and from
the auroral region, and the dramatic development of
geomagnetic westward and eastward electrojet cur-
rents in the auroral zone ionosphere (Fig. 4) and
in the polar cap. These currents give rise to local
heating of the high-altitude atmosphere and to the
decrease and violent variations of the H magnetic
field component seen on the magnetic storm records
at auroral latitudes (top four records of Fig. 3). Very



short period pulsations (from seconds to minutes) of
the geomagnetic field, known as ultralow-frequency
(ULF) micropulsations, that are identified with
corresponding fluctuations of the auroral luminosity
are observed at such times.

The substorm disturbance often proceeds through
three stages: (1) the growth phase (of several tens
of minutes), representing the time of injection of
energy from the nightside magnetosphere; (2) the
expansive or explosive phase (several minutes or
more), when the disturbance rises to its maximum in
amplitude and effective area; and (3) the decay phase
(up to an hour or two) as the event subsides. Consec-
utive substorms can blend (or follow in a sequence)
for several hours during the main phase of a magnetic
storm. A peak of the substorm activity is usually re-
stricted to a region of less than 5° in latitude and 100°
in longitude at the Earth’s nightside ionosphere. The
ratio of the high- to low-frequency components of
the geomagnetic variations decreases rapidly with
distance from the disturbance center. Evidence of
the substorm is carried to lower latitudes by electric
and magnetic fields from the closure of strong
auroral-region westward electrojet currents within
the ionosphere and from the Birkeland currents of
the magnetosphere. The auroral electrojet index,
AE, compiled from magnetic records obtained at
observatories located in the auroral latitudes, is
used as a measure of the substorm intensity.
See AURORA.

Ring current. During the main phase of the mag-
netic storms and often during the growth phase of
the substorms, energetic ions and electrons are fed
into a ringlike region at about 3-9 earth radii dis-
tance in the equatorial plane of the Earth. There the
complicated field and particle interactions generate
a westward-flowing ring current due to a charge sep-
aration as the energetic protons and electron move
toward the Earth from the magnetospheric tail. By
using the right-hand rule, it can be seen that this cur-
rent causes a worldwide southward field roughly par-
allel to the Earth’s dipole axis. The resulting depres-
sion of the measured fields about the entire Earth,
particularly apparent at the lower and equatorial lat-
itudes, contributes to the main phase of the geomag-
netic storm. With the decay phase of the substorm,
the source of maintenance protons disappears; this
allows a slow decay of the ring current. This process
is seen as a recovery phase of the magnetic storm,
and it lasts a few hours to several days, depending
upon the intensity of the substorms that might occur
during the storm’s main phase. A ring current index,
Dst, is derived from the storm-time (s£) disturbance
(D) field levels of low-latitude stations, with the Sg
variation removed from the data and only the axially
symmetric contributions to the field being consid-
ered. Actually, at the onset of the storm the posi-
tive values of Dst represent the compression of the
magnetosphere by the solar wind rather than a ring
current (which causes negative Dst values). These
compression and ring current characteristics can be
seen as the initial arid recovery phases of the mag-
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Fig. 4. Concurrent polar substorm phenomena observed at College, Alaska.
(a) Low-energy electron precipitation into the ionosphere measured as the

bremsstrahlung x-ray count rate. (b) Geomagnetic field micropulsations recorded by a
north-south axis sensor. (c) H component of magnetic field. 1 gamma (y) = 1 nT.

netic storms on the low-latitude observatory traces
(bottom four) of Fig. 3.

Rapid variations. The geomagnetic spectrum from
several minutes to about a third of a second shows ac-
tivity assolciated with solar-terrestrial disturbances.
The irregularly shaped (on an amplitude-time trace)
Pi pulsations are ideintified with the substorm onset
(Fig. 4). The more smoothly varying (continuous)
pulsations, Pc, also occur in association with the un-
settled magnetospheric environment; they are rec-
ognized as having special period groups of several
minutes (Pc4, Pc5), about 30 to 15 s (Pc3, Pc2),
and about 0.5 to 5 s (Pcl) for which amplitudes
near 10, 0.3, and 0.05 nT, respectively, are often
reported.

These oscillations arise as hydromagnetic waves
whose periods and amplitudes are governed by
the charged-particle population and main-field con-
figuration within the magnetosphere and by the
transmission of energy from the magnetosphere
into the ionosphere. All these variations except
Pcl are closely associated with auroral luminos-
ity fluctuations. The Pcl micropulsations (Fig. 5)
have been shown to arrive at the high-latitude
ionosphere as hydromagnetic waves that subse-
quently propagate in the F-region ionospheric duct
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Fig. 5. Example of Pc1 geomaignetic pulsation event
recorded at Boulder, Colorado. (a) Frequency-versus-time
display of a two-part event. Note the unique rising
frequency structure about a midfrequency near

1.5 cycles/s. (b) Amplitude-versus-time representation for
no. 1 event and (c) no. 2 event. The beating appearance in
the amplitudes is largely due to the overlapping elements of
the rising frequency structure.

to the lower latitudes. The Pcl pulsations occur
most frequently during times of high magnetic
activity in the week following major substorms.
Vladimir 0. Papitashvili; Wallace H. Campbell
Bibliography. S.-I. Akasofu and S. Chapman, Solar
Terrestrial Physics, Oxford Clarendon Press, 1972;
W. H. Campbell, Introduction to Geomagnetic
Fields, Cambridge University Press, 1997; S.
Chapman and J. Bartels, Geomagnetism, vols. 1 and
2, Oxford University Press, 1940; J. Jacobs (ed.),
Geomagnetism, vol. 3, Academic Press, New York,
1989; E Lowes et al. (eds.), Geomagnetism and
Paleomagnetism, 1988; A. Nishida, Geomagnetic
Diagnosis of the Magnetosphere, Springer-Verlag,
New York, 1978; T. A. Potemra (ed.), Magneto-
spheric: Currents, AGU Geophys, Monogr. 28,
Washington, DC. 1984.

1
Geomagnetism

The magnetism of the Earth; also, the branch of sci-
ence that deals with the Earth’s magnetism. Formerly
called terrestrial magnetism, geomagnetism involves
any topic pertaining to the magnetic field observed
near the Earth’s surface, within the Earth, and ex-

tending upward to the magnetospheric boundary.
Modern usage of the term is generally confined to
historically recorded observations to distinguish it
from the sciences of archeomagnetism and paleo-
magnetism, which deal with the ancient magnetic
field frozen respectively in archeological artifacts
and geologic structures. See PALEOMAGNETISM; ROCK
MAGNETISM.

The primary component of the magnetic field ob-
served at the Earth’s surface is caused by electric
currents flowing in its liquid core, and is called the
main field. Vectorially added to this component are
the crustal field of magnetized rocks, transient varia-
tions imposed from external sources, and the field
from electric currents induced in the Earth from
these variations.

Main geomagnetic field. The geomagnetic field is
specified at any point by its vector F. Its direction
is that of a magnetized needle perfectly balanced
before it is magnetized, and freely pivoted about
that point, when in equilibrium. The north pole of
such a needle is the one that at most places on the
Earth takes the more northerly position. Over most of
the Northern Hemisphere, that pole dips downward
(Fig. 1). The elements used to describe the vector F
are H, the component of the vector projected onto
a horizontal plane; its north and east components X
and Y, respectively; Z the vertical component; F the
magnitude of the vector F; the angles I, the dip of
the field vector below the horizontal; and D the mag-
netic declination or deviation of the compass from
geographic north. By convention, Zand 7 are positive
downward, and D is positive eastward (or may be in-
dicated as east or west of north). These elements can
be related to each other by trigonometric equations.
See MAGNETIC COMPASS.

However, when deriving and using accurate mod-
els of the field, a spherical coordinate system from

magnetic
meridian

geographic
north

east

downward

Fig. 1. Elements of the geomagnetic field. D = declination,
I = inclination, H = horizontal intensity, X = north intensity,
Y = east intensity, Z = vertical intensity, F = total intensity.
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Fig. 2. Energy density spectrum of the geomagnetic field
from an analysis of Magsat data at an average altitude of
260 mi (420 km).

the center of the Earth is used. The usual spherical
coordinates are r, the distance from the Earth’s cen-
ter; 6, the geocentric colatitude; and ¢, the east lon-
gitude. The components of field in this system are F,,
Fy, and F;;, which are related to those in the topocen-
tric system by Egs. (1)-(3), where § is a positive angle

X = —Fycosé — F,siné (€))
Y =F, @)
Z = —F,cosé + F,siné 3)

under 0.2°. It can be computed from trigonometric
relations by using the accepted oblate spheroid for
the Earth. See GEODESY.

It is possible to use a scalar potential function be-
cause very little current flows in the region between
the Earth and the ionosphere, which begins at about
56 mi (90 km) altitude. However, currents above
these heights do influence satellite observations, and
their determination and removal from such data are
the subject of current research. FORTRAN codes uti-
lizing such coefficients to compute field are in gen-
eral use. See MAGNETIC MONOPOLES; SPHERICAL HAR-
MONICS.

A spectrum of the energy density of the field, as
observed by the satellite Magsat at an average alti-
tude of 260 mi (420 km) (Fig. 2), is computed by
summing the squares of the coefficients for each n
at a given value of » [Eq. (4)]. The spectrum reveals

W, =m+1 (a)zmw ZI (@)’ + @] @

r m=0

the presence of two different sources of the field: one
in the core and one in the Earth’s crust where the
temperature is below the Curie point. This crustal
magnetization can be completely due to the pres-
ent field, or it can also have a remanent component
of the ancient field frozen in the rocks. Near the
Earth’s surface the core field dominates up to about
n = 14. Beyond 7 = 14 the crustal source is the more
important. See CURIE TEMPERATURE.

Projection of the core component downward

using the term
< a ) 2(n+2)
r

shows a flat or so-called white spectrum just under
the seismically determined core-mantle boundary,
some 1800 mi (2900 km) below the surface. The
crustal spectrum becomes flat no more than a few
kilometers below the surface, as would be expected
for sources at such a depth.

Magnetic poles. A magnetic pole is defined as a lo-
cation where the field is vertically aligned, H = 0.
Due to the presence of sometimes strong (for exam-
ple, >1000 nT) magnetic anomalies at the Earth’s sur-
face, there are a number of locations where the field
is locally vertical. However, those field components
that extend to sufficient altitude to control charged
particles can be accurately located by using the com-
putations from a spherical harmonic expansion using
degrees up to only about n = 10. Indeed, a pole can
be defined by using only the main dipole (n = 1),
or many terms. See AURORA.

The n = 1 poles are sometimes referred to as
the geomagnetic poles, and those computed using
higher terms as dip poles. The term geomagnetic
could also refer to the eccentric geomagnetic pole,
which can be computed from 7z = 1 and » = 2 har-
monics so as to be the best representation of a dipole
offset from the center of the Earth. The latter has
been used as a simplified field model at distances of
3 or 4 earth radii. Due to the more rapid fall-off of the
higher terms with distance from the Earth, the two
principal poles approach those of the n = 1 term
with increasing altitude, until the distortions due to
external effects begin to predominate. See MAGNE-
TOSPHERE.

Whereas for 1990-1995 the geomagnetic poles
were located at 79°N and 71°W (and the corre-
sponding southern antipodal points), the addition
of higher-degree terms estimates the dip poles to be
at 79°N, 105°W and 65°S, 138°E. Transient variations
may change these positions up to several tens of kilo-
meters over the course of a day, and more during
times of magnetic disturbance.

A number of magnetic coordinate systems depend
on the main magnetic field. The invariant latitude is
based on the physics of trapped particles and used
to organize data from the radiation belts. Corrected
magnetic coordinates, based on the first few terms
of the spherical harmonic expansion, are used for
observations of conjugate geophysical phenomena
such as aurora. Conjugate phenomena are those that
occur at both ends of a magnetic field line extending
from one hemisphere to another. An adjunct to such
systems that becomes especially important in polar
regions is a concept known as magnetic time, which
is based on the n = 1 poles. Magnetic noon occurs
when the point of observation lies between the n =1
pole and the Sun, and magnetic midnight, when the
pole lies between the observer and the Sun. More
sophisticated transformations also use some of the
lower degrees of n in defining magnetic time.

The distribution of the dip angle I over the Earth’s
surface can be indicated on a globe or map by con-
tours called isoclines, along which 7 is constant. The
isocline for which 7 = 0 (where a balanced mag-
netized needle rests horizontal) is called the dip
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Fig. 3. Lines of equal geomagnetic declination in degrees for current epochs. (U.S. Naval Oceanographic Office and British

Geological Survey)

equator. The dip equator is geophysically important
because there is a region in the ionospheric E layer
in which small electric fields can produce a large
electric current called the equatorial electrojet. See
GEOMAGNETIC VARIATIONS; IONOSPHERE.

Magnetic declination. A magnetized compass nee-
dle can be weighted to rest and move in a horizontal
plane at the latitudes for which it is designed, thus
measuring the declination D. The lines on the Earth’s
surface along which D is constant are called isogo-
nic lines or isogones (Fig. 3). The compass points
true geographic north on the agonic lines where
D = 0. At nonpolar latitudes, D is a useful tool for ma-
rine and aircraft navigational reference. Indeed, iso-
gones appear on navigation charts, electronic naviga-
tional aids are referenced to D, and airport runways
are marked with D/10. A runway painted with the
number 11 indicates that its direction has a compass
heading of 110°. The compass needle becomes less
reliable in polar regions because the horizontal com-
ponent H becomes smaller as the magnetic poles are
approached. See NAVIGATION.

Intensity patterns. The intensity of the field can
also be represented by maps, and the lines of equal
intensity are called isodynamic lines (Fig. 4). The
dipole dominates the patterns of magnetic intensity
on Earth in that the intensity is about double at the
two poles compared to the value near the Equator.
However, it can also be seen that the next terms of
the spherical harmonic expansion also have a sig-

nificant effect, in that there is a second maximum
in Siberia, and an area near Brazil that is weaker
than any other. This so-called Brazilian anomaly al-
lows charged particles trapped in the magnetic field
to reach a low altitude and be lost by collisions
with atmospheric gases. The highest intensity of this
smooth field is about 70 microteslas near the south
magnetic pole in Antarctica, and the weakest is about
23 uT near the coast of Brazil.

Magnetic anomalies. The term anomaly has be-
come clearer than it was previously because it is rec-
ognized that the geomagnetic field has a continuous
spectrum (Fig. 2) but with two distinct contributors.
Originally, the term meant a field pattern that was
very local in extent; the modern definition is that por-
tion of the field whose origin is the Earth’s crust. The
sizes of the strong and easily observable features are
generally up to only a few tens of kilometers. Their
intensity ranges typically from a few hundred nan-
oteslas up to several thousand, and they are highly
variable depending on the geology of the region.

The former usage has continued in many practi-
cal applications where magnetic anomaly maps are
constructed from a smooth contouring of aeromag-
netic data, ignoring the larger scale but weaker
anomalies. Such maps are derived from data taken
on a number of flight lines after reduction, using an
internationally agreed-upon reference model that is
supposed to represent the noncrustal or core com-
ponent. Such models have been termed IGRF for a
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predicted International Geomagnetic Reference
Field or DGRF where the attempt is made to cor-
rect past predictions and obtain a “definitive” set of
spherical harmonic coefficients. Generally, the year
or epoch of validity of such models accompanies the
term. Thus, IGRF 1995 represents the best predic-
tion of what the field will be at epoch 1995.0. To the
present time, the IGRFs have been limited to 7 = 8
because of the difficulty of prediction of more detail
with inadequate data, and the DGRFs to n = 10. The
core field dominates that of the crust up to about
n = 14 (Fig. 2), so that such models fall short of their
goal. Neglect of the terms above 7 = 10 gives errors
of the order of a few tens of nanoteslas in estimating
the core contribution. Estimation of the core com-
ponent is complicated by the presence in the lower-
degree terms of contributions from crustal magneti-
zation that are comparable in intensity to those seen
above n = 14.

The best reduction of survey data that can be done
is to remove the core component by subtracting
a field computed by using the spherical harmonic
models limited to # = 14 or 15. Formerly, it was
thought that the regional or background field could
be eliminated by treating data with a high-pass filter.
Such filters can be devised to pass data with wave-
lengths shorter than some preset amount. However,
such filtering also removes the long-wavelength com-
ponents that exist even in the high-degree crustal
field contribution. The background field removed

with spherical harmonic of degree » has a scale size
equal to 40,000/n (km).

With the advent of satellite surveys, the weaker,
larger-size anomalies have become more visible and
can be incorporated into spherical harmonic mod-
els. Those for Europe using harmonic degrees n =
15 through 50 were derived from the 1979-1980
survey by Magsat (Fig. 5). The strongest anomaly
was found near Kursk, Soviet Union. Surface surveys
of this region reveal two narrow strips of anomaly
36 mi (60 km) apart running from the northeast to
the southwest. The most disturbed part of the major
(northerly) strip is only 1.2 mi (2 km) wide, although
the strip is 150 mi (250 km) long; Z is everywhere
above normal and ranges up to 190 uT.

Exploration geophysicists work on a much smaller
scale and are more concerned with removing the
spatial gradients of the observations than with re-
duction to an absolute level. The practice is to first
reduce the contoured residuals of their data; that is,
the observed field reduced by that computed from
the IGRE followed by a local two-dimensional fit to
further eliminate an average slope across the maps.
Such reductions depict the very local anomalies re-
sulting from near-surface mineral deposits, but not
the larger-scale features. Maps so constructed gen-
erally have discontinuities at their borders when an
attempt is made to combine them with others from
adjoining regions.

An isolated anomaly such as that at Kursk is
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Fig. 5. Crustal anomaly field of the Z component as determined from a Magsat model (n = 15-50) over Europe for an altitude

of 217 mi (350 km). Contours are in nanoteslas.

thought to be due to igneous intrusions. The other,
broader patterns are assumed to be from differences
of composition in the magnetic basement or crys-
talline rocks underlying sedimentary deposits, but
still not so deep as to be hotter than the Curie point.
The differences between continental and oceanic
crusts are not clearly evident, nor do the patterns of
anomalies about spreading centers show any obvious
signatures at satellite altitudes. See DIPOLE; DIPOLE
MOMENT; GEOPHYSICAL EXPLORATION; MAGNETITE;
PLATE TECTONICS.

Secular magnetic variation. The main or core com-
ponent of the geomagnetic field undergoes slow
changes that necessitate continual adjustment of the
model coefficients and redrawing of the isomagnetic
maps. In any magnetic element at a particular place,
the variation may be an increase or a decrease and is
not constant in either magnitude or sign. This distri-
bution of the rate for any element can be indicated
on isoporic maps by lines (isopors) along which the
rate is constant (Fig. 6). Typically, the pattern of iso-
pors is more complex than that of the isomagnetic
lines for the same element, partly because the spec-
trum of such change is not dominated by the dipole
as is the case of the static field. There has been no ac-
curate satellite monitoring since 1980. The greatest
uncertainty in maps of secular magnetic variation are
for the southern ocean areas where satellite data are
inadequate to overcome the gaps in the distribution
of surface magnetic observatories.

Studies indicate that the dipole component of the
field 2000 years ago was about 50% stronger than the
present. Its average decay rate has averaged about
0.05% per year (15 nanoteslas per year) since about
1840 when absolute measurements were first begun,

but accelerated from 1970 to its 1994 value of 0.08%
per year (24 nT/yr). However, there is also evidence
that the decade of the 1940s showed a rate of only
about 10 nT per year. A linear projection of the pres-
ent rate would have the dipole decreasing to zero in
less than 1500 years. Although archeomagnetic evi-
dence indicates that the field has indeed decayed to
near zero level within the last 50,000 years with a
subsequent return to the present polarity, and pale-
omagnetic results show that the field has reversed
its polarity many times since the Earth’s formation
(the last time, about a million years ago), there is
no model that can predict the future course of field
change.

One other smooth variation that has been detected
in secular change is the apparent westward drift of
some of the patterns of change. Isopors of the verti-
cal field are seen to move preferentially to the west
at about 0.2° per year. However, many changes are
unpredictable. For example, what has been termed
the magnetic jerk was first applied to a discontinu-
ity noted in 1969 (Fig. 7). The term jerk is taken
from the mechanical analog whereby the accelera-
tion on a moving body is suddenly changed. Between
the times of such changes, the secular variations ap-
pear to be smooth. Similar changes have probably
gone unobserved because of the sparseness of the
recorded data. The last irregularity occurred in 1983,
though it has not yet been adequately analyzed.

Theory of core field and secular variation. Deriving a
suitable model that explains the source of the Earth’s
magnetic field has been one of the most frustrat-
ing problems that theoreticians have faced. Start-
ing with the physical laws that should govern the
behavior of a highly conducting, rotating, spherical
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fluid and coming up with a model of the geomag-
netic field is exceedingly difficult. The fact that the
planets Mercury, Jupiter, Saturn, Uranus, and Nep-
tune also have dipolelike fields indicates that it is a
common process, most likely a hydromagnetic dy-
namo. Dynamo means that a current is generated as
an electrical conductor is moved through a magnetic
field, as in a dynamo supplying electrical power. See
GEODYNAMO; JUPITER; MERCURY (PLANET); NEPTUNE;
SATURN; URANUS.

Magnetic surveys and models. The main source of
data for magnetic maps and models before the ad-
vent of satellites was fixed magnetic observatories.
These stations, numbering about 140, provided the
continuous record of changes in the magnetic field at
their location. Their data are generally accurate and
an excellent indicator of both secular change and
the transient variations, but their global coverage is
too sparse for a determination of the whole field.
Spherical harmonic analyses based only on such data
produce distorted results because of the large gaps
in coverage, especially because of the sparseness of
observing locations in southern oceanic regions.

An international effort known as the World Mag-
netic Survey (WMS) was initiated by the Interna-
tional Association of Geomagnetism and Aeronomy
(AGA) during the 1960s to intensify surface and
aeromagnetic surveys. A panel was established under
TAGA to provide standard magnetic models for pub-
lic use, and to derive the first such model, IGRF 1965.

This project also resulted in a bilateral agreement be-
tween the United States and the Soviet Union for the
first sharing of satellite-derived data. The spacecraft
that were part of this agreement were the POGO
half of the OGO series (Polar Orbiting Geophysical
Observatory; United States) and Cosmos 49 (Soviet
Union; see table).

Field models were initially constructed by using
only the very accurate scalar data (errors less than
1 nT) from the OGO satellites series. However, it
was found that such models were subject to a weak-
ness known as the Backus ambiguity, whereby the
vertical component (£) of the field near the mag-
netic dip equator was poorly determined. It was thus
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Low-altitude satellite geomagnetic measurements, 1958-1993
Orbit
Inclination, Altitude
Spacecraft degrees range, mi (km) Interval Instruments Coverage
Sputnik 3 65 260-360 (440-600) May-June 1958 Flux gates Soviet Union
Vanguard 3 33 310-2250 (510-3750) Sept.—Dec. 1959 Proton precession  Near ground stations
Kosmos 26 49 160-2421 (270-403) Mar. 1964 Proton precession  Whole orbit
Kosmos 49 50 157-293 (261-488) Oct.—Nov. 1964 Proton precession  Whole orbit
1964-83C 90 620-653 (1040-1089) Dec. 1964-June 1965 Rubidium vapor Near ground stations
OGO 2 87 248-906 (413-1510)  Oct. 1965-Sept. 1967  Rubidium vapor Whole orbit
OGO 4 86 247-545 (412-908) July 1967-Jan. 1969 Rubidium vapor Whole orbit
OGO 6 82 238-659 (397-1098) June 1969-June 1971  Rubidium vapor Whole orbit
Kosmos 321 71 162-402 (270-403) Jan.-Mar. 1970 Cesium vapor Whole orbit
Magsat 97 211-347 (352-578)* Nov. 1979-June 1993  Cesium/flux gates =~ Whole orbit
Dynamic Explorer 2 90 190-630 (309-1012) Aug. 1981-Feb. 1983  Flux gates
POGS 90 Circular 470 (750) Jan. 1991-Sept. 1993  Flux gates
UARS 57 Circular 360 (585) Sept. 1991-1994 Flux gates
Freja 60 370-960 (600—-1550) Oct. 1992-1994 Flux gates
“The altitude decayed throughout the interval. Some data were taken as low as 110 mi (190 km).

necessary to combine surface vector data with those
from satellites. The coefficients of the models were
expanded into series, such as g = g, + g — t,),
where the secular change terms ¢ were determined
primarily by the observatory data.

The Magsat survey (see table) was the first space-
craft attempt to obtain accurate vector data. The
problem in such projects is to determine the space-
craft orientation, or attitude, to sufficient accuracy.
Whereas optical pumping magnetometers (such as
used on the OGO spacecraft) are accurate to better
than 1 nT, this corresponds in a 50,000-nT field to an
angular accuracy of 1/50,000 radians, or about 4 sec-
onds of arc. Magsat achieved a nominal 20 seconds
accuracy during its short data collection interval. The
field models for 1980 were determined accurately
up to about 7 = 50, beyond which the coefficients
reached the noise level (Fig. 2).

Since 1980, there has not been a spacecraft de-
signed to accurately follow secular change or to im-
prove the crustal field definition pioneered by the
Kosmos, OGO, and Magsat surveys. The satellites
after 1980 (see table) make field observations with
scalar errors greater than 20 nT and have little knowl-
edge of the attitude. Field models that can be derived
with post-1980 surface and satellite data can only
bound the errors and provide models useful for ap-
plications where high accuracy is not required. See
MAGNETISM. Joseph Cain

Bibliography. G. Backus, R. Parker, and C. Consta-
ble, Foundations of Geomagnetism, 2005; W. H.
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2d ed., 2003;]J. A. Jacobs (ed.), Geomagnetism,
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Earth’s Magnetic Field, 2d ed., 1993; E J. Lowes
et al., Geomagnetism and Paleomagnetism, 1988.
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Geometric phase

A unifying mathematical concept that describes the
relation between the history of internal states of a sys-
tem and the system’s resulting orientation in space.

Under various aspects, this concept occurs in ge-
ometry, astronomy, classical mechanics, and quan-
tum theory. In geometry it is known as holonomy. In
quantum theory it is known as Berry’s phase, after
M. Berry, who isolated the concept (which was al-
ready known in special cases) and explained its wide-
ranging significance.

Examples. A few examples of phenomena in
which geometric phases appear are discussed below.
The first concerns a man sitting on a platform, free
to rotate about a perpendicular axis, that is, a soda-
fountain stool. The problem is how can he rotate
himself without touching anything external or shift-
ing his position on the stool. The solution does not
seem so difficult. He might, for example, extend his
arm and rotate it to the right. Then he and the plat-
form will rotate together by a smaller amount to the
left. This procedure does not yet provide a fully satis-
factory solution, however, because he remains with
his arm sticking out. He would like a solution such
that he returns to his initial posture. Simply to re-
verse the motion will not do, of course, because
during the reverse motion the rotation of his body
and the platform will also be canceled. The solution
involves pulling the arm back close to his body be-
fore undoing its rotation. At the end of this cycle, he
and the platform will have rotated together through
a nonzero angle, and he will have returned to his
initial posture.

A more elaborate form of the same problem con-
cerns an astronaut initially at rest, that is, not rotating
in space. The astronaut has the problem of reorient-
ing herself. By simple maneuvers of the type just dis-
cussed, extending, rotating, and retracting the arm in
different directions, the astronaut can indeed point
herself in any desired direction, while returning to
her original posture.

The same problem, essentially, must be solved by
a cat dropped from rest in an arbitrary orientation. It
must perform such contortions to reorient itself and
land feet first.

A person’s ability to control his orientation con-
trasts profoundly with his inability to perform a



displacement in space. It is a theorem of mechanics
that the center of mass of an isolated body moves at a
constant velocity, independently of whatever machi-
nations the body might perform.

In the examples discussed so far, a surprising
nonzero net rotation or reorientation is found after
a cycle involving no net change in configuration, for
a system basically at rest. A more complex situation,
important for several of the more interesting applica-
tions of the geometric phase, occurs when a nonzero
rate of rotation is expected, but this rate is manipu-
lated by cyclic changes of configuration.

A classic realization of this situation concerns a
spinning particle (henceforth termed simply a spin)
interacting with a magnetic field whose magnitude
is constant but whose direction can vary. If the direc-
tion of the magnetic field were fixed, then the spin
would precess around the magnetic field direction,
say at a rate w. Thus after time £, the spin will have
precessed through the angle 0. = wt. Now, if the
direction of the field is slowly varied through a cycle
before it is restored to its original direction, Berry
showed that the total angle is instead Operry = @ +
¥ Berrys Where y ey is half the solid angle swept out
by the direction of the field. Thus, the value of ¥ perry
is independent of almost all details of the cycle and
has a purely geometric character. See PRECESSION;
SPIN (QUANTUM MECHANICS).

Spins can be manipulated, and their directions
monitored, by using the techniques of nuclear mag-
netic resonance. In this way, effects, such as the
one just described and others more intricate, have
been exhibited experimentally. See NUCLEAR MAG-
NETIC RESONANCE (NMR).

General concept. With these examples, it is pos-
sible to gain some understanding of the general
concept. A system is envisioned—stool sitter, skater,
astronaut, cat, spin in magnetic field—whose pos-
sible states can be visualized as points in a suit-
able abstract space. At the same time, the system
has some position or orientation in another space,
which in all these examples (but not always) is just
ordinary physical space. A history of internal states
can be represented by a curve in the first space;
the effect of this history on the disposition of the
system, by a curve in the second space. The map-
ping between these two curves is described by the
geometric phase. Especially interesting is the case
when a closed curve (cycle) in the first space maps
onto an open curve in the second, for then there is
no net change in internal state, yet the disposition
of the system with respect to the outside world is
altered.

The power of the geometric phase ideas is that
they make it possible, in complex dynamical prob-
lems, to find some simple universal regularities with-
out having to solve the complete equations. Signif-
icant uses of these ideas include demonstrations of
the fractional electric charge and quantum statistics
of the quasiparticles in the quantum Hall effect, and
of the occurrence of anomalies in quantum field the-
ory. See ANYONS; HALL EFFECT; QUANTUM FIELD THE-
ORY. Frank Wilczek

Geometrical optics
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Geometrical optics

The geometry of light rays and their images, through
optical systems. Geometrical optics is by far the old-
est model proposed for accounting for the behavior
of light, going back to classical Greece. It was not
until around the beginning of the nineteenth cen-
tury that the wave nature of light was seriously con-
sidered, and in the modern view of the nature of
light, geometrical optics as a fundamentally correct
model is simply wrong. In spite of this geometrical
optics is remarkably robust, remaining as a most prac-
tical tool in the solution of optical problems. It has
been applied to analyzing laser resonators, to solving
problems in interference and diffraction, and even
to analyzing the behavior of waveguides, where at
first glance it would seem to be totally inappropri-
ate. These developments have been made possible
by the generation of “fictitious” rays (all rays are fic-
titious) or by attributing to rays properties which
cannot be accounted for in a strictly geometrical
optical model. Nevertheless, the principal applica-
tion of geometrical optics remains in the field of
optical design, where it has been employed since
the first optical instruments were developed in the
early seventeenth century. This article concentrates
on this application. See DIFFRACTION; INTERFERENCE
OF WAVES; LASER; WAVEGUIDE.

Basic concepts. Light is a form of energy which
flows from a source to a receiver. It consists of par-
ticles (corpuscles) called photons. All photons of a
single pure color have the same energy per photon.
Different colors have different energies.

For green light there are 2.5 x 10'® photons per
joule of energy, or 2.5 x 10'® photons per second
per watt of power. This factor increases for red light
and diminishes for blue. See LIGHT; PHOTON.

Refractive index and dispersion. The speed with
which the particles travel depends on the medium.
In a vacuum this speed is 3 X 10® m - s~! (1.86 x
10> mi - s™Y) for all colors. In a material medium,
whether gas, liquid, or solid, light travels more
slowly. Moreover, different colors travel at different
rates. This change in speed is a property of the
medium, and is measured by the ratio of the speed
in a vacuum to the speed in the medium. This ratio
is called the refractive index of the medium. The
variation in refractive index with color is called
dispersion. Generally speaking, blue light travels
more slowly than red light, so the medium has a
higher refractive index for blue than for red light.
In order to deal more precisely and quantitatively
with color, and therefore with refractive index and
dispersion, it is customary to identify the different
colors by their wavelengths, even though waves
have no place in geometrical theory. See COLOR;
DISPERSION (RADIATION); REFRACTION OF WAVES.

Rays. The paths that particles take in going from
the source to the receiver are called rays. The
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particles never interact with each other. The time
that it takes a particle to travel from one point to
another along a ray is determined by the speed
at which the particle travels, which is determined
by the refractive index of the medium. The product
of the refractive index and the path length is called
the optical path length along the ray. The optical
path length is equal to the distance that the particle
would have traveled in a vacuum in the same time
interval.

Sources and wavefronts. A point source is an infinites-
imal region of space which emits photons. An ex-
tended source is a dense array of point sources. Each
point source emits photons along a family of rays as-
sociated with it. For each such family of rays there
is also a family of surfaces each of which is a sur-
face of constant transit time from the source for all
the particles, or alternatively, a surface of constant
optical path length from the source. These surfaces
are called geometrical wavefronts (Fig. 1), although,
again, waves have no place in geometrical theory.
The reason for this name is that they are often good
approximations to the wavefronts predicted by a
wave theory. In isotropic media, rays are always nor-
mal to the geometrical wavefronts, and the optical
path length from one geometrical wavefront to an-
other is the same for all the rays in the family.

Ray paths. The ray path which any particle takes
as it propagates is determined by Fermat’s princi-
ple, which states that the ray path between any two
points in space is that path along which the optical
path length is stationary (usually a minimum) among
all neighboring paths. In a homogeneous medium
(one with a constant refractive index) the ray paths
are straight lines. In a homogeneous medium con-
taining a point source, the family of rays from the
source all radiate outward and the associated geo-
metrical wavefronts are concentric spherical shells.

In a system that consists of a sequence of sepa-
rately homogeneous media with different refractive
indices and with smooth boundaries between them
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Fig. 1. Geometrical wavefront for a family of rays
associated with a point source.

surface
normal

incident

angle refracting

surface
incident N
ray >

refracted
ray

Fig. 2. Refraction of a ray at a smooth surface between two
homogeneous media.

(such as alens system), the ray paths are straight lines
in each medium, but the directions of the ray paths
will change in passing through a boundary surface.
This change in direction is called refraction, and is
governed by Snell’s law, which states that the prod-
uct of the refractive index and the sine of the angle
between the normal to the surface and the ray is the
same on both sides of a surface separating two me-
dia. The normal in question is at the point where the
ray intersects the surface (Fig. 2).

Because this product is the same on both sides of
the interface, the angle of the ray in the medium with
the lower refractive index is always larger than the
corresponding angle on the other side of the surface.
‘When the sine of the larger angle becomes one, the
largest value it can have, the angle itself is 90°, but
the other angle is smaller. The latter angle is called
the critical angle for the two media. If the light is trav-
eling from the denser (higher-index) medium to the
less dense medium, there is nothing to prevent the
incidence angle from being larger than the critical
angle, in which case the light is totally reflected by
the surface and does not pass through to the other
side. This phenomenon is called total internal reflec-
tion. See REFLECTION OF ELECTROMAGNETIC RADIA-
TION.

Ideal image formation. The primary area of appli-
cation of geometrical optics is in the analysis and
design of image-forming systems. An optical image-
forming system consists of one or more optical ele-
ments (lenses or mirrors) which when directed at a
luminous (light-emitting) object will produce a spa-
tial distribution of the light emerging from it which
more or less resembles the object. The latter is called
an image. See OPTICAL IMAGE.

In order to judge the performance of the system,
it is first necessary to have a clear idea of what con-
stitutes ideal behavior. Departures from this ideal
behavior are called aberrations, and the purpose of
optical design is to produce a system in which the
aberrations are small enough to be tolerable. See
ABERRATION (OPTICS).

First consider the requirements for ideal behavior.
In an ideal optical system the rays from every point in
the object space pass through the system so that they



converge to or diverge from a corresponding point
in the image space. This corresponding point is the
image of the object point, and the two are said to be
conjugate to each other (object and image functions
are interchangeable). Another way of expressing the
same thing is that an ideal optical system converts
every spherical geometrical wavefront in the object
space into a spherical geometrical wavefront in the
image space with the image point located at its cen-
ter of curvature.

It is not enough, however, to have a system which
forms a perfect point image for every point object.
The image points must be in the proper geometrical
relationship to constitute a good image.

Since there is a one-to-one correspondence
between the conjugate object and image points,
the geometry of the object and image spaces must
be connected by some mapping transformation. The
one generally used to represent ideal behavior is
the collinear transformation. The intrinsic proper-
ties of the collinear transformation are as follows. If
three object points lie on the same straight line, they
are said to be collinear. If the corresponding three
image points are also collinear, and if this relationship
is true for all sets of three conjugate pairs of points,
then the two spaces are connected by a collinear
transformation. In this case, not only are points con-
jugate to points, but straight lines and planes are con-
jugate to corresponding straight lines and planes.

It is attractive to have an ideal behavior in which
for every point, straight line, or plane in the object
space there is one and only one corresponding point,
straight line, or plane in the image space. This does
not, however, guarantee that the three-dimensional
mapping is distortion-free.

Another feature usually incorporated in the ideal
behavior is the assumption that all refracting or re-
flecting surfaces in the system are figures of revo-
lution about a common axis, and this axis of sym-
metry applies to the object-image mapping as well.
With this axial symmetry, an object line which coin-
cides with the axis has as its conjugate an image line
also coinciding with the axis. Therefore every object
plane containing the axis, called a meridional plane,
has a conjugate which is a meridional plane coin-
ciding with the object plane, and every line in the
object-space meridional plane has its conjugate in
the same plane. In addition, every object plane per-
pendicular to the axis must have a conjugate image
plane which is also perpendicular to the axis, be-
cause of axial symmetry. In the discussion below, the
terms object plane and image plane refer to planes
perpendicular to the axis unless otherwise modified.

An object line parallel to the axis will have a con-
jugate line which either intersects the axis in image
space or is parallel to it. The first case is called a focal
system, and the second an afocal system.

Focal systems. The point of intersection of the
image-space conjugate line of a focal system with the
axis is called the rear focal point (Fig. 3). It is conju-
gate to an object point on axis at infinity. The image
plane passing through the rear focal point is the rear
focal plane, and it is conjugate to an object plane at
infinity. Every other object plane has a conjugate lo-
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Fig. 3. Focal system.

cated at a finite distance from the rear focal point,
except for one which will have its image at infinity.
This object plane is the front focal plane, and its in-
tersection with the axis is the front focal point. Every
object line passing through the front focal point will
have its conjugate parallel to the axis in image space.

Now take an arbitrary object plane and its conju-
gate image plane. Select a point off axis in the object
plane and construct a line parallel to the axis pass-
ing through the off-axis point. The conjugate line in
image space will intersect the axis at the rear focal
point and the image plane at some off-axis point. The
distance of the object point from the axis is called
the object height, and the corresponding distance
for the image point is the image height. The ratio of
the image height to the object height is called the
transverse magnification, and is positive or negative
according to whether the image point is on the same
or the opposite side of the axis relative to the object
point.

Every pair of conjugate points has associated with
it a unique transverse magnification, and a given
transverse magnification specifies a unique pair of
conjugate planes. The rear focal plane and its conju-
gate have a transverse magnification of zero, whereas
the front focal plane and its conjugate have an infinite
transverse magnification.

The conjugate pair which have a transverse magni-
fication of 41 are called the (front and rear) principal
planes. The intersections of the principal plane with
the axis are called the principal points. The distance
from the rear principal point to the rear focal point
is called the rear focal length, and likewise for the
front focal length. See FOCAL LENGTH.

The focal points and principal points are four of
the six gaussian cardinal points. The remaining two
are a conjugate pair, also on axis, called the nodal

image plane
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points. They are distinguished by the fact that any
conjugate pair of lines passing through them make
equal angles with the axis. The function of the car-
dinal points and their associated planes is to sim-
plify the mapping of the object space into the image
space.

In addition to the transverse magnification, the
concept of longitudinal magnification is useful. If
two planes are separated axially, their conjugate
planes are also separated axially. The longitudinal
magnification is defined as the ratio of the image
plane separation to the object plane separation, and
is proportional to the product of the transverse mag-
nifications of the two conjugate pairs. In the limit
of the separation between the pairs approaching
zero, the longitudinal magnification becomes pro-
portional to the square of the transverse magnifica-
tion.

Only in planes perpendicular to the axis is there an
undistorted mapping, because only in such planes is
the magnification a constant over the field. An object
plane not perpendicular to the axis has a conjugate
plane also inclined to the axis, and the magnification
varies over the field, resulting in keystone distortion.

Afocal systems. In the case of afocal systems, any
line parallel to the axis in object space has a con-
jugate which is also parallel to the axis (Fig. 4).
Conjugate planes perpendicular to the axis are still
uniquely related, but the transverse magnification is
constant for the system, and the same value is ap-
plied to every pair of conjugate planes. The longi-
tudinal magnification, also constant for the system,
is proportional to the square of the transverse mag-
nification regardless of the separation of the pair of
conjugate planes. Cardinal points do not exist for
afocal systems.

The most common use of an afocal system is as a
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telescope, where both the object and the image are
atinfinity. The apparent sizes of the object and image
are determined by the angular subtense, which is de-
fined, for finite object or image distance, as the ratio
of the height to the distance from the observer, and,
for infinite distance, by holding this ratio constant as
the distance approaches infinity. The concept of an-
gular magnification is therefore useful; this is defined
as the ratio of the transverse magnification to the
longitudinal magnification, and is inversely propor-
tional to the transverse magnification. The power of
atelescope or a pair of binoculars is the magnitude of
the angular magnification. See MAGNIFICATION; TELE-
SCOPE.

Paraxial optics. The above discussion of the prop-
erties of the ideal image-forming system did not con-
sider the optical properties of the system where the
ray paths are determined by Snell’s law. Real optical
systems do not, in fact cannot, obey the laws of the
collinear transformation, and departures from this
ideal behavior are identified as aberrations. However,
if the system is examined in a region restricted to the
neighborhood of the axis, the so-called paraxial re-
gion, where angles and their sines are indistinguish-
able from their tangents, a behavior is found which is
exactly congruent with the collinear transformation.
Paraxial ray tracing can therefore be used to deter-
mine the ideal collinear properties of the system. If
a more extended region than the paraxial is consid-
ered, departures from the ideal collinear behavior are
observed because additional terms in a series expan-
sion for the trigonometric functions must be taken
into account. Nevertheless, even in this extended re-
gion the paraxially determined quantities represent
the first-order behavior of the system.

Ray tracing is usually done by using a cyclic algo-
rithm, with the coordinate system being transferred
from surface to surface through the system as the
ray tracing progresses. Two operations are involved,
a refraction and a transfer. In refraction, given the
incident ray direction and position on the surface,
Snell’s law is used to determine the emergent direc-
tion of the ray. In transfer, the position of the ray on
the next surface is determined.

In paraxial ray tracing, which uses the paraxial
approximation to Snell’s law, the operations of re-
fraction and transfer are simple linear operations,
and only two rays need be traced in order to locate
the cardinal points of the system. Once the cardinal
points have been determined, there are simple equa-
tions available to locate any pair of conjugate planes
and their associated magnification.

Apertures. The above discussion does not take into
account the fact that the sizes of the elements of the
optical system are finite, and, in fact, for any opti-
cal system, the light that can get through the sys-
tem to form the image is limited. To determine how
much light can get through the system, consider the
tracing of a sequence of rays from the axial object
point meeting the first surface at increasingly greater
heights. Eventually one of these rays and all others
beyond it will be blocked by the edge of some aper-
ture in the system. Assuming the aperture is circular
and centered on the axis, all the object rays inside



the cone determined by the ray which just touches
the edge of the aperture will get through the system
and participate in the formation of the image. The
aperture which limits the cone of rays admitted is
called the aperture stop of the system.

An observer who looks into the front of the sys-
tem from the axial object point sees not the aperture
stop itself (unless it is in front of the system), but
the image of it formed by the elements preceding
it. This image of the aperture stop is called the en-
trance pupil, and is situated in the object space on
the system. The image of the aperture stop formed
by the rear elements is the exit pupil, and is situated
in the image space of the system. The beam of light
which would go from the object point to the image
point on axis is spindle-shaped, with a circular cross
section everywhere (Fig. 5a).

Light from the edge of the object field will also
be limited by the same aperture stop and, to first
order, will have the same circular cross section at
each surface as the axial beam but will be displaced
laterally except at the aperture stop and the pupils.
The beam will consist of a sequence of sections of
skew circular cones (Fig. 5b). The connection be-
tween the entrance pupil and the object-space seg-
ments of the axial and the off-axis beams is shown in
Fig. 5c.

It is also possible that a portion of the beam will be
further blocked by the edge of some element which,
although large enough to admit the axial beam, will
not be large enough to admit all of the off-axis beam.
This latter effect is called vignetting.

Marginal ray and chief ray. The characteristics of
the axial beam are completely specified by a ray
traced from the axial object point toward the edge
of the entrance pupil. This ray will graze the edge of
the aperture stop and emerge from the edge of the
exit pupil proceeding to the axial image point. Such
a ray is often called a marginal ray, although other
names are also common.

The characteristics of the beam from the edge of
the field are the same as those of the axial beam ex-
cept for the displacement of the center of the beam at
each surface. Thus the characteristics of this off-axis
beam are described by the marginal ray, determining
the cross-sectional radius, and a ray traced from the
edge of the object field toward the center of the en-
trance pupil. This ray will pass through the center of
the aperture stop and emerge from the center of the
exit pupil proceeding to the image point at the edge
of the image field. This ray is commonly called the
chief ray.

These two rays, the marginal ray and the chief ray,
are all that need be traced to determine the first-order
properties of the image-forming system.

Lagrange invariant. At any surface in the system
the marginal ray and the chief ray are determined by
their heights at the surface and angles they make with
respect to the axis. Moreover, they are connected by
an interesting invariant relationship, often called the
Lagrange invariant. This is obtained by multiplying
the height of each ray by the product of the refractive
index and the angle of the opposite ray, and taking
the difference between the resulting two products.
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Fig. 5. Optical system with aperture stop. (a) Axial beam determined by the aperture stop.
(b) Off-axis beam determined by the aperture stop. (c) Entrance pupil and its connection
with the axial and off-axis beams in object space.

Because the Lagrange invariant holds at all surfaces
throughout the optical system, in particular the ob-
ject, the image, and the pupils, it is useful in solving
many problems in the early stages of laying out an op-
tical system, especially those involving a sequence of
subsystems. It also plays a major role in the radiom-
etry of image-forming systems; the total amount of
light which can pass through a system is proportional
to the square of the Lagrange invariant.

Although the determination of the first-order prop-
erties of an optical system is of major importance,
this is only the beginning of the task of designing
a good optical system. It is then necessary to trace
real rays, determine the aberrations, and adjust the
system parameters to improve the system’s perfor-
mance while maintaining its first-order behavior. See
BINOCULARS; CAMERA; EYEPIECE; GUNSIGHTS; LENS
(OPTICS); MIRROR OPTICS; OPTICAL MICROSCOPE; OP-
TICAL PRISM; OPTICAL PROJECTION SYSTEMS; OPTICAL
SURFACES; OPTICAL TRACKING SYSTEMS; PERISCOPE,;
RANGEFINDER (OPTICS). Roland V. Shack
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1
Geometry

A branch of mathematics concerned with the prop-
erties of space, including points, lines, curves, planes
and surfaces in space, and figures bounded by them.

Euclidean geometry. Geometry as a high school
subject is largely based on the Elements of Eu-
clid of Alexandria, a 13-volume work written about
300 B.C., of which the first 6 volumes present plane
geometry, the next 4 are concerned with numbers
and length, and the last 3 develop solid geometry. Eu-
clid’s Elements present in a logical order a sequence
of over 400 mathematical propositions or theorems,
proved on the basis of a set of 10 axioms or postu-
lates which are assumed to be “self-evident” or true
without proof—for example: “two points determine
a line.” Many theorems involve properties of trian-
gles, circles, and other geometric figures, concerning
lengths, angles, and congruence.

The most famous of Euclid’s assumptions is the
fifth, called the parallel postulate, which asserts that:
given a line / and a point P not on /, there is one and
only one line through P in the plane containing /
and P that does not intersect /. Many unsuccessful
attempts were made over the centuries to deduce
Euclid’s parallel postulate from the other axioms.
Equivalent to this postulate is the assumption that
the sum of the interior angles in a triangle is 180°. In
a triangle bounded by arcs of three great circles on a
sphere, the sum of the angles always exceeds 180°.
See EUCLIDEAN GEOMETRY.

Noneuclidean geometries. K. E Gauss is credited
with discovering an “elliptic” noneuclidean geome-
try in which there are no parallels, but the other eu-
clidean axioms are satisfied. One way to model it is to
call each diameter of a sphere a “point,” and call each
plane through the center (intersecting the sphere in
a great circle) a “line.” Then each two points deter-
mine a unique line and each two lines determine one
point.

Another type of noneuclidean geometry, called hy-
perbolic geometry, was discovered about 1830 by J.
Bolyai and N. I. Lobachevski. Through a given point
P not on a line /, there are many lines that do not
meet /. This geometry may be modeled by defining
as “lines” those circular arcs that meet a large circle
C at right angles and restricting the term “points” to
those within the absolute circle C. Then two points
determine a unique line, but there are many lines
through a point P not on a line / that do not inter-
sect /. Since consistent geometries exist in which
the parallel postulate does not hold, this postulate
is independent of the others. See NONEUCLIDEAN GE-
OMETRY.

Projective geometry. Projective geometry studies
geometric properties invariant under projections (as
in photography) which may distort angles and pre-
serve neither lengths nor ratios of lengths, whereas
euclidean geometry is confined to properties of fig-

ures such as angles and ratios of lengths that are
invariant under rigid motions, reflections, and sim-
ilarity transformations. If A, B, C, and D are four
collinear points, the so-called cross ratio (BA/BC) +
(DA/DQ) is preserved under projection. To each set
of parallel lines in euclidean geometry is added a
“point at infinity” or “vanishing point” in projective
geometry, so that each two lines meet in just one
point. Lines joining a point P not on / to four points
A, B, C, and D on [ have the same cross ratio as
the four points. A comprehensive theory is derived
from the invariance of cross ratio, including a com-
plete theory of conic sections. Hyperbolic, elliptic,
and euclidean geometries may be studied in terms of
projective transformations that fix respectively a real
nondegenerate conic, or an imaginary nondegener-
ate or degenerate line conic, the latter consisting of
two imaginary points at infinity that lie on all circles,
but on no other conics. See PROJECTIVE GEOMETRY.

Algebraic geometry. Algebraic geometry is a study
of solutions of systems of polynomial equations
Ji{x) = 0 in several variables x; thought of as coordi-
nates of a point x = (xy, X3, . . ., X)) in n-dimensional
space. Classical studies emphasize properties of an
irreducible algebraic plane curve f(x;, x,) =0 (fan
irreducible polynomial), such as singular and multi-
ple points and genus. The curve is rational (of genus
0) if x; and x, can be expressed as rational functions
of a parameter £. Two curves f(x, x2) = 0 and g(u,,
u,) = 0 are birationally equivalent if both the coor-
dinates of each curve can be expressed as rational
functions of the coordinates of the other. In mod-
ern studies, the coefficients in the polynomials f; are
chosen from an arbitrary field &, and solutions x are
sought in an algebraically closed field K containing
k. The set X of all points x at which all the f; vanish
is called an algebraic closed set, or variety. If X is not
empty, then the set of all polynomials f(x) that van-
ish on X form an ideal with a finite basis in the ring
of polynomials. Modern algebraic geometry studies
these ideals and corresponding varieties. See POLY-
NOMIAL SYSTEMS OF EQUATIONS; RING THEORY.

Differential geometry. Differential geometry uses
the tools of the calculus to study properties of curves
and surfaces, usually in a euclidean space where the
squared distance between nearby points is given in
rectangular coordinates by the pythagorean formula
ds®> = dx*+ dy*? + dz*. Arc length s is defined along
“smooth” curves. Geodesics on a surface, like great
circles on a sphere, are curves of shortest length
between points not too far apart. Curvature is de-
fined at each point of a smooth space curve, and tor-
sion (twisting) at points not belonging to a straight
portion of the curve; both curvature and torsion
are constant on a helix (similar to a coiled spring).
Curvatures of surfaces play an important role. See
DIFFERENTIAL GEOMETRY.

Riemannian geometry. Riemannian  geometry,
named for G. E B. Riemann, generalizes the con-
cepts of differential geometry to noneuclidean
spaces of any number n of dimensions in which
there may or may not be any “straight” lines of
infinite extent. Points P are specified by coordinates
x' like longitude and latitude on the Earth’s surface.



Squared distance is expressed by a quadratic form
ds* = [ gydx'dy, summed over 7 and j from 1 to n,
where the functions g;; are components of a “metric
tensor” that is a scalar function of n vectors, varying
in value from point to point. Under a differentiable
change of coordinates (somewhat more general
than the change from rectangular to spherical
coordinates in euclidean analytic geometry), the
components g; are changed. But geodesic paths
and a certain curvature obtained from second
derivatives of the g, are independent of the choice
of coordinates x* and describe intrinsic properties
of the space. See RIEMANNIAN GEOMETRY.

Concepts of riemannian geometry are employed in
Albert Einstein’s theory of relativity. In his special the-
ory (1905), the invariant interval between events in
space-time is ds? = di* — (dx* + dy* + dz?)/c?, where
c is the velocity of light, about 3 x 10% m/s (1.86 x
10° mi/s). Thus neither the apparent time interval
dt between events nor the space interval but a com-
bination of the two is the same for all observers. In
his general theory (1916), Einstein introduces a more
general riemannian metric with g;;’s representing the
local gravitational potential, and explains the accel-
eration ascribed by Newton to a gravitational force as
acceleration due to motion along curved world lines
in space-time that are bent by the gravitational field.
See RELATIVITY; SPACE-TIME. J. Sutherland Frame
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Geomorphology

The study of landforms, including the description,
classification, origin, development, and history of
planetary surface features. Emphasis is placed on

Geomorphology

the genetic interpretation of the erosional and de-
positional features of the Earth’s surface. However,
geomorphologists also study primary relief elements
formed by movements of the Earth’s crust, topogra-
phy on the sea floor and on other planets, and appli-
cations of geomorphic information to problems in
environmental engineering.

Geomorphologists analyze the landscape, a fac-
tor of immense importance to humankind. Their
purview includes the structural framework of land-
scape, weathering and soils, mass movement and hill-
slopes, fluvial features, eolian features, glacial and
periglacial phenomena, coastlines, and karst land-
scapes. Processes and landforms are analyzed for
their adjustment through time, especially the most
recent portions of Earth history.

History. Geomorphology emerged as a science in
the early nineteenth century with the writings of
James Hutton, John Playfair, and Charles Lyell. These
men demonstrated that prolonged fluvial erosion is
responsible for most of the Earth’s valleys. Impe-
tus was given to geomorphology by the exploratory
surveys of the nineteenth century, especially those
in the western United States. By the end of the
nineteenth century, geomorphology had achieved
its most important theoretical synthesis through the
work of William Morris Davis. He conceived a mar-
velous deductive scheme of landscape development
through the action of geomorphic processes acting
on the structure of the bedrock to induce a progres-
sive evolution of landscape stages.

Perhaps the premier geomorphologist was Grove
Karl Gilbert. In 1877 he published his report “Geol-
ogy of the Henry Mountains.” This paper introduced
the concept of equilibrium to organize tectonic and
erosional process studies. Fluvial erosion was mag-
nificently described according to the concept of en-
ergy. Gilbert’s monograph “Lake Bonneville” was
published in 1890 and described the Pleistocene
history of the predecessor to the Great Salt Lake
(Fig. 1). The monograph is a masterpiece of dynamic
analysis. Concepts of force and resistance, equilib-
rium, and adjustment—these dominated in Gilbert’s
study of geomorphology. He later presented a

Fig. 1. The great bar of Pleistocene Lake Bonneville at Stockton, Utah. (After G. K. Gilbert, U.S. Geol. Surv. Monogr. 1, 1890)
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Fig. 2. Surveying large transverse gravel bars created by flooding of the Medina River, Texas, in August 1978.

thorough analysis of fluvial sediment transport and
the environmental effects of altered fluvial systems.
He even made a perceptive study of the surface mor-
phology of the Moon.

Despite Gilbert’s example, geomorphologists in
the early twentieth century largely worked on land-
scape classification and description according to
Davis’s theoretical framework. Toward the middle
of the twentieth century, alternative theoretical ap-
proaches appeared. Especially in France and Ger-
many, climatic geomorphology arose on the premise
that distinctive landforms and processes are asso-
ciated with certain climatic regions. Geomorphol-
ogy since 1945 has become highly diversified, with
many groups specializing in relatively narrow sub-
fields, such as karst geomorphology, coastal pro-
cesses, glacial and Quaternary geology, and fluvial
processes.

Process geomorphology. Modern geomorpholo-
gists emphasize basic studies of processes presently
active on the landscape (Fig. 2). This work has ben-
efited from new field, laboratory, and analytical tech-
niques, many of which are borrowed from other dis-
ciplines. Geomorphologists consider processes from
the perspectives of pedology, soil mechanics, sedi-
mentology, geochemistry, hydrology, fluid mechan-
ics, remote sensing, and other sciences. The com-
plexity of geomorphic processes has required this
interdisciplinary approach, but it has also led to a the-
oretical vacuum in the science. At present many geo-
morphologists are organizing their studies through a
form of systems analysis. The landscape is conceived
of as a series of elements linked by flows of mass and
energy. Process studies measure the inputs, outputs,
and transfers for these systems. Although systems
analysis is not a true theory, it is compatible with the
powerful new tools of computer analysis and remote
sensing. Systems analysis provides an organizational
framework within which geomorphologists are de-
veloping models to predict selected phenomena.

The future. Geomorphology is increasing in impor-
tance because of the increased activity of humans
as a geomorphic agent. As society evolves to more
complexity, it increasingly affects and is threatened
by such geomorphic processes as soil erosion, flood-

ing, landsliding, coastal erosion, and sinkhole col-
lapse. Geomorphology plays an essential role in en-
vironmental management, providing a broader per-
spective of landscape dynamics than can be given by
standard engineering practice.

The phenomenal achievements of nineteenth-
century geomorphology were stimulated by the new
frontier of unexplored lands. The new frontier for
geomorphology in the late twentieth century lies
in the study of other planetary surfaces (Fig. 3).
Each new planetary exploration has revealed a di-
versity of processes that stimulates new hypotheses

Fig. 3. Streamlined uplands and large sinuous channels in
the Chryse Planitia region of Mars. (National Aeronautics
and Space Administration)



for features on Earth. Geomorphology must now
solve the mysteries of meteor craters on the Moon
and Mercury, great landslides and flood channels on
Mars, phenomenally active volcanism on Io, and ice
tectonics on Ganymede. See COASTAL LANDFORMS;
EROSION; GLACIATED TERRAIN; KARST TOPOGRAPHY.
Victor R. Baker
Bibliography. V. R. BakerandS. J. Pyne, G. K. Gilbert
and modern geomorphology, Amer: J. Sci., 278:97-
123, 1978; A. L. Bloom, Geomorphology: A Sys-
tematic Analysis of Late Cenozoic Landforms, 3d
ed., 1997; A. E Pitty, Geomorphology: Themes and
Trends, 1985; D. E Ritter, Process Geomorphology,
3d ed., 1995.
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Geophagia

Soil ingestion by animals. Grazing animals such as
sheep and cattle ingest varying amounts of soil when
they graze herbage contaminated with it.

Pastures become contaminated with soil when
livestock walk across the herbage, particularly in wet
conditions, as the treading action pushes the plants
against the soil surface while soil also brushes off
their hooves. An increase in the amount of soil in-
gested by the animals is associated with an increase
in the ash content of the feces. Thus, the daily intake
of soil can be determined from the daily fecal output
and the fecal ash content.

The amount of soil ingested by sheep and cattle
is influenced by soil type, stock density, earthworm
activity, management practices, and various seasonal
factors. Soils that are well drained and have a strong
structure do not break up so readily and contaminate
the herbage as is the case for poorly drained, weak-
structured soils. When the density of stock grazing
in a given area of herbage is increased, the amount
of treading is increased, while the herbage is grazed
more closely. The overall effect is that more soil is
transferred to the herbage and ingested. Earthworm
casts deposited at the soil surface are also ingested
when the herbage is closely grazed.

Geophagia is subject to seasonal variations. The
wetter and cooler conditions of autumn and winter
result in muddier herbage and an increase in soil in-
gestion by grazing animals. During the spring and
summer, the greater growth of the herbage and drier
conditions result in cleaner herbage, and there is a
marked decrease in intake of soil.

The ingestion of soil affects the teeth of sheep.
For instance, under the conditions prevailing in in-
tensive systems of sheep farming, the incisor teeth
of the sheep slowly wear down, so that the older
animals have only a small amount of tooth showing
above the gum. The rate of teeth wear has been found
to be associated with the amount of soil ingested,
the causative agent being the abrasive action of the
soil.

Soil can be a source of mineral nutrients. Since
soils are higher than herbage in iron, manganese,
zinc, copper, cobalt, selenium, and iodine, they may
contribute to the mineral nutrition of the grazing
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animals. See AGRICULTURAL SCIENCE (ANIMAL); AGRI-
CULTURE; SOIL CHEMISTRY. Neville D. Grace

|
Geophysical exploration

Making, processing, and interpreting measurements
of the physical properties of the Earth with the ob-
jective of practical application of the findings. Most
exploration geophysics is conducted to find commer-
cial accumulations of oil, gas, coal, or other miner-
als, but geophysical investigations are also employed
with engineering objectives, in studies aimed at pre-
dicting the nature of the Earth for the foundations
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Fig. 1. Bouguer gravity of a portion of the Perth Basin, Western Australia. Contour interval

is 1 mGal; datum is arbitrary. Departures from regularity are

called anomalies. The bulge A

results from an uplift area, the contour offset along BB is an east-west trending fault,
downthrown to the south. Other faults (CC and DD ) are indicated by a closer spacing of
the contours; both are downthrown to the east. Some of the variations in contour spacing
result from measurement errors, some from interpolating between control points. 1 mi =

1.6 km. (Western Australian Petroleum Pty. Ltd.)
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of roads, buildings, dams, tunnels, nuclear power
plants, and other structures, and in the search for
geothermal areas, water resources, pollution, arche-
ological ruins, and so on.

Geophysical exploration, also known as applied
geophysics or geophysical prospecting, is often di-
vided into subsidiary fields according to the property
being measured, such as magnetic, gravity, seismic,
electrical, electromagnetic, thermal, or radioactive.
See GEOPHYSICS.

General principles. A number of principles apply
to most of the different types of geophysical ex-
ploration. Occasionally, prospective features can be
mapped directly, such as iron deposits by their mag-
netic effects, but most features are studied indirectly
by measuring the properties or the geometry of rocks
that are commonly associated with certain mineral
deposits.

Ordinarily, an anomaly is sought, that is, a depar-
ture from the uniform geologic characteristics of a
portion of the Earth (Fig. 1). The primary objec-
tive of a survey is usually to determine the location
of such departures. Sometimes, areas of anomalous
data are obvious, but more often they are elusive be-
cause the anomaly magnitude is small compared to
the background noise or because of the interference
of the effects of different features. A variety of aver-
aging and filtering techniques are used to accentuate
the anomalous regions of change.

An anomaly usually seems smaller as the distance
between the anomalous source and the location of
a measurement increases (Fig. 2). Hence, a nearby
source usually produces a sharp anomaly detectable
only over a limited region, although possibly of large
magnitude in this region. The detail of measurement
required to locate anomalies must be compatible
with the depth of the sources of interesting anoma-

lies. If the source of an anomaly is deep in the Earth,
then the anomaly is spread over a wide area, and
its magnitude is small at any given location. As the
depth of the anomaly increases, more sensitive in-
struments are needed because the effects become
much smaller. Hence, the depth of the feature sought
governs both the amount of detail and the preci-
sion required in measurements. Many of the differ-
ences in geophysical methods derive from the dif-
ferent depths of interest. Engineering, mineral, and
ground-water objectives are usually shallow, often
less than 100 ft (30 m), whereas petroleum and natu-
ral gas accumulations are usually quite deep: 0.6-5 mi
(1-8 km).

Geophysical data usually are dominated by effects
that are of no interest, and such effects must be ei-
ther removed or ignored to detect and analyze the
anomalous effects being sought. Noise caused by
near-surface variations is especially apt to be large.
The averaging of readings is the most common way
of attenuating such noise.

The interpretation of geophysical data is almost
always ambiguous. Since many different configura-
tions of properties in the Earth can give rise to the
same data, it is necessary to select from among many
possible explanations those that are most probable,
and (usually) to select from among the probable ex-
planations the few that are most optimistic from the
point of view of achieving set objectives. In engineer-
ing and pollution applications, the most pessimistic
interpretation may be sought so that the worst situ-
ation can be studied.

Geologic features affect the various types of mea-
surements differently; hence more can be learned
from several types of measurements than from any
one alone. Combinations of methods are particularly
useful in mining exploration. In petroleum surveys,
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Fig. 2. Portion of a magnetic map (top) and interpretation (below). On the map, sharper features at the left indicate basement
rocks are shallow, whereas broad anomalies to the right indicate deep basement. 1 ft = 0.3 m; 1 mi = 1.6 km. (After S. L.
Hammer, 4th World Petroleum Congress Proceedings, Rome, Sec. 1, 1955)



magnetic, gravity, and seismic explorations are apt to
be performed in that sequence, which is the order of
relative cost. Less expensive methods are used first
to narrow down the region to be explored by more
expensive methods.

Usually the properties that geophysicists are able
to measure are not directly related to objectives of
interest; hence some association must be developed
between the measured properties and features of
interest. Geophysical measurements can determine
something about the location, lateral extent, and
depth of the source of an anomaly but not its spe-
cific cause. For example, an anomalous area located
by ground-penetrating radar might be caused by a
multitude of things, many of them of no interest.
Interpretation utilizes other known information; for
example, knowledge that potentially hazardous ma-
terials have been buried in the area might suggest
this explanation for an anomaly. Reasoning is usually
somewhat inferential; an ore often associated with
a geological feature might be found by looking near
geophysical indications of these features. The infer-
ence that the factors that produced a particular struc-
tural feature may have also affected sedimentation
may lead to the discovery of a stratigraphic accumu-
lation. See STRATIGRAPHY.

Magnetic surveying. Rocks and ores containing
magnetic minerals become magnetized by induction
in the Earth’s magnetic field so that their induced
field adds to the Earth field. Magnetic exploration in-
volves mapping variations in the magnetic field to
determine the location, size, and shape of such bod-
ies. See GEOMAGNETISM.

The magnetic susceptibility of sedimentary rock
is generally orders of magnitude less than that of
igneous or metamorphic rock. Consequently, the
major magnetic anomalies observed in surveys of
sedimentary basins usually result from the underly-
ing basement rocks. Determining the depths of the
tops of magnetic bodies is thus a way of estimat-
ing the thickness of the sediments. Gradiometers are
used to detect sedimentary structures such as faults.
See ROCK MAGNETISM.

Except for magnetite and a very few other min-
erals, mineral ores are only slightly magnetic. How-
ever, they are often associated with bodies such as
dikes that have magnetic expression so that magnetic
anomalies may be associated with minerals empiri-
cally. For example, placer gold is often concentrated
in stream channels where magnetite is also concen-
trated.

Instrumentation. Several types of instruments are
used for measuring variations in the Earth’s magnetic
field. Because the magnetic field is a vector quan-
tity, its magnitude and direction can be measured or,
alternatively, components of the field in different di-
rections. Usually, however, only the magnitude of the
total field is measured.

Optically pumped, proton and fluxgate magne-
tometers are used extensively in magnetic explo-
ration. Although it is fairly easy to achieve magne-
tometers with even greater sensitivity, those used in
exploration typically are accurate to 0.1-10 nanotes-
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las (0.1-10 gammas), which is compatible with un-
certainties in noise background. More sensitive mag-
netometers such as the cryogenic superconducting
quantum interference device (SQUID) are sometimes
used where more precise measurements are needed.
See MAGNETOMETER; SQUID.

Field methods. Most magnetic surveys are made by
aircraft, because a large area can be surveyed in a
short time, and thus the cost per unit of area is
kept very low. Aeromagnetic surveying is especially
adapted to reconnaissance, for locating those por-
tions of large, unknown areas that contain the best
exploration prospects so that future efforts can be
concentrated there. Other types of measurements
(for example, electromagnetic, gamma-ray) are often
made simultaneously.

The spacing of measurements must be finer than
the size of the anomaly of interest. Petroleum explo-
ration usually concentrates only on large anomalies,
hence a survey for such objectives may involve flying
a series of parallel lines spaced 0.6-2 mi (1-3 km)
apart, with tie lines (perpendicular lines) every
6-9 mi (10-15 km) to assure that the data on ad-
jacent lines can be related properly. The flight el-
evation is usually 900-3000 ft (300-1000 m). In
mineral exploration, lines are usually located much
closer—sometimes less than 300 ft (100 m) apart—
and the flight elevation is as low as safety permits.
Helicopters are sometimes used for mineral magnetic
surveys.

Aircraft are usually equipped with Global Posi-
tioning System (GPS) and Doppler radar naviga-
tion and with both aneroid and radar altimeters
so that the locations of measurements are known
accurately. Aircraft also use radionavigation mea-
surements and aerial photographs or other means
to locate the aircraft. See AERIAL PHOTOGRAPHY;
ALTIMETER; DOPPLER RADAR; SATELLITE NAVIGATION
SYSTEMS.

The immediate product of aeromagnetic surveys
is a graph of the magnetic field strength along lines of
traverse. After adjustment, the data are usually com-
piled into maps on which magnetism is shown by
contours (isogams) that connect points of equal mag-
netic field strength.

In ground mineral exploration, the magnetic field
is measured at closely spaced stations. The effects
of near-surface magnetic bodies is accentuated over
measurements made in the air. Magnetic surveys are
also carried out on the ground to delineate near-
surface features such as buried drums and tanks or
archeological artifacts. Magnetic gradient measure-
ments [measurements made at nearby points (some-
times 10 ft or 3 m apart) so that differences give the
magnetic gradients] are especially sensitive to near-
surface features.

Magnetic surveying is often done in conjunction
with other geophysical measurements, because it
adds only a small increment to the cost and the added
information often helps in resolving interpretational
ambiguities.

Data reduction and interpretation. The reduction of mag-
netic data is usually simple. Often, measurement
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conditions vary so little that the data can be in-
terpreted directly, or else require only network ad-
justments to minimize differences at line intersec-
tions. The magnetic field depends on the elevation
at which it is measured, but data can be continued to
a different elevation; that is, the magnetic field at one
elevation can be determined from knowledge of the
field at a different elevation. Where different parts of
an area have been surveyed at different elevations,
continuation can be used to reconcile them. In sur-
veys of large areas, the variations in the Earth’s over-
all magnetic field may be removed (magnetic latitude
correction). In exceptional cases, such as in land sur-
veys made over very irregular terrain, as in bottoms
of canyons where some of the magnetic sources may
be located above the instrument, reduction of the
data can become difficult.

The sharpness of a magnetic anomaly depends on
the distance to the magnetic body responsible for
the anomaly. Inasmuch as the depth of the magnetic
body is often the information being sought, the shape
of an anomaly is the most important aspect. Modeling
is used to determine the magnetic field that would
result from bodies of certain shapes and depths. The
model anomalies are examined for a parameter of
shape that is proportional to the depth (Fig. 3). The
shape parameter is measured on real anomalies and
scaled to indicate how deep the body responsible for
the anomaly lies. Such estimates are typically accu-
rate to 10-20%, sometimes better.

Iterative modeling techniques are used in more de-
tailed studies. The field indicated by a model is sub-
tracted from the observed field to give an error field.
Then the model is changed to obtain a new error
field. This process is repeated until the error field is
made sufficiently small. The model then represents
one possible explanation of the anomaly.

One commonly employed interpretation tech-
nique is to assume that the measured field results
from near-vertical dikes or the edges of thin hori-
zontal sheets. Seven or so successive equally spaced
measurements can then be solved for the depth and
other parameters of anomalies. Computers solve for
each successive set of measurements, and then so-

surface

Fig. 3. Variation of shape measurements across an
anomaly. Among the shape factors sometimes measured
are A, the distance over which the slope is maximum; B, the
distance between points where the slope is half of the
maximum slope; C, half the width of the anomaly at half the
peak magnitude. Such shape measurements multiplied by
index factors give estimates of the depth of the body
responsible for the anomaly.

phisticated filtering techniques eliminate solutions
that are not consistent.

Gravity exploration. Gravity exploration is based
on the law of universal gravitation: the gravitational
force between two bodies varies in direct proportion
to the product of their masses and in inverse propor-
tion to the square of the distance between them.

Because the Earth’s density varies from one loca-
tion to another, the force of gravity varies from place
to place. Gravity exploration is concerned with mea-
suring these variations to deduce something about
rock masses in the immediate vicinity. See EARTH,
GRAVITY FIELD OF.

Vertical density changes affect all stations equally
and so do not produce easily measured effects. Grav-
ity field variations are produced by lateral changes
in density. Absolute density values are not involved,
only horizontal changes in density. The product of
the volume of a body and the difference between
the density of the body and that of the horizontally
adjacent rocks is called the anomalous mass.

Gravity surveys are used more extensively for
petroleum exploration than for metallic mineral
prospecting. The size of ore bodies is generally small;
therefore, the gravity effects are quite small and local
despite the fact that there may be large density differ-
ences between the ore and its surroundings. Hence,
gravity surveys to detect ore bodies have to be very
accurate and very detailed. In petroleum prospect-
ing, on the other hand, the greater dimensions of the
features more than offset the fact that density differ-
ences are usually smaller. See PETROLEUM; PROSPECT-
ING.

Instrumentation. The most common gravity instru-
ment in use is the gravity meter or gravimeter. The
gravimeter basically consists of a mass suspended by
springs comprising a balance scale. The gravimeter
can be balanced at a given location, then moved to
another location, and the minute changes in gravita-
tional force required to rebalance the instrument can
be measured. Hence the gravimeter measures differ-
ences in a gravity field from one location to another
rather than the gravity field as a whole.

A gravimeter is essentially a very sensitive ac-
celerometer, and extraneous accelerations affect the
meter in the same way as the acceleration of gravity
affects it. Typically, gravimeters read to an accuracy
of 0.01 mGal, which amounts to 1/100,000,000 of
the Earth’s gravitational field. Anomalies of interest
in petroleum exploration are often of the magnitude
of 0.5 to 5 mGal. Extremely sensitive gravimeters
measuring to microgal accuracy are used in bore-
holes to locate cavities such as caves and tunnels,
and in archeological applications to search for burial
chambers. See ACCELEROMETER; GRAVITY METER.

Field surveys. Almost all gravity measurements are
relative measurements; differences between loca-
tions are measured although the absolute values re-
main unknown. Ordinarily, the distance between the
stations should be smaller than one-half the depth of
the structures being studied.

Gravity surveys on land usually involve measure-
ments at discrete station locations. Such stations are



spaced as close as a few meters apart in some min-
ing or archeological surveys, about 0.3 mi (0.5 km)
for petroleum exploration, and 6-10 mi (10-20 km)
for some regional geology studies. While it is desir-
able to have gravity values on a uniform grid, often
this is not convenient, and so stations are located on
traverses around loops. For petroleum exploration,
the gravimeter might be read every 0.3 mi (0.5 km)
around loops of about 4 by 6 mi (6 by 10 km). He-
licopters are used for transport between stations in
areas of difficult terrain. Location and elevation are
then determined by an inertial navigation system,
also carried by the helicopter.

The gravity field is very sensitive to elevation. An
elevation difference of 9 ft (3 m) represents a differ-
ence in gravity of about 1 mGal. Hence, elevation has
to be known very accurately, and the most critical
part of a gravity survey often is determining eleva-
tions to sufficient accuracy.

Gravity measurements can be made by ships at
sea. Usually the instrument is located on a gyrostabi-
lized platform which holds the meter as nearly level
as possible. The limiting factor in shipboard gravity
data is usually the uncertain velocity of the meter,
especially east to west, since the ship is moving. The
velocity of a ship traveling east adds to the velocity
because of the rotation of the Earth. Consequently,
centrifugal force on the meter increases and the ob-
served gravity value decreases (Eotvos effect).

Gravity measurements are also sometimes made by
lowering a gravimeter to the ocean floor and balanc-
ing and reading the meter remotely. Gravity measure-
ments have been made by aircraft using techniques
like those used at sea, but are not sufficiently accu-
rate to be useful for most exploration.

Specialized gravimeters are used to make measure-
ments in boreholes. The main difference between
gravity readings at two depths in a borehole is pro-
duced by the mass of the slab of earth between the
two depths; this mass pulls downward on the meter
at the upper level and upward at the lower level.
Thus the difference in readings depends on the den-
sity of this slab. In sedimentary rocks, the borehole
gravimeter is used primarily for measuring porosity.
The density of most minerals in sedimentary rocks is
about the same, but very different from water-filled
pore spaces.

Variations in the Earth’s gravity field affect sea
level. Orbiting satellites can measure their elevation
with respect to sea level with sufficient accuracy to
map variations in the Earth’s field over the oceans.
Satellites can measure gravity anomalies at sea that
are larger than about 5 mGal and 15 mi (25 km)
width.

Data reduction. Gravity measurements have to be cor-
rected for factors other than the distribution of the
Earth’s mass. Meters drift or change their reading
gradually because of various reasons. The Sun and
Moon pull on the meter in different directions dur-
ing the course of a day. The gravitational force varies
with the elevation of the gravimeter both because
at greater elevations the distance from the Earth’s
center increases (free-air correction) and because
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mass exists between the meter and the reference el-
evation, which is usually mean sea level (Bouguer
correction). Gravity varies with latitude because the
Earth’s equatorial radius exceeds its polar radius and
because centrifugal force resulting from the Earth’s
rotation varies with latitude. Nearby terrain affects a
gravimeter; mountains exert an upward pull, valleys
cause a deficit of downward pull. Thus the effects
of nearby elevation differences add, whether the dif-
ferences are positive or negative. This is the most
critical correction to be made to gravity data in areas
of rough terrain.

Gravity measurements that have been corrected
for all of these effects are called Bouguer anomalies,
or free-air anomalies if the Bouguer correction has
not been made. They therefore represent the effects
of local masses within the Earth, that is, effects for
which corrections have not been made. Most gravity
maps display contours (isogals) of free-air or Bouguer
anomaly values.

Data interpretation. The most important part of grav-
ity interpretation is locating anomalies that can be
attributed to mass concentrations being sought, iso-
lating these from other effects (Fig. 1). Separating
the main part of the gravitational field, which is not
of interest (the regional), from the parts attributed
to local masses, the residuals, is called residualizing.

Many techniques for gravity data analysis are sim-
ilar to those used in analyzing magnetic data. Shape
parameters are used to determine the depth of the
mass’s center. Another widely used technique is
model fitting: a model of an assumed feature is made,
its gravity effects are calculated, and the model is
compared with field measurements.

Continuation is a process by which calculations
are made from measurements of the gravity field
over one surface to determine what values the field
would have over another surface. A field can be con-
tinued if there is no anomalous mass between the
surfaces. Continuing the field to a lower surface pro-
duces sharper anomalies as the anomalous mass is
approached. However, if the process is carried too
far, instability occurs when the anomalous mass is
reached. The technique, however, is very sensitive
to measurement uncertainties and often is not prac-
tical with real data.

Seismic exploration. The seismic method is the pre-
dominant geophysical method. Seismic waves are
generated by one of several types of energy sources
and detected by arrays of sensitive devices called
geophones or hydrophones. The most common mea-
surement made is of the travel times of seismic waves
and the amplitude of the waves, with less attention
being given to changes in their frequency content or
wave shape.

The seismic method is divided into two major
classes, refraction and reflection, and two types
based on the objectives, exploration and reservoir
studies. Method classification depends on whether
the predominant portion of wave travel is horizontal
or vertical, respectively.

Principles of seismic waves. A change in mechanical
stress produces a strain wave that radiates outward
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as a seismic wave, because of elastic relationships.
The radiating seismic waves are like those that re-
sult from earthquakes, though much weaker. Most
seismic work involves the analysis of P waves (com-
pressional waves) in which particles move in the di-
rection of wave travel, analogous to sound waves
in air. S waves (shear waves) are occasionally stud-
ied, but most exploration sources do not generate
very much shear energy. Surface waves, especially
Rayleigh waves, are also generated, but these are
mainly a nuisance because they do not penetrate far
enough into the Earth to carry much useful informa-
tion. Recording techniques are designed to discrim-
inate against them. See SEISMOLOGY.

A seismic wave is a vector, involving both magni-
tude and direction. Historically, measurements have
been made of only the vertical component of motion
(with geophones), or only of the magnitude (with hy-
drophones). Attention is now being shifted to mea-
suring all components of wave motion in order to
study the conversion of P-waves to S-waves, and vice
versa, and anisotropy.

The amplitude of a seismic wave reflected at an
interface depends on the elastic properties, often
expressed in terms of seismic velocity and density
on either side of the interface. When the direction
in which the wave is traveling is perpendicular to
the interface, the ratio of the amplitudes of reflected
and incident seismic waves is given by the normal
reflection coefficient R, as shown in Eq. (1), where

_ A(pV)
T 200M

@

A(pV) is the change in the product of velocity and
density and (pV) is the average of the product of
velocity and density on opposite sides of the inter-
face. The relationships are much more complicated
where wave travel is not perpendicular to interfaces.
The variation of the reflection coefficient with angle
of incidence is now routinely used to indicate the
kind of fluid in the pore space and the lithology.
Seismic waves are bent when they pass through
interfaces, and Snell’s law holds, shown in Eq. (2),
sin o sin o,

Vi v, @

where o; is the angle between a wavefront and the
interface in the /th medium where the velocity is V;
(Fig. 4). Because velocity ordinarily increases with
depth, seismic-ray paths become curved concave-
upward (Fig. 5).

The resolving power (ability to separate features)
with seismic waves depends inversely on their wave-
length A and is often thought of as of the order of A/4.
The wavelength is often expressed in terms of the
wave’s velocity and frequency f: A = V/f. Most seis-
mic work involves frequencies from 15 to 70 Hz, and
most rocks have velocities from 4500 to 18,000 ft/s
(1500 to 6000 m/s) so that wavelengths range from
90 to 900 ft (30 to 300 m). Usually, the frequency
becomes lower and the velocity higher as depth in
the Earth increases, so that wavelength increases

Fig. 4. Bending of seismic waves at interface; V, > V.

surface of Earth

Fig. 5. Wavefronts become more widely spaced and ray
paths become curved as velocity increases with depth.

and resolving power decreases. Very shallow, high-
resolution work involves frequencies higher than
those cited above, and long-distance refraction (and
earthquakes) involve lower frequencies. See ECHO
SOUNDER.

Reflection exploration. Seismic-wave energy partially
reflects from interfaces where velocity or density
changes. The measurement of the arrival times of
reflected waves (Fig. 6) thus permits mapping the
interfaces that form the boundaries between differ-
ent kinds of rock. This, the predominant geophysical
exploration method, can be thought of as similar to
echo sounding. When a seismic source § generates
seismic energy, it is received at detectors located at
intervals, say from A to B. The distance to the re-
flector can be obtained from the arrival time of the
reflection if the velocity is known. If the reflector
dips towards A, the reflection will arrive sooner at B

(a) Wy (b) I

Key:
v detector 3% seismic source

Fig. 6. Measuring reflected seismic wave energy.
(a) Dipping reflector. (b) Flat reflector.



than at A; the difference in arrival times is a measure
of the amount of dip.

For a flat reflector (Fig. 6b) and constant velocity
V, the arrival time at detector C is Z, and the arrival
time at a detector at the source Sis #, = 2Z/V, where
Z is the depth. From the pythagorean theorem (for
the triangle CSI; Fig. 6b), Eqgs. (3) and (4) are ob-

V) = (Vi) +x* = 22)* +x° 3)
/
V= x(tj - t§>l ’ 4

tained. These give both the values of V and Z. Simi-
lar relationships can be used for nonflat reflectors or
nonconstant velocity to yield velocity information.

Usually a number of detector groups are used, and
the arrival of reflected waves is characterized by co-
herency. Thus, if all of the detectors in a line move
in a systematic way, a seismic wave probably passed.
Multiple detectors make it possible to detect coher-
ent waves in the presence of a high noise level and
also to measure distinguishing features of the waves.
See SEISMIC EXPLORATION FOR OIL AND GAS.

Refraction exploration. Refraction seismic exploration
involves rocks characterized by high seismic veloc-
ity. Wavefronts are bent at interfaces (Fig. 7) so
that appreciable energy travels in high-velocity mem-
bers and arrives earlier at detectors distant from the
source than energy that has traveled in overlying
lower-velocity members. Differences in arrival time
at different distances from the energy source yield
information on the velocity and attitude (dip) of the
high-velocity member.
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Fig. 7. Refractive seismic exploration data. (a) Section
through model of layered earth. Curves (wavefronts)
indicate location of seismic energy at successive times
after a shot at A. Beyond B, energy traveling in the second
layer arrives first; beyond C, that in the third layer arrives
first. (b) Arrival time as a function of source-to-detector
distance. DD, direct wave; EE , refracted wave (head wave)
in the second layer; FF , refracted wave in the third layer;
GG, reflection from interface between first and second
layers; HH , reflection from that between second and third
layers. 1 km = 0.6 mi. 1 m/s = 3.3 ft/s.
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A variant of refraction seismic exploration is the
search for high-velocity masses in an otherwise low-
velocity section, by looking for regions where seis-
mic waves arrive earlier than expected. Such arrivals,
called leads, were especially useful in locating salt
domes in Louisiana, Texas, Mexico, and Germany in
the late 1920s and 1930s.

Refraction seismic techniques are used in ground-
water studies, engineering geophysics, and mining
to map the water table and bedrock under uncon-
solidated overburden, with objectives such as foun-
dation information or locating buried stream chan-
nels in which heavy minerals might be concentrated
or where water might accumulate. Refraction tech-
niques are also used in petroleum exploration and
for crustal studies.

Channel-wave exploration. Seismic waves can become
trapped once they are generated in low-velocity
formations. The low-velocity formation constitutes
a waveguide, and the waves are called channel,
guided, or seam waves. Coal often satisfies wave-
guide requirements, and channel waves are used for
determining the continuity of coal beds. The objec-
tive usually is to ascertain that the coal measures are
not interrupted by faults or channels that would in-
terfere with the operation of longwall mining ma-
chines. Sources and geophones are located in the
coal bed in mining tunnels; and both reflection and
transmission ray paths are used, the former where
sources and geophones are in the same tunnel and
the latter where they are in different tunnels. Chan-
nel waves are also sometimes studied in borehole-to-
borehole measurements to ascertain the continuity
of reservoirs.

Instrumentation. Detectors of seismic energy on land
(geophones or seismometers) are predominantly
electromechanical devices. A coil moving in a uni-
form magnetic field generates a voltage proportional
to the velocity of the motion. Usually the coil has
only one degree of freedom and is used so it will be
sensitive to vertical motion only. Three mutually per-
pendicular elements in a three-component detector
are coming into increased use to distinguish the type
of waves (compressional, shear, Rayleigh, and such)
or to determine the direction from which the waves
come. See SEISMOGRAPHIC INSTRUMENTATION.

Detectors in water are usually piezoelectric. Pres-
sure changes produced as a seismic wave passes dis-
tort a ceramic element and induce a voltage between
its surfaces. Such detectors are not directionally sen-
sitive. See HYDROPHONE.

Detectors are usually arranged in groups (arrays)
spread over a distance and connected electrically so
that, in effect, the entire group acts as a single large
detector. Such an arrangement discriminates against
seismic waves traveling in certain directions. Thus
a wave traveling horizontally reaches different de-
tectors in the group at different times, so that wave
peaks and troughs tend to cancel; whereas a wave
traveling vertically affects each detector at the same
time, so that the effects add. The principles of seis-
mic array design are similar to those in radio antenna
design.
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Fig. 8. Reflection of seismic energy obtained from
reflection point R (common midpoint) by positioning a
source at A and a detector at A . The same point is involved
with a source at B and a detector at B, or C and C . The
redundancy in measuring reflections from the same point
many times (often 48- to 96-fold) permits sorting out
different kinds of waves.

The signal from the detectors is transmitted to
recording equipment over a cable, streamer, or radio
link, and then amplified and recorded. The output
level from a geophone varies tremendously during a
recording. Seismic recording systems are linear over
ranges of 120 dB or more. Seismic amplifiers employ
various schemes to compress the range of seismic
signals without losing amplitude information. They
also incorporate adjustable filters to permit discrim-
inating on the basis of frequency.

Many sources are used to generate seismic energy.
The classical land energy source is an explosion in
a borehole drilled for the purpose, and solid explo-
sives continue to be used extensively for work on
land and in marshes. The explosion of a gas mix-
ture in a closed chamber, a dropped weight, a ham-
mer striking a steel plate, and other sources of im-
pulsive energy are used in land work. An air gun,

streamer cable /E Z%ducers

Fig. 9. Seismic surveying at sea is done by towing a long streamer containing detectors
that sense seismic energy. Seismic energy is generated by several air guns that are also
towed from the ship.

which introduces a pocket of high-pressure air into
the water, is the most common energy source in ma-
rine work. Other marine energy sources involve the
explosion of gases in a closed chamber, a pocket of
high-pressure steam introduced into the water, the
discharge of an electrical arc, and the sudden me-
chanical separation of two plates (imploder).

An oscillatory mechanical source (vibroseis) is the
predominant source being used on land. Such a
source introduces a long wave train so that individual
reflection events cannot be resolved without subse-
quent processing (correlation with the input wave
train), which, in effect, compresses the long wave
train and produces essentially the same result as an
impulsive source.

Field techniques. Most petroleum exploration seismic
work has been carried out along lines of survey often
run parallel to each other at right angles to the geo-
logical strike with occasional perpendicular tie lines,
often run on a regular grid. Long lines many kilo-
meters apart are sometimes run for regional infor-
mation, but lines are often concentrated in regions
in which anomalies have been detected by previous
geophysical work. Most seismic work has the objec-
tive of mapping interfaces continuously along the
seismic lines to map the geological structure.

Geophone groups are spaced 80-300 ft (25-
100 m) apart with 48-120 adjacent groups of
6-24 geophones each being used for each record-
ing. The source is sometimes located at the center
of the active groups (split spread), sometimes at one
end (end-on spread).

Following a recording, the layouts and sources are
advanced down the line by some multiple of the
group interval for redundant coverage (Fig. 8).

Small marine operations, often called profiling,
may consist of an energy source and a short streamer
containing a number of hydrophones and feeding a
recorder. Larger marine operations (Fig. 9) involve
ships 180 ft (60 m) or more in length towing a
streamer 1 to 3 mi (2 to 8 km) long with 250 groups of
hydrophones spaced along the streamer. An energy
source is towed near the ship. Recordings are made
as the ship is continuously under way at a speed of
about 6 knots (3 m/s).

The foregoing methods acquire data along lines of
traverse, but most seismic work today is designed
to acquire data uniformly over an area. Such meth-
ods are known as three-dimensional, and they result
in acquiring a volume rather than a cross section
of data. A variety of geophone and source arrange-
ments are used on land, most often with several par-
allel lines of geophones and perpendicular lines of
sources. Often more than 1000 geophone groups will
be recorded for each source location. Most marine
three-dimensional data are acquired by ships towing
two sources and up to 12 streamers pulled to the
sides of the ship by paravanes, so that several closely
spaced parallel lines of data are acquired on a single
traverse. Except for requiring more data channels, in-
strumentation and methods are similar to those used
for two-dimensional data acquisition. See OCEANOG-
RAPHY.



Three-dimensional methods generally require
more precision in determining source and detec-
tor locations. The Global Positioning System and
electronic distance instruments are used on land.
Marine surveys use highly redundant location mea-
surements of several different kinds. Global Position-
ing System instruments usually locate the ship and
streamer tail buoys; acoustic transducers measure
distances between the sources, streamers, and ship;
and magnetic compasses within the streamers deter-
mine their orientations. A large volume of position-
ing data is acquired and reduced by computer in real
time so that corrections can be made immediately.

Data reduction and processing. Seismic data are cor-
rected for elevation and near-surface variations on
the basis of survey data and observations of the travel
time of the first energy from the source to reach the
detectors, which usually involves travel either in a
direct path or in shallow refractors.

Most seismic data processing is done either to re-
duce the noise so that structural and stratigraphic
features can be seen more clearly, or to reposition
features to display correctly their positions relative
to each other so that they can be located by drilling
a well. Seismic data processing is one of the larger
users of giant computers.

Almost all data are processed by computers, with
the first step often being editing, wherein data are
merged with identifying data, rearranged, checked
for being either dead or wild (with bad values
sometimes replaced with interpolated values), time-
shifted in accordance with elevation and near-surface
corrections that have been determined in the field,
scaled, and so on.

Following the editing, different processing se-
quences may follow, including (1) filtering (decon-
volution) to remove undesired natural filter effects,
trace-to-trace variations, variations in the strength or
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wave shape of the source, and so on; (2) grouping ac-
cording to common midpoint (Fig. 8) or some other
arrangement; (3) analyzing to see what velocity val-
ues will maximize coherency as a function of source-
to-detector distance; (4) statistically analyzing to see
what trace shifts will maximize coherency; (5) trace-
shifting according to the results of steps 3 or 4;
(6) stacking by adding together a number of indi-
vidual traces; (7) migrating by rearranging and com-
bining data elements in order to position reflec-
tion events more nearly under the surface locations
where the appropriate reflecting surface is located;
(8) another filtering; and (9) displaying of the data.

The techniques for processing two- and three-
dimensional seismic data are nearly the same. When
data are acquired only along lines of traverse, there
is always ambiguity as to the directions from which
the waves come, which produces ambiguity as to
where features are located perpendicular to the
line of acquisition. This ambiguity is removed with
three-dimensional data sets, resulting in major im-
provements in the ability to resolve features. Three-
dimensional data also permit many ways of display-
ing data that help in interpreting the significance of
features.

Data interpretation. The travel times of seismic reflec-
tions are usually measured from record section dis-
plays (Fig. 10), which result from processing. Appro-
priate allowance (migration) must be made because
reflections from dipping reflectors appear at loca-
tions downdip from the reflecting points. Allowance
must also be made for variations in seismic velocity,
both vertically and horizontally. Seismic events other
than reflections must be identified and explained.

In petroleum exploration the objective is usually
to find traps, places in which porous formations are
high relative to their surroundings and in which the
overlying formation is impermeable. If oil or gas,

arrival time, seconds

Fig. 10. Seismic record section in East Texas after processing. The rock bedding giving the various reflections was nearly
horizontal when deposited, and the present dips result from tilting and other deformation subsequent to deposition. The
reflection event at A is attributed to the Edwards Reef, which formed a barrier at the time the adjacent sediments were
deposited. Downdip to the left of the reef formations the Woodbine sands can be seen thinning and pinching out in the updip
direction. These are productive of oil and gas in this area. (Grant Geophysical)
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which are lighter than water, are present, they float
on top of the water and accumulate in the pores in
the rock at the trap. Seismic exploration determines
the geometry, hence where traps might be located.
However, it usually is not possible to tell conclusively
from seismic data alone whether oil or gas was ever
generated, whether the rocks have porosity, whether
overlying rocks are impermeable, or whether oil or
gas might have escaped or been destroyed, even if
they were present at one time.

In addition to mapping the structural patterns
within the Earth, seismic data are analyzed for evi-
dence that might identify the nature of the forma-
tions, the environment in which they were formed,
and the nature of the fluid in the pore spaces. To re-
construct the geologic history, often several reflec-
tions at different depths are mapped, and attempts
are made to reconstruct the position of the deeper re-
flectors at the time of deposition of shallower rocks.

After some experience has been developed in an
area, patterns in the seismic data that distinguish cer-
tain reflectors or certain types of structure or stratig-
raphy often can be recognized. Seismic velocity mea-
surements are helpful here. Seismic stratigraphy is
considered an important aspect of sequence stratig-
raphy. See SEQUENCE STRATIGRAPHY.

In relatively unconsolidated sediments and in
some other circumstances, gas and oil may lower the
seismic velocity or rock density or both sufficiently
to produce a distinctive reflection, usually evidenced
by strong amplitude (a “bright spot”) and other dis-
tinguishing features (Fig. 11). Coal and peat beds are
also characterized by reflections of strong amplitude.
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Much interpretation, including almost all three-
dimensional interpretation, is done at computer
workstations. The interpreter views data, base maps,
and the progressing interpretation on computer
screens. It is possible to call up any of the avail-
able data, display the data in various ways in var-
ious colors, pick events representing various hori-
zons with the aid of an automatic picker, pick faults,
carry out computations, and manipulate the data
in various ways. In a three-dimensional interpreta-
tion, the interpreter can slice through the three-
dimensional volume in many ways, including verti-
cal zig-zag sections, slices at constant travel time,
slices along picked horizons, slices parallel to faults,
and combinations of horizontal and vertical displays.
‘Workstations also make it easier to incorporate geo-
logic, well-log, engineering, and production data into
interpretation. The result is a much more complete
and precise interpretation than conventional meth-
ods produce.

Seismic methods can also be applied to petro-
leum engineering. A number of techniques, includ-
ing three-dimensional, delineate oil and gas fields in
enough detail to permit increased recovery. Correla-
tion of seismic amplitude with porosity, permeabil-
ity, and other rock properties permits a more com-
plete description of inhomogeneities, which affect
fluid flow through reservoirs. Seismic methods, es-
pecially three-dimensional methods, had major im-
pact on the discovery and production of oil and gas
in the 1990s. This was especially important in re-
vealing pools of hydrocarbons that had been missed
or bypassed and thus increasing production from,
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Fig. 11. Seismic record section from the North Sea. The layer from about 2 to 2.3 s at the right edge is composed primarily of
salt that has undergone plastic flow. The folding of the rock formations is attributed to this salt movement. The upfolding (an
anticline) has produced a trap containing gas at 1.1 s. The scale at the top refers to source points, based on a specified
beginning point. 1 km = 0.6 mi. (Grant Geophysical)
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and lengthening the life of, oil and gas fields. Seis-
mic methods have the potential under some cir-
cumstances to monitor the flow of fluids as pro-
duction progresses. Such information would permit
improved hydrocarbon recovery.

Electrical and electromagnetic exploration. Varia-
tions in the conductivity or capacitance of rocks
form the basis of a variety of electrical and elec-
tromagnetic exploration methods, which are used
in metallic mineral prospecting and in engineering,
ground-water, and other surveys with shallow objec-
tives. Both natural and induced direct current and
low-frequency alternating currents are measured in
ground surveys, and ground and airborne electro-
magnetic surveys involving the lower radio frequen-
cies are made.

Natural currents in the Earth, called telluric cur-
rent, affect large areas. The current density of telluric
currents varies with rock conductivity. Comparisons
are made between readings observed simultaneously
at various locations and at a reference location in
order to determine resistivity differences between
the locations.

Changes in electrical current flow give rise to asso-
ciated magnetic fields, and the converse is also true,
according to Maxwell’s equations. Natural currents
are somewhat periodic. Magnetotellurics involves
the simultaneous measurement of natural electrical
and magnetic variations from which the variation of
conductivity with depth can be determined. See GEO-
ELECTRICITY; ROCK, ELECTRICAL PROPERTIES OF.

Certain mineral ores store energy as a result of
current flow and, after the current is stopped, tran-
sient electrical currents flow. This phenomenon is
called induced polarization. Observations of the rate
of decay of these transient currents are studied in
time-domain methods.

Alternating currents tend to flow along the surface
of conductors rather than in their interior. The thick-
ness which contains most of the current is called
the skin depth. The skin depth, in meters, is given
by (2/0 nw)'?, where o is the conductivity in mhos
per meter, 1 is permeability in henrys per meter,
and o is angular frequency in radians per second.
Since the skin depth becomes greater as frequency
becomes lower, measurements at different frequen-
cies give information on the variation of conductivity
with depth. Methods in which apparent resistivity
is determined as a function of frequency are called
frequency-domain methods.

Direct-current and low-frequency alternating-
current ground surveys are carried out with a pair
of current electrodes, by which electrical current is
introduced into the ground, and a pair of potential
electrodes across which the voltage is measured. The
equipment is often simple, consisting essentially of
a source of electrical power (battery or generator),
electrodes and connecting wires, ammeter, and volt-
meter. A key problem here is providing equipment
that will generate enough electrical or electromag-
netic energy in the ground but is reasonably portable.
The depth of current penetration depends on the ge-
ometry of disposition of electrodes, on the frequency
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used, and on the conductivity distribution. There
are two basic types of measurement: (1) electrical
sounding, wherein apparent resistivity is measured
as the electrode separation is increased—these mea-
surements depend mainly on the variation of electri-
cal properties with depth; (2) electrical profiling, in
which variations are measured as the electrode array
is moved from location to location.

Electromagnetic methods generally involve a trans-
mitting coil, which is excited at a suitable frequency,
and a receiving coil, which measures one or more
elements of the electromagnetic field. The receiv-
ing coil is usually oriented in a way that minimizes
its direct coupling to the transmitter, and the resid-
ual effects are then caused by the currents that have
been induced in the ground. A multitude of config-
urations of transmitting and receiving antennas are
used in electromagnetic methods, both in ground
surface and airborne surveys. In airborne surveys,
the transmitting and receiving coils and all associ-
ated gear are carried in an aircraft, which normally
flies as close to the ground as is safe. Airborne surveys
often include multisensors, which may record simul-
taneously electromagnetic, magnetic, and radioactiv-
ity data along with altitude and photographic data.
Sometimes several types of electromagnetic config-
urations or frequencies are used.

The effective penetration of most of the electro-
magnetic methods into the Earth is not exceptionally
great, but they are used extensively in searching for
mineral ores within about 300 ft (100 m) of the sur-
face. Electrical methods are effective in exploring
for ground water and in mapping bedrock, as at dam
sites. They are used also for detecting the position
of buried pipelines and in land-mine detection and
other military operations.

Ground-penetrating radar can provide images of
shallow features in a manner analogous to seismic
methods, and it is increasingly used in environmental
studies to locate waste dumps and other features that
may be pollution threats, in studying archeological
sites, and for other applications. Ground-penetrating
radar reflects because of changes in electrical resis-
tivity, especially from metallic objects such as drums
of waste. The principal feature limiting such radar
penetration into the earth is the presence of ground
water, so this radar is used more in arid regions than
where the water table is near the surface.

Radioactivity exploration. Natural radiation from
the Earth, especially of gamma rays, is measured both
in land surveys and airborne surveys. Natural types
of radiation are usually absorbed by a few feet of
soil cover, so that the observation is often of diffuse
equilibrium radiation. The principal radioactive ele-
ments are uranium, thorium, and the potassium iso-
tope “’K. Radioactive exploration has been used pri-
marily in the search for uranium and other ores, such
as niobium (columbium), which are often associated
with them, and for potash deposits. The scintillation
counter is generally used to detect and measure the
radiation. See SCINTILLATION COUNTER.

Remote sensing. Measurements of natural and
induced electromagnetic radiation made from
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high-flying aircraft and Earth satellites are referred to
collectively as remote sensing. This comprises both
the observation of natural radiation in various spec-
tral bands, including both visible and infrared radia-
tion, and measurements of the reflectivity of infrared
and radar radiation. See REMOTE SENSING.

Welllogging. A variety of types of geophysical mea-
surements are made in boreholes, including self-
potential, electrical conductivity, velocity of seismic
waves, natural and induced radioactivity, and temper-
ature variations. Borehole logging is used extensively
in petroleum exploration to determine the character-
istics of the rocks that the borehole has penetrated,
and to a lesser extent in mineral exploration.

Measurements in boreholes are sometimes used
in combination with surface methods, as by putting
some electrodes in the borehole and some on the
surface in electrical exploration, or by putting a seis-
mic detector in the borehole and the energy source
on the surface. See WELL LOGGING. R. E. Sheriff
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Geophysical fluid dynamics

The branch of physics that studies the dynamics
of naturally occurring large-scale flows in both the
atmosphere and oceans. Examples of such flows
are weather patterns, atmospheric fronts, the Gulf
Stream, coastal upwelling, and El Nino. The fluids
are either air or water in a moderate range of tem-
peratures and pressures. See EL NINO; GULF STREAM.
Because of their large scale (from tens of kilome-
ters up to the size of the planet), geophysical flows
are strongly influenced by the diurnal rotation of the
Earth, which is manifested in the equations of motion
as the Coriolis force. Another fundamental charac-
teristic is stratification, that is, density heterogeneity
within the fluid in the presence of the Earth’s gravita-
tional field, which is responsible for buoyancy forces.
Thus, geophysical fluid dynamics may be considered
to be the study of rotating and stratified fluids. It is
the common denominator of dynamical meteorology
and physical oceanography. See CORIOLIS ACCELERA-
TION; EARTH; METEOROLOGY; OCEANOGRAPHY.
Historical development. Although geophysical fluid
dynamics first became recognized as a scientific dis-
cipline in the late 1950s, its foundations can be traced
to developments in fluid mechanics over a much
longer period of time. During the nineteenth and
early twentieth centuries, a number of mathemati-
cians (for example, P. S. de Laplace), fluid dynamicists

(Lord Kelvin, H. von Helmholtz, G. I. Taylor), meteo-
rologists (L. E Richardson, V. Bjerknes, C. G. Rossby),
and oceanographers (A. Defant, V. W. Ekman) made
significant contributions to the study of large-scale
flows that later became incorporated in the disci-
pline of geophysical fluid dynamics. See FLUID ME-
CHANICS.

During World War II the demand for improved
forecasts of the weather and sea state provided a
major impetus and resulted in a new generation of
dynamical meteorologists and physical oceanogra-
phers who continued to make contributions long
after the war ended. The main catalyst, however,
was the launching of the geophysical fluid dynam-
ics Summer Program at the Woods Hole Oceano-
graphic Institution, in Massachusetts, which began in
1959.

Dynamics of rotating flows. The first of the two dis-
tinguishing attributes of geophysical fluid dynamics
is the effect of the Earth’s rotation. Because geophys-
ical flows are relatively slow and spread over long dis-
tances, the time taken by a fluid particle (be it a par-
cel of air in the atmosphere or water in the ocean) to
traverse the region occupied by a certain flow struc-
ture is comparable to, and often longer than, a day.
Thus, the Earth rotates significantly during the travel
time of the fluid, and rotational effects enter the dy-
namics. Fluid flows viewed in a rotating framework
of reference are subject to two additional types of
forces, namely the centrifugal force and the Corio-
lis force. (Properly speaking, these originate not as
actual forces but as acceleration terms to correct
for the fact that viewing the flow from a rotating
frame—the rotating Earth in the case of geophysical
fluid dynamics—demands a special transformation
of coordinates.) Contrary to intuition, the centrifu-
gal force plays no role on fluid motion because it is
statically compensated by the tilting of the gravita-
tional force caused by the departure of the Earth’s
shape from sphericity. Thus, of the two, only the
Coriolis force acts on fluid parcels. History reveals
that Laplace wrote the correct equations of fluid flow
in a rotating frame for a study of ocean tides some
decades before G. G. de Coriolis, but somehow the
name of the latter has remained attached to the terms
representing the rotational effect in the equations of
motion. See EARTH ROTATION AND ORBITAL MOTION.

The importance of the Coriolis force in the dy-
namics is measured by the Rossby number, Ro
[Eq. (1], where U is a typical velocity value within

U
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the flow, f = 2Q sin (latitude) the Coriolis parameter
[the Earth’s angular rotation rate Q = 7.29 107%/s],
and L a representative distance along the flow. The
smaller this number, the stronger the effect of rota-
tion on the flow.

At low speeds or long length scales, not atypical
of geophysical flows, the Rossby number may fall
far below unity. In such case, the rotating effects



become dominant, and the balance of horizon-
tal forces is primarily an equilibrium between
the pressure-gradient force and the Coriolis force
[Egs. (2) and (3)]. Here p is the density, f the Coriolis
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parameter, # and v the eastward and northward ve-
locity components respectively, p the pressure, and
x and y the eastward and northward coordinates
respectively. This balance is called geostrophy. See
GEOSTROPHIC WIND.

One remarkable property of geostrophic flows is
their vertical rigidity: All fluid parcels on the same
vertical share the same velocity and therefore move
as one rigid column. This is known as the Taylor-
Proudman theorem. A corollary is another property:
If there is any vertical velocity, fluid columns must
go up and down without shrinking or stretching, oc-
casionally forcing isolation of entire fluid columns
above bottom bumps or dips, called Taylor columns.
In the atmosphere and oceans, this property is man-
ifested by the tendency of slow flows to follow topo-
graphic contours.

When the Rossby number is less than unity but
not extremely small, the dynamics are less degen-
erate, and flow fields can exhibit a number of time-
dependent behaviors, including inertia-gravity waves
and vorticity waves. Inertia-gravity waves are the clas-
sical surface gravity waves with a modification due
to the Coriolis effect. Their frequency-wavenumber
relationship is shown in Eq. (4). Here g is the Earth’s
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gravitational acceleration, / the fluid’s resting depth,
fthe Coriolis parameter, and & the wavenumber (27
divided by the wavelength). One property of these
waves is that, unlike their purely gravitational coun-
terparts, their frequency cannot fall below a mini-
mum (f), lest they become evanescent (exponential
instead of periodic behavior in one of the spatial di-
rections). The Kelvin wave is the special case of a
wave that is propagating along a boundary (shore-
line) and evanescent away from it. This wave also
has the property of having no velocity component
transverse to the direction of propagation.

The other kind of waves is specific to rotating flu-
ids. Instead of gravity, their restoring force is a vor-
ticity gradient, which is created either by the Earth’s
curvature or by a bottom slope. There are thus two
kinds of vorticity waves: planetary and topographic
waves. Synoptic weather formations at midlatitudes
share characteristics with planetary waves, whereas
topographic waves tend to be associated with air-
flow over mountain ranges and ocean currents along
the continental slope. A third source of vorticity
gradient is a gradient in the horizontal shear of a
horizontal flow. In this case, however, a portion of

Geophysical fluid dynamics

the kinetic energy stored in the flow is easily trans-
ferred to the wave, and the result is a growing wave
that greatly distorts the original flow field. This is
called barotropic instability. See WAVE MOTION; SUR-
FACE WAVES.

In the vicinity of a top or bottom boundary, fric-
tion can become important, and the combination of
rotation with friction leads to the development of
Ekman layers. These layers differ from their cousins
in classical fluid mechanics by having a well-defined
thickness and a helicoidal flow field. An unexpected
result is the existence of a significant angle between
the frictional stress causing the boundary layer and
the direction of the fluid transport within it. See FRIC-
TION.

Dynamics of stratified flows. Variations of moisture
in the atmosphere, of salinity in the ocean, and of
temperature in either can modify the density of the
fluid to such an extent that buoyancy forces become
comparable to other existing forces. The fluid then
has a strong tendency to arrange itself vertically so
that the denser fluid sinks under the lighter fluid.
The resulting arrangement is called stratification, the
second distinguishing attribute of geophysical fluid
dynamics. The greater the stratification in the fluid,
the greater the resistance to vertical motions, and
the more potential energy can affect the amount
of kinetic energy available to the horizontal flow. A
practical measure of stratification is the Brunt-Vaisala
frequency, N, defined from its square according to
Eq. (5), where p(2) is the density function of the
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vertical z and decreasing upward (dp/dz < 0). In
many ways, the Brunt-Vaisala frequency N is to strat-
ified fluids what the Coriolis parameter f is to ro-
tating fluids, and a close analogy can be developed
between stratified and rotating fluids—namely, ver-
tical properties of the latter are similar to horizontal
properties of the former. The dimensionless number
of stratified flows corresponding to the Rossby num-
ber of rotating flows is the internal Froude number, Fr
[Eq. (6)], where H is the height of the fluid region

U

under consideration. See DENSITY.

Just as the water-air density discontinuity can sup-
port gravity waves, the gradual density variation of a
stratified fluid can support gravitational waves, called
internal waves. Like their surface counterparts, in-
ternal waves can be affected by the Earth’s rotation,
and unlike them, they can propagate not only hori-
zontally but also vertically. Internal waves are ubiqui-
tous in the ocean, where their frequency spectrum
very often displays a standard structure suggesting
saturation. In the atmosphere, mountain waves and
cloud rolls are manifestations of internal waves.

On occasion, a source of energy is sufficiently in-
tense to create vertical motions that overcome the
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stratification, and the result is vertical mixing over
a partial extent of the fluid system. A common sit-
uation is one where turbulence induced by a shear
stress in the proximity of a boundary generates a
mixed boundary layer. In the ocean, a mixed layer
is created almost daily in the top few meters under
the action of surface winds, and it also exists at the
bottom of the ocean wherever near-bottom currents
can generate enough turbulence to overcome the
stratification. See TURBULENT FLOW.

Another mechanism capable of erasing an exist-
ing stratification is thermal convection. Whenever a
fluid is heated from below or cooled from above, it
becomes top heavy, and negative buoyancy forces
generate velocities that rearrange the fluid toward
a more stable state. During daytime, the ground is
warmed by the Sun and effectively heats the atmo-
sphere from below. The result is a state of convection
that gradually erases the previous nocturnal stratifi-
cation and creates a well-ventilated layer called the
atmospheric boundary layer. The turbulence accom-
panying this state of convection greatly facilitates the
dispersal of pollution. In lakes and oceans, heat loss
at the surface during winter generates convection
that can mix the water over several tens or hun-
dreds of meters, depending on the intensity of the
cooling and on the strength of the stratification cre-
ated during the previous summer. See CONVECTION
(HEAT).

Dynamics of rotating and stratified flows. A quantity
central to the understanding of geophysical flows,
which are simultaneously rotating and stratified, is
the potential vorticity, g. This quantity incorporates
both rotation and stratification [Eq. (7)] and has the
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property of being nearly conserved by fluid parcels
as they travel with the flow. One situation in which
potential-vorticity conservation rules the fate of the
fluid is geostrophic adjustment. This occurs when-
ever a heterogeneous fluid initially away from equi-
librium seeks a lower level of energy; potential-
vorticity conservation then limits the amount of
vertical stretching or squeezing that every parcel
can undergo, and the result is a final state with a
residual motion in geostrophic balance. Many atmo-
spheric and oceanic density fronts exhibit attributes
of geostrophic adjustment.

The interplay between rotation and stratification
effects creates a preferential length scale at which
a large portion of the energy available in geophysi-
cal flows tends to be concentrated. This privileged
length, L, called the radius of deformation, arises
when the Rossby and Froude numbers are equal
[Eq. (8)]. Numerous structures such as jets, vortices,
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and fronts have horizontal dimensions that are com-
parable to the radius of deformation. In the atmo-
sphere, the radius of deformation sets the size of syn-

optic weather patterns (500-1000 km; 310-620 mi),
whereas in the ocean it is usually smaller (10-50 km;
6-30 mi) and related to the width of currents such
as the Gulf Stream.

Because they do not correspond to a state of abso-
lute minimal energy, geostrophically adjusted states
retain a certain amount of energy that can still be
made available for subsequent motions. The process
by which a geostrophic state relaxes toward a yet
lower energy level is called baroclinic instability. The
instability begins with a horizontal meandering of
the flow that has a vertical phase shift creating a mu-
tual reinforcement of the meanders at the different
vertical levels of the fluid. Growing meanders even-
tually detach as vortices, and the ultimate situation
is a complex pattern of a wavering flow embedded
in an assortment of interacting vortices. The prefer-
ential length scale of the meanders and vortices is
again the radius of deformation.

Geophysical flows are replete with vortices, re-
sulting from baroclinic instability. Their interactions
generate highly complex flows not unlike those com-
monly associated with turbulence. Unlike classical
fluid turbulence, however, geophysical flows are
wide and thin (with, furthermore, a high degree of
vertical rigidity as a result of rotational effects), and
their turbulence is nearly two-dimensional.

Applications. Geophysical fluid dynamics finds
much of its use in dynamical meteorology and physi-
cal oceanography. In meteorology, geophysical fluid
dynamics has been the key to understanding the es-
sential properties of midlatitude weather systems,
including the formation of cyclones and fronts. Geo-
physical fluid dynamics also explains the dynami-
cal features of hurricanes and tornadoes, sea and
land breezes, the seasonal formation and break-up of
the polar vortex that is associated with high-latitude
stratospheric ozone holes, and a host of other wind-
related phenomena in the lower atmosphere. See CY-
CLONE; HURRICANE; TORNADO.

In oceanography, successes of geophysical fluid
dynamics include the explanation of major oceanic
currents, such as the Gulf Stream. Coastal river
plumes, coastal upwelling, shelf-break fronts, and
open-ocean variability on scales ranging from tens
of kilometers to the size of the basin are among the
many other marine applications. The El Nino pheno-
menon in the tropical Pacific is rooted in processes
that fall under the scope of geophysical fluid dynam-
ics. See EL NINO; GULF STREAM.

Highly successful applications of geophysical fluid
dynamics have also been made to other planetary-
scale fluids, such as the molten rock in the Earth’s
outer core, Jupiter’s Great Red Spot, and convective
gases in stars, including the Sun. See JUPITER; SUN.

Benoit Cushman-Roisin
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Geophysics

The study of the Earth and its relations to the rest of
the solar system using the principles and practices
of physics. Geophysics is considered by some to be
a branch of geology, by others a branch of physics.
It is distinguished from geology by its use of instru-
ments to make direct and indirect measurements of
the phenomena being studied in contrast to the more
direct observations of geology, and by its concern
with other members of the solar system. See EARTH;
GEOLOGY; SOLAR SYSTEM.

Subdivisions of Geophysics

Geophysics is divided into a variety of subdisciplines.
These can be grouped according to the portion of the
Earth with which each is concerned, although there
is much overlap. Solid-earth geophysics is concerned
with the Earth’s interior; oceanography and hydrol-
ogy with the aqueous parts; meteorology with the
lower atmosphere; and aeronomy with the upper
atmosphere. Because students of the rest of the
solar system use methods similar to those employed
by geophysicists to study the Earth, geophysics has
grown to encompass studies of the other planets,
the Sun, and the space in which these bodies and
the Earth move.

Solid-earth geophysics. This discipline is subdi-
vided, according to the methods used to study the
Earth, into the sciences of geodesy, geologic ther-
mometry, seismology, and tectonophysics.

Geodesy. Geodesy is the science of the shape and
size of the Earth. Estimates of its diameter were made
at least as early as the second century B.C. A basic
gridwork of carefully located points on the Earth’s
surface was started early in the seventeenth century,
and today forms the basis of all surveys and maps of
the Earth’s surface. See GEODESY.

From the dimensions of the Earth and its gravity, its
mass can be calculated. The distribution of mass in
the interior is determined from the variation of grav-
ity from place to place on and above the surface and
from calculations involving the moment of inertia
and the velocities of seismic waves in the Earth’s in-
terior. Precise measurements of the orbits of satellites
map the gravitational field in the space surrounding
the Earth. See EARTH, GRAVITY FIELD OF.

Geothermal studies. Heat is escaping continually from
the Earth’s interior by conduction and by volcanic
processes. Measurements of the variations in the rate
of upward heat flow provide evidence of the pro-
cesses active in the Earth’s interior. Studies of the
thermal conductivity of rocks and of the rate of heat
generation by disintegration of radioactive trace ele-
ments in the rocks make it possible to estimate the
temperature distribution in the Earth’s interior. The
history of temperature variations in the interior can
be modeled by using different assumptions of start-
ing conditions and comparing the results with the
limited knowledge of present conditions to test ideas
on the evolution of the Earth. See EARTH, HEAT FLOW
IN; GEOLOGIC THERMOMETRY.

Volcanic processes supplement the heat loss and

are an important area of study because of their danger
to human activities and because they provide infor-
mation on how ore deposits form. Studies of volcanic
processes on the ocean floor have revealed an envi-
ronment for living creatures whose energy sources
are not derived from sunlight, and may yield clues
to the early evolution of life on Earth. See DEEP-SEA
FAUNA; PREBIOTIC ORGANIC SYNTHESIS; VOLCANOL-
OGY.

Seismology. This is the science of earthquakes and
other ground vibrations. Seismological studies may
lead to the development of techniques for reliable
earthquake prediction. In addition, earthquake stud-
ies may provide better understanding of the nature
of the resultant motions, so that buildings and other
structures can be designed to withstand their vibra-
tions. By using earthquake vibrations, the structure
of the Earth’s interior and the patterns of deforma-
tion of the Earth can be mapped. See EARTHQUAKE;
SEISMOLOGY.

Study of the times of passage of seismic waves
through the Earth’s interior is the principal source
of information on the distribution of different types
of rocks. Studies of the waves’ rate of absorption
and coefficients of reflection give information on the
physical properties of different layers of the Earth.
From the motions recorded at places on the sur-
face, it is possible to locate where within the Earth
each earthquake occurs, details of the mechanism
of generation of the waves, and the amount of en-
ergy released. This provides clues as to the processes
of change occurring in the Earth’s interior which
lead to short- and longrange deformation of the
surface.

Because large explosions produce seismic waves
which are recorded at great distances from the
source, much effort has been given to seismic re-
search as a means of monitoring compliance with a
nuclear test ban treaty.

Tectonophysics. Also called geodynamics, this is the
science of the deformation of rocks. It consists of
tectonics, the study of the broader structural fea-
tures of the Earth and their origins, as in moun-
tain building; and rock mechanics, the measurement
of the strength and related physical properties of
rocks. See CONTINENTS, EVOLUTION OF; GEODYNAM-
ICS; OROGENY; PLATE TECTONICS; ROCK MECHANICS.

Because the increase of temperature and pres-
sure with depth in the Earth profoundly changes the
physical behavior of rocks, a proper understanding
of processes in the Earth’s interior is possible only
when based on the results of laboratory experiments
carried out under extreme conditions. Pressures at
depths greater than a few tens of miles can be du-
plicated only under very transient conditions, and
usually not at the high temperatures which are preva-
lent. The atomic structure of minerals goes through
phase changes at high pressures which result in the
occurrence at great depths of mineral varieties dif-
ferent from those encountered at the surface, with
resultant uncertainty as to composition of the Earth’s
deepest layers. The Earth’s interior is likely to remain
incompletely explored for a long time in spite of the

Geophysics
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best efforts of geophysicists. See EARTH INTERIOR;
HIGH-PRESSURE MINERAL SYNTHESIS.

Hydrospheric geophysics. Water is the compound
that makes the Earth unique among large bodies in
the universe. It occurs as a gas, a liquid, a solid, and as
a component (often a trace element) in rocks. That
part of the Earth’s water which occurs as a liquid
and as ice, largely free to move relatively easily from
place to place, is called the hydrosphere. Specialized
branches of geophysics have evolved to study water
in this region. See HYDROSPHERE.

Oceanography. Scientific study of the oceans is con-
cerned with the shape and structure of the ocean
basins, the physical and chemical properties of sea-
water, ocean currents, waves and tides, thermody-
namics of the ocean, and the relations of these to
the organisms which live in the sea. Knowledge of
the ocean is important because it is a source of food,
much of the world’s commerce travels across its sur-
face, and its heat balance is a major factor affecting
weather worldwide. See HEAT BALANCE, TERRESTRIAL
ATMOSPHERIC; MARINE GEOLOGY; OCEANOGRAPHY.

Hydrology. Fresh water in lakes, in streams, and in
the pores of near-surface rocks is the concern of
hydrology. Every organism requires water to live.
The distribution and purity of the water supply are
consequently important. Surface water also carries
away much of society’s wastes, both sanitary and in-
dustrial. Hydrology is concerned with the chemical,
physical, and biological processes by which these
wastes are changed and removed as water moves
through and over the ground toward the oceans. The
constant exchange of water between the Earth’s in-
terior, the hydrosphere, and the atmosphere is an
important aspect of hydrology. The availability of
pure water for personal, agricultural, and industrial
uses is so essential that pollution control is one of
the most rapidly growing scientific and technologi-
cal problems of modern society. See GROUND-WATER
HYDROLOGY; HYDROLOGY; WATER POLLUTION.

Glaciology. An appreciable fraction of Earth’s water
occurs in the form of snow and ice. If all of the water
frozen in glaciers were to melt, the ocean surface
would rise several hundred feet, changing coastlines
substantially. Glaciology, which is often considered a
branch of hydrology, is the scientific study of the dis-
tribution and movement of this frozen water, how
it accumulates and melts, and what it does to the
underlying rocks as it flows over them. See GLACIOL-
OGY; TERRESTRIAL WATER.

Meteorology. Meteorology is the study of the com-
position and movements of the mass of air known
as the atmosphere; of the interaction of the atmo-
sphere with living organisms, the hydrosphere, and
the solid earth; and of the flow of energy within the
atmosphere and to and from the space beyond. An
important goal of meteorology is to predict changes
in atmospheric conditions, the weather and climate,
from observations of current and past conditions
and theoretical calculations based on models of how
the atmosphere behaves. For this purpose, temper-
ature, pressure, and the moisture conditions in the
atmosphere are measured continuously or periodi-

cally at a large number of places at and above the
Earth’s surface, reported to data-processing centers,
and used to make regular weather predictions. These
are widely distributed by government agencies, pri-
vate companies, and the mass media, and are used
to guide individual and organizational activities. See
AGRICULTURAL METEOROLOGY; CLIMATE MODIFICA-
TION; INDUSTRIAL METEOROLOGY.

Short-term weather predictions attempt to de-
scribe conditions to be expected within a few hours
or days; but attempts are made at predicting long-
term trends for weeks, months, or even years ahead
as well. Data gathered by satellites orbiting the Earth
play an important role in making predictions and un-
derstanding atmospheric processes. It has become
the responsibility of government to warn the public
of upcoming extreme weather. See ATMOSPHERE; ME-
SOMETEOROLOGY; METEOROLOGY; SATELLITE METEO-
ROLOGY; WEATHER FORECASTING AND PREDICTION;
WEATHER MODIFICATION.

Aeronomy. There is no distinct upper boundary to
the atmosphere, which becomes progressively less
dense with elevation, eventually merging with the
Sun’s extended atmosphere through which Earth
moves. However, the properties of the atmosphere
undergo a radical change at an elevation of about
60 mi (100 km), where the atmosphere becomes so
highly ionized that its electrical properties become
important in controlling its behavior. Aeronomy is
the science of this upper part of the atmosphere.
Solar radiations are mainly responsible for this ioniza-
tion, although cosmic rays play a role. Molecules are
dissociated into their component atoms, and selec-
tive diffusion results in an upward concentration of
hydrogen, which may be lost continuously from the
Earth. Free electrons as well as ions are present. The
electrical particles move, forming currents which in-
duce fluctuations of the Earth’s magnetic field. See
COSMIC RAYS; IONOSPHERE; UPPER-ATMOSPHERE DY-
NAMICS.

The impact of charged particles from the Sun can
be so violent as to produce magnetic storms which
disrupt radio communication. It also produces the
aurora in high latitudes. Farther out, moving charged
particles carried by the Earth in its motion around the
Sun form a layer called the magnetosphere, whose
shape is distorted by the flow of material radiated
from the Sun. The charged layers of the atmosphere
protect the Earth from the strongest of the Sun’s ra-
diations. Knowledge of the nature and variability of
these radiations and their effects on the Earth and
its inhabitants has been accumulating rapidly only
in the last few decades, and much remains to be
discovered. Exploration of the upper atmosphere
and the outlying space became possible only with
development of rocket probes and placing of arti-
ficial satellites in orbits around the Earth. As these
researches into the outer fringes of the Earth’s atmo-
sphere have progressed, they have overlapped astro-
nomical studies of the Sun to such a degree that solar
science has become largely accepted as a part of geo-
physics. See AERONOMY; AURORA; MAGNETOSPHERE;
SOLAR WIND; SUN.



Planetology. Until the exploration of space using
rockets, the only information available about plan-
ets and natural satellites was obtained by use of as-
tronomical telescopes. With the advent of rocket
probes, the same diversity of measurements made
on the Earth could be carried out on each of the
other bodies. Because the methods of measurement
used are similar to those used by geophysicists to
examine the Earth, studies of the other planets and
their moons have become a branch of geophysics
known as planetology. See MOON; PLANET; PLANE-
TARY PHYSICS.

Overlapping Fields

In addition to the regional subdivisions of geophysics
defined above, there are other overlapping distinct
specialties.

Geomagnetism. Geomagnetism is concerned with
a detailed description of the Earth’s magnetic field
and its changes and with the magnetic properties of
rocks. Because the Earth’s magnetic field is used as a
guide for navigation and to locate north in surveying,
knowledge of its current patterns and changes both
at the Earth’s surface and in the surrounding space is
important. The magnetism of rocks is also useful in
delineating the history of changes in the Earth, pro-
viding the principal line of evidence showing how
the present patterns of continents and oceans have
evolved from very different arrangements in the past.
Variations in magnetic field strength are also useful
in mapping variations in the distribution of rocks of
different compositions.

Changes in the magnetic field induce electric cur-
rents in the Earth’s interior and in the atmosphere.
Because magnetism and electricity are so closely
linked, geoelectricity is generally considered a part
of geomagnetism. Patterns of electric currents can
be used to map the variations in the electrical con-
ductivity of buried rocks, providing evidence of the
Earth’s internal structure. See GEOELECTRICITY; GEO-
MAGNETISM; ROCK MAGNETISM.

Geochronology. This field deals with the dating
events in the Earth’s history. The principal technique
is based on radioactive disintegrations: the propor-
tion of daughter to parent elements in a mineral or
rock is a measure of the age of the material. Other
methods depend on the redshift of the spectra of dis-
tant stars, the rate of recession of the Moon, annual
variations in the growth rates of plants and animals
including fossils, and the rates of erosion and sed-
imentation. See DATING METHODS; GEOCHRONOME-
TRY.

Geocosmogony. This is the study of the origin of
the Earth. The many hypotheses fall into two groups:
those which postulate that the Earth is primarily an
aggregate of once smaller particles, and those which
claim that it is essentially a fragment of a larger body.
Current speculation favors the former theory. Geo-
cosmogony is initimately linked with the origin of
the solar system and the Milky Way Galaxy. Many
lines of evidence suggest that the formation of the
Earth was a typical minor event in the evolution of
the Milky Way or of the universe as a whole, occur-

Geostrophic wind

ring 5-10 x 10° years ago. See COSMOCHEMISTRY;
MILKY WAY GALAXY.

Exploration and prospecting. Geophysical tech-
niques are widely used not only to study the gen-
eral structure of the Earth but also to prospect for
petroleum, mineral deposits, and ground water and
to map the sites of highways, dams, and other struc-
tures. Seismic methods are the most widely used, but
electrical, electromagnetic, gravity, magnetic, and ra-
dioactivity surveying methods are also well devel-
oped. Many types of geophysical surveys can be
made by lowering measuring apparatus into bore-
holes. See GEOPHYSICAL EXPLORATION; PROSPECT-
ING; WELL LOGGING. B. F. Howell, Jr.

Bibliography. J. De Bremaecker, Geophysics: The
Earth’s Interior, 1985; C. M. R. Fowler, The Solid
Earth: An Introduction to Global Geophysics,
2d ed., 2004; M. N. Hill et al., The Sea, vols. 1-
8, 1962-1983; P. Kearey, M. Brooks, and I. Hill, An
Introduction to Geophysical Exploration, 3d ed.,
2002; E K. Lutgens and E. J. Tarbuck, The Atmo-
sphere: An Introduction to Meteorology, 10th ed.,
2006; W. M. Kaula, An Introduction to Planetary
Physics, 1976; P. V. Sharma, Geophysical Methods in
Geology, 2d ed., 1986.

1
Geostrophic wind

A hypothetical wind based upon the assumption
that a perfect balance exists between the horizontal
components of the Coriolis force and the horizon-
tal pressure gradient force per unit mass, with the
implication that viscous forces and accelerations are
negligible. Application of the geostrophic wind facil-
itates an approximation of the wind field from the
pressure data over vast regions in which few wind
observations are available.

Bases of the approximation. The geostrophic wind
blows parallel to the isobars (lines of equal pressure)
with lower pressure to the left of the direction of the
wind in the Northern Hemisphere and to the right in
the Southern Hemisphere. Its speed is given by the
equation below, where p is the density of air, 2 is

1 ap
Vgco = 5 v LA
2pQ2 sing on
the angular speed of rotation of the Earth about its
axis, p is the atmospheric pressure, ¢ is the latitude,
and #n is a coordinate normal to the isobars and di-
rected toward higher pressure. The approximation
now known as the geostrophic wind was first de-
rived empirically by C. H. D. Buys-Ballot in 1857 and
has been known as Buys-Ballot’s law.

The geostrophic wind represents a good approxi-
mation to the actual wind at elevations greater than
about 3000 ft (1 km), except in instances of strongly
curved flow, large variations in wind speed, and in
the vicinity of the Equator.

Thermal wind. This is a term denoting the net
change in the geostrophic wind over some specific
vertical distance. This change arises because the rate
of change of pressure in the vertical is different in two
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air columns of different air density, so that the hori-
zontal component of the pressure gradient force per
unit mass varies in the vertical. The thermal wind is
directed approximately parallel to the isotherms of
air temperature with cold air to the left and warm air
to the right in the Northern Hemisphere, and vice
versa in the Southern Hemisphere. Thus, for exam-
ple, the increasing predominance of westerly winds
aloft may be viewed as a consequence of the warmth
of tropical latitudes and the coldness of polar re-
gions. See CORIOLIS ACCELERATION; GRADIENT WIND;
WIND; WIND STRESS.

Frederick Sanders; Howard B. Bluestein

1
Geosynthetic

Any synthetic material used in geotechnical engi-
neering. See MANUFACTURED FIBER.

Geotextiles

Geotextiles are used with foundations, soils, rock,
earth, or other geotechnical material as an integral
part of a manufactured project, structure, or Sys-
tem. These textile products are made of synthetic
fibers or yarns, constructed into woven or nonwo-
ven fabrics that weigh from 3 to 30 oz/yd? (100 to
1000 g/m?). Geotextiles are more commonly known
by other names, for example, filter fabrics, civil en-
gineering fabrics, support membranes, and erosion
control cloth.

Permeable geotextiles perform three basic func-
tions in earth structures: separation (the fabric pro-
vides a boundary that segregates materials); rein-
forcement (the fabric imparts tensile strength to the
system, thereby increasing its structural stability);
and filtration (the fabric retains soil particles while al-
lowing water to pass through). Such geotextiles can
thus be adapted to numerous applications in earth-
work construction. The major end-use categories are
stabilization (for roads, parking lots, embankments,
and other structures built over soft ground); drainage
(of subgrades, foundations, embankments, dams, or
any earth structure requiring seepage control); ero-
sion control (for shoreline, riverbanks, steep em-
bankments, or other earth slopes to protect against
the erosive force of moving water); and sedimen-
tation control (for containment of sediment runoff
from unvegetated earth slopes). No one geotextile
is suited for all these applications. Each use dic-
tates a specific fabric requirement to resist instal-
lation stresses and to perform its function once
installed.

Stabilization applications. Soft or low-strength soils
on a project site present costly problems in
the construction and maintenance of haul roads,
storage yards, railroads, and other areas which
must support vehicular traffic. Poor soil conditions
also cause rapid deterioration of paved and un-
paved roads, city streets, and parking lots. Prob-
lems are caused by subgrade deformation and in-
termixing between subgrade soil and aggregate
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Fig. 1. Geotextiles are used to stabilize soils. (a) A rutted
and unstable surface results from subgrade deformation
and intermixing between subgrade soil and aggregate
base. (b) Geotextiles resist rutting through separation and
reinforcement (from Mirafi Fabrics for the Mining Industry,
Celanese Fibers Marketing Co.). (c) A highway base course
constructed with geotextile between subgrade and
aggregate base (from Mirafi Family of Construction
Fabrics/MPB8, Celanese Fibers Marketing Co.).



base, resulting in a rutted and unstable surface
that impedes or even prohibits the traffic flow
(Fig. 1a).

Geotextiles can eliminate or reduce the effect of
these soft-soil problems through separation and re-
inforcement. When placed over a soft soil, the geo-
textile provides a support membrane for placement
and compaction of aggregate base. The fabric barrier
prevents aggregate particles from intruding into the
soft soil and prevents soil particles from pumping
up into the aggregate layer. As a continuous mem-
brane between soil and aggregate base, the geotextile
helps confine the aggregate against lateral and verti-
cal movement. This confinement maintains the den-
sity and hence the load-distributing characteristics
of the aggregate. The fabric also resists the upward
heaving of subgrade between wheel paths. If the sub-
grade is extremely soft and cannot support vehicle
loads, the fabric will act as a reinforcing membrane
to assist the subgrade in supporting loads (Fig. 16
and ¢).

Drainage applications. Soil moisture control
through drainage is essential to maintain stability in
pavements, foundations, cut slopes, and earth dams.
Drainage is accomplished by providing a trench or
blanket of porous rock for soil moisture to seep
into. A perforated pipe is often installed within the
porous rock to collect the moisture and transport it
to an outlet. To ensure effective performance and
long life, drain structures need a filter to retain soil
particles that would clog the drain.

Graded aggregate filters are conventionally used.
A properly designed graded aggregate will confine
or retain the soil, thus preventing significant parti-
cle movement. If, however, the drainage aggregate
is too coarse, the voids between rocks at the soil-
aggregate interface will be too large for soil particles
to bridge across. The resulting lack of soil-particle
confinement will result in erosion when water seeps
out of the soil, that is, soil piping (Fig. 2a). See
GROUND-WATER HYDROLOGY.

The pore structure and permeability of some geo-
textiles are similar to those of graded aggregate fil-
ters. These fabrics can provide the same particle re-
tention at the soil-drain interface while permitting
unrestricted flow of water from the adjacent soil.
Geotextiles can thus eliminate the need for graded
aggregate filters in drains. When drainage fabric is
used, no special aggregate gradation is required, be-
cause the fabric prevents soil from washing into the
drain (Fig. 2b and ¢). See DAM; FOUNDATIONS; PAVE-
MENT.

Erosion control applications. Embankments along
coastal shorelines and inland waterways are sub-
jected to wave and current action that can cause
severe erosion, instability, and even destruction
of the earth slope. To protect against erosion,
carth slopes have often been covered with armor
(riprap, concrete blocks, concrete slabs). Despite the
armor covering, erosion can still occur, undermining
the armor’s foundation. To assure long-term stability
and performance, the erosion-control structure must
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Fig. 2. Geotextiles find wide use for drainage. (a) Without a filter, soil particles may wash
into and clog the drain. (b) Drainage fabric provides retention at the soil-drain interface,
while allowing water to pass through (from Mirafi Fabrics for the Mining Industry,
Celanese Fibers Marketing Co.). (c) Drain trench lined with a geotextile and backfilled with
coarse aggregate.

include a barrier that shields the soil surface from
scouring. This barrier should be permeable so that
any moisture seeping from the soil slope can escape
without buildup of hydrostatic pressure. Tradition-
ally, granular filters of specially graded sand, gravel,
or stone have been used to prevent slope erosion
beneath the armor. But granular filters are expen-
sive, particularly when not locally available, and even
when properly installed are subject to erosive forces
that can wash them away.

Some geotextiles are ideal erosion control barri-
ers. Erosion control fabrics will shield a soil slope
from the erosive force of moving water, and they are
permeable so that seepage from the earth slope can
pass through freely. These fabrics will remain intact,
covering the soil slope as long as the armor stone
remains above it. See EROSION.

Sedimentation control. Severe erosion can occur
during earthwork construction or mining opera-
tions when protective vegetation is removed and
soil slopes are left temporarily unprotected. Resul-
tant sediment runoff can create serious downstream
damage, for example, contaminated waterways,
clogged storm drains, or sediment-covered forests or
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Fig. 3. A silt fence is a fabric-lined fence structure. When
lined with a geotextile, it retains sediment runoff, preventing
contamination of adjacent waterways. (Mirafi Fabrics for
the Mining Industry, Celanese Fibers Marketing Co.)

pastures. Government agencies at the federal and
state level have recognized the problems associated
with sedimentation, and legislation has been passed
requiring the control of sediment runoff from any dis-
turbed land area. As a result, earthwork contractors
and mine operators are faced with the responsibility
and cost of controlling sediment runoff from work
sites.

Silt fences constructed with geotextiles offer a
cost-effective solution to sedimentation control. A
silt fence is a fabriclined structure installed on, or
at the base of, an unvegetated slope. It acts as a
water-permeable barrier that retains sediment runoff
from the slope. The silt fence can be thought of
as a temporary impoundment structure that forms
a sediment pond aboveground (Fig. 3). When in-
stalled along the perimeter of a construction site,
a silt fence can prevent sediment from leaving the
disturbed area. By installing silt fences along stream
banks, sediment can be kept from reaching the wa-
terway. Robert G. Carroll, Jr.

Geomembranes

A geomembrane is any impermeable membrane used
with soils, rock, earth, or other geotechnical mate-
rial in order to block the migration of fluids. These
membranes are usually made of synthetic polymers
in sheets ranging from 0.01 to 0.14 in. (0.25 to
3.5 mm) thick. Geomembranes are also known as
flexible membrane liners, synthetic liners, liners, or
polymeric membranes.

Early liners included clay, bentonite, cement-
stabilized sand, and asphalt. Such liners, however,
have measurable permeability or tend to crack and
fissure when exposed to certain environments and
chemicals. Traditional soil liners such as clay are
regarded as good barriers if their permeability is
1077 cm/s. Geomembranes, by contrast, have no true
permeability if there are no leaks or holes in the
membrane, and they possess inherent flexibility to
accommodate geotechnical settlement and shifting.
Migration through a geomembrane takes place at ex-
tremely low levels via chemical diffusion. Effective
permeabilities for geomembranes can be calculated
from measured diffusion rates, and vary from 10!
to 10713 cm/s, depending on the type of polymeric
membrane. Modern geomembranes are commonly
made of medium-density polyethylenes that are very
nearly high-density polyethylenes (HDPE), several
types of polyvinyl chloride (PVC), chlorosulfonated
polyethylene (a synthetic rubber), ethylene propy-
lene diene monomer (EPDM), and several other ma-
terials. Some geomembranes require reinforcement
with an internal fabric scrim for added strength, or
plasticization with low-molecular-weight additives
for greater flexibility. See POLYMER.

Applications. Geomembranes are able to contain
fluids, thus preventing migration of contaminants
or valuable fluid constituents. Since they prevent
the dispersal of materials into surrounding regions,
geomembranes are often used in conjunction with
soil liners, permeable geotextiles, fluid drainage me-
dia, and other geotechnical support materials. The
major application of geomembranes has been con-
tainment of hazardous wastes and prevention of pol-
lution in landfill and surface impoundment construc-
tion (Fig. 4). They are also used to a large extent in
mining to contain chemical leaching solutions and
the precious metals leached out of ore, in aquacul-
ture ponds for improved health of aquatic life and
improved harvesting procedures, in decorative pond
construction, in water and chemical storage-tank re-
pair and spill containment, in agriculture operations,
in canal construction and repair, and in construction
of floating covers for odor control, evaporation con-
trol, or wastewater treatment through anaerobic di-
gestion. See HAZARDOUS WASTE.

Basin liners. When geomembranes are used as basin
liners, they are often applied in direct contact and
on top of soil liners. Such a composite lining sys-
tem offers extra security for containment because
the soil liner backs up the geomembrane. Rolls of
geomembrane are deployed downslope, with seams
parallel to the slope of the basin. Texture-surface



geomembranes have been developed to enhance the
stability of steep slopes.

Final cover. Final caps form covers over waste im-
poundments or other containments. In final-cover
applications, geomembranes prevent intrusion of
precipitation into isolated and contained areas and,
in addition, prevent the escape of gases from the
containment. Often the surface over which the final
cover is applied is unstable or subject to settlement.
Seaming can take place on floating barges, if neces-
sary, or floated into position in the construction of
floating covers.

Final covers over landfills are often subject to de-
formation from differential settling of the subsoils.
Geomembranes capable of extreme elongation and
flexibility should be selected to accommodate the
differential settlement, so that they can be stretched
a great distance before tearing and can be bent
(flexed) with ease. Textured-surface geomembranes
are desirable for final covers because they impart
long-term slope stabilities.

Vertical cut-off walls. Geomembranes are hung verti-
cally in repair of tank linings and in construction of
vertical barrier walls in soils. They can be used ei-
ther alone or in conjunction with bentonite slurry
trenches to cut off and isolated sections of ground
water in cases of pollution remediation, salt-water in-
trusion, or dike construction. Geomembrane panels
are inserted directly into these cut-off walls to depths
of 100 ft (30 m) by using vibratory hammers and
sheet pile drivers. The adjacent panels are not joined
by heat seaming but are interlocked through prefab-
ricated complementary joint sections; the locking
mechanism is engaged as the panels are slid along-
side one another into the cut-off wall.

Design and installation. A geomembrane is not in-
tended to provide tensile support or load-carrying ca-
pacity. Many applications, in waste containment par-
ticularly, require maximum durability and longevity,
with a lifetime of as much as hundreds of years.
Therefore, in addition to selecting materials that
are suitably resistant to chemicals and to wear, it
is desirable to limit fatigue-inducing tension stresses
through good design and installation practice.

Soil subgrades and cover soils must be free of sharp
objects such as sticks and angular stones that would
introduce puncture stresses on a linear used as a
containment barrier. Heavy equipment used to place
covering soils over the synthetic liner should be sepa-
rated from the geomembrane by a suitable thickness
of the soil. If necessary, geotextiles are placed above
or below a geomembrane in order to increase punc-
ture resistance.

Seaming. Joining adjacent panels of geomembrane
is usually accomplished through the application of
heat. Some heat seaming (welding) is done in fac-
tories during construction of prefabricated panels.
However, for most panel installations, some if not
all seams must be constructed in the field. Types of
welding include extrusion, hot-wedge, and hot-air.

In extrusion welding, a strand of molten polymer
is deposited at the edge of the overlapped geomem-
brane panels, bonding the sheets together.

Geosynthetic
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Fig. 4. Calabasas solid-waste landfill in Los Angeles County, California, being lined with

geomembrane.

In hot-wedge seaming, a wedge of hot steel is
passed between the overlapped panel edges, fol-
lowed directly by pressure rollers effecting the seam.
The most advanced variation creates two welded
tracks separated by an air gap. This allows testing
by air pressure in the gap to detect potential leaks in
the seam (Fig. 5a).

In the hotair welding method the sheets are
melted by hot air blown between them, and then
the molten sheets are pressed together. This weld-
ing system is not considered sufficiently consistent
for final seaming operations; it is generally used only
in conjunction with extrusion welding to keep the
panels stationary before application of the extrusion
weld.

Alternatively, solvent-adhesive seams can be ef-
fected for certain geomembranes. In solvent-
adhesive welding operations the solvent-adhesive
mixture is brushed onto panel edges, and various
methods are used to press the panel edges together
to form the seam. See ADHESIVE.

Testing. Geomembrane seams are tested very care-
fully to ensure that they are free of leaks and ad-
equately joined. Nondestructive testing is used to
check the entire seamed distance for leaks, and if
any are found they are repaired.

Destructive testing is used to assess the quality of
the bonding between panels. It requires that sam-
ples of the finished seam be removed and pulled
apart in order to observe bonding. True welding is re-
quired, as opposed to surface attachments analogous
to those in soldered metals. It is important to deter-
mine if welds are fully integrated because a mere sur-
face attachment can be disrupted by absorbed chem-
icals. Samples are pulled apart by bending back the
top panel from the overlapped section of the bot-
tom panel in an attempt to peel the surface between
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Fig. 5. Schematic diagrams of testing. (a) Nondestructive seam air-pressure test for leaks. (b) Destructive peel testing of
both extrusion and dual-track hot-wedge seams to assess quality of welding, showing specimen configuration for peeling

apart seams.

the seamed panels (Fig. 5b). If true welding has oc-
curred, the resulting tear is through one of the panels
as opposed to delamination (peeling). In contrast to
nondestructive testing, destructive testing is limited
to an interval basis. See ENGINEERING GEOLOGY; SOIL
MECHANICS. Mark Cadwallader; Hal Pastner
Bibliography. J. E. Fluet, Jr. (ed.), Geotextile Testing
and the Design Engineer, 1987; R. M. Koerner and
R. E Wilson-Fahmy (eds.), Geosynthetic Liner Sys-
tems: Innovations, Concerns, and Designs, 1996.
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Geothermal power

Thermal or electrical power produced from the ther-
mal energy contained in the Earth (geothermal en-
ergy). Use of geothermal energy is based thermody-
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Fig. 1. Calculated average conductive temperature gradients in representative heat-flow
provinces of the United States. 1 km = 0.6 mi. 'F = ("C x 1.8) + 32. (After D. E. White and
D. L. Williams, eds., Assessment of Geothermal Resources of the United States-1975,
USGS Circ. 726, 1975)

namically on the temperature difference between a
mass of subsurface rock and water and a mass of
water or air at the Earth’s surface. This temperature
difference allows production of thermal energy that
can be either used directly or converted to mechan-
ical or electrical energy.

Characteristics

Temperatures in the Earth in general increase with
increasing depth, to 400-1800°F (200-1000°C) at the
base of the Earth’s crust and to perhaps 6300-8100 F
(3500-4500°C) at the center of the Earth. Average
conductive geothermal gradients to 6 mi (10 km; the
depth of the deepest wells drilled to date) are shown
in Fig. 1 for representative heat-flow provinces of the
United States. The heat that produces these gradients
comes from two sources: flow of heat from the deep
crust and mantle; and thermal energy generated in
the upper crust by radioactive decay of isotopes of
uranium, thorium, and potassium. The gradients of
Fig. 1 represent regions of different conductive heat
flow from the mantle or deep crust. Some granitic
rocks in the upper crust, however, have abnormally
high contents of uranium and thorium and thus pro-
duce anomalously great amounts of thermal energy
and enhanced flow of heat toward the Earth’s sur-
face. Consequently thermal gradients at shallow lev-
els above these granitic plutons can be somewhat
greater than shown on Fig. 1. See EARTH, HEAT FLOW
IN.

The thermal gradients of Fig. 1 are calculated
under the assumption that heat moves toward the
Earth’s surface only by thermal conduction through
solid rock. However, thermal energy is also trans-
mitted toward the Earth’s surface by movement
of molten rock (magma) and by circulation of
water through interconnected pores and fractures.
These processes are superimposed on the regional
conduction-dominated gradients of Fig. 1 and give
rise to very high temperatures near the Earth’s sur-
face. Areas characterized by such high temperatures



are the primary targets for geothermal exploration
and development.

Commercial exploration and development of
geothermal energy to date have focused on natural
geothermal reservoirs—volumes of rock at high tem-
peratures (up to 662°F or 350°C) and with both high
porosity (pore space, usually filled with water) and
high permeability (ability to transmit fluid). The ther-
mal energy is tapped by drilling wells into the reser-
voirs. The thermal energy in the rock is transferred
by conduction to the fluid, which subsequently flows
to the well and then to the Earth’s surface.

Natural geothermal reservoirs, however, make up
only a small fraction of the upper 6 mi (10 km) of
the Earth’s crust. The remainder is rock of relatively
low permeability whose thermal energy cannot be
produced without fracturing the rock artificially by
means of explosives or hydrofracturing. Experiments
involving artificial fracturing of hot rock have been
performed, and extraction of energy by circulation of
water through a network of these artificial fractures
may someday prove economically feasible.

There are several types of natural geothermal reser-
voirs. All the reservoirs developed to date for elec-
trical energy are termed hydrothermal convection
systems and are characterized by circulation of me-
teoric (surface) water to depth. The driving force of
the convection systems is gravity, effective because
of the density difference between cold, downward-
moving, recharge water and heated, upward-moving,
thermal water. A hydrothermal convection system
can be driven either by an underlying young igneous
intrusion or by merely deep circulation of water
along faults and fractures. Depending on the phys-
ical state of the pore fluid, there are two kinds of hy-
drothermal convection systems: liquid-dominated, in
which all the pores and fractures are filled with lig-
uid water that exists at temperatures well above boil-
ing at atmospheric pressure, owing to the pressure
of overlying water; and vapor-dominated, in which
the larger pores and fractures are filled with steam.
Liquid-dominated reservoirs produce either water
or a mixture of water and steam, whereas vapor-
dominated reservoirs produce only steam, in most
cases superheated.

Natural geothermal reservoirs also occur as re-
gional aquifers, such as the Dogger Limestone of
the Paris Basin in France and the sandstones of the
Pannonian series of central Hungary. In some rapidly
subsiding young sedimentary basins such as the
northern Gulf of Mexico Basin, porous reservoir
sandstones are compartmentalized by growth faults
into individual reservoirs that can have fluid pres-
sures exceeding that of a column of water and ap-
proaching that of the overlying rock. The pore water
is prevented from escaping by the impermeable
shale that surrounds the compartmented sandstone.
The energy in these geopressured reservoirs con-
sists not only of thermal energy, but also of an equal
amount of energy from methane dissolved in the wa-
ters plus a small amount of mechanical energy due
to the high fluid pressures. See AQUIFER; GROUND-
‘WATER HYDROLOGY.

Geothermal power

Use of Geothermal Energy

Although geothermal energy is present everywhere
beneath the Earth’s surface, its use is possible only
when certain conditions are met: (1) The energy
must be accessible to drilling, usually at depths of less
than 2 mi (3 km) but possibly at depths of 4 mi (6-
7 km) in particularly favorable environments (such
as in the northern Gulf of Mexico Basin of the United
States). (2) Pending demonstration of the technology
and economics for fracturing and producing energy
from rock of low permeability, the reservoir poros-
ity and permeability must be sufficiently high to
allow production of large quantities of thermal water.
(3) Since a major cost in geothermal development is
drilling and since costs per meter increase with in-
creasing depth, the shallower the concentration of
geothermal energy the better. (4) Geothermal fluids
can be transported economically by pipeline on the
Earth’s surface only a few tens of kilometers, and thus
any generating or direct-use facility must be located
at or near the geothermal anomaly.

Direct use. Equally important worldwide is the di-
rect use of geothermal energy, often at reservoir tem-
peratures less than 212°F (100°C). Geothermal en-
ergy is used directly in a number of ways: to heat
buildings (individual houses, apartment complexes,
and even whole communities); to cool buildings
(using lithium bromide absorption units); to heat
greenhouses and soil; and to provide hot or warm
water for domestic use, for product processing (for
example, the production of paper), for the culture of
shellfish and fish, for swimming pools, and for ther-
apeutic (healing) purposes. J. Patrick Muffler

Major localities where geothermal energy is di-
rectly used include Iceland (30% of net energy con-
sumption, primarily as domestic heating), the Paris
Basin of France (where 140-160°F or 60-70°C water
is used in district heating systems for the communi-
ties of Melun, Creil, and Villeneuve la Garenne), and
the Pannonian Basin of Hungary.

Electric power generation. The use of geothermal
energy for electric power generation has become
widespread because of several factors. Countries
where geothermal resources are prevalent have de-
sired to develop their own resources in contrast to
importing fuel for power generation. In countries
where many resource alternatives are available for
power generation, including geothermal, geother-
mal has been a preferred resource because it cannot
be transported for sale, and the use of geothermal
energy enables fossil fuels to be used for higher
and better purposes than power generation. Also,
geothermal steam has become an attractive power
generation alternative because of environmental
benefits and because the unit sizes are small (nor-
mally less than 100 MW). Moreover, geothermal
plants can be built much more rapidly than plants
using fossil fuel and nuclear resources, which, for
economic purposes, have to be very large in size.
Electrical utility systems are also more reliable if their
power sources are not concentrated in a small num-
ber of large units.
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In the United States a law was passed in 1978 that
required the output from geothermal power genera-
tion projects (and others not based on fossil fuel re-
sources, and cogeneration projects) to be purchased
by electrical utilities at the cost that was avoided
by the utility as a result of obtaining the power
from a geothermal power plant. The legislation is
called the Federal Public Utility Regulatory Policies
Act (PURPA) and has created an incentive for the
development of geothermal power projects.

The process used for generating power varies in
accordance with the characteristics of the geother-
mal resource. The characteristics that affect the
process are the temperature, the suspended and dis-
solved solids in the resource, and the level of noncon-
densable gases (primarily carbon dioxide) entrained
in the geothermal brine, or steam. Almost all re-
sources discovered to date are of the hydrothermal
type (pressurized hot water) which can be produced

from a well by two methods. If the temperature of
a hydrothermal resource is below 400°F (204°C),
a geothermal well can be produced with a pump,
which maintains sufficient pressure on the geother-
mal brine to keep it as pressurized hot water. For hy-
drothermal resources over 400°F, the more suitable
method of production is to flow the wells naturally,
yielding a flashing mixture of brine and steam from
the wells.

Steam flash process. The most common process is
the steam flash process (Fig. 2), which incorporates
steam separators to take the steam from a flashing
geothermal well and passes the steam through a tur-
bine that drives an electric generator. For the great-
est efficiency in this process, a double-entry turbine
is utilized which enables the most amount of steam
available in the production from the geothermal well
to be converted to electric power. If the resource
has a high level of suspended and dissolved solids,
it may be necessary to incorporate scaling control
equipment in the steam flash vessel at the front of
the plant and solids-settling equipment at the tail end
of the plant. This will keep the process equipment
from becoming plugged and allows a clean residual
brine to be maintained for reinjection into the reser-
voir. If there are significant amounts of noncondens-
able gases, it may be necessary to install equipment
to eject these gases out of the condenser to keep the
back pressure on the system from rising and thereby
cutting down on the efficiency of the process.

There are, at present, two resources in operation
that have “dry steam,” which is produced from the
wells directly. These are very easy to convert to
electric power and use the above described process
without the necessity of the separation and brine
injection equipment.

Binary process. A more efficient utilization of the re-
source can be obtained by using the binary pro-
cess (Fig. 3) on resources with a temperature less
than 360°F (180°C). This process is normally used
when wells are pumped. The pressurized geother-
mal brine yields its heat energy to a second fluid
in heat exchangers and is reinjected into the reser-
voir. The second fluid (commonly referred to as the
power fluid) has a lower boiling temperature than
the geothermal brine and therefore becomes a vapor
on the exit of the heat exchangers. It is separately
pumped as a liquid before going through the heat
exchangers. The vaporized, high-pressure gas then
passes through a turbine that drives an electric gener-
ator. The vapor exhaust from the turbine is then con-
densed in conventional condensers and is pumped
back through the heat exchangers. There is a distinct
environmental advantage to this process since both
the geothermal brine and power fluid systems are
closed from the atmosphere. Hydrocarbons, such as
isobutane and propane, are common power fluids
used in this process. See ELECTRIC POWER GENERA-
TION. Thomas C. Hinrichs

Production and Pollution Problems

The chief problems in producing geothermal power
involve mineral deposition, changes in hydrological



conditions, and corrosion of equipment. Pollution
problems arise in handling geothermal effluents,
both water and steam.

Mineral deposition. In some water-dominated fields
there may be mineral deposition from boiling
geothermal fluid. Silica deposition in wells caused
problems in the Salton Sea, California, field; more
commonly, calcium carbonate scale formation in
wells or in the country rock may limit field develop-
ments, for example, in Turkey and the Philippines.
Fields with hot waters high in total carbonate are
now regarded with suspicion for simple develop-
ment. In the disposal of hot wastewaters at the sur-
face, silica deposition in flumes and waterways can
be troublesome.

Hydrological changes. Extensive production from
wells changes the local hydrological conditions. De-
creasing aquifer pressures may cause boiling water
in the rocks (leading to changes in well fluid char-
acteristics), encroachment of cool water from the
outskirts of the field, or changes in water chemistry
through lowered temperatures and gas concentra-
tions. After an extensive withdrawal of hot water
from rocks of low strength, localized ground sub-
sidence may occur (up to several meters) and the
original natural thermal activity may diminish in in-
tensity. Some changes occur in all fields, and a good
understanding of the geology and hydrology of a sys-
tem is needed so that the well withdrawal rate can be
matched to the well’s long-term capacity to supply
fluid.

Corrosion. Geothermal waters cause an acceler-
ated corrosion of most metal alloys, but this is not
a serious utilization problem except, very rarely, in
areas where wells tap high-temperature acidic
waters (for example, in active volcanic zones.) The
usual deep geothermal water is of near-neutral pH.
The principal metal corrosion effects to be avoided
are sulfide and chloride stress corrosion of certain
stainless and high-strength steels and the rapid corro-
sion of copper-based alloys. Hydrogen sulfide, or its
oxidation products, also causes a more rapid degra-
dation than normal of building materials, such as con-
crete, plastics, and paints. See CORROSION.

Pollution. A high noise level can arise from un-
silenced discharging wells (up to 120 decibels ad-
justed), and well discharges may spray saline and
silica-containing fluids on vegetation and buildings.
Good engineering practice can reduce these effects
to acceptable levels.

Because of the lower efficiency of geothermal
power stations, they emit more water vapor per unit
capacity than fossil-fuel stations. Steam from well-
head silencers and power station cooling towers may
cause an increasing tendency for local fog and winter
ice formation. Geothermal effluent waters liberated
into waterways may cause a thermal pollution prob-
lem unless diluted by at least 100:1.

Geothermal power stations may have four major
effluent streams. Large volumes of hot saline efflu-
ent water are produced in liquid-dominated fields.
Impure water vapor rises from the station cooling
towers, which also produce a condensate stream

Geothermal power

containing varying concentrations of ammonia, sul-
fide, carbonate, and boron. Waste gases flow from
the gas extraction pump vent.

Pollutants in geothermal steam. Geothermal steam sup-
plies differ widely in gas content (often 0.1-5%). The
gas is predominantly carbon dioxide, hydrogen sul-
fide, methane, and ammonia. Venting of hydrogen
sulfide gas may cause local objections if it is not ad-
equately dispersed, and a major geothermal station
near communities with a low tolerance to odor may
require a sulfur recovery unit (such as the Stretford
process unit). Sulfide dispersal effects on trees and
plants appear to be small. The low radon concen-
trations in steam (3-200 nanocuries/kg or 0.1-7.4
kilobecquerels/kg), when dispersed, are unlikely to
be of health significance. The mercury in geothermal
stream (often 1-10 microgram/kg) is finally released
into the atmosphere, but the concentrations created
are unlikely to be hazardous. See AIR POLLUTION.

Geothermal waters. The compositions of geothermal
waters vary widely. Those in recent volcanic areas
are commonly dilute (<0.5%) saline solutions, but
waters in sedimentary basins or active volcanic areas
range upward to concentrated brines. In compar-
ison with surface waters, most geothermal waters
contain exceptional concentrations of boron, fluo-
ride, ammonia, silica, hydrogen sulfide, and arsenic.
In the common dilute geothermal waters, the con-
centrations of heavy metals such as iron, manganese,
lead, zinc, cadmium, and thallium seldom exceed the
levels permissible in drinking waters. However, the
concentrated brines may contain appreciable levels
of heavy metals (parts per million or greater).

Because of their composition, effluent geothermal
waters or condensates may adversely affect potable
or irrigation water supplies and aquatic life. Ammo-
nia can increase weed growth in waterways and pro-
mote eutrophication, while the entry of boron to
irrigation waters may affect sensitive plants such as
citrus. Small quantities of metal sulfide precipitates
from waters, containing arsenic, antimony, and mer-
cury, can accumulate in stream sediments and cause
fish to derive undesirably high (over 0.5 ppm) mer-
cury concentrations. See WATER POLLUTION.

Reinjection. The problem of surface disposal may
be avoided by reinjection of wastewaters or con-
densates back into the countryside through disposal
wells. Steam condensate reinjection has few prob-
lems and is practiced in Italy and the United States.
The much larger volumes of separated waste hot
water (about 55 tons or 50 metric tons per megawatt-
electric) from water-dominated fields present a more
difficult reinjection situation. Silica and carbonate
deposition may cause blockages in rock fissures if
appropriate temperature, chemical, and hydrologi-
cal regimes are not met at the disposal depth. In
some cases, chemical processing of brines may be
necessary before reinjection. Selective reinjection
of water into the thermal system may help to re-
tain aquifer pressures and to extract further heat
from the rock. A successful water reinjection sys-
tem has operated for several years at Ahuachapan, El
Salvador. A. J. Ellis
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1
Geraniales

An order of flowering plants, division Magnolio-
phyta (Angiospermae), in the superorder Rosidae
of Eudicotyledon. The order consists of 6 families
(Francoaceae, Geraniaceae, Greyiaceae, Ledo-
carpaceae, Melianthaceae, Vivianiaceae), 15 genera,
and approximately 700 species. The Geraniaceae
constitute the vast majority of the order and are
temperate herbs or soft shrubs with deeply cleft or
compound leaves (see illus.). The other families

A common eastern United States species of geranium
(Geranium maculatum), which is characteristic of the order
Geraniales. (A. W. Ambler, National Audubon Society)

are mainly woody and are found in South America or
Africa. Flowers typically have 5 sepals and petals,
10 stamens, and 5 fused carpels that separate
from the central axis of the pistil when in fruit.
Many of the species possess volatile compounds,
as in Pelargonium (Geraniaceae) and Melianthus
(Melianthaceae). See MAGNOLIOPHYTA; PLANT KING-
DOM; ROSIDAE. K. J. Sytsma

1
Gerhil

The common name for 88 species of small rodents
comprising the subfamily Gerbillinae in the family
Muridae (see table). They inhabit the desert regions,
steppes, and sandy wastes of Asia, Africa, and south-
ern Russia, often living many miles from water.

Genera and common names of gerbils
Numbers of

Genus species Common name
Gerbillus 38 Northern pygmy gerbils
Microdillus 1 Somalian gerbil
Gerbillurus 4 Southern pygmy gerbils
Tatera 12 Large naked-soled gerbils
Taterillus 8 Small naked-soled gerbils
Desmodillus 1 Cape short-eared gerbil
Desmodilliscus 1 Brauer’s gerbil
Pachyuromys 1 Fat-tailed gerbil
Ammodillus 1 Walo
Sekeetamys 1 Bushy-tailed jird
Meriones 16 Jirds
Brachiones 1 Przewalski’s gerbil
Psammomys 2 Fat sand rats
Rhombomys 1 Great gerbil

Morphology. Most gerbils are about the size of a rat
and are protectively colored to resemble the desert
sands in which they live. They have a head and body
length of 50-200 mm (2-8 in.), a tail length of 56-
245 mm (2.2-9.8 in.), and a weight of 10-227 g
(0.4-8 0z). They have large ears, large hindfeet, well-
developed claws, and a long tail. Some have hair on
the soles of the feet and bristles on the toes, presum-
ably to prevent them from sinking into the loose soil.
The smallest is the Brauer’s gerbil with a head and
body length of 41-74 mm (1.6-2.9 in.), a tail length
of 33-49 mm (1.3-1.9 in.), and a weight of 6-14 g
(0.2-0.5 02). The fat-tailed gerbil (Pachyuronzys) has
a tail only half as long as its body. The tail is thick-
ened and sausage-shaped, and serves as a fat-storage
organ for this species, which does not store food in
its burrows.

Many small mammals (gerbils, kangaroo rats, jer-
boas, golden hamsters, elephant shrews, etc.) living
in hot arid conditions have relatively large auditory
bullae (the bulbous bones enclosing their hearing
apparatus). The arid air of the desert has poor sound-
carrying qualities in comparison to cooler humid air.
Thus, the external ears are large and very sensitive
and are said to be suitable for receiving long-range
low-frequency sounds. The inflated bullae increase
the volume of the air-filled chambers surrounding
the middle ear, which in turn reduces the resistance
to the inward movement of the tympanic membrane.
The malleus, part of which is greatly lengthened, is
allowed to rotate more freely and has increased lever-
age. This transforms relatively weak vibrations of the
greatly enlarged tympanic membrane into more pow-
erful movements which are transmitted to the incus
and the small footplate of the stapes, which rests
against the oval window of the inner ear. See EAR
(VERTEBRATE).

Gerbils display varying degrees of saltatory (jump-
ing) locomotion (see illustration). They are often
called antelope rats because of the way they move
about. They hop rather than scamper or scurry in
typical rat fashion. In this respect they remind one
of jerboas, or jumping rodents; indeed, “gerbil” is
just another form of the name “jerboa.” See JERBOA.

Habitat and behavior. Gerbils are primarily noctur-
nal mammals. They are active year-round, although



The gerbil has a long tail that is used for balance when it
hops.

their activity may be reduced during the winter in
some areas. They feed on seeds, grasses, and roots,
which for the most part contain a little moisture.
Food may be stored for winter use. Some species
may also include insects, birds, and bird eggs in their
diet.

Fat sand rats (Psammomys) have the most effi-
cient kidney known, but the necessity for efficiency
is not a lack of water but an abundance of salt.
Sand rats are desert rodents, but their habitat is re-
stricted to the edges of saline and brackish waters.
Sand rats feed on plants containing 80-90% water
with about twice the salinity of seawater. The plen-
tiful salt content makes it necessary for the kidney
of the sand rat to be able to greatly concentrate the
urine.

Gerbils live in burrows excavated in the sand.
Burrows are variable in structure and may contain
several levels with nest chambers, lengthy tunnels,
and food storage chambers. Gerbils may be sociable
and share community tunnels, or they may lead a
solitary life. Males and females usually do not nest
together.

The largest of the gerbils are the great gerbil and
the large naked-soled gerbils. The great gerbil (Rhom-
bomys) lives in central Asia from the Caspian Sea
to southern Mongolia and north-central China, Iran,
Afghanistan, and western Pakistan. Adults have a
head and body length of 150-200 mm (5 3/;-7 3/4 in.)
and a tail length of 130-160 mm (5-6 in.). The fur is
thick and soft, and the tail is hairy, almost bushy. The
soles of the feet are hairy, and the toes end in large
claws. Females are polyestrous and produce two or
three litters annually. Litter size may range from one
to fourteen, and the young are born after a gesta-
tion of 23-32 days. Females may reach sexual matu-
rity at 3-4 months. Longevity ranges 2-4 years. This
species is considered a pest in Central Asia, where it
damages crops, railway embankments, and irrigation
channels. This species is also a reservoir for plague.

The large naked-sole gerbils (Tatera) have a head
and body length of 90-200 mm (3 /,-7 1/, in.), a tail
length of 115-245 mm (41/,-9'/, in.), and a weight of
30-227 g (1-8 0z). The body is heavy and ratlike. The
dorsal coloration ranges from grayish to brownish;
the underparts are white or whitish. The soles of the

feet are naked. These gerbils usually walk on all four
limbs, and when alarmed they escape by bounding
as high as 1.5 m (4.9 ft). One species is said to be
able to cover 3.5 m (11.5 ft) in one leap.

The Mongolian gerbil (Meriones unguiculatus)
has become the most widely known species of ger-
bil since the 1950s because it has become a lab-
oratory and pet animal and is now commercially
traded almost worldwide. This species is gregarious
and makes a good pet in captivity. See RODENTIA.

Donald W. Linzey

Bibliography. Grzimek’s Encyclopedia of Mam-
mals, vol. 3, McGraw-Hill, 1990; R. M. Nowak,
Walker’s Mammals of the World, 6th ed., Johns
Hopkins University Press, 1999.

1
Germ layers

The first cell layers that appear in the development
of all animals, and from which the embryo body and
extraembryonic membranes (when present) are con-
structed. The cells of the early embryo (the blastula)
are organized into supracellular units, the germ lay-
ers. These are more or less distinct anatomically but
do not necessarily have sharp boundaries of demarca-
tion, in part because one layer gives rise to another.
Germ layers are universal among animal embryos;
they are an efficient method for establishing discon-
tinuities of architectural importance and for setting
aside what will become lineages of cells with differ-
ent fates. See DEVELOPMENTAL BIOLOGY.

Types. Traditionally, three germ layers are recog-
nizable: ectoderm, endoderm, and mesoderm as
the outer, inner, and middle layers, respectively.
Coelenterates and sponges possess only two of
these layers—ectoderm and endoderm—and so are
diploblastic. All other metazoans (multicellular ani-
mals) have the three germ layers and so are triploblas-
tic. In recent years, a fourth germ layer—the neural
crest—has been recognized as a distinctive layer re-
stricted to vertebrates, which are therefore quadro-
blastic. The evolutionary innovations that followed
the evolution of mesoderm (and that characterize
all invertebrates other than sponges and coelenter-
ates) are paralleled by evolutionary innovations that
followed the evolution of the neural crest (which
characterizes all vertebrates). See METAZOA; VERTE-
BRATA.

Endoderm and ectoderm are present in unfertil-
ized eggs; they are set aside in the egg during oo-
genesis as a result of gene products deposited into
the egg by the mother. Consequently, endoderm
and ectoderm are regarded as primary germ layers—
they arise first in individual development and were
the first to appear phylogenetically. Mesoderm and
neural crest arise later in development through in-
ductive interactions: mesoderm from interactions
between endoderm and ectoderm; neural crest fol-
lowing interaction between mesoderm and neurec-
toderm (neural ectoderm) and from interactions
within the neurectoderm. Consequently, mesoderm
and neural crest are regarded as secondary germ

Germ layers
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layers—they arise secondarily in individual devel-
opment and evolved subsequent to primary germ
layers. The posterior region of many, if not all, verte-
brate embryos does not form from germ layers but
from a germinal zone of cells that does not separate
into germ layers. As this occurs at neurulation (differ-
entiation of nerve tissue and formation of the neural
tube), we speak of primary neurulation (from germ
layers) and secondary neurulation (from a germinal
zone).

Three of the germ layers are named in accordance
with their definitive positions in the spherical type
of gastrula seen in sea urchins and amphibians, in
which the ectoderm surrounds the embryo, the en-
doderm has invaginated as the precursor of the em-
bryonic gut, and the mesoderm has delaminated to
lie between ectoderm and endoderm. The neural
crest is named from its topographical position in the
crests of the neural folds at the onset of neurulation.
In blastoderm types of blastulae, as in birds, a more
or less distinct and complete lower endodermal layer
(hypoblast) and an upper layer (epiblast) containing
the prospective ectodermal and mesodermal layer-
forming cells are present. In gastrulae of reptiles,
birds, mammals, and a few invertebrate types, where
the spherical form of the blastula has been modified
into a two-layered blastodisc, the definitive positions
of the layers remain essentially the same. The terms
epiblast, mesoblast, and hypoblast are sometimes
used as synonyms for ectoderm, mesoderm, and en-
doderm, respectively. However, these are geograph-
ical (topographical) terms; early in development the
epiblast can contain future ectoderm and mesoderm
or even all three future germ layers. Therefore, these
terms should not be used as synonyms for germ lay-
ers. See BLASTULATION; GASTRULATION.

Also, the terms ectoderm and mesoderm should
not be confused with the terms epithelia and mes-
enchyme; the former are germ layers, the latter
subsequent types of cellular organization. Epithe-
lia are sheets of polarized laterally connected cells
(in simplest form, one cell layer thick) situated on a
basement membrane secreted and deposited by the
epithelial cells. Mesenchyme is a meshwork of un-
connected cells that reside within extracellular ma-
trix (ECM) which they synthesize and deposit. The
ECM may be solid as in bone or fluid as in blood. Ep-
ithelia and mesenchyme can arise from all four germ
layers, so the names for germ layers and for cellu-
lar organization should not be conflated. Sometimes,
we use the terms mesenchyme for mesenchyme
of mesodermal origin, and ectomesenchyme or en-
domesenchyme for mesenchyme of ectodermal or
endodermal origin. See EMBRYONIC DIFFERENTIA-
TION; EMBRYONIC INDUCTION.

Origin. The germ-layer structure of embryos has
been known for almost 200 years. In 1817 Heinrich
Christian Pander described the three-layered struc-
ture of the chick blastoderm, and within a decade
(1828-1837) Karl Ernst von Baer recognized that the
layer concept held true for many types of embryos,
both vertebrate and invertebrate. During the latter
half of the nineteenth century, the following con-

cept of the origin of the germ layers gradually de-
veloped. The blastula was considered to be a single-
layered hollow sphere which became converted into
a two-layered gastrula by a process of invagination
or delamination of cells from one wall of the blas-
tula. The outer layer thus became the ectoderm; the
inner layer, the endoderm. A third layer, the meso-
derm, then arose from part of either the inner or
outer layer, depending upon the group of animals;
sometimes the terms endomesoderm and ectomeso-
derm are used to reflect the endodermal or ectoder-
mal origins of mesoderm.

This concept of the origin of one germ layer from
another during the process of gastrulation came to
be accepted as the general and basic method of de-
velopment of most metazoans. Today, we recognize
that specific germ-layer-forming regions are present
prior to the actual arrangement of the cells into
distinct layers. We speak of these as future or pre-
sumptive germ layers, a state normally found in zy-
gotes (for the two primary germ layers), in blastu-
lae for mesoderm and in neurulae for neural crest.
The fate of presumptive germ layers is not fixed;
transplanting future ectoderm from a frog blastula
into the future endoderm of another blastula re-
sults in the “ectodermal” cells forming endoderm.
If the same transplantation is done using gastrula-
stage ectoderm, we find that the cells no longer can
change their fate—they form a piece of skin (an ec-
todermal derivative) within the gut (an endodermal
derivative).

Fate of the layers. Once the germ layers have be-
come established in their definitive anatomical po-
sitions, their further development consists, among
other changes, in the segregation of subdivisions
within them and in their morphological rearrange-
ment. In vertebrates the ectodermal layer becomes
subdivided into a skin-forming area and a neural-
forming area. The latter area folds up to form the
neural tube, from the crest of which will arise neu-
ral crest cells. The mesodermal layer in many inver-
tebrates and vertebrates separates into two sublay-
ers, one of which becomes applied to the overlying
ectoderm, the other to the underlying endoderm.
The space between the sublayers develops into the
coelomic cavity. In vertebrates the portion of the
mesoderm closest to the midline boxy axis (paraxial
mesoderm) undergoes segregation into dorsal meso-
derm to form a medial and dorsal, axial notochord,
a rodlike structure around which the vertebral col-
umn is later formed. The notochord does not ex-
tend into the head; in the head, prechordal meso-
derm and neural crest both form mesenchyme, with
head muscles arising from mesoderm and the cran-
iofacial skeleton arising from mesoderm and from
neural crest. Lateral to the notochord, the mesoderm
differentiates into blocks of mesoderm known as
somites (one member of each pair on either side of
the notochord and developing spinal cord), which
later contribute to formation of skeletal muscles,
vertebrae, and other structures. Initially epithelial,
somites transform from an epithelial to a mesenchy-
mal organization, providing a nice example of the



distinction between mesoderm and mesenchyme
and of the origin of an epithelium from mesoderm.
Still more laterally, the ventral mesoderm (the lateral
plate) is further subdivided into an outer, or somatic,
and inner, or splanchnic, layer, with the coelomic
space between. An area of unsegmented mesoderm
between the somites and the lateral plate, known as
the intermediate mesoderm, contributes to the kid-
neys. This positioning and subdivision of primary
and secondary germ layers constitute the basic or
primitive body plan characteristic of all vertebrates.
Further development of the germ layers consists of
the formation of all the tissues and organs of the
adult, except in some species of the germ cells,
which arise from a separate germ plasm. The fol-
lowing list indicates the germ layer origin of some
common organs and tissues of adult vertebrates.

Ectoderm
Epidermis (hair, feathers, lens of eye)
Central nervous system (brain, spinal cord, cranial
and spinal nerves)
Epithelia of sense organs, mouth, salivary glands
Pituitary gland
Enamel of teeth
Mesoderm
Muscle
Cartilage
Bone
Blood vessels
Blood
Kidney
Gonads
Liver (in part)
Thyroid (in part)
Endoderm
Epithelia of pharynx, thyroid, lungs
Inner lining of digestive tract
Bladder (in part)
Urethra (in part)
Liver (in part)
Neural crest
Cartilage
Bone
Dentine of teeth
Adrenal gland (part)
Septa and valves of the heart
Peripheral nervous system
Enteric ganglia
Brian K. Hall; Nelson T. Spratt
Bibliography. S. E Gilbert and S. R. Singer, Devel-
opmental Biology, 8th ed., 2006; B. K. Hall, The
Neural Crest in Development and Evolution, 1999;
J. M. W. Slack, Essential Developmental Biology,
2d ed., 2006; L. Wolpert et al., Principles of Devel-
opment, 3d ed., 20006.
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Germanium
A brittle, silvery-gray, metallic chemical element, Ge,

atomic number 32, atomic weight 72.59, melting
point 937.4°C (1719°F), and boiling point 2830°C
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(5130°F), with properties between silicon and tin.
Germanium is distributed widely in the Earth’s crust
in an abundance of 6.7 parts per million (ppm).
Germanium is found as the sulfide or is associ-
ated with sulfide ores of other elements, particularly
those of copper, zinc, lead, tin, and antimony. See
PERIODIC TABLE.

Germanium has a metallic appearance but exhibits
the physical and chemical properties of a metal only
under special conditions since it is located in the pe-
riodic table where the transition from nonmetal to
metal occurs. At room temperature there is little in-
dication of plastic flow and consequently it behaves
like a brittle material.

As it exists in compounds, germanium is either
divalent or tetravalent. The divalent compounds
(oxide, sulfide, and all four halides) are easily re-
duced or oxidized. The tetravalent compounds
are more stable. Organogermanium compounds are
many in number and, in this respect, germanium re-
sembles silicon. Interest in organogermanium com-
pounds has centered around their biological ac-
tion. Germanium in its derivatives appears to have
a lower mammalian toxicity than tin or lead com-
pounds.

The properties of germanium are such that there
are several important applications for this element,
especially in the semiconductor industry. The first
solid-state device, the transistor, was made of germa-
nium. Single-crystal germanium is used as a substrate
for vapor-phase growth of GaAs and GaAsP thin films
in some light-emitting diodes. Germanium lenses and
filters are used in instruments operating in the in-
frared region of the spectrum. Mercury-doped and
copper-doped germanium are used as infrared detec-
tors; synthetic garnets with magnetic properties may
have applications for high-power microwave devices
and magnetic bubble memories; and germanium
additives increase usable ampere-hours in storage
batteries. Paul S. Gleim

Bibliography. E A. Cotton et al., Advanced Inor-
ganic Chemistry, 6th ed., Wiley-Interscience, 1999;
R. Hull and J. C. Bean (eds.), Germanium Silicon:
Physics & Materials, 1999; D. R. Lide, CRC Hand-
book Chemistry and Physics, 85th ed., CRC Press,
2004; Z.Rappoport (ed.), The Chemistry of Organic
Germanium, Tin and Lead Compounds, 2003.
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GERT

A procedure for the formulation and evaluation of
systems using a network approach. Problem solving
with the GERT (graphical evaluation and review tech-
nique) procedure utilizes the following steps:

1. Convert a qualitative description of a system
or problem to a generalized network similar to the
critical path method—PERT type of network.

2. Collect the data necessary to describe the func-
tions ascribed to the branches of a network.

3. Combine the branch functions (the network
components) into an equivalent function or func-
tions which describe the network.

4. Convert the equivalent function or functions
into performance measures for studying the system
or solving the problem for which the network was
created. These might include either the average or
variance of the time or cost to complete the network.

5. Make inferences based on the performance
measures developed in step 4.

Both analytic and simulation approaches have
been used to perform step 4 of the procedure. GERTE
was developed to analytically evaluate network mod-
els of linear systems through an adaptation of signal
flow-graph theory. For nonlinear systems, involving
complex logic and queuing situations, Q-GERT was
developed. In O-GERT, a simulation of the network
is performed in order to obtain statistical estimates
of the performance measures of interest.

GERT networks have been designed, developed,
and used to analyze production lines, quality con-
trol in manufacturing systems, capacity of air ter-
minal cargo facilities, equipment allocation in con-
struction planning, planning and control of market-
ing research, and system reliability. In recent time,
GERT has become an obscure method which has
seen little use. See DECISION THEORY; PERT; SIMULA-
TION. A. Alan B. Pritsker

Bibliography. U.Brandes and T. Erlebach (eds.), Net-
work Analysis: Methodological Foundations, 2005;
A. A. B. Pritsker, GERT' Graphbical Evaluation and
Review Technique, RM-4973-NASA, 1966; A. A. B.
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1
Gestation period

In mammals, the interval between fertilization and
birth. It covers the total period of development of the
offspring, which consists of a preimplantation phase
(from fertilization to implantation in the mother’s
womb), an embryonic phase (from implantation to
the formation of recognizable organs), and a fetal
phase (from organ formation to birth).

In some mammals, the gestation period is ex-
tended by a special process known as delayed im-
plantation or embryonic diapause: the fertilized egg
develops in the normal way to form a hollow ball
of cells (the blastocyst) and development is then ar-
rested. Attachment of the blastocyst to the inner wall
of the womb (implantation) is usually the next step in

Gestation periods of selected mammals

Mammal Days Mammal Days
Baboon 173 Horse 337
Camel 402 Human 267
Cat 63 Lion 109
Chimpanzee 235 Macaque 165
Cheetah 93 Marmoset 148
Cow 284 Mole 35
Dog 63 Mouse 19
Elephant Opossum 13

(Indian) 626 Orangutan 250
Giraffe 456 Rat 21
Gorilla 259 Sheep 148
Guinea pig 67 Wolf 63
Hamster 20 Zebra 360
Hedgehog 33

other mammals, but in cases of delayed implantation
the blastocyst remains free in the womb and does not
become attached until a later stage. In some cases,
the period of delay before implantation is fixed. One
example is the European roe deer, in which delayed
implantation seems to ensure an optimal interval be-
tween mating in late summer and early fall, and birth
in the spring. In other cases, the period of delayed
implantation is variable. For instance, in many marsu-
pials (such as the kangaroo) it is typical for a mother
to have offspring in the pouch and one or more
blastocysts free in the uterus. If the pouch off-
spring fail to survive, a free blastocyst can implant
rapidly, thus permitting the mother to give birth
again rapidly. For this reason, in these marsupials
and in other mammals with an optional delay the
gestation period can vary (see table).

There is widespread confusion over the duration
of the gestation period in humans because of the way
in which it is defined medically. The time of ovula-
tion, and hence the time of fertilization, is difficult
to determine in humans, so for purely practical rea-
sons doctors measure the duration of pregnancy as
the interval between the last menstrual period and
birth, which is typically about 40 weeks or 280 days.
For comparison with other mammals, however, the
true gestation period between fertilization and birth
in humans is about 267 days.

The length of the gestation period in mammals
depends primarily on body size and the state of de-
velopment of the offspring at birth. Large-bodied
mothers have big offspring that take longer to de-
velop, and development is also prolonged for off-
spring that are born at an advanced stage of develop-
ment. There is, in fact, a major distinction between
different groups of mammals according to the state
of development of the offspring at birth. In some
mammal groups (for example, marsupials, most in-
sectivores, carnivores, and most rodents) the mother
gives birth to a litter of poorly developed offspring
(altricial offspring) that are typically kept in some
kind of nest for some time after birth until they
have grown enough to move around independently.
Such altricial offspring are usually hairless at birth,
and the eyes and ears are sealed off by membranes.



Marsupials are superaltricial, as their offspring are ex-
tremely poorly developed at birth and usually crawl
into a pouch of some kind to continue their devel-
opment before emerging into the outside world. In
other mammal groups (for example, hoofed mam-
mals, primates, whales, and dolphins), mothers typi-
cally give birth to a single, well-developed offspring,
and a nest is not usually required. Such precocial
offspring usually have a thick coat of fur at birth, and
the eyes and ears are typically open. This distinction
between mammal groups probably has a long evo-
lutionary history. Fossil specimens from the Eocene
Period (some 50 million years ago) show that rela-
tives of the modern horse already had a single, well-
developed offspring.

Because gestation periods generally increase in a
regular fashion with the body size of the mother,
this trend must also be taken into account when
making comparisons between mammal species.
For instance, the gestation period of the elephant
(660 days) is about 2'/, times as long as the true
human gestation period (267 days), but this differ-
ence can be attributed almost entirely to the enor-
mous difference in body size. Once body size effects
and special cases have been excluded, it emerges that
marsupials have by far the shortest gestation periods.
Among placental mammals, altricial mammals have
markedly shorter periods than precocial mammals.
Indeed, for any given body size, a precocial mammal
has a gestation period three to four times longer than
an altricial mammal. The human gestation period of
267 days is, for example, almost three times longer
than the gestation period of 93 days for the cheetah,
which has a similar body weight but gives birth to
altricial offspring. Compared to all other mammals,
human beings are found to have one of the longest
gestation periods relative to body size.

One remarkable feature of mammalian gestation
periods is that they show very little variability within
a species. After excluding exceptional cases, depar-
tures from the average usually lie in a range of no
more than +4%. This is one of the smallest de-
grees of variability found in any biological dimen-
sion. See FERTILIZATION (ANIMAL); PREGNANCY; RE-
PRODUCTIVE SYSTEM. R. D. Martin

1
Geyser

A natural spring or fountain which discharges a col-
umn of water or steam into the air at more or less
regular intervals. It may be regarded as a special type
of spring. Perhaps the best-known area of geysers
is in Yellowstone Park, Wyoming, where there are
more than 100 active geysers and more than 3000
noneruptive hot springs. Other outstanding geysers
are found in New Zealand and Iceland. The most fa-
mous geyser is probably Old Faithful (see illus.) in
Yellowstone Park, which erupts about once an hour.
Then for about 5 min the water spouts to a height of
100-150 ft (30-45 m). Other geysers are less regular,
but some intermittently discharge water and steam
to heights of 250 ft (75 m) or more.

Ghost image (optics)

Old Faithful, Yellowstone Park, Wyoming. (National Park
Service, U.S. Department of the Interior)

The eruptive action of geysers is believed to result
from the existence of very hot rock, the relic of a
body of magma, not far below the surface. The neck
of the geyser is usually an irregularly shaped tube
partly filled with water which has seeped in from
the surrounding rock. Far down the pipe the water
is at a temperature much above the boiling point at
the surface, because of the pressure of the column of
water above it. Its temperature is constantly increas-
ing, because of the volcanic heat source below. Even-
tually the superheated water changes into steam, lift-
ing the column of water out of the hole. The water
may overflow gently at first but, as the column of
water becomes lighter, a large quantity of hot water
may flash into steam, suddenly blowing the rest of
the column out of the hole in a violent eruption. See
SPRING (HYDROLOGY).  Albert N. Sayre; Ray K. Linsley

|
Ghost image (optics)

A feature or shape at the focal plane of a camera
or other optical instrument that is not present in an
actual scene, or an unfocused duplicate image that
is overlaid upon a desired image. Ghost images, or
ghosts, are caused by reflections from the surfaces
of lenses or windows. Each glass surface divides in-
coming light into two parts: a refracted part that
passes through the surface, and a reflected part that
is turned back. If the reflected light is turned back
again by reflection from another glass surface or a
mirror, it may travel to the focal plane to form a ghost
image. Ghost images may appear as an out-of-focus
blur or smudge, a sharp circle or polygon with the
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shape of the camera iris or other aperture, or a false
image of an object within a scene. See REFLECTION
OF ELECTROMAGNETIC RADIATION.

Antireflection coatings. The brightness of ghost im-
ages is greatly reduced by applying antireflection
coatings to lenses and windows. Antireflection coat-
ings are thin films of transparent material that reduce
the reflectance of a glass surface. A common antire-
flection coating is a single layer of magnesium fluo-
ride (MgF,). Most glasses reflect a little more than 4%
of the light from each surface. A single layer of mag-
nesium fluoride with a thickness equal to one-quarter
of the wavelength of light reduces the reflectance
of glass to a little more than 1%. An even lower re-
flectance is obtained by applying two or more layers
with properly chosen materials and thicknesses. De-
sign of antireflection coatings is a specialized disci-
pline in which an optimum mix of coating materials
and layer thicknesses is developed with the help of
computers and coating-design software. See INTER-
FERENCE FILTER.

Optical instrument design. Ghost images may be re-
duced or eliminated by properly designing the com-
ponents of an optical instrument. The simplest way
to eliminate ghosts is to use mirrors instead of lenses.
When this is not possible, ghosts are controlled by
dispersing them or moving them. A ghost is dis-
persed by adjusting the shape, location, or number of
optical components so as to spread the ghost image
over a broad area of the focal plane. As the size of the
ghost increases, its brightness falls until it is no longer
visible. A ghost image is moved by tilting the sur-
faces that cause the ghost. Tilting a surface changes
the direction of the reflected light, which moves the
ghost off the image plane. Tilting a single surface
on a lens or window causes one edge of the part
to be thicker than the other edge; this configuration
is called a wedge. Ghosts caused by two reflections
within a single lens element or window are not af-
fected by tilting the entire component. Redirection
of light from one tilted surface is undone by the tilt
in the other surface.

Designing optical components that disperse and
move ghosts is done with the help of computers and
optical design software. Actions that remove ghost
images often reduce image quality or increase the
cost and complexity of an instrument. A computer
calculates how changes to an instrument affect both
the desired image of a scene and the brightness and
shape of ghosts. A designer can then choose compo-
nent shapes and materials that give the best perfor-
mance.

Optical design software works by representing the
propagation of light as lines, or rays, which lie along
the path that light takes through an optical instru-
ment; this technique is called ray tracing. At each
lens surface, rays are split in two—one ray tracing
the path of the transmitted light and the other ray
tracing the path of reflected light. Numbers are as-
signed to each ray that represent the transmitted or
reflected power. Rays that finally intersect the focal
plane, along with their assigned power, are collected
or binned together to calculate the size and bright-

ness of each ghost. If the ghosts are too bright,
changes that reduce them are made to the optical
design. The effect of these changes on both image
quality and ghost brightness is assessed, and adjust-
ments are made in the design until an acceptable
balance is achieved between the brightness of the
ghost and other measures of the performance and
cost of the instrument. Modern computers and soft-
ware are capable of tracing many millions of rays, so
accurate prediction of size, brightness, and cause of
ghosts is a common part of instrument design. See
GEOMETRICAL OPTICS.

Other sources. Reflections from lenses and win-
dows are the most common causes of ghost images,
but there are other sources. Optical components are
often placed within a mechanical housing and then
held in place by rings of metal. Bright sources, often
outside the field of view of the instrument, illuminate
the interior of the lens housing and retaining rings.
Reflections from metal mounting surfaces may travel
to the focal plane and form streaks or spots known
as flares. Flares are also caused by reflection from the
edges of lenses. Flares of this type are suppressed by
applying black paint to the edge of an offending lens.
Ideally, the index of refraction for the paint matches
the index of refraction of the glass, so light that il-
luminates the edge of the lens passes easily into the
paint and is absorbed. Diffuse scatter from housing
walls often produces broad patches of illumination
referred to as veiling glare. This kind of ghost is re-
duced by placing a thin metal annulus, called a vane,
within the housing to block reflected and scattered
light, or by machining fine grooves or threads in the
walls of the housing to scatter light away from the
focal plane.

Narcissus. Thermal infrared cameras work at
wavelengths from 8 to 13 micrometers. At these long
wavelengths, which cannot be seen by the eye, all
warm objects produce infrared radiation. Infrared
cameras that use cold detectors may exhibit a dark
ghost around the center of their focal plane; this
ghost is called narcissus. It is present if the detector
sees a ghost image of itself reflected in one or more
lenses of the camera. Because the detector is cold, it
produces less infrared radiation than warm objects
within the camera, so a ghost image of the detec-
tor is dark instead of bright. See INFRARED IMAGING
DEVICES; INFRARED RADIATION. Gary L. Peterson

Bibliography. E. L. Dereniak and G. D. Boreman,
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1996; H. A. Macleod, Thin-Film Optical Filters,
3d ed., Institute of Physics Publishing, Bristol, U.K.,
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Engineering, 3d ed., McGraw Hill, New York, 2000.
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Giant nuclear resonances

Elementary modes of oscillation of the whole nu-
cleus, closely related to the normal modes of oscil-
lation of coupled mechanical systems. Giant nuclear
resonances occur systematically in most, if notall, nu-
clei, with oscillation energies typically in the range



of 10-30 MeV. Among the best-known examples is
the giant electric dipole (E1) resonance, in which all
the protons and all the neutrons oscillate with op-
posite phase, producing a large time-varying electric
dipole moment which acts as an effective antenna
for radiating gamma rays. See GAMMA RAYS.

Giant resonances are usually classified in terms of
three characteristic quantum numbers: L, S, and 7,
where L is the orbital angular momentum, § is the
(intrinsic) spin, and T is the isospin carried by the
resonance oscillation. The number L is also the mul-
tipole order, with possible values L = 0 (monopole),
L =1 (dipole), L = 2 (quadrupole), L = 3 (octupole),
and so on. The spin quantum number S is either O or
1. The § = 0 resonances are often called electric, and
the § = 1 ones magnetic (EL or ML, where L is the
multipole order), stemming from the fact that these
giant resonances have strong decay modes involving
the emission of either electric (for EL resonances) or
magnetic (for ML resonances) multipole photons of
the same multipole order as the resonance. A giant
resonance with § = 0 corresponds to a purely spatial
oscillation of the nuclear mass (or charge density),
while one with § = 1 corresponds to a spin oscilla-
tion. The isospin quantum number 7, which is also
either O or 1, determines the relative behavior of neu-
trons versus protons; in a 7= 0 or isoscalar giant res-
onance, the neutrons and protons oscillate in phase,
whereas in a 7= 1 or isovector resonance the neu-
trons and protons oscillate with opposite phase. Ex-
amples of well-established giant resonances are the
EO, E1, and M1 isovector modes, and the EO and E2
isoscalar modes. Other types of giant resonances also
exist, notably the giant Gamow-Teller resonance. See
MULTIPOLE RADIATION; NUCLEAR MOMENTS.

These resonances are called giant because of their
great strength, 50-100% of the theoretical limit, con-
centrated in a compact energy region. The oscilla-
tion energy is characteristic of the type of giant res-
onance and usually varies smoothly with mass. It is
determined by the restoring force and the nuclear
mass; the force is due to the nuclear attraction be-
tween nucleons, the most important part being the
component of the same multipole order as the giant
resonance.

Width. The width of a giant resonance generally
contains contributions from three different sources:
decay, damping, and fragmentation. If the resonance
has sufficient energy, as most do, then the decay
width stems primarily from the emission of nucle-
ons and, in some cases, composite particles. Damp-
ing width is associated with mixing (damping) of the
giant resonance into the sea of more complicated,
underlying states, a process analogous to the fric-
tional damping of a classical oscillator.

In the absence of decay and damping width, a giant
resonance ideally would occur at a single sharp en-
ergy in a spherical nucleus. The degree to which the
strength is fragmented among several different ener-
gies is accounted for by the fragmentation width.

Giant electric dipole (E1) resonance. This, the oldest
and best known of the nuclear giant resonances, is
the dominant feature in reactions initiated by gamma

Giant nuclear resonances
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Fig. 1. Cross section of neutrons produced by gamma-ray
bombardment as a function of the gamma-ray energy E.,.
The large peak is due to the giant electric dipole
resonance. 1 barn = 10728 m? (After A. Veyssiere et al.,
Photoneutron cross sections of 2°Pb and ’Au, Nucl.
Phys., A159:561-576, 1970)

rays (Fig. 1). The absorption of a gamma ray induces
the giant E1 oscillation, which breaks up, in this case,
by emitting neutrons. This resonance is also the dom-
inant feature in the reverse process, in which gamma
rays are produced by proton and neutron bombard-
ments of nuclei. The resonance, which is isovector
L =1, 8§=0,T=1), occurs at an energy Ey =
324713 4 20.64~ /° MeV (where 4 is the mass num-
ber of the nucleus) in medium and heavy nuclei (for
example, 16.5 MeV at A = 100), and somewhat lower
in light nuclei. Its strength is essentially equal to the
theoretical limit. In deformed nuclei the resonance
splits into several overlapping components (two if
the shape is axially symmetric). In the most strongly
deformed nuclei the resonance is partially resolved
into two separate components.

Reaction selectivity. Because the different types of
giant resonances often overlap in energy, particular
resonances must be selectively excited in order to
clearly delineate their properties. This is analogous to
using the right driving force to excite particular nor-
mal modes of a coupled mechanical system. Inelastic
alpha-particle scattering is very effective for studying
isoscalar giant electric resonances. Both giant mag-
netic and electric resonances are studied by inelastic
electron scattering, whereas charge changing reac-
tions like the (p, n) reaction (neutron production by
proton bombardment) are very useful for probing
spin and isospin (§ = 1; 7= 1) modes.

Giant EO and E2 resonances. The isoscalar giant EO
(electric monopole; L =0, § = 0, T'= 0) resonance
lies at about 8043 MeV (17 MeV at A = 100), very
close in energy to the giant E1 resonance, whereas
the isoscalar giant E2 (electric quadrupole; L = 2,
S = 0, T = 0) resonance lies somewhat lower, at
about 654713 (14 MeV at 4 = 100). Both are strongly
excited in forward-angle inelastic scattering of en-
ergetic alpha particles (Fig. 2). The angular depen-
dence of the giant resonance excitation probability
(cross section) is very different for the EO and E2
resonances (Fig. 2), a feature which was essential in
identifying the EO mode.
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Fig. 2. Partial spectra of 120-MeV alpha particles scattered
inelastically from lead-208 at angles of (a) 0" to 1.5” and

(b) 1.5" to 3". The broad peaks at excitation energies E,
near 11 and 14 MeV are the isoscalar giant quadrupole
resonance and the isoscalar giant monopole resonance,
respectively. (After S. Brandenberg et al., Decay of the
isoscalar giant monopole resonance in 208pp  Nucl. Phys.,
A466:29-69, 1987)

The EO resonances are spherically symmetric. The
isoscalar EO resonance is called the breathing mode,
as the whole nucleus undergoes a purely radial os-
cillation, alternately expanding and contracting. The
isoscalar EO resonance energy is important in deter-
mining the nuclear compressibility.

The isovector EO giant resonance (L = 0, § = 0,
T = 1) is also a purely radial oscillation but one in
which the protons oscillate against the neutrons. As
a result, it lies at a higher energy than the isoscalar
EO resonance, at about 604~ MeV (28 MeV at
A = 100). The isovector E2 giant resonance (L =
2,85 =0, T=1) lies at around 1304~3 MeV (also
28 MeV at A = 100).

Giant Gamow-Teller resonance. In ordinary nuclear
beta decay, a neutron inside a nucleus is transformed
into a proton, and an electron and an antineutrino are
produced. In one of the simplest types of beta decay,
called Gamow-Teller decay, the transformed neutron
is otherwise undisturbed, except that its spin may be
reversed. As a result, the nucleus usually gains a small
amount of energy. If beta decay involved a higher
energy transfer to the nucleus, it would drive the
giant Gamow-Teller resonance, which is a pure spin
oscillation where the neutron spin and the proton
spin oscillate out of phase (L =0, S =1, T = 1).
A giant Gamow-Teller resonance is a strong feature
in the (p, n) reaction in which neutrons emerge at
0° from nuclei struck by energetic protons (Fig. 3).

This reaction substitutes a proton for a neutron in
the nucleus via a spin-dependent interaction, in a
manner analogous to beta decay but with a much
larger energy transfer.

The properties of the giant Gamow-Teller reso-
nance are important in certain problems in nuclear
astrophysics. For example, the low-energy tail of the
giant Gamow-Teller resonance in *’Ar is important
in determining the expected rate of the inverse beta
decay reaction v, + ¥’Cl — ¥Ar + e, which is used
to detect neutrinos produced by nuclear reactions in
the Sun. See RADIOACTIVITY; SOLAR NEUTRINOS.

Giant resonances in highly excited nuclei. Studies of
the giant electric dipole resonance have been ex-
tended to highly excited hot nuclei. These studies
provide unique information about the properties of
such nuclei, in particular their shape. The shape
sensitivity arises from the resonance splitting in a
deformed nucleus, as described above. The size of
the splitting gives the magnitude of the deforma-
tion, whereas the relative strength of the compo-
nents determines the sense of the deformation: pro-
late (football-shaped) or oblate (doorknob-shaped).

The highly excited nuclei are formed by heavy-
ion fusion, in which an energetic nucleus from an
accelerator collides and fuses with a target nucleus.
The large energy transferred to the excited nucleus
is distributed between giant resonances and other,
mostly random forms of energy analogous to heat,
which is characterized by a nuclear temperature 7.

These studies demonstrate the persistence of
ground-state deformation in highly excited nuclei,
with temperatures such that 27 = 1 MeV (& =
Boltzmann’s constant). On the other hand, nuclei
that are spherical at low temperature and spin un-
dergo large thermal-shape fluctuations at tempera-
tures T > 1 MeV. Furthermore, hot nuclei that are
spherical at low spin become deformed (most likely
oblate-shaped) at higher spin. The same tendency is
shown by a spherical liquid drop (or spherical water
balloon) to become oblate when rotated.

Multiple giant resonances. The double giant E1 res-
onance is made up of two giant E1 resonances co-
existing in the same nucleus. It is a so-called two-
phonon giant resonance, or, in other words, a giant
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Fig. 3. Spectrum of neutrons emitted at 0" by bombarding
zirconium-90 with 200-MeV protons. The broad peak at
excitation energy E, near 9 MeV is the giant Gamow-Teller
resonance. (After T. N. Taddeucci, Polarization transfer in
(p, n) reactions, Can. Phys., 65:557-565, 1987)



E1 resonance built upon a giant resonance. Double
giant E1 resonances were first produced in (7, 77)
reactions, in which two neutrons inside the nucleus
are transformed into protons and the resonance is
excited. In subsequent studies, the double giant E1
resonance has been produced in distant collisions of
heavy target nuclei with heavy projectiles moving at
relativistic speeds. In such collisions, the repulsive
electric force between the two positively charged
nuclei has sufficiently high frequency Fourier com-
ponents to induce a two-step process in which the
normal (single) giant E1 resonance is first excited,
and then, before the excited nucleus has a chance to
decay, it is struck by a second so-called virtual pho-
ton, producing the double resonance. See FOURIER
SERIES AND TRANSFORMS.

Giant resonances in supernovae explosions. Giant
resonances play an important role in energetic nu-
clear reactions occurring in nature. Among the best
examples are supernovae explosions. Ina supernova,
a massive star, having burned most of its nuclear
fuel, undergoes gravitational collapse. During the
collapse, nuclei in the core region produce neutrinos
by a process called electron capture, which is a kind
of inverse beta decay. The rate of these reactions,
which cool the core and accelerate the collapse, de-
pends on the properties of the giant Gamow-Teller
resonance.

The stellar collapse continues until the stiffness
of nuclear matter resists further compression, at
which point a shock wave is created which rebounds
out-ward and blows off the mantle of the star. The
strength of the shock wave is directly related to the
nuclear compressibility discussed above in the con-
text of the giant isoscalar EO resonance.

Left behind in the central region is a hot neu-
tron star, which cools by emitting neutrinos. These
higher-energy neutrinos travel outward and heat the
nuclei in the mantle via inelastic scattering reac-
tions which excite various giant resonances. This
heating of the mantle, which can occur before the
shock wave arrives, may contribute to the explosion.
Certain elements found in nature may have been pro-
duced primarily as giant resonance decay products
in these reactions. See GRAVITATIONAL COLLAPSE;
NEUTRINO; NEUTRON STAR; NUCLEAR REACTION;
NUCLEAR SPECTRA; NUCLEAR STRUCTURE; RESON-
ANCE (QUANTUM MECHANICS); SUPERNOVA.

Kurt A. Snover
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1
Giant star

An intermediate state in the evolution of a star in
which it swells to enormous proportions before its
death. During the longest and most stable phase of
a star’s life, the star, like the Sun, derives its energy
from the thermonuclear fusion of hydrogen into he-
lium deep in its dense, hot (107 K and up) core. It
is then said to be on the main sequence. When the
hydrogen fuel is gone and the central energy source
is thereby exhausted, the core contracts and heats
under the action of gravity, fresh hydrogen is ignited
in a shell that surrounds the spent core, and the star
becomes much more luminous, larger, and cooler at
its surface. The lower surface temperature produces
a redder color, hence the common term red giant.
Stars like the Sun brighten by a factor of 1000 and
grow in radius by a factor of 100 to about half the
size of Earth’s orbit (4.7 x 107 mi or 7.5 x 107 km).

There are actually three separate giant states. The
first, described above, is terminated when the core
temperature climbs so high (over 108 K) that the he-
lium ignites and fuses into carbon. This event sta-
bilizes the star; though the star is still a giant, it
then contracts and dims as it quietly fuses its he-
lium. When this helium is exhausted, the earlier be-
havior is repeated. The core contracts and is finally
stabilized by electron degeneracy, becoming essen-
tially a white dwarf. Helium then fuses to carbon in
a shell around the core, and farther out hydrogen
fuses to helium. The star then enters the asymptotic
giant branch of the Hertzsprung-Russell diagram and
swells to enormous proportions, perhaps two as-
tronomical units (1.9 x 10%® mi or 3 x 10% km),
becoming even redder than before. It may pulsate
and be seen as a long-period variable star, and loses
much or most of its mass through a strong wind.
See HERTZSPRUNG-RUSSELL DIAGRAM; STELLAR EVOLU-
TION. James B. Kaler
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Pasachoff and A. Filippenko, The Cosmos: Astron-
omy in the New Millennium, 3d ed., 2007.
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Giardiasis

A disease caused by the protozoan parasite Giar
dia lamblia, characterized by chronic diarrhea that
usually lasts 1 or more weeks. The diarrhea may
be accompanied by one or more of the following:
abdominal cramps, bloating, flatulence, fatigue, or
weight loss. The stools are malodorous and have
a pale greasy appearance. Infection without symp-
toms is also common. As with most other proto-
zoa inhabiting the intestinal tract, the life cycle of
Giardia involves two stages: trophozoite and cyst.

Giardiasis
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Trophozoites stay in the upper small-intestinal tract,
where they actively feed and reproduce. When the
trophozoites pass down the bowel, they change into
the inactive cyst stage by rounding up and develop-
ing a thick exterior wall, which protects the para-
site after it is passed in the feces. People become
infected either directly by hand-to-mouth transfer of
cysts from feces of an infected individual or indirectly
by drinking feces-contaminated water. After the cyst
is swallowed, the trophozoite is liberated through
the action of digestive enzymes and stomach acids,
and becomes established in the small intestine.

Epidemiology. Giardiasis occurs worldwide. Sur-
veys conducted in the United States have demon-
strated Giardia infection rates ranging from 1 to 20%,
depending on the geographic location and age of
persons studied. In community epidemics caused by
contaminated drinking water, as many as 50 to 70%
of the residents have become infected. Outbreaks
also occur among backpackers and campers who
drink untreated stream water. Both human and an-
imal (beaver) fecal contamination of stream water
has been implicated as the source of Giardia cysts in
waterborne outbreaks. Giardia species in dogs and
possibly other animals are also considered infectious
for humans.

Epidemics resulting from person-to-person trans-
mission occur in day-care centers for preschool-age
children and institutions for the mentally retarded.
Infants and toddlers in day-care centers are more
commonly infected than older children who have
been toilet-trained.

Why some people become ill when infected with
G. lamblia and others do not has not been fully ex-
plained. Host immunity undoubtedly plays a role, but
the exact immune mechanisms involved have not
been identified. A number of other factors, such as
the number of Giardia cysts swallowed (dose), vary-
ing virulence between Giardia strains, and origin of
the parasite (human or animal), have been postu-
lated, but not proved, as having an influence on the
clinical course of infection. See EPIDEMIC; EPIDEMI-
OLOGY.

Diagnosis. The diagnosis of Giardia infection is
most commonly made by identifying the causative
agent, G. lamblia, in the feces. It is also possible
to identify the parasite in digestive juices or biopsy
material taken from the small intestine. In individ-
uals with watery diarrhea, trophozoites are most
commonly found in stools, but a few cysts may also
be present. After the acute stage has passed, stools
are more often semiformed or formed, and contain
the more hardy cyst form of the parasite. Because
Giardia cysts are passed in the feces on an intermit-
tent basis, a minimum of three stool specimens (one
every other day) should be obtained and examined
to minimize the chance of missing an infection. The
parasites may be stained in iodine or by more perma-
nent staining methods for purposes of differentiating
them from other bowel-inhabiting protozoa.

Treatment. Three drugs are available in the United
States for the treatment of giardiasis: quinacrine,
metronidazole, and furazolidone. Quinacrine is con-

sidered the drug of choice for adults and older chil-
dren. Although quinacrine is effective in young chil-
dren, the drug frequently causes vomiting in this
age group. Metronidazole gives cure rates similar to
quinacrine, and is generally well tolerated by both
adults and children. Furazolidone is also an effective
drug; it is the only anti-Giardia preparation that is
supplied in pediatric suspension.

Prevention. Epidemic giardiasis most commonly
results from ingestion of contaminated drinking
water. The long-term solution to municipal wa-
terborne outbreaks requires improvement in, and
widespread use of, water filtration equipment in the
water treatment process. Many cities in the United
States rely solely on chlorination to disinfect drinking
water; however, the amount of chlorine used does
not kill Giardia cysts. Backpackers and campers
should not drink water directly from streams or lakes,
no matter how clean the water looks. If stream water
must be used for drinking, it should be boiled for
1 min to kill Giardia as well as other infectious or-
ganisms that might be present. Chemical disinfec-
tants such as laundry bleach or tincture of iodine may
also be used to disinfect water of uncertain purity.
These products work well against most bacterial and
viral organisms, but are not considered as reliable as
heat in killing Giardia. If water is cloudy, it should
be strained through a clean cloth into a container
to remove any sediment or floating matter. Then the
water should be treated with chemicals.

Person-to-person transmission of Giardia can be
prevented by practicing good personal hygiene and
maintaining a sanitary environment. Hand wash-
ing should be stressed, especially after using the
toilet or handling soiled diapers of infants. Quick
and thorough cleanup of fecal accidents at home
or in institutions also reduces the risk of spread-
ing Giardia to others. See MEDICAL PARASITOLOGY.

Dennis D. Juranek
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tional Travel, HEW Publ. (CDC) 1999; Waterborne
Transmission of Giardiasis, U.S. Environmental Pro-
tection Agency, EPA-600/9-79-001, June 1979.

Gibberellin

Any of the members of a family of higher-plant hor-
mones characterized by the ent-gibberellane skele-
ton shown below. Some of these compounds have
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profound effects on many aspects of plant growth
and development, which indicates an important reg-
ulatory role.

The discovery of gibberellins dates back to Japan
in the 1920s, when plant pathologists were trying to
understand, and ultimately control, the bakanae or
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Fig. 1. Structural formulas of representative 20- and
19-carbon gibberellins.

“foolish seedling,” disease of rice, which is caused by
the fungus Gibberella fujikuroi. However, the chem-
ical structure of the compound was not elucidated
until 1954, when scientists reported the structure of
gibberellic acid (GA3) [Fig. 1]. Gibberella fujikuroi
was subsequently shown to produce numerous other
gibberellins, although GAj is by far the most abun-
dant.

The discovery that gibberellic acid could restore
normal growth in certain dwarf mutants of corn and
peas led to the conclusion that gibberellic acid, or
compounds structurally similar to it, is an endoge-
nous growth regulator in higher plants. In 1958, the
first higher-plant gibberellin, GA;, was isolated from
immature seeds of runner bean, and more than 70
gibberellins have subsequently been identified in all
families of angiosperms and gymnosperms as well as
several species of other fungi and ferns.

Nomenclature. All gibberellins are assigned a num-
ber and referred to as gibberellin A; ... A,, or sim-
ply as GA; ... GA,. In order for a compound to be
given the GA designation, three criteria must be met:
the structure and stereochemistry must be known;
the compound must have the ent-gibberellane ring
structure with a carboxyl group at carbon 7; and the
compounds must occur naturally in plants or fungi.
Compounds with unknown or incompletely known
structures, such as those that have been detected in
mosses, liverworts, algae, and bacteria, are referred
to as gibberellin-like substances.

Chemistry. Gibberellins are tetracyclic diterpene
acids with the ent-gibberellane skeleton. The two
classes are based on the presence of the 19-carbon
gibberellins and the 20-carbon gibberellins (Fig. 1).
The 19-carbon gibberellins, which have lost car-
bon 20, contain a five-member lactone bridge that
links carbons 4 and 10. The 19-carbon gibberellins,
formed from 20-carbon gibberellins, are the biologi-
cally active forms. Gibberellins also vary according to
the position and number of hydroxyl groups linked
to the carbon atoms of the ent-gibberellane skele-
ton. Hydroxylation has a profound influence on bio-
logical activity. For example, compounds with a hy-
droxyl group on carbon 2 (such as GAg, GA,y, and
GAsp) are almost totally inactive and are generally
thought to be the metabolic deactivation products
of more active gibberellins. In contrast, gibberellins
with a hydroxyl group on carbon 13 (GAs and GA()
or carbon 3 (GA4 and GA-) possess much higher bio-
logical activity. The dihydroxylated gibberellins GA,
and GA;, which contain hydroxyl groups on carbons
3 and 13, are generally the most active.

Analytical methods. With the exceptions of G. fu-
Jikuroi and immature seeds of certain higher plant
species, tissue levels of gibberellins are normally
quite low, usually 1 to 100 nanograms per Kkilo-
gram fresh weight. This complicates analysis of gib-
berellins, because extensive purification is often re-
quired before the actual analysis can be performed.

Analysis of gibberellin begins with extraction from
the plant tissue using an organic solvent such as
methanol or acetone. The organic extract is usu-
ally subjected to one or more procedures, such
as solvent-solvent partitioning, that separate gib-
berellins from major plant constituents, including
chlorophyll and other nonpolar pigments. The par-
tially purified gibberellin extract is then subjected to
chromatography, which affords additional purifica-
tion and separates individual gibberellins from one
another. In the past, this was achieved by paper
or thin-layer chromatography; however, the use of
high-performance liquid chromatography has largely
replaced these two techniques. See CHROMATOGRA-
PHY; LIQUID CHROMATOGRAPHY.

The final step in gibberellin analysis is detection.
Early work relied on gibberellin-specific bioassays
that exploited the growth response of seedlings
to applied gibberellins. Dwarf genotypes of rice,
corn, and peas that have reduced levels of endoge-
nous gibberellins have been most useful because of
their sensitivity. In all these systems, the amount
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of growth elicited is proportional to the amount
of gibberellin applied. Another widely used bioas-
say is based on the promotion of starch hydrol-
ysis in de-embryonated cereal seeds: the amount
of starch hydrolysis is proportional to the concen-
trations of applied gibberellin. In practice, the re-
sponse of the bioassay to several known concentra-
tions of a gibberellin—which is usually GAs, because
of commercial availability—is determined and plot-
ted graphically to construct a standard curve. The
amount of gibberellin in a plant tissue extract can
then be estimated from the standard curve by inter-
polation.

Bioassays provide a highly specific, simple, and in-
expensive method for detection of gibberellins, but
they have several inherent disadvantages. First, the
degree of the response is a function of the logarithm
of the concentration, so that a tenfold increase in
the concentration of applied gibberellin only dou-
bles the response, making it difficult to accurately
measure small changes in GA levels. Second, bioas-
says give little structural information about the gib-
berellin, so that although the amount of GA-like sub-
stances present in an extract can be estimated, little
can be deduced about exactly which gibberellin is
being measured. Finally, and most important, not all
gibberellins elicit the same response in a given bioas-
say. Some, such as GA; and GAs, are highly potent
in all bioassays, whereas gibberellins with hydroxyl
groups on carbon 2 (for example, GAg, GA,y, and
GAs)) are almost totally inactive. See BIOASSAY.

A combination of gas chromatography and mass
spectrometry overcomes many of the disadvantages
of bioassays because such a technique provides
definitive structural as well as quantitative informa-
tion about the compounds being analyzed. A sample
is injected into a gas chromatograph, which sepa-
rates the components in the mixture. The gaseous
component is fed into the mass spectrometer, where
it is bombarded with a stream of electrons. As a re-
sult, the molecules break apart and form a series
of charged fragments. Each compound has a unique
pattern of fragment size and quantity, and so an un-
known compound can be identified when its mass
spectrum matches that of a reference compound.
The mass spectrometer can also measure gibberellin
levels, because the number of ions produced dur-
ing fragmentation is proportional to the amount of
the compound injected. See GAS CHROMATOGRAPHY;
MASS SPECTROMETRY.

Biosynthesis. Gibberellins are a small subset of the
terpene family of compounds. As with other ter-
penoids, gibberellin biosynthesis begins with meval-
onic acid (Fig. 2). The ent-gibberellane skeleton is
built by successive combinations of 5-carbon iso-
prene units. The 20-carbon diterpene geranylgeranyl
pyrophosphate, with four isoprene units, is cyclized
to form kaurene, which is a tetracyclic compound
that resembles the ent-gibberellane skeleton except
that ring B contains six carbons instead of five, as
in gibberellins (Fig. 2). The conversion of kaurene
to a gibberellin starts with the sequential oxidation
of carbon 19, followed by hydroxylation at carbon

7 to form ent-7-a-hydroxykaurenoic acid (Fig. 2).
Contraction of ring B by the extrusion of carbon
7 leads to the formation of GAj,-aldehyde. All gib-
berellins are subsequently derived from this com-
pound by three major metabolic activities: (1) the ox-
idation of the carbon-7 aldehyde to a carboxyl group;
(2) the formation of 19-carbon gibberellins by the
sequential oxidation of carbon 20 to an aldehyde,
followed by its removal and subsequent formation
of a lactone bridge from carbon 4 to carbon 10; and
(3) hydroxylation of one or more carbons contained
in the ent-gibberellane skeleton. This process can
occur in either 19- or 20-carbon gibberellins. In corn
and peas, the formation of GA,-aldehyde is followed
by early hydroxylation at carbon 13 (GAs3); conver-
son to GAy, a 19-carbon gibberellin; and hydroxyla-
tion at carbon 3 (GA,), and then at carbon 2 (GAg).
Alternatively, GA,, can be hydroxylated once at car-
bon 2 to form GA,y (Fig. 3). Hydroxylation at carbon
2 serves as a deactivation process. See TERPENE.

Glucose conjugates of gibberellins have been de-
tected in many plant tissues, especially in seeds. Link-
age to glucose takes place through either a carboxyl
group (glucose ester) or an ether at a hydroxyl group
(glucoside). Conjugation of gibberellins to glucose
serves as another deactivation process in addition to
hydroxylation at carbon 2. The conjugates may also
serve as storage forms of gibberellin. See CONJUGA-
TION AND HYPERCONJUGATION.

Gibberellin biosynthesis and metabolism takes
place in three stages, based on characteristics of
the component enzymes and properties of their sub-
strates. First, soluble cytoplasmic enzymes convert
mevalonic acid to kaurene. Most of the enzymes are
common to the biosynthesis of other terpenes, and
their substrates are highly soluble in water, because
many contain a pyrophosphate group. The second
stage begins with kaurene and ends with the forma-
tion of GA ;. Stage II oxidative enzymes are microso-
mal, and they require molecular oxygen (O,) and the
reduced form of nicotinamide adenine dinucleotide
phosphate (NADPH); they are mixed-function ox-
idases involving the participation of cytochrome
P-450. In addition, the substrates are highly nonpolar
and not readily soluble in water. Stage III reactions
include the conversion of 20-carbon gibberellins to
19-carbon gibberellins and all hydroxylations. These
enzymes are soluble oxidases that contain iron and
require NADPH and «o-ketoglutarate as cofactors. See
CYTOCHROME.

Of all gibberellins native to a given species, only
one is believed responsible for biological activity,
the others being either precursors to or deactivation
products of that one gibberellin. It has been shown
that GA, controls stem growth in both corn and peas
and may also be important for biological action in
most other species.

Determination of the gibberellin biosynthesis
pathway has practical implications, such as the con-
trol of the stature of plants. Synthetic plant-growth
regulators called growth retardants are used com-
mercially to regulate plant growth and many of these
compounds reduce endogenous gibberellin levels by
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Fig. 2. Biosynthetic pathway of gibberellins from mevalonic acid in higher plants and the fungus Gibberella fujikuroi.

inhibiting gibberellin biosynthesis. Some growth re-
tardants inhibit the cyclization of geranylgeranyl py-
rophosphate to kaurene; others block the oxidation
of kaurene to kaurenoic acid.

Control of growth and development. The involve-
ment of gibberellins in specific aspects of plant
growth and development can be inferred from sev-
eral lines of experimentation.

Stem elongation. Probably the best-defined role for
gibberellins in regulating the developmental pro-
cesses in higher plants is stem growth. The abso-
lute need for gibberellins in this process has been
demonstrated by restoration of normal growth with
gibberellin application to gibberellin-deficient dwarf
mutants of corn, rice, peas, and other species.
Rosette plants, which represent a special case of
dwarfism, grow as dwarfs until they receive some
inductive environmental stimulus such as a change
in day length or temperature; gibberellins can often
substitute for the stimulus. In the case of spinach,
which requires long days to initiate stem growth, the
inductive stimulus dramatically increases the level of

certain gibberellins through higher activity of spe-
cific enzymes in the gibberellin biosynthetic path-
way. The cellular basis for gibberellin-induced stem
growth can be either an increase in the length of pith
cells in the stem, as appears to be the case in lettuce
hypocotyls, or primarily the production of a greater
number of cells, as in many rosette plants following
an inductive stimulus. See PHOTOPERIODISM.

Seed dormancy and germination. Freshly shed seeds from
many species are often unable to germinate under
ideal conditions; these seeds are said to be dormant.
Depending on the species, overcoming dormancy re-
quires a period of dry storage (afterripening) or an
environmental stimulus such as light or low temper-
ature. Applied gibberellins can often promote germi-
nation of dormant seeds, a capability suggesting that
gibberellins are involved in the process of breaking
dormancy.

Gibberellins are intimately involved in other as-
pects of seed germination as well. In the early stages
of germination, the stored reserves that nourish the
young seedling are mobilized until its photosynthetic
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Fig. 3. Predominant pathway of gibberellin metabolism in corn and peas.

apparatus develops sufficiently. In the case of cereal
grains, the breakdown of starch to glucose in the en-
dosperm begins a few hours after the imbibition of
water begins. Gibberellin in the seed embryo is be-
lieved to signal starch hydrolysis following action of
the enzyme o-amylase, which is synthesized and re-
leased by aleurone cells that envelop the endosperm.
Starch hydrolysis does not occur in de-embryonated
seeds. Studies of molecular aspects of this process
indicate that gibberellin causes increased transcrip-
tion of the gene coding for the ow-amylase enzyme,
which results in higher levels of its messenger ri-
bonucleic acid. See DORMANCY; RIBONUCLEIC ACID
(RNA); SEED.

Flowering. Applied gibberellins promote or induce
flowering in plants that require either cold or long
days for flower induction. Gibberellin is probably not
the flowering hormone or floral stimulus, because
the floral stimulus appears to be identical or similar
in all response types.

The sexuality of imperfect flowers (flowers with
only male or female parts) is genetically determined,
although environmental factors such as day length
or temperature can be overriding factors. The ap-
plication of gibberellins often modifies sex expres-
sion, usually causing an increase in the number of
male flowers; in corn, however, feminization occurs.
Gibberellin-deficient dwarf varieties of corn have

male flowers on the ear (female inflorescence) in-
dicating a natural role for gibberellins in sex expres-
sion. See FLOWER; PLANT GROWTH.

Commercial uses. Although gibberellins have lim-
ited use in agriculture compared with other agricul-
tural chemicals such as herbicides, several important
applications have been developed, including the pro-
duction of seedless grapes. Application of gibberellin
at bloom results in increased berry size and reduced
berry rotting. Gibberellins are also used to increase
barley malt yields for brewing and to reduce the time
necessary for the malting process to reach comple-
tion. See MALT BEVERAGE.

Gibberellins have found significant applications in
plant breeding. Many conifers do not flower until
they are at least 10 years old, but the application
of gibberellins can bring on cone production in
juvenile plants. Thus, practical genetic improvement
programs can be hastened by shortening the juve-
nile periods. In biennial vegetables such as carrots
or brussels sprouts, seed can be produced in one
season instead of the normal two following applica-
tions of gibberellin.

Other uses for gibberellin in agriculture include
reduction of rind discoloration in citrus fruits, in-
creased yield in sugarcane, stimulation of fruit set in
fruit trees, and increased petiole growth in celery.
See PLANT HORMONES. James D. Metzger
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Ginger

An important spice or condiment; also the plant
from which it is obtained, Zingiber officinale, of the
ginger family (Zingiberaceae). The plant is a native
of southeastern Asia. It is an erect perennial herb
(see illus.) having thick, scaly, branched rhizomes

Ginger (Zingiber officinale). (USDA)

which contain starch, gums, an oleoresin (gingerin)
responsible for the pungent taste, and an essential
oil which imparts the aroma. The rhizomes, dug up
after the aerial parts have withered, are treated in
different ways to produce green ginger or dried gin-
ger. Ginger is used in medicine, in culinary prepara-
tions (soups, curries, puddings, pickles, gingerbread,
and cookies), and for flavoring beverages such as
ginger ale and ginger beer. The plant is grown in
China, Japan, Sierra Leone, Jamaica, Queensland, and
Indonesia. See SPICE AND FLAVORING; ZINGIBERALES.

Perry D. Strausbaugh
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Ginkgoales

An order of gymnosperms in the class Ginkgoopsida
(Pinophyta) with only one extant species, Ginkgo
biloba (the maidenhair tree). Leaves identified as

Ginkgo appeared first in the Upper Triassic, but
Ginkgo-like leaves have been discovered as early as
the Permian. During the Jurassic and Cretaceous pe-
riods, Ginkgo was a large taxon containing many
species and having a circumpolar distribution in the
Northern Hemisphere. The group diminished in size
during the Early Cretaceous and into the Tertiary
periods. It is probable that Ginkgo, considered sa-
cred by the Chinese, would have become extinct
had it not been cultivated in Chinese temple gar-
dens, where the ginkgos became magnificent, old
specimens several hundred feet tall.

Although Ginkgo is superficially different from
other gymnosperms, details of seed morphology and
reproduction clarify its nature as a gymnosperm.
Young trees are excurrent; that is, they have a
straight trunk from which lateral branches diverge
(Fig. 1), but with age their excurrent habit often be-
comes obscured by the development of several major
branches. The plant produces both long and short
(spur) shoots. Long shoots, which result from ex-
tensive internodal growth, have alternately arranged
leaves. Short shoots, characterized by almost no in-
ternodal growth, develop in the axils of leaves on
long shoots and bear terminal clusters of leaves. The
fan-shaped leaves, with dichotomous venation, are
highly distinctive and may have a deep, apical notch
(Fig. 2a). Those borne on short shoots often lack
the apical notch.

Ginkgo is dioecious (male cones and ovules are
borne on different trees). Male cones, produced in
the axils of leaves on short shoots, consist of an
axis bearing helically arranged stamenlike structures,
each of which terminates, usually, in a pair of mi-
crosporangia in which pollen is produced (Fig. 2b).
Ovules commonly occur in terminal pairs on slender

Fig. 1. Two maidenhair trees (Ginkgo biloba).
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young

Fig. 2. Essential features of Ginkgo biloba. (a) Leaf showing
deep apical notch and open, dichotomous venation of
blade. (b) Short (spur) shoot with mature male cones and
leaves lacking an apical notch. (c) Short shoot bearing
young ovules with conspicuous basal collars. (d) Short
shoot with mature seeds. (After G. M. Smith et al., A
Textbook of General Botany, 5th ed., Macmillan, 1953)

stalks borne among the leaves of short shoots. Each
ovule is enclosed basally by a collar (Fig. 2¢). As the
ovule matures, the outer integument becomes thick
and fleshy, giving the seed the appearance of a fruit
(Fig. 2d). Upon disintegration, the fleshy integument
releases an unpleasant odor.

Ginkgo is used commonly as a shade tree in cities
around the world because of its beauty and its resis-
tance to disease and the effects of automotive pollu-
tion.

Several extinct genera are thought to be closely
related to Ginkgo. Among these are Trichopitys and
Sphenobaiera, which first appear in the early Per-
mian, and Baeira, Arctobaiera, and Eretmophbyllum
from the Mesozoic. The reproductive structures of
these ginkgophytes are unknown or not well under-
stood. While their leaf form and stomatal characteris-
tics resemble those of Ginkgo, it is not clear whether
they should be included in Ginkgoales or assigned
to one or more separate orders. See EMBRYOBIONTA;
GINKGOOPSIDA; PINOPHYTA. Charles B. Beck

Bibliography. H. C. Bold, C. J. Alexopolous, and
T. Delevoryas, Morphbology of Plants and Fungi,
5th ed., 1990; R. E Scagel, Plants: An Evolutionary
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Ginkgoopsida

A class of largely extinct gymnosperms (Pino-
phyta). Included orders are Calamopityales, Cal-
listophytales, Arberiales, Peltaspermales, Ginkgo-

ales, Leptostrobales, Caytoniales, Pentoxylales, and
Ephedrales. The most ancient taxa, Calamopityales
and Callistophytales, lived during the Carbonifer-
ous; the Arberiales, from late Carboniferous into the
Triassic; the Peltaspermales, from Permian through
Jurassic; the Leptostrobales and Caytoniales, from
Triassic into the Cretaceous; and Ginkgoales, pre-
dominantly, from Triassic into the Cretaceous pe-
riods, with one species, Ginkgo biloba, persisting
to the present. Ephedrales is the only largely extant
group, but has a pollen fossil record beginning in the
Upper Triassic. See CAYTONIALES; EPHEDRALES; GINK-
GOALES.

These taxa, divergent in many characteristics,
are unified by the presence in all of platysper-
mic (bilaterally symmetrical) seeds lacking cupules.
Presumed seeds of the most primitive order (Calam-
opityales) are of the Lyrasperma type, where the
integument is fused with the nucellus over most
of its length, and the nucellus, uncovered at its
apex, terminates in a flasklike, pollen-catching organ
called a salpinx. In all other orders, the seed is
of the Callospermarion type, in which the integu-
ment, largely free from the nucellus, covers it except
for a small opening at the apex, the micropyle. In
some taxa, the seed may be secondarily platysper-
mic (derived from a radially symmetrical ances-
tor). In the most primitive, and some other, taxa
of ginkgoopsids, the seeds and microsporangia are
thought to have been borne on pinnately (feath-
erlike) branched fertile structures. During the evo-
lution of more advanced taxa, the individual mi-
crosporangia aggregated, fused to form synangia,
and shifted onto leaves, causing additional changes
to the microsporophylls and phyllosperms (seed-
bearing leaves). In particular, the phyllosperms be-
came greatly modified, often into peltate structures
(as in advanced Peltaspermales) and stemlike struc-
tures (as in Ginkgo). See PINOPHYTA; PLANT KING-
DOM. Charles B. Beck

Bibliography. C. B. Beck (ed.), Origin and Evo-
lution of Gymmnosperms, 1988; K. U. Kramer and
P. S. Green (eds.), The Families and Genera of
Vascular Plants: Pteridophytes and Gymnosperms,
vol. 1, 1990.

The common name of the genus Panax, a group
of perennial herbs of the aralia family (Araliaceae),
native to the woodlands of the North Temperate
Zone. Panax schinseng of Manchuria, extensively
cultivated, was in such demand among the Chinese
that the supply became insufficient. Then P quin-
quefolius of eastern North America was discovered,
and soon it was being exported to China in large
quantities (see illus.). The price paid for the dried
roots was so high that in a relatively short time
the collectors nearly exterminated the plants. The
Chinese used ginseng as a general panacea for many



Panax quinquefolius, ginseng, showing shoot and base.

ills, but there is no evidence that the drug has thera-
peutic value. See APIALES.
Perry D. Strausbaugh; Earl L. Core
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Giraffe

Member of the family Giraffidae represented by a sin-
gle species, Giraffa camelopardalis. The only other
living species in this family is the okapi (Okapia

Giraffe (Giraffa camelopardalis). (Photo by Arthur J.
Emmrich; © 1999 California Academy of Sciences)

Jobnstoni); many fossil species are known. The gi-
raffe occurs in the savanna regions of tropical Africa
and the okapi ranges through the forested areas of
the Congo. Both species are ruminants and belong
to the mammalian order Artiodactyla (even-toed un-
gulates).

The giraffe is the tallest of all mammals and may
reach a height of 18 ft or 5.5 m (see illustra-
tion). The neck is long because of the extreme
elongation of the neck vertebrae rather than an in-
crease in their number. Giraffes are browsing an-
imals, feeding mainly on acacia tree leaves. They
are well adapted to this mode of feeding, having
long lips and a prehensile tongue that can extend
up to 20 in. (50 cm). These features allow them to
pluck leaves from the trees and to avoid the thorns.
There are two prominent horns on the forehead
which are bony outgrowths covered by skin, and
there is a short mane along the back of the neck.
While these animals may weigh 1 ton (0.9 metric
ton), they are agile and can travel at a good rate
of speed. The senses of sight, hearing, and smell
are well developed, and danger can be sensed at
considerable distances. The giraffe lives in small
herds with many females and usually one mature and
several immature males. Old males are excluded
and lead a life of isolation. Giraffes are social ani-
mals and may be seen with zebra, ostrich, and gnu.
Gestation for the giraffe lasts about 15 months, and
a single young is born. The young is about 6 ft (2 m)
tall at the time of birth.

The okapi was not discovered until about 1900.
It is not a common animal and lives in inaccessible
areas of the eastern Congo. It is cryptically colored,
having a hazel coat and striped hindquarters, and
blends into its environment. The head shape, the
lips, the tongue, and the horns of the male are the
same as the giraffe’s, but the neck is not elongate.
The okapi closely resembles the extinct Palaeotra-
gus, a ruminant that preceded the giraffe and oc-
curred in Greece during the Miocene. The okapi is
a nocturnal animal that lives singly or in pairs. It is
a browser and quite dependent upon water. A sin-
gle young is born after a gestation period of about
14 months. These animals breed readily in captivity,
are rather shy, and become quite docile. See ARTIO-
DACTYLA. Charles B. Curtin

Bibliography. R. M. Nowak, Walker’s Mammals of
the World, Johns Hopkins University Press, 1999.

1
Girvanella

A genus of fossil algae. Girvanella is character-
ized by flexuous, tubular filaments of uniform di-
ameter, composed of thick, calcareous walls (see
illustration). External diameters average between
10 and 30 micrometers, although specimens less
than 10 um and up to about 100 um have been
identified as Girvanella. Filaments may occur free
(unattached), but usually occur in groups, twisted
together to form nodules and encrusting masses on

Girvanella
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Girvanella in a thin section of Cambrian limestone. Tube
diameter is about 20 m.

various objects. The genus is intergrown with en-
crusting foraminifers in some Paleozoic limestones.

Girvanella is now generally placed in the blue-
green algae (Cyanophyta), although in the past it
has also been described variously as a foraminifer,
sponge, and green algae. This genus is interpreted
to be the calcified sheath of a variety of filamentous
blue-green algae, similar to several living types.

Girvanella is a very common fossil, with a world-
wide distribution. Occurring mainly in marine rocks,
it has been reported from the Cambrian to Creta-
ceous. The apparent absence of Girvanella in rocks
younger than Cretaceous age has not been satisfac-
torily explained. See ALGAE. John L. Wray

Bibliography. R. Riding, Girvanella and other algae
as depth indicators, Lethaia, 8:173-179, 1975; J. L.
Wray, Calcareous Algae, 1977.
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Glacial geology and landforms

The scientific study of the processes and impacts
of ice sheets, valley glaciers, and other ice masses
on the Earth’s surface, both on land and in ocean
basins. The processes include understanding how
ice masses move, erode, transport, and deposit sedi-
ment. The impacts on glaciated landscapes are enor-
mous in terms of topographic change and floral
and faunal modification. In those areas peripheral
to glaciated areas, drainage patterns are altered, and
climatic, vegetation, and soil conditions are severely
changed. In addition, glacial geology involves study-
ing the causes of glaciation, the chronology of glacia-
tion in geologic time (the retreat and advance of
ice masses at all scales), glacial stratigraphy, sea-level
change, and how glaciations affect oceans, climate,
flora, fauna, and human society globally. Closely al-
lied to glacial geology are studies into the physics
of ice masses (glaciology), global climatology (pale-
oclimatology), and paleoenvironmental reconstruc-
tions (paleoecology). See GLACIOLOGY; PALEOCLIMA-
TOLOGY; PALEOECOLOGY.

Glacial sediments, both lithified and unlithified,
are found on every continent, and the present
oceanic basins of the Earth are covered in great thick-
nesses with glacial sediments. At the maximum of

the past Pleistocene glaciation, sea level was at least
120 m (390 ft) below the present level. As a result,
temporary land bridges appeared in the immediate
postglacial period between Siberia and Alaska and
between South Asia and the Indonesian Archipelago,
and large parts of the North Sea in Europe were
dry land. Such land bridges acted as corridors
through which flora, fauna, and humans colonized
North America, northwestern Europe, and parts of
Australasia.

The impact of glacial geology on society is enor-
mous, especially in the midlatitudes and poleward in
both the Northern and Southern hemispheres. The
soils, ground water, and construction are affected by
glacial sediments and glaciated terrains. Cities such
as Boston, Massachusetts, have been built on glacial
landscapes such that urban planning and transporta-
tion systems must adapt to the topography. The siting
of dams, the intricacies of ground-water pathways,
and the location and discovery of minerals are tied
to glaciations and problems in glaciated terrains. Of
the total freshwater on Earth, 98% is held in ice sheets
and other ice masses. (Freshwater is <2.5% of total
water resources on Earth.) The impact of glaciation
in the United States on its population is shown in
Fig. 1, where considering land area in proportion to
population, it can be seen that at least 60% of the
population lives and works in areas once covered by
the last glaciation (the Wisconsinan). In Canada, the
comparative figure would be closer to 99% of the
population, and in western Europe at least 50-60%
of the population inhabits glaciated terrain.

Glacial History

Today, approximately 10% of the Earth’s surface is
covered by ice masses. The largest ice masses are the
Greenland Ice Sheet and the West and East Antarc-
tic Ice Sheets. The remaining ice masses are vari-
ous mountain glaciers, small ice caps and fields, and
ice shelves attached to the fringes of the Antarctic
and the Canadian Arctic Archipelago (Fig. 2a). Pres-
ent ice-sheet thickness varies from around 2500 m
(8200 ft) in central Greenland to over 4600 m
(15,000 ft) in Antarctica. Valley glaciers and smaller
ice masses are considerably thinner. During the max-
imum extent of the last glaciation in North America
(Late Wisconsinan, Quaternary Period), the thick-
ness of the Laurentide Ice Sheet in the region of
Hudson Bay would have been similar to the Antarc-
tic today. See ANTARCTICA; ARCTIC AND SUBARCTIC
ISLANDS.

The extent of glaciation during the Quaternary ap-
pears to have covered at least 30% of the continents,
but if the oceanic basins in the Arctic, north Pacific,
north Atlantic, and Southern oceans are included,
over 60% of the Earth’s surface would have been ice-
bound (Fig. 2b). It is likely that similar percentages
of ice cover would have applied in earlier geological
times.

Global glaciations can now be detected in all ge-
ological periods except the Jurassic. The Earth has
alternated between greenhouse (warm, nonglacial
periods, also know as interglacials) and icehouse
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Key:

continental ice sheets

urban areas > 250,000 people

cordilleran mountain glaciations

Fig. 1. Isodemographic map (1975/1976) overlain by the areal extent of the Laurentide and Cordilleran ice sheets at the last
glacial maximum limits, 18,000 years ago. (Modified from the Cart Department of Queens University, Kingston, Ontario, and

R. C. Berg et al.)

(cold, glacial periods) conditions in cycles ranging
from 100,000 to 150,000 years. Recognition of the
repetition of glaciation is a relatively new concept.
In the nineteenth century, glacial lithified sediment
(the Talchir Boulder Beds) was recognized in India, as
well as the Permian glacial sediments of Shropshire,
England, but a full recognition of repeated global
glaciations became established only in the midtwen-
tieth century. See GEOLOGIC TIME SCALE.

For a long time in Europe and North America, it
was thought that a single glacial period [the Pleis-
tocene (the ice age)] was to have occurred, giving
it a unique position within the geological record.
The Pleistocene is of immense importance since not
only are the flora and fauna we see today largely a
by-product of that glacial period, but also the emer-
gence of human ancestors appears to stem from
that period. In addition, the Pleistocene was a pe-
riod of considerable upheaval in terms of plant spe-
ciation and the demise of several larger animals
such as the wooly rhinoceros, giant elk, and mam-
moth.

‘When ice ages began to be recognized in Europe,
a subdivision of four major glaciations was estab-
lished. This fourfold division also was used in North
America. Only with oceanic deep-drilling programs
in the north Atlantic and Pacific oceans did it be-
come apparent that, instead of four, 17 to 20 major
glaciations had occurred during what has become a
much longer and colder Pleistocene Period. Where
in the past it was thought that glaciations worldwide
were synchronous in their advances and retreats, it

has become apparent that ice-mass margins varied
considerably between continents and along differ-
ent sections of the margin of the same ice sheet.
For example, along the margins of the Laurentide
Ice Sheet in North America, retreat and advance
varied considerably between the east coast of New
England and the Canadian Maritimes, as compared
with the margins along the prairie regions of the
Dakotas and the Canadian Prairie Provinces. This lack
of synchroneity, certainly over periods less than was
2000 years, suggested a much more complex glacial
geology than was previously considered. As dating
methods advanced and the use of oxygen isotope
ratios established warm and cold periods from data
supplied from ocean drill cores, a more exact method
of determining glacial and nonglacial periods has
emerged using isotope stages. See PLEISTOCENE.

It appears we now live in an interglacial period
that may be prolonged due to global warming and
greenhouse gases. In the longer time span, it is pos-
sible that early accelerated global warming will lead
to increased precipitation in the midlatitudes, which
may have a negative feedback effect, thereby increas-
ing the chance for a return to global glaciation. See
GLACIAL HISTORY.

Causes of Glaciation

The causes of glaciation can be summarized by six
possible mechanisms: cosmic, volcanic, tectonic, cli-
matological, the “snowball earth,” and astronomical.
The repetitive nature of glaciation over geologic time
must be of a paramount consideration. It has long
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(a)

(b)

Fig. 2. Worldwide glaciation: (a) present distribution and (b) 18,000 years ago at the maximum of the Late Wisconsinan.
(Modified from T. L. McKnight and D. Hess, Physical Geography, 6th ed., 2000)

been recognized that a reduction in solar energy
striking the Earth’s surface has the effect of lower-
ing the mean annual surface temperatures by a few
degrees (1-2°C), which is sufficient for snow banks
and snowfields in high mountains to survive sum-
mer heat and gradually begin accumulating snow,
leading to a sufficient thickness of snow that will
transform to glacial ice. See INSOLATION; SNOWFIELD
AND NEVE.

Cosmic dust storms have been suggested as a
mechanism of solar radiation reduction. They do
occur and over the short term reduce overall solar
radiant energy, but since they are of a nonrepetitive
nature they cannot be a significant cause of glacia-
tion.

Similar reductions in solar radiation occur with
major volcanic eruptions when vast plumes of vol-
canic dust are shot high into the atmosphere and
circle the Earth in the jet stream for considerable

time. In 1991, the explosive volcanic eruptions from
Mount Pinatubo in the Philippines caused a general
global reduction in annual surface temperature of
0.3-1°C. However, thiswas a nonrepetitive event and
not a major causative mechanism for global glacia-
tion.

Over geologic time, continental landmasses have
changed isostatically with respect to sea level, and
landmasses such as the Tibetan Plateau have risen
due to plate collision and orogenic forces. It has been
suggested that as landmasses rise in elevation they
may have been the sites of earlier glacial initiations.
Again, even though much as this fact has been estab-
lished, it is not repetitive and is therefore not a prime
mechanism for glaciation. See PLATE TECTONICS.

That a climatological mechanism may trigger
glaciation by changing patterns of seasons with
much colder winters and cooler summers as was wit-
nessed in medieval to midnineteenth-century Europe



cannot be denied, but such a sequence of events is
unlikely to cause repeated global glaciation.

In recent years, the snowball theory, or runaway
albedo effect, has been proposed in which the Earth
became completely encased in a vast ice sheet, with
even the oceans covered by thick sea ice. Evidence
from pre-Quaternary sediments points to glaciations
in the Neoproterozoic (1000-543 million years ago)
that seem to have begun at low latitudes close to
sea level. Such a glaciation would have required the
ocean to cool to at least 30°N and S latitude, at
which point a runaway albedo effect would have
rapidly caused the Earth to lose energy by reflect-
ing longwave radiation and becoming entirely ice
covered. Alternatively, the Earth’s tilt (at least 54°)
then was greater than today (23.5°), and that may
have caused great surface temperature anomalies. It
is possible that the composition of the atmosphere
was markedly different from today in terms of green-
house gas effects which, when added to plate tec-
tonic motion of continental landmasses, may have
led to glaciation. Evidence from the Neoproterozoic
points to the viability of the concept, but since that
time glaciation has not occurred in the same glob-
ally cataclysmic manner. The snowball earth remains
an interesting and controversial theory but does not
seem to explain any of the global glaciations since
the Neoproterozoic. See ALBEDO.

The most likely cause of glaciation on a global
scale, but allied to global variations in climate and
ocean currents, appears to be solar forcing. This as-
tronomical theory has its beginnings in the midnine-
teenth century when James Croll and, later, Milan
Milankovitch suggested that the movement of the
Earth around the Sun (eccentricity) in association
with the tilt of the Earth in relation to the Sun (tilt)
and the Earth’s wobble on its axis (precession), when
in synchroneity, might be sufficient to reduce the
Earth’s surface temperature enough to initiate glacia-
tion. This mechanism, coupled to other oceanic and
climatological changes, appears to be the most likely
mechanism to trigger repeated global glaciation. See
EARTH ROTATION AND ORBITAL MOTION; PRECESSION
OF EQUINOXES.

It is apparent that no single factor can be said to
cause global glaciation. A combination of astronomi-
cal and climatological factors in relation to ocean cur-
rents and surface ocean temperatures, coupled with
the plate tectonic movement of landmasses and the
overall atmospheric quantities of greenhouse gases,
appear to be necessary to trigger a global glaciation.
Much remains to be understood about global climatic
conditions and changes in relation to the many of fac-
tors discussed above. See CLIMATE HISTORY.

Landscape Development

In the Pleistocene, it seems that the vast ice sheets
covering the Earth’s surface began a relatively slow
buildup to repeated maximum extensions into the
midlatitudes (Fig. 2b). These ice sheets had an enor-
mous impact in moving across terrain by eroding,
transporting, and depositing vast quantities of sedi-
ments both on land and in ocean basins. The surface

Glacial geology and landforms

topography of the glaciated continents was totally
altered with distinctive landscapes. Landforms were
repeatedly overprinted until the terrains now seen in
the northern United States and throughout Canada
and northern Europe were finally exposed from be-
neath the ice some 10,000 years ago. Although the
ice-sheet buildup was relatively slow, the melting of
the ice sheets was remarkably fast, with sea level ris-
ing very quickly. Since the ice sheets isostatically had
depressed the continental landmasses, in many in-
stances sea level rose above present levels, drowning
large coastal areas. Later, the continental landmasses
adjusted to the loss of the ice-sheet load, and slowly
raised shorelines and cliffs began to reappear above
sea level. In Europe, these raised beaches and strand-
lines became the focus of the colonization pathways
of early humans as they moved into northern Europe.

Glaciated landscapes are dominated by the effects
of erosion, especially as seen on bedrock surfaces
in the form of glacial scratches (striae) and chat-
termarks and the effects of high-pressure meltwater
scour (Fig. 3). The evidence of glacial transport is in
the boulder trains and isolated erratic boulders left
strewn across many glaciated landscapes (Fig. 4).
Evidence of glacial deposition occurs as thick glacial
sediments, landforms, glacial lake sediments, and the
immense thicknesses of glacial sediments within ma-
rine environments.

Glacial erosion. Glacial erosion is fundamental to
the production of sediments for transport and de-
position. Erosion processes occur in all glacial envi-
ronments. Although limited, erosion in the form of
abrasion and meltwater action occurs on the surfaces
of ice masses, especially during the summer months
when melted ice and snow move across glacier
surfaces. In mountainous areas, considerable wind-
blown debris and avalanched and mass-movement
debris often end up on top of the ice mass (that
is, the supraglacial environment), where debris may

Fig. 3. Striations and chattermarks on bedrock in front of
Omsbreen, Norway, ice moving from right to left. People
are shown for scale.
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Fig. 4. Erratic boulder, approximately 3 m (10 ft) high, sitting on the side of a field in

southern Ontario, Canada.

suffer abrasion from percussion and from meltwater
action. Even more limited is the amount of erosion
that can occur within ice masses (that is, the englacial
environment) in tunnels and galleries. Glacial debris
is transported spasmodically, depending on meltwa-
ter activity within an ice mass, the concentration of
debris within the ice mass, and the amount of debris
that enters from the supraglacial environment via
crevasses and meltwater moulins (cylindrical shafts),
the connectivity of englacial tunnels, and meltwater
discharge in the summer melt season. Significant vol-
umes of debris are released from ice masses along
lateral and frontal margins (that is, the proglacial en-
vironment) in valley glaciers or along the front mar-
gins of large ice sheets or into oceanic basins where
ice margins are floating or have ice shelves attached.
Debris exiting into the proglacial environment is sub-
ject to substantial erosion largely due to meltwater
transport and mass-movement activity. The dominant
location of glacial erosion occurs below the glacier
(that is, the subglacial environment), where there is
a high level of stress, considerable meltwater activity
often under hydrostatic pressures, and vast sources
of erodable material.

Processes. Glacial erosional processes can be sub-
divided as abrasion, plucking/quarrying, meltwater
action, chemical action, and freeze-thaw processes.
In general, all of these processes may operate on the
same rock surfaces, such that examples of glacial ero-
sion typically possess all their characteristic marks.

Abrasion is the wear or attrition of bedrock sur-
faces and rock fragment surfaces by the scouring pro-
cesses of debris-laden ice and meltwater. The debris
within the base of the ice or debris moving within
high-pressure meltwater passes over the surface of
bedrock or other rock surfaces, scratching and wear-
ing down the surface. The evidence of abrasion is
seen as minute scratches, or striae, on rock surfaces,
or extremely smooth rock faces with tortuous ge-
ometries illustrative of rapid wear. These latter forms
of erosion are called P-forms (Fig. 5). To be effec-
tive, such abrasion processes demand high basal-ice
debris concentrations or high debris content in high-
pressure meltwater streams, debris that is sharp, an-

gular, and harder than the rock surfaces to be cut,
sufficiently high basal-ice pressures, and an effective
means of evacuation of the abraded debris. This last
requirement is essential so that the abrasion process
can continue, that is, not become clogged. The pro-
duction of such immense volumes of abraded de-
bris is apparent in the downstream “milky” nature of
glacial streams, which exhibit a blue or greenish-blue
color due to the high content of fine debris known
as glacial milk or rock flour.

Plucking or quarrying is a set of processes that
remove fractured, jointed, or disaggregated rock

Fig. 5. Large pothole (glacial P-form), Finland. (Geological
Survey of Finland).

Fig. 6. Roche moutonée, approximately 25 m (80 ft) in
length in front of the Nigardsbreen Glacier, Norway, with ice
moving from right to left.
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Fig. 8. U-shaped valley, Muick, Scotland.

Vast areas of the Canadian and Fenno-Scandian
shields best portray widespread areal glacial ero-
sion. Linear forms occur in all glaciated regions, such
as fiords, troughs (U-shaped valleys) [Fig. 8], fin-
ger lakes, tunnel valleys, and, at the much smaller
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Fig. 9. Erosional landscape system for alpine glaciation. (a) Region during period of
maximum glaciation. (b) Glaciated topography. (Modified from E. J. Tarbuck and F. K.

Lutgens, 2003)

scale, fluted bedrock knobs (P-forms), and roche
moutonnée. All these landforms reflect the erosive
power of glaciers, ice sheets, and associated melt-
water action.

Landscape systems. Perhaps the best example of a
glaciated landscape system is high mountain glacia-
tion, where pyramidal peaks (horns), arétes, cirques,
tarn lakes, rock steps (riegels), and hanging valleys
are found in close association (Fig. 9). No similar
landscape system exists for ice-sheet erosive land-
scapes except for the areal scour, bedrock trough,
and fluted-bedrock-knob landscapes of the Canadian
Shield.

Glacial transport. In altering a landscape through
erosion and subsequent deposition, glaciers and ice
sheets transport vast quantities of sediment from
fine-grained clays and silts to huge boulders. Sed-
iment is transported on the surface of the ice as
supraglacial debris, within the ice as englacial de-
bris, beneath the ice as subglacial debris, and be-
yond the ice margins as proglacial sediment. Each
environment affixes the transported sediment with a
potentially distinctive signature that, although com-
plex due to overprinting and retransportation, can
be used to differentiate glacial sediment types.

Glacial deposition. The deposition of glacial sedi-
ment is largely a function of the means by which
that sediment has been transported. Since ice masses
scavenge sediments from their glaciated basins (in
the case of ice sheets, this may be continental land-
masses), the provenance of glacial sediment is typi-
cally immense, containing far-traveled sediment and
boulders as well as local rock materials. The idea
that glacial sediments are principally composed of
far-traveled rocks is erroneous since most glacial sed-
iments reflect a provenance only a few tens of kilo-
meters up-ice from any point of deposition.

Glacial deposits can be subdivided into unsorted
sediments with a wide range of particle sizes, and
sorted sediments deposited by meltwater. Unsorted
sediments are typically referred to as till, or glacial
diamicton, and are exceedingly complex in their
sedimentology and stratigraphy. They occur in all
subenvironments of the glacier system and range
from subglacial high-clay consolidated lodgement
tills, to coarse supraglacial flow tills, to subglacial
and submarginal areas of basal ice melting, leading
to melt-out tills. In recent years, this classification
with reference to subglacial tills is probably inac-
curate. It would be more rigorous to call these tills
tectomicts—products of the complex subglacial en-
vironment. See TILL.

Sorted, or fluvioglacial, sediments range from fine-
grained clays deposited in glacial lakes (glaciolacus-
trine), to coarser sands and gravels deposited in front
of ice masses as outwash fans (sandur), to rainout sed-
iments deposited in marine settings (glaciomarine).

Processes. The processes of glacial deposition in-
clude direct smearing-on of subglacial debris as
lodgement tills, mass movement of sediments from
the frontal and lateral margins of glaciers as flow tills,
and direct ablation of ice and melt-out tills formed in



front of ice masses in proglacial areas and in melt-out
within subglacial cavities and caverns.

Landforms. Glacial landforms, or bedforms, range
from those formed transverse to ice motion and
parallel to ice motion, to unoriented nonlinear
forms, ice-marginal forms, and fluvioglacial land-
forms. Although a complex number of glacial depo-
sitionary forms occur in most glaciated areas, the
dominant landforms include Rogen moraines, drum-
lins and fluted moraines, hummocky moraines, end
moraines, and eskers and kames.

Rogen moraines, or ribbed moraines, are a series
of conspicuous ridges transverse to ice movement.
These ridges typically rise 10-20 m (33-66 ft) in
height, 50-100 m (164-328 ft) in width, and are
spaced 100-300 m (328-984 ft) apart. They tend
to occur in large numbers as fields in Quebec and
Finland. They are composed of a range of subglacial
sediments and are thought to be formed by the basal
deformation of the underlying sediment, possibly
at times in association with a floating ice margin
(Fig. 10).

Drumlins are one of the most known glacial land-
forms. A considerable literature exists as to their for-
mation, and debate continues on their mechanism of
origin. Drumlins are streamlined, roughly elliptical,
or ovoid-shaped hills with a steep stoss side facing up-
ice and a gentler lee side facing down-ice (Fig. 11).
Drumlins range in height from a few meters to over
250 m (820 ft) and may be from 100 m (330 ft) to
several kilometers in length. They tend to be found
in vast swarms or fields of many thousands. In cen-
tral New York State, over 70,000 occur. Likewise,
in Finland, Poland, Scotland, and Canada, vast fields
exist. Drumlins are composed of a wide range
of dominantly subglacial sediments but may con-
tain boulder cores, bedrock cores, sand dykes, and
“rafted” nonglacial sediments. It seems likely that
these landforms were developed below relatively
fast-moving ice, beneath which a deforming layer of
sediment developed inequalities and the preferen-
tially stiffer units became nuclei around which sedi-
ment plasters and the characteristic shape evolved.
Other hypotheses of formation are the streamlining
by erosion of preexisting glacial sediments, changes
in the dilatancy of glacial sediments leading to stiffer
nuclei at the ice-bed interface, fluctuations in pore-
water content and pressure within subglacial sed-
iments again at the ice-bed interface, and the in-
filling of subglacial cavities by massive subglacial
floods.

Fluted moraines are regarded as subglacial, stream-
lined bedforms akin to drumlins (Fig. 12). These
landforms are typically linked in formation with
drumlins and Rogen moraines. They tend to be much
smaller in height and width as compared to drum-
lins but may stretch for tens of kilometers in length.
They are composed of subglacial sediments. Fluted
moraines have been found to develop in the lee of
large boulders but may also be attenuated drumlin
forms, the result of high basal-ice shear stress and
high ice velocities. In central New York State, fluted
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Fig. 10. Rogen moraine near Uthusslon, Sweden. (Courtesy of Jan Lunqvist)

moraines occur beside and among the large drumlin
fields.

Hummocky moraine is a term used to denote an
area of terrain in which a somewhat chaotic deposi-
tion pattern occurs, similar to a series of small sedi-
ment dumps. These moraines rarely rise above a few
meters but may exist over considerable areas. Hum-
mocky moraine often marks locations where massive
downwasting of an ice mass may have occurred.

End moraines or terminal, retreat, or frontal
moraines occur at the front margins of ice masses.
Typically, these landforms, transverse to ice motion,
may be a few meters to tens of meters in height and,
if built up over several years, may be even higher
and of considerable width (1-5 km or 0.6-3 mi).
These moraines contain subglacial and supraglacial
debris, and often have an arcuate shape closely mir-
roring the shape of an ice front. Since these moraines
mark the edge of an ice mass at any given time, the
longer the ice remains at that location, the higher
and larger the moraines become. As an ice mass re-
treats with periodic stationary periods (stillstands), a
series or sequence of moraines develop that mark the
retreat stages (Fig. 13). Vast sequences of moraines
can be observed in the midwestern states of Illinois,
Ohio, and Michigan.

Eskers are products of subglacial meltwater
streams in which the meltwater channel has become
blocked by fluvioglacial sediments. Eskers are long
ridges of sand and gravel that run across the land-
scape (Fig. 14). They range in height from a few
meters to >50 m (160 ft) and may run for tens of kilo-
meters. In Canada, some eskers cross the Canadian
Shield for over 100 kilometers (60 mi). These land-
forms often have branching ridges and a dendritic
morphology. Eskers are dominantly composed of flu-
vioglacial sand and gravel, with distinctive faulted
strata along the edges where ice-tunnel walls melted
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Fig. 11. Drumlin S. (a) General model, showing the variability of the internal composition. (b) Green Bay Lobe, Wisconsin. Ice

direction from the upper right to lower left. (Courtesy of D. Setz)

and collapsed. In many instances, eskers are ob-
served “running” uphill or obliquely crossing over
drumlin—evidence of their formation within high-
pressure subglacial meltwater tunnels.

In many glaciated areas during ice retreat, large,
roughly circular dumps of fluvioglacial sand and
gravel occur. These forms, called kames, appear to
form when infilled crevasses or buried ice melts,

leaving behind the sediment in a complex but
chaotic series of mounds. The term kame or kame
delta has been applied to fluvioglacial sediments
that formed temporary deltas on entering now-
gone glacial lakes. In Finland, a long line of such
kame deltas formed into a moraine-like series of
linear ridges (Salpausselki) transverse to the ice-front
retreat.



Fig. 12. Fluted moraine, Storbreen Glacier, Norway. Note
boulder at he head of the flute; ice direction bottom right to
middle left.

Distinctive suites of glacial depositional landforms
can be found in valley glacier and ice-sheet settings
(Fig. 15). Typically, these sequences of landforms
are often overprinted due to subsequent glaciations,
but in the midwestern United States such suites of
depositional landforms from the last glaciation (Late
Wisconsinan) can be clearly discerned (Fig. 16).
Distinctive landscape systems attributable to the
marginal areas of ice sheets also carry a unique
supraglacial suite of landforms, as can be observed

(a)

Glacial geology and landforms

Fig. 14. Esker ridge, Bylot Island, Canada. (Courtesy of C. Zdanowicz)

in parts of the midwestern United States.

Periglacial effects. Areas beyond the ice limits are
strongly influenced by glaciation due to deteriorat-
ing climatic conditions, the deposition of windblown
dust (loess), the divergence of river systems where
headwaters or partial drainage basins may be in-
tersected by advancing ice, the impact of outburst
floods from ice fronts (jokulhlaups), and major fau-
nal and floral changes due to encroaching ice. In
terms of the impact of ice masses on human life and

Fig. 13. End moraine. (a) Findelen Glacier, Switzerland (Courtesy of J. Matthews). (b) Sequence of retread of end moraines

from Storbreen Glacier, Norway.
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society, the only evidence is somewhat anecdo-
tal, and at the close of the Late Wisconsinan may
have acted to spur human migration, for example,
through the short-lived ice-free corridor between the
Cordilleran and Laurentian ice sheets in central Al-
berta, Canada, into the prairies to the south.

Within a few hundreds of kilometers of the vast ice
sheets that covered North America and Europe, cli-
matic conditions must have been severe, with strong
katabatic cold winds descending from the ice. As-
sociated with the poor climates, periglacial condi-
tions must have prevailed in which the ground be-
came permanently frozen to a considerable depth.
The effects of periglacial activity produced frozen
ground phenomena such as the movement of sedi-
ments down slopes, ice and sand wedges, localized
ice lenses, and large ice-cored mound (pingo) for-
mation. Dramatic changes in vegetation types and
animal life occurred in the Northern Hemisphere,
with the southern migration of many species. Unlike

today, for example, central-southern Texas would
have supported hardwood forests of the type now
found in Ohio and Pennsylvania.

Due to the katabatic winds, fine sediments were
picked up from the proglacial areas along the mar-
gins of the ice sheets, and the dust was transported
away from the ice and deposited as thick, massive
loess sediments (glacioaeolian sediments). Consider-
able thicknesses of these sediments occur in the mid-
western United States, especially in lowa and Kansas,
as well as in central Europe, Hungry, and China. See
LOESS.

Where ice advance cuts across drainage divides,
rivers reduced and occasionally diverted around
end moraines. In some instances, vast outpour-
ings of meltwater (jokulhlaups) flooded from the
ice fronts leading to distinctive heavily dissected
terrains being formed (badlands). Such an occur-
rence is recorded in the Columbia River Badlands
of Washington and Oregon states, where a huge lake
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formed and then dramatically drained (Lake Missoula
floods). John Menzies
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1
Glacial history

The glacial history of the Earth is complex and ex-
tends back in geological time to the Proterozoic and
possibly the Archean. Global glaciations have oc-
curred during every geological period except the
Jurassic. This persistence of global glaciation, as well
as repeated and continuing glaciation in high moun-
tainous areas, wherever altitudes exceed the local
snowline, is so consistent that one might argue that
the Earth is essentially a glacial planet. Evidence sug-
gests that glacial epochs have repeatedly occurred
almost every 100,000 to 150,000 years. See CLIMATE
HISTORY; GEOLOGIC TIME SCALE; GLACIOLOGY.
Context. Since medieval times, there have been
curious explanations of features that are now rec-
ognized as the result of glaciation, such as erratic
boulders once regarded as the putting stones of gi-
ants, or meltwater potholes as the devil’s punch-
bowls. The Norsemen in Iceland and Greenland, as
reflected in the tenth- and eleventh-century sagas,

recognized the power and impact of glacier advance
on the surrounding terrain in terms of glacial erosion
scouring bedrock surfaces, the advance and retreat of
glaciers across pastureland, and the subsequent loss
or reappearance of the land. In Switzerland, France,
Germany, and Norway, the effects of glaciation were
recognized by the 1700s. During the twelfth to eigh-
teenth centuries, a cold climate period, known as the
Little Ice Age, affected much of northern Europe, re-
sulting in famines because of the drastic reductions
in crop yields. During this period, glaciers expanded
in the Swiss and French Alps and overran pasture-
land, and permanent snow beds in the highlands of
Europe and in snowbound mountain passes were
reported by travelers. This Little Ice Age also oc-
curred in North America in what is referred to as
the Neoglacial.

It was not realized until the 1840s that signifi-
cant glaciations had affected Europe, when Louis
Agassiz, professor at the University of Neuchitel,
Switzerland, and later at Harvard University, pub-
lished Etudes sur les Glaciares. By the early part of
the twentieth century, it was largely accepted that
major glaciations had affected the Earth.

Although Agassiz’s work is often hailed as the pre-
cursor to the realization that the Earth had been re-
peatedly glaciated during the Ice Age, it was apparent
to several early geologists that ancient global glacia-
tions could be detected from the examination of
much older rocks. As early as 1855, it was suggested
that the Permian rocks of Shropshire, England, were
glacial in origin. Similarly, the Permo-Carboniferous
Talchir boulder beds of India and others at Hallet’s
Cove in Australia testified to massive glaciations.
In northern Ontario, the Northwest Territories of
Canada, Wyoming, Virginia, Greenland, Spitsbergen,
and Siberia, lithified sediments (tillites/diamictites)
have been reported as evidence of ancient glacia-
tions. Many of the locations where ancient glacial
sediments have been found occur today in tropical
areas such as the Amazon Basin, Namibia, and Mauri-
tania. Long before the understanding of plate tecton-
ics and continental drift, paradoxical questions arose
as to how such glaciations could have occurred.

By the early 1900s, a fourfold sequence of glacial
advance, followed by interglacial periods of warmer
temperatures (akin to today’s climate), had been de-
rived for Europe based largely upon examination of
the north alpine German river terraces by A. Penck
and E. Briickner (see table). By the mid-1900s, the
idea that these glaciations had spread to the other
parts of Europe and North America was generally ac-
cepted, such that a fourfold set of glaciations, called
the Pleistocene, became the accepted norm world-
wide. See PLEISTOCENE.

With increasing marine exploration and the de-
velopment of various dating techniques, especially
oxygen isotope dating, it was increasingly clear that
instead of four major global glaciations in the Pleis-
tocene, there were more than 17 and possibly even
more than 20 (Fig. 1). Since ocean basins are su-
perb repositories of terrestrial sediment with lit-
tle or no erosion, complete sequences of sediment

Glacial history
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Maijor Pleistocene glacials and interglacials of North
America and Europe following the classical system
European Northwest North
Alps Europe Britain America
Wiirm Weichsel Devensian Wisconsinan
R/W Eem Ipswichian Sangamon
Riss Warthe/ Wolstonian lllinoian
Saale/
Drenthe
M/R Holstein Hoxnian Yarmouth
Mindel Elster Anglian Kansan
G/M Cromerian Cromerian Aftonian
Gunz Nebraskan
*From bottom to top, the time sequence is from earlier to later Pleis-
tocene. Interglacials in italics; glacials in bold.

layers, which reflect terrestrial processes and cli-
matic conditions, are found in ocean deeps. Thus,
repeated glaciation on land is well preserved and rep-
resented in the ocean sediments. See DATING METH-
ODS; MARINE SEDIMENTS; PALEOCLIMATOLOGY.

Impact of glaciation. Apart from the obvious im-
pact of glacier ice in eroding, transporting, and de-
positing vast volumes of sediments, glaciation has led
to many indirect effects on the landscape and life.
With the advance and retreat of vast ice sheets and
the more localized fluctuations of mountain glaciers,
considerable impact can be seen on local and re-
gional fauna and flora. In some cases, especially at
the close of the ice ages, extinction of species seems
to have occurred, such as the woolly mammoth, the
saber-toothed tiger, and the giant Irish elk. The mi-
gration of plants and animals occurred across the
rapidly cooling and tundralike central plains of North
America in advance of ice expansion from the Lau-
rentide ice sheet and associated ice caps and fields.
With the retreat of the ice, a northern migration en-
sued. Similar migrations can be seen in Europe, Asia,
New Zealand, and South America. See BIOGEOGRA-
PHY; POSTGLACIAL VEGETATION AND CLIMATE.

In direct impacts upon the biogeography can be
seen in increasing periods of aridity and later in pe-
riods of higher-than-normal precipitation (pluvials),
the diversion of surface streams and rivers, and
the huge fluctuations in some major river discharge
regimes (for example, the Mississippi), causing sig-
nificant changes thousands of kilometers down-
stream and into neighboring oceans. In the North
Atlantic, vast outpourings of sediment and associ-
ated meltwater can be observed in the detection of
Heinrich events that tell of vast changes in the sub-
glacial glaciodynamics of the Laurentide ice sheet.
As ice sheets grow and advance, crustal depression
(isostatic depression) occurs. Following ice retreat,
the reverse, or crustal rebound, occurs. Even today
in northern United States and Canada, this rebound
is ongoing. See ISOSTASY.

In close association with crustal depression and

rebound is the fact that ice sheets act as enormous
reservoirs of water evaporated from the ocean and
deposited as snow on distant ice sheets. The ice
sheets hold this water for thousands of years, result-
ing in a net decrease in ocean level (eustatic change).
It is likely that sea level fell by as much as 120 m
(390 ft) at the maximum extension of the last Pleis-
tocene ice sheets. Unlike crustal rebound, which is
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Fig. 1. Oxygen isotope records for past 1.88 million years,
indicating global ice volume. In isotope stages 1 to 23, that
indicates glaciations.



initially rapid but quickly slows down, sea level rises
very rapidly following ice retreat and wastage. The
impact of such sea-level rise is to drown coastlines,
which reemerge from the sea once crustal rebound
catches up as evidenced by raised beaches and abra-
sion platforms and exhumed spits and bars.

During and following the advance and retreat of
global ice masses in the Pleistocene as well as dra-
matic shifts in biogeographic zones, early human evo-
lution and later human migrations appear to have
taken place. At the height of the late Pleistocene,
migration of the first people into North America oc-
curred across Beringia (dry land where the Bering
Strait is now) and then southward, presumably fol-
lowing migrating caribou along the corridor formed
between the relatively nearby margins of the western
edge of the Laurentide ice sheet and eastern margin
of the coalescent edges of the Cordilleran ice sheet in
central Alberta and Montana. In Europe, human mi-
gration along the edges of the emerging coastlines of
western Europe seems to have taken place close to
the end of the Pleistocene.

Cause of global glaciation. The cause of global
glaciation has long been debated. From the midnine-
teenth century to about 1970, a unique, nonrepeti-
tive causation was looked for, such that ice ages were
viewed as singular aberrations of unusual climatic
conditions. It slowly became apparent that global
climatic conditions were cyclic. Although other crit-
ical factors might intervene, the dominant causation
of global glaciation must be climatic- and oceanic-
based, tied directly to solar fluctuations in associ-
ation with the Earth’s solar orbit and tilt (Fig. 2).
See EARTH ROTATION AND ORBITAL MOTION; INSOLA-
TION; PRECESSION OF EQUINOXES.

As early as 1864, J. Croll had surmised that global
cold periods leading to global glaciations were con-
nected to the relationship between the Earth and the
Sun. This idea, known as solar forcing, was expanded
in the 1920s by M. Milankovitch. In the past sev-
eral decades, these ideas have been refined and per-
fected to include the influence and impact of oceanic
currents and global weather patterns in relation to
Rossby waves and ocean surface temperatures (for
example, El Nino), such that today a much sounder
basis for understanding and potentially predicting
global climate changes exists. However, the impact
or onset of human-forced climatic global warming
remains a central issue still debated, and its reper-
cussions could be globally catastrophic.

Distribution of glaciers and ice sheets. The term
global glaciation is perhaps imprecise. Although
roughly synchronous major glaciation occurred in
both the Northern and Southern hemispheres, ice
never extended much beyond 40°N or 40°S latitude.
The debate that surrounds the snowball Earth hy-
pothesis suggests that ice, once north and south of
30°, developed a runaway feedback related to global
albedo, causing a catastrophic glaciation that cov-
ered the whole Earth. Based upon existing geological
evidence, it is likely that this hypothesis is inaccurate.
See ALBEDO.

The distribution of ice cover during the Pleis-
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Fig. 2. Models of the Earth’s orbital elements: eccentricity, tilt, and precession.

(a) Relationship of orbital elements in a calendar year (adapted from W. F. Ruddiman and
H. E. Wright, eds., North America and Adjacent Oceans During the Last Deglaciation,
1987). (b) Changes in orbital elements over the past 205,000 years and 100,000 years into
the future (adapted from J. Imbrie and K. Imbrie, Ice Ages: Solving the Mystery, 1979)

tocene is shown in Fig. 3, where approximately 30%
of the continents are covered. If the ocean basin areas
that were covered b