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The ABC proteins constitute the largest family of proteins.
They are present in all living species from Archaea to Homo
sapiens. They make up to 4% of the full genome complement
of bacteria such as Escherichia coli or Bacillus subtilis. Each
eukaryote genome contains several dozens of members (over
100 in the plant Arabidopsis thaliana). They are recognized by
a consensus ATP-binding region of approximately 100 amino
acids which include the two Walker A and B motifs
encompassing a linker or C region (Figure 1). The ABC
proteins catalyze a wide variety of physiological functions,
most (but not all) of which being related to transport. This
article describes the major physiological and biochemical
functions as well as the structural properties of some of the
best-known ABC transporters using examples from the yeast
Saccharomyces cerevisiae and Homo sapiens.

Topology

Most, but not all, ABC proteins are ABC transporters.
Each of those molecules contains, or is associated to, one
or two cytoplasmic ATP-binding domains named nucleo-
tide binding domains (NBDs) (Figure 1) and one or two
transmembrane domains (TMDs) (Figure 2). Each TMD
comprises usually six a-helix spans. Association of one
TMD to one NBD results in a half-size ABC transporter;
however, they are believed to function as homo- or
heterodimers so that the minimal functional organization
of an ABC transporter is considered to be TMD-NBD -
TMD-NBD or NBD-TMD-NBD-TMD. In eukar-
yotes, two TMDs and two NBDs are often associated in
one single molecule called full-sized ABC transporter.
The topological relation between NBD(s) and TMDs is
variable (Figure 2). In bacteria two NBDs often associate
with two TMDs either as four single subunits encoded by
the same operon or in various combinations of fused
subunits. Association of other proteins may occur. The
most prominent associated bacterial protein is the
periplasmic solute-binding receptor, which in gram-
negative bacteria is found in the periplasm, and in
gram-positive bacteria is present often as a lipoprotein,
bound to the external membrane surface via electrostatic
interactions (Figure 3). The three domains of the bacterial
ABC uptake transporters: namely the periplasmic
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binding receptor, the cytoplasmic NDB, and the mem-
brane TMD are believed to have arisen from a common
ancestral ABC transporter in which these three proteins
were already present. However, during evolution, the
sequence of the periplasmic solute-binding receptors
diverges more rapidly than that of the TMDs, while that
of NBDs is the least divergent. Thus, all NBDs
are homologous, but this is not true for the TMDs or
the receptors. Nevertheless, the phylogenetic clustering
patterns in bacterial ABC from different species are
generally the same for all three types of proteins, despite
their variable rate of evolution.

The topology of some eukaryotic ABC effluxers can
be complex as additional TM spans occur in some
systems (Figure 3) as well as extra cytoplasmic domains
of presumed regulatory function.

Phylogeny

The different families of ABC proteins transport a wide
variety of substrates against their concentration gradient
using the energy of ATP hydrolysis carried out by NBD.
In bacteria, the transported substrates are either
imported in or exported out of the cell. In eukaryotes,
only extracytoplasmic exporters (transporting sub-
strates either out of the cell or into organelles) are
known up to now. Within the ABC superfamily, 61
phylogenetic families have been identified so far. These
families generally correlate with substrate specificity.
Their classification based both on functional and
phylogenetic criteria has been carried out within the
transporter classification (TC) system developed by
Milton Saier in San Diego. The TC system has recently
been endorsed by The International Union of the
Biochemical and Molecular Biology Societies. In the
TC system, prokaryotic ABC influx porters comprise 22
phylogenetic families including histidine permease, the
first ABC transporter to be cloned and sequenced in the
laboratory of Giovanna Ames in 1982. Another famous
example is the MalEFGK operon classified in TC as a
maltooligosaccharide porter within “the carbohydrate
uptake transporter-1 (CUT1) family,” and given the TC
digit 3.A.1.1. In this operon, MalE is the receptor, MalF
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FIGURE 1 The consensus ATP-binding region of a typical ABC
protein is made of approximately 100 amino acids (aa), including both
Walker A and B motifs and the linker C region.

and MalG are distinct TMD subunits, and MalK is a
double NBD.

The prokaryotic effluxers comprise 27 families
including the multidrug exporter LmrA from the
gram-positive Lactococcus lactis well studied by Will
Koning and belonging to “the drug exporter-2 family”
(3.A.1.117).

The eukaryotic ABCs can be grouped in only 12 efflux
families including the famous MDR1 also named Pgp
(permease-glycoprotein), discovered in 1986 by Ira
Pastan, Michael Gottesman and colleagues, and shown
to be involved in MDR of chemiotreated tumor cells.
In the TC system, this ABC exporter is classified in “the
multidrug resistance exporter family” (3.A.1.201).

The TC system is redundant with the Human
Genome Organization (HUGO) classification adopted
by the scientific community working on mammalian
objects (mouse or man). The 45 human or mouse
ABC proteins, comprising efflux transporters and
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FIGURE 2 Example of topological relations between NBDs and
transmembrane spans in full-sized and half-sized ABC transporters.

nontransporter proteins, have been classified in seven
families named ABCA to ABCG according to topologi-
cal and phylogenetical criteria that are less stringent
than those used by TC. In its present form, the HUGO
nomenclature and classification are difficult to use for
identification of novel ABC from non-mammalian
species. For instance, the Saccharomyces cerevisiae
genome contains 32 ABC genes among which 22 (16
full-size and six small-size) are associated to transmem-
brane domains in four different topologies. Its largest
family is the full-sized PdrSp-like family identified in
1996 by Anabelle Decottignies and André Goffeau and
shown later to be present in all fungi and plants. This
family is not detected in the animal kingdom. Con-
versely, the large human and mouse ABCA subfamily is
not represented in yeast genomes. There is a necessity to
adopt a consistent classification system, which combines
the TC and HUGO nomenclatures.

Function and Diseases

The immense variety of substrates transported in
bacteria is reflected by the identification of 49 phyloge-
netic ABC families including 22 influx protein com-
plexes and 27 efflux transporter systems. As they belong
to Archaea, gram-negative and gram-positive plasma
membranes that are widely different in organization and
composition, the number and nature of proteins
associated to given ABC transporters are variable and
their transport mechanisms may be partly different. In
bacterial and Archaea ABC, the variety of substrates:
sugars, amino acids, lipids, ions, polysaccharides,
peptides, proteins, toxins, drugs, antibiotics, xenobiotics
and other metabolites is reflected by the divergence of
the periplasmic sensor and that of the TMD, which must
control both specificity of substrate and part of the
coupling mechanism.

Even if all eukaryotic ABC transporters are effluxers
that comprise subunits in which each TMD is fused to a
NBD, some of them are not directly involved in moving
substrates. For instance, in the cystic fibrosis transmem-
brane regulator CFTR, and in the sulfonylurea receptor
SUR, the hydrolysis of ATP appears to be linked to the
regulation of opening and closing of ion channels carried
by the ABC protein itself or other proteins (Figure 3B).
The conservation of NBD in all ABC transporters,
however, suggests that a basic coupling mechanism
exists for efflux and influx whatever the transported
substrate. Moreover, distantly related proteins exist
which utilize an NBD to drive diverse nontransport
processes such as DNA repair or protein-elongation or
regulation of RNAse activities.

The 32 yeast ABC proteins are in principle easy to
study, as sensitive genetic tools are available. However,
only a few successful cases of overexpressions and
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FIGURE 3 Example of proteins associated to bacterial and mammalian ABC transporters.

in vitro UTPase or ATPase measurements of purified
ABCs have been reported. Only one purified yeast ABC
transporter, the pleiotropic drug resistance effluxer
Pdr5p, has been submitted to structural studies.

The biochemical study of human ABC transporters is
often more advanced than that of the yeasts. The Pgp
protein responsible for multiple drug resistance (MDR)
in human cells is especially well studied. One strong
impetus for the study of mammalian ABC transporters is
their involvement in diseases. Many mendelian diseases
and complex genetic disorders are caused by ABC
transporters including cystic fibrosis, adrenoleuko-
dystrophy, Stargardt disease, Tangier disease, immune
deficiencies, progressive familial intrahepatic cholesta-
sis, Dublin—Johnson syndrome, Pseudoxanthoma elas-
ticum, persistent hyperinsulinemic hypoglycemia of
infancy due to focal adenomatous hyperplasia, X-linked
sideroblastosis and anemia, age-related macular
degeneration, familial hypoapoproteinemia, Fundus
flavimaculatis, Retinitis pigmentosum, cone rod dystro-
phy etc. Cell lines isolated from diseased tissues allow
molecular study of the involved ABC transporter.
Moreover, a variety of drug-resistant cell lines is
available from MDR or MDR-related protein (MRP)
tissues. Basic studies of human ABC transporters would
greatly benefit from heterologous expression of human
ABC transporter genes in yeast or other cells, but this
technology is far from being satisfactory yet. Mean-
while, knockout technology in the mouse may be needed
to begin to understand the molecular and physiological
functions of the mammalian transporters.

Structure and Biochemical

Mechanism

In 1998, the first high-resolution structure of a NBD,
that from the histidine ABC importer HisP, was
reported. Five years later, about six related structures
were available and a consensus view emerged. NBDs are
organized as dimers and two molecules of ATP are

bound at their interface. Each nucleotide-binding site
comprises 2 Walker A motif from monomer 1 and the C
motif from monomer 2. This results from a “head-to-
tail” arrangement of the two interacting monomers.
This is supported by biochemical arguments and is
coherent with the cooperative hydrolysis for ATP
hydrolysis observed with MalK.

More recently, three structures of complete dimeric
ABC transporters comprising both NDB and TMD were
obtained: that of the presumed phospholipid flippase
MsbA from E. coli and Vibrio cholera and that of the
vitamin B12 importer BtuCD from E. coli. The
structures obtained were dissimilar, which may not be
too surprising taking into account the different con-
ditions used, the different numbers of TM spans and the
different functions (import or export) of the proteins
analyzed. No generalization can be made, for instance,
on the angle between the TM spans and the membrane
plane or on the identification of the interaction domains
between the TM spans. The nature of communication
between the NBD and TMD is variable and carried out
either through the long and complex so-called intra-
cellular domain named ICD in MsbA, or through a short
L-shaped linker between the transmembrane spans 6 and
7 in BtuCD. The nature, the size, the orientation, and the
location of the so-called chamber (or water channel, or
pore, or cone) presumed to be involved in substrate
binding are also variable. No consensus interaction
points between the NBDs (open or closed conformation)
were observed. Obviously, more structures are needed
on several transporters carrying out similar functions,
such as drug efflux, for instance, to clarify these issues
and to reach a consensus interpretation of the basic
structural elements involved in the transport and in the
coupling mechanism.

In contrast, recent analyses at the electron
microscopy level of a bacteria (BmrA or YccV from
Bacillus subtilis) and a yeast (Pdr5p) drug efflux ABC
transporter came to a remarkably coherent set of
conclusions. In both cases, the basic structural unit
seems to comprise four joining NBDs (that corresponds
to two full-size Pdr5p or four half-size BmrA), which are
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FIGURE 4 The alternating catalytic sites hypothesis for P-glyco-
protein, according to Alan Senior. The NBDs have three ligands and
four states: free, ATP bound, ADP + Pi bound, and ADP bound. They
alternate in such a way that two ATPs never bind simultaneously. The
binding of one ATP to one NBD induces hydrolysis at the other ATP.
The drug is transported out during Pi release.

related to the TMDs through four distinct stalks.
Each NBD is oriented at a fixed 90° angle relative to
its neighbor NBDs. This raises the possibility of
concerted rotation movements of the NBDs implying a
certain flexibility of the stalks. No intramolecular or no
intramembrane pores were observed even though there
is room (or chamber) between the four stalks that join
together at their NBDs tips.

These latter observations are difficult to reconcile
with the mechanism of alternating sites established for
the drug exporters, the human Pgp and the bacterial
LmrA (Figure 4). In these cases the monomeric NBDs are
similar and both are able to hydrolyze ATP. Hydrolysis
of ATP at one NBD is believed to be responsible for drug
release outside. Upon release of ADP and Pi, the other
NBDs bind and then hydrolyze ATP while the drug is
taken up inside. However, the simplest version of this
“two-cylinder” mechanism cannot function when the
two NBDs partners are not equivalent in a dimeric
arrangement as it is the cases of yeast Pdr5p and human
CFTR, where one of the two NBDs from a full-sized
ABC molecule might be unable to hydrolyze ATP.

The Substrate Specificity of the
ABC Multidrug Exporters

One of the most intriguing contemporary biochemical
problems is the characterization of the interactions of
the TMDs with their transported substrate. The most
extraordinary feature in this context is the apparent lack
of specificity of the yeast PdrSp and human Pgp that

transports hundreds of different chemicals, apparently
contradicting the famous key/slot concept described in
all enzymology textbooks. It must be recognized that the
identification of presumed ABC substrates are often
based on indirect data such as resistance or sensitivity of
mutants or drug-induced transcription profiles. These
measurements should in principle be corroborated
by direct transport measurements, which are often
difficult to obtain.

Regarding specificity of transport, one of the best-
studied yeast transporters is Pdr5p through the capacity
of its deleted mutants to gain growth sensitivity to an
amazing variety of xenobiotics. From a large screen of
several hundreds of toxic compounds, no chemical
determinants for transported substrate specificity could
be identified among a wide range of compounds
including the fungicides anilinopyrimidines, benzimida-
zoles, benzenedicarbonitriles, dithiocarbamates, guani-
dines, imidothiazoles, polyenes, pyrimidynyl carbinols,
and strobilurine analogues, the urea derivative and
anilide herbicides, a wide collection of flavonoids and
steroids, several membrane lipids resembling detergents,
and newly synthesized lysosomotropic aminoesters.
However, it could be concluded that Pdr5p shows
considerable substrate overlap with members of the
same ABC phylogenetic family or even with yeast drug
effluxers from other families such as Snq2p or Yorlp.
This was demonstrated by the numerous cases showing
full sensitivity only in double or triple mutants. The most
promiscuous substrates were: itraconazole, miconazole,
nystatin, antimycin, nigericidin, and tetradodecylam-
monium bromide, which are transported by at least
three distinct yeast ABC transporters. In contrast many
substrates show relative specificity for a given pleio-
tropic drug resistance exporter. Prominent examples
include cycloheximide, benomyl, fluxilazole, nuarimal,
and soraphen for Pdr5p. From a first large scale screen it
was concluded that PdrSp’s most efficient substrates
were valinomycin, the antifungal azoles and rhodamine
6G. These compounds are inhibiting the growth of a
sensitive PDRS deletant at concentrations below the
micromolar range. Up to now, the most potent
competitive inhibitor of binding of rhodamine 6G to
the yeast PdrSp is the oestradiol derivative RU 49953,
which exhibits a K; of 23 nM.

Other recent systematic screens have provided more
precise chemical information on the determinants of
Pdr5p specificity. From such studies it was concluded
that PdrSp is capable of transporting substrates that
neither ionize nor have electron pair donors and that are
much simpler in structure than those handled by the
human Pgp. The substrate optimum surface volume is
about 200A3. Analysis of the interactions between
imidazole derivatives, organotin and other compounds
argues, that, as also established for Pgp, the Pdr5p
comprises at least two substrate-binding sites. One site



might use only hydrophobic binding interactions. Some
substrates may bind to two sites, others associate more
specifically to only one site. However, the Pdr5p
substrates-binding sites, behave differently from those
of Pgp. This concept of overlapping substrate-binding
sites may reconcile many previous observations con-
cerning the substrate broad specificity of Pdr5p and Pgp,
which up to now appeared contradictory.

Conclusion

The present frontiers in the study of ABC transporters
are challenging. The evolutionary history of this large
ubiquitous family has to be unraveled. Additional
atomic structures have to be produced. Better heter-
ologous overexpression systems have to be developed to
allow further biochemical studies. Specific inhibitors of
drug (and other) ABC exporters have to be screened for.
The physiological mechanisms of ABC-linked diseases
have to be further studied in mouse knockouts. Systems
prone to specific inhibition of ABC transporters
expression by interfering RNA have to be explored.
Genetic therapy has to be developed.

SEE ALSO THE FOLLOWING ARTICLE
MDR Membrane Proteins

GLOSSARY

human genome organization (HUGO) An international association
that comprises scientists involved in all aspects of the sequence of
the human genome and its analysis.

linker C Small amino acids sequence signature involved in ATP
binding of ABC proteins.

Pdr5p The major yeast ABC transporter, involved in pleiotropic drug
resistance.

Pgp The first ABC transporter (glycoprotein) shown to be involved in
mammalian multidrug resistance.

transmembrane span and transmembrane domain (TMS and
TMD) The existence of the transmembrane span is predicted by
frequency of hydrophobic residues in a reading window of about
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17 amino acids. In ABC transporters, the transmembrane domains
usually comprises six continuous transmembrane spans.
transporter classification (TC) Classification of over 800 transporters
families, developed by Milton Saier (UCSD), based on a combina-
tion of mechanistic and phylogenetic criteria.
Walker A and B Small consensus of amino acid sequences involved
in ATP binding.
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Plants perceive a variety of environmental and endogenous
signals, which elicit appropriate responses with altered
metabolism, growth, and development. Phytohormones are
signaling molecules, present in trace quantities and are tightly
controlled by various biosynthetic, catabolic, and conjugation
pathways. Changes in hormone concentration determine a
wide range of plant responses, some of which involve
interactions with environmental factors. One such important
phytohormone is abscisic acid (ABA), a sesquiterpenoid
(15-carbon) which is partly produced in chloroplasts and
other plastids. A low basal level of ABA is required for normal
growth and development of plants. However, a dramatic and
rapid increase in ABA levels occurs due to de novo synthesis in
vegetative parts of the plants exposed to osmotic stress, as well
as in developing seeds during maturation. Elevated levels of
ABA play a central role in promoting stomatal closure,
dehydration tolerance, leaf senescence, seed dormancy and
maturation, and coordinated growth of roots and shoots. ABA
apparently acts as a signal of reduced water availability. This is
manifested at the physiological level, by controlling germina-
tion, stomatal movements, and growth. At the molecular level,
ABA-dependent changes in gene expression and posttransla-
tional modifications underpin these physiological processes.

Mutants As Tools for Studying
ABA Biosynthesis and Signaling

Mutant plants with altered biosynthesis, perception,
or responses have been crucial in identification of various
components involved in ABA biosynthesis and signaling.
The genetic screens and selections that have been
used include production of nondormant seeds, loss
or gain of sensitivity to ABA during germination,
seedling or root growth, and altered expression of
reporter genes. These approaches have yielded three
classes of ABA mutants: ABA-deficient, -hypersensitive,
and -insensitive mutants. The characteristic feature of
ABA-deficient mutants is a wilty phenotype largely due to
impaired stomatal closure (impaired ABA biosynthesis in
aballlos6, vp14, aba2, and aba3/los5 mutants; ABA1,
VP14, ABA2, and ABA3 encode enzymes of ABA bio-
synthetic pathway, zeaxanthin epoxidase (ZEP), 9-cis
epoxycarotenoid dioxygenase (NCED), short-chain
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alcohol dehydrogenase/reductase (SDR), and molyb-
denum cofactor sulfurase (MoCoSu) respectively).
Hypersensitive mutants display enhanced sensitivity
to ABA, resulting in diminished germination rates at
low ABA concentrations and reduced water loss due
to enhanced ABA-induced stomatal closure (Arabidopsis
eral, sadl, abhl, hyll, rop10, and fieryl). The ERA1
gene encodes a protein farnesyltransferase; HYLI,
SAD1, and ABH1 genes encode different types of RNA-
binding proteins; ROP10 encodes a small G protein; and
FIERY1 encodes an inositol polyphosphate 1-phospha-
tase. In addition to these mutants, silencing of the calcium
sensor SCaBP5 and protein kinase PKS3 resulted in
ABA  hypersensitivity. ABA-insensitive mutants
including abil, abi2, abi3, abi4, abi5, and rcnl from
Arabidopsis, and vpl (orthologue of abi3) from
maize have been identified. This class of mutants
display loss of ABA sensitivity, leading to nondormancy
or vivipary. The genes ABI1 and ABI2 encode homolo-
gous-type 2C protein phosphatases; RCN1 encodes a
2A-type protein phosphatase; ABI3/VP1 encodes a B3
type of transcriptional activator; ABI4 encodes an
AP2-type transcription factor; and ABIS encodes a
b-ZIP transcription factor.

ABA Biosynthesis

Osmotic stress induction of ABA accumulation is a
complex signaling process from the initial water-stress
perception, intracellular signal transduction, to gene
expression or activation of the enzymes involved in the
ABA biosynthesis. The chain of events from the percep-
tion of osmotic stress to the gene activation leading to
ABA biosynthesis is unknown. Presumably, it involves
reactive oxygen species (ROS)/calcium signaling and
protein phosphorylation cascades. Significant progress
has been made in recent years in cloning the genes encod-
ing enzymes involved in ABA biosynthesis (Figure 1).
Some of these genes in Arabidopsis are encoded by
members of multi-gene families (NCED, abscisic alde-
hyde oxidase) while others are represented by single gene
(ZEP,SDR, MoCoSu). Several of these genes appear to be
transcriptionally activated by osmotic stress and ABA.
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FIGURE 1 An overview of osmotic stress-induced biosynthesis of ABA and ABA mediated signaling leading to stomatal closure in guard cells and

the regulation of gene expression in plants.

ABA biosynthesis in seeds is similar to that in the
vegetative tissues. However, the regulation of ABA
biosynthesis in developing seeds is not clear since these
aspects were mainly investigated in vegetative tissues.

Role of ABA in Seed Development

and Maturation

Seed development represents an important part of the
plant’s life cycle as the success of seedling establishment
to a large extent is determined by the physiological and

biochemical properties of the seed. Plant hormones,
particularly ABA and gibberellic acid (GA), play
antagonistic roles and are important regulators of seed
maturation, germination, and postgerminative growth.
ABA mediates several important functions in developing
seeds such as seed maturation, synthesis of storage
proteins, synthesis of late embryogenesis abundant
(LEA) proteins, and initiation of seed dormancy,
whereas GA is required to break dormancy and to
trigger germination. It seems that two peaks of ABA
accumulation coordinate these processes in developing
seeds. The first peak of ABA is relatively large and occurs
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about halfway during seed development (~10 days
after pollination) and plays a role in the synthesis of
storage proteins. The second peak is relatively weaker
compared to the first peak and seems to be important
for the synthesis of LEA proteins and for initiation of
seed dormancy. During maturation, seeds lose up to
90% of their water content and are still viable. This
ability to tolerate extreme dehydration is achieved by
ABA-dependent accumulation of LEA proteins and
compatible solutes such as sugars. LEA proteins appear
to be important for desiccation tolerance by maintain-
ing the structural integrity of membranes and proteins
and controlling water exchange. Transcripts encoding
either storage proteins or LEA proteins can be
precociously induced by ABA in cultured embryos
suggesting that endogenous ABA is indeed responsible
for these processes. The analysis of promoter sequences
for storage proteins and LEA genes corroborated with
the ABA responsiveness of cis-elements and tissue
specificity. Embryo enters a quiescent state (dormancy)
at this stage which is also maintained by ABA.

ABA Signaling in Developing Seeds

ABA signaling components mediating seed dormancy
and germination have been inferred from genetic
analysis. The best known components involved in
ABA signaling in seeds are PP2C-like phosphatases
(ABI1 and ABI2) and transcription factors (ABI3, ABI4,
and ABIS) and a farnesyltransferase (ERA1). ABI1 and
ABI2 encode homologous type 2C serine/threonine
protein phosphatases. The ABA signaling pathway
appears to be negatively regulated by these phospha-
tases. ABI3, ABI4, and ABIS encode transcription
factors of the B3, AP2, and b-ZIP domain families
respectively and regulate the expression of ABA-
inducible genes in seeds as well as in vegetative tissues.
The ABI3 gene encodes a transcriptional activator with
homology to the seed-specific VP1 protein from maize.
ABI3 plays a central role in the establishment of
desiccation tolerance and dormancy during embryogen-
esis. ABI3 activates down stream genes and thus is a
major player in ABA signaling. VP1 activates
expression of ABA-inducible genes through the G-box
promoter element. Interestingly, VP1 does not appear
to bind to the element directly. Rather, VP1 regulation
is likely mediated by protein—protein interactions with
G-box-binding factors. In support of this model, the
rice TRAB1 b-ZIP protein was shown to interact with
rice VP1 in the yeast two-hybrid system. The Arabi-
dopsis ABIS is homologous to TRAB1 and similarly
interacts with ABI3. Coexpression of ABI5S and ABI3
transcription factors, which interact physically, syner-
gistically activate several promoters in the presence of
ABA. ABI5 plays a role in protecting germinating

embryos from drought. ABIS accumulation, stability,
and activity are regulated by ABA during germination.
These findings suggest complex interactions of ABI3
and ABIS in ABA signaling.

ABA as Mediator of Osmotic

Stress Tolerance

ABA has dual roles during osmotic stress: (1) a rapid
response in guard cells leading to stomatal closure and
(2) a slower response of reprogramming gene expression
patterns (Figure 1). Both roles are critical for water-
stress tolerance.

STOMATAL CLOSURE MEDITATED
BY ABA

Guard cells, which flank stomatal pores, integrate and
respond appropriately to changes in water levels
mediated by ABA. ABA-deficient and ABA-insensitive
mutants are prone to wilting and cannot withstand
water-deficit conditions due to their inability to close
stomata, while hypersensitive mutants exhibit opposite
responses. ABA-induced stomatal closure is vital for
plants to limit transpirational water loss during periods
of drought. Investigations on ABA-induced stomatal
movements have led to the identification of several
components acting downstream of ABA. These include
protein kinases and phosphatases, phospholipase C and
D, slow anion channels, K" channels, G proteins,
sphingosine-1-phosphate, syntaxin, cyclic ADP ribose
(cADPR), ROS, and free calcium ions in the guard cell
cytosol. However, a complete picture is yet to emerge
and there are several missing links.

Stomatal opening and closure are coordinated by
regulation of the relative activities of the inward- and
outward-rectifying channels and anion channels. ABA-
induced stomatal closure is mediated by a reduction in
the turgor pressure of guard cells, which requires an
efflux of K* and Cl~, sucrose removal, and the
conversion of malate to osmotically inactive starch.
Therefore, opening or closing of guard cell ion channels
determine the status of stomatal aperture.

Second Messengers (ROS and Ca®*

Recent studies have established a role for H,O, in ABA
signaling through its influence on Ca®" channels in
guard cells. ABA stimulates H,O, production in guard
cells. The plasma membrane NADPH oxidase complex,
which consists of many components, seems to be
responsible for H,O, generation. H,O, triggered by
ABA plays a vital role as signal mediator for the
activation of downstream events including the opening



of Ca** channels, leading to increases in the cytosolic
Ca”™ level. It appears that Ca®™ plays a very important
role in ABA-mediated stomatal closure. ABA-induced
changes in cytosolic Ca*' concentration have been
attributed to both Ca”* release from internal stores and
Ca’" influx from external stores. Downstream to ABA,
inositol triphosphate (IP3), cADPR, and possibly
inositol hexakisphosphate (IP6) are also implicated in
increasing cytosolic Ca®" levels. The highly localized
calcium oscillations in the cytoplasm then control
various processes leading to ion efflux and stomatal
closure. These include inhibition of inward rectifying
K" channels and activation of outward rectifying K*
channels in guard cells, reducing influx and increasing
efflux of K" in guard cells, cation and anion channels in
the plasma membrane, changes in the cytoskeleton, and
movement of water through water channels in the
tonoplast and plasma membrane. The activities of all
these cellular structures need to be coordinated during
ABA-induced stomatal closure.

ABA responses in guard cells require a specific
cytosolic calcium signature. Guard cell cytosolic calcium
oscillations with defined frequency and amplitude result
in stomatal closure. In contrast, steady and sustained
cytosolic calcium increases without oscillations fail to
confer stomatal closure, suggesting that excessive,
nonoscillating cytosolic calcium may interfere with or
inhibit ABA responses. Hence in addition to calcium
sensors as positive regulators of downstream ABA
signaling, there may be calcium-sensing systems that
regulate ABA responses negatively. Consistent with this
hypothesis, a calcium sensor protein, SCaBP$, and a
protein kinase, PKS3, involved in ABA signaling have
been identified recently. Arabidopsis loss-of-function
mutations in either of these genes resulted in ABA
hypersensitivity during seed germination, vegetative
growth, and stomatal closure.

Protein Phosphatases

Phosphorylation events are central to ABA signaling. The
abil-1 and abi2-1 mutations confer ABA insensitivity in
seed germination, vegetative growth, and the expression
of certain ABA-regulated genes. The fact that ABI1
and ABI2 are protein phosphatases suggests involvement
of protein phosphorylation/dephosphorylation in
regulating ABA signaling. Protein phosphatase
genes ABI1 and ABI2 encoding type-2C protein phos-
phatases are up-regulated by ABA. These phosphatases,
in general, are implicated in negative regulation of
ABA signaling.

Kinases

Protein kinases that are specifically activated by ABA
offer better understanding of the ABA signaling in plant
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cells. PKABAT1 (abscisic acid-responsive protein kinase)
from wheat, open stomata 1 (OST1) from Arabidopsis,
and abscisic acid-activated protein kinase (AAPK) from
fava bean are ABA-activated serine-threonine protein
kinases. Both AAPK and OST1 display ABA-dependent
autophosphorylation. Mutations in the OST1 gene
suppressed ABA-induced ROS production, which is
important for stomatal closure, suggesting that OST1
is an important component acting upstream of ROS
generation in ABA signaling. Dissection of guard cell
signaling events identified a target for AAPK. AAPK
activates AKIP1, which is highly similar to a single-
stranded RNA-binding protein that binds heterogenous
nuclear RNA (HnRNA). HnRNA-binding proteins are a
class of proteins involved in transcriptional, posttran-
scriptional, and translational control of gene expression.
AKIP1 is phosphorylated by AAPK and the phosphoryl-
ation activates AKIP1 and increases its affinity for a
dehydrin (LEA-type) mRNA.

Kinases that act as negative regulators of ABA
signaling have been identified. Silencing of PKS3 caused
ABA hypersensitivity in seed germination, stomatal
closing, and gene expression, suggesting that this protein
acts as negative regulator that specifically modulates
ABA signal transduction. These findings highlight the
existence of ABA-dependent kinases that function both
in guard cell signaling and in gene expression.

Farnesyltransferase

Farnesyltransferases influence protein structure or
localization through mechanisms other than phos-
phorylation. Protein farnesylation, a posttranslational
modification process, mediates the COOH-terminal
lipidation of specific cellular proteins such as Ras
and other G proteins. Deletion of the Arabidopsis
farnesyltransferase gene ERA1 or application of far-
nesyltransferase inhibitors resulted in ABA hypersensi-
tivity of guard cell anion channel activation and of
stomatal closing.

Cytoskeleton

ABA-induced stomatal closure requires a reorganiz-
ation of the actin cytoskeleton of guard cells. A link for
such an action has been demonstrated between ABA
and actin through AtRacl. AtRacl (Arabidopsis Rho-
related small guanosine triphosphatase, GTPase) has
been identified as a central component in ABA-
mediated stomatal closure. In animals and yeast, Rho
GTPases are key regulators of the actin cytoskeleton.
GTPases are inactivated by ABA treatment leading to
the disruption of guard cell actin organization. ABA-
induced increase in cytosolic Ca** and the cytoskeleton
reorganization seems to be another link in this pathway,
suggesting that the ABA-induced increases in cytosolic
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Ca?™* regulate cytoskeletal reorganization, in addition
to ion channels.

RNA-Associated Proteins and ABA Signaling

Accumulation of some of the ABA-inducible proteins is
also dependent on posttranscriptional regulation. RNA
processing proteins may contribute to this level of
regulation. Isolation of three ABA hypersensitive
mutants abhl, byll, and sadl all encode RNA-
associated proteins implicating that RNA processing
modulates ABA signal transduction. The hyl1 mutant
shows ABA hypersensitivity during seed germination.
The HYL1 gene is ABA-regulated and encodes a
nuclear dsRNA-binding protein. Mutation in this
gene alters the plant responses to several exogenous
hormones. The abh1 mutation confers ABA hypersen-
sitivity in seed germination, stomatal closure, and ABA-
induced guard cell calcium increases. ABH1, an mRNA
cap-binding protein, is a negative regulator of ABA
responses including stomatal closure. The sadl mutant
is not only hypersensitive to ABA but also to drought,
unlike abh1l and hyll which are drought tolerant.
SAD1 encodes an Sm-like SnRNP protein required for
mRNA splicing, export, and degradation. Similarly,
AKIP1 is another RNA-binding protein that belongs to
this group of proteins involved in ABA signaling. How
these proteins execute their role in the ABA pathway is
unknown but the findings provide a strong link between
RNA processing and ABA signaling.

ABA-INDUCED MODULATION
OF GENE EXPRESSION

The synthesis of endogenous ABA increases in response to
osmotic stress, which in turn induces numerous stress-
associated genes involved in the accumulation of osmo-
protectants and LEA proteins, protein turnover, stress
signaling pathways, and transcriptional regulation. ABA
accumulated in response to osmotic stress is likely to be
sensed by a receptor protein (sensor), albeit the identity
and the location of such a component is yet unknown.
The components of ABA signaling involved in transcrip-
tional and posttranscriptional regulation have been less
understood as compared to the guard cell signaling.
MAPK cascade is an extensively used pathway in
eukaryotic signaling. ABA signaling in plants may also
use an MAPK pathway. MAPKs (AtMPK3 and AtMPK6)
that are activated by ABA are known in plants. These
MAPKSs receive signals from the ANP1 family of
MAPKKKs through MAPKKs (AtMKK4 and
AtMKKS5). However, a functional link between ABA
and MAPK pathway is unknown, although ABA-
dependent phosphatidic acid generated by phospholipase
D may be responsible for the activation of the MAPK
pathway. In addition to the MAPK pathway, CDPKs may

also be involved in transmitting the ABA signal to the
transcriptional machinery.

Transcription Factors

Several classes of transcription factors emerged as targets
of ABA signaling events and comprise members of the
basic leucine zipper proteins (b-ZIP), AP2, Myb, Myc
(basic helix-loop-helix, b-HLH), and homeodomain-
containing leucine zipper proteins (HD-ZIP). Several of
the genes that encode transcription factors or DNA-
binding proteins are regulated by ABA, suggesting that a
cascade of transcription factors may mediate stimulus-
dependent gene expression in ABA responses.

b-ZIP ABFs/AREBs and ABIS belong to a family
of basic leucine zipper class of transcription factors that
bind to ABA responsive cis-acting elements (ABREs)
and confer ABA responsive gene expression. ABF/AREB
proteins respond at the transcriptional and posttranscrip-
tional levels to drought and salt stress and appear to be
specifically phosphorylated in response to ABA, mediated
through ABA-activated protein kinase. ABF3 and
ABF4/AREB2 overexpression in transgenic Arabidopsis
plants resulted in ABA hypersensitivity, enhanced
drought tolerance accompanied with decreased tran-
spiration, suggesting that ABF3 and ABF4 are involved in
stomatal closure mediated by ABA. Promoters of both
ABF3 and ABF4 were found to be most active in roots and
guard cells, consistent with their roles in stomatal regu-
lation and water-stress response. Some of the target genes
for b-ZIPs are LEA, and other ABA-dependent genes.

MYB and MYC Regulation of expression of many
ABA-inducible genes has been postulated to involve the
ABRE cis-elements in their promoter regions. However,
the RD22 promoter does not contain any typical ABRE
consensus sequence but still is activated by ABA,
suggesting the possible involvement of other regulatory
elements responding to ABA other than the ABRE-b-ZIP
regulatory module. The Rd22 promoter contains MYC-
and MYB-binding elements responsible for drought and
ABA activation. The transcription factors that bind
these elements, AtMYB2 and AtMYC2 are able to
induce RD22 gene expression in response to drought
and ABA. Consistent with their roles, transgenic plants
overexpressing AtMYC2 and/or AtMYB2 are hypersen-
sitive to ABA. Hypersensitivity to ABA was enhanced in
transgenics when both genes are overexpressed together.
On the other hand, knockout mutant in AtMYC2
showed insensitivity to ABA.

HD-ZIP A number of HD-ZIP proteins have been
suggested to be dependent on ABA signaling for their

transcriptional regulation. Arabidopsis HD-ZIPs,
ATHBS, ATHB6, ATHB7, and ATHB12 are induced



by the exogenous application of ABA or abiotic stresses
that cause ABA accumulation, indicating that these
transcription factors form part of the ABA signaling.
The target genes induced by HD-ZIPs are unknown.

ABRE (Abscisic Acid Responsive Elements)

Exploration on more downstream elements of ABA
signaling in stress responses, especially drought and
cold tolerance, identified ABREs in promoters of ABA-
induced genes. In most cases, the ABREs contain a core
ACGT motif, the most common of those is designated
the G-box (CACGTG) that is recognized by b-ZIP
transcription factors. The ABRE functions efficiently
when two copies are located tandemly or when it is
associated with a coupling element. Cis-elements called
coupling elements which are active in combination with
an ABRE but not alone have also been identified. In the
promoters of barley genes HVA22 and HVAI, the
coupling elements CE1 and CE3 (ACGCGTGTCCTG)
are necessary for activation by ABA. Dissection of these
promoters defined ABA responsive complexes (ABRCs)
consisting of a coupling element and an ABRE capable
of conferring ABA inducible transcription.
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GLOSSARY

abscisic acid Terpenoid compound, one of the plant hormones.

phytohormone Compound that is synthesized by a plant which
regulates growth, differentiation, or other specific physiological
processes.
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seed dormancy A resting condition of the nongerminating seed with
reduced metabolic rate.

stomata Microscopic pores surrounded by two crescent-shaped
epidermal guard cells.

water-stress tolerance Ability to tolerate water-stress conditions.
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Actin Assembly/Disassembly

Henry N. Higgs

Dartmouth Medical School, Hanover, New Hampohire, USA

Actin is a monomeric protein that polymerizes into helical
filaments. Apart from its role in muscle cells as a scaffold for
myosin-based contraction, actin’s function often depends on its
ability to assemble into filaments from monomers rapidly, and
to disassemble equally rapidly. Actin alone can polymerize
in vitro, but both the kinetics and equilibria of polymerization
are controlled in cells by specific actin-binding proteins that
serve to modify the assembly/disassembly cycle inherent to
actin itself. Some actin-binding proteins of particular import-
ance are sequestering proteins, profilin, capping protein, and
ADF/cofilin.

Actin Structure

ACTIN MONOMER STRUCTURES

Actin is a 43 kDa (375 amino acid) globular monomer,
which binds a nucleotide (ATP or ADP in cells) in a deep
cleft between two halves of the protein (Figure 1A). The
affinity of actin for nucleotide is greatly increased by
divalent cation. Due to its relative cytosolic abundance
(100s of wM), Mg”* is the main actin-bound divalent
cation in cells, but other cations, especially Ca**, are
used for special purposes in vitro.

ACTIN ISOFORMS AND MODEL SYSTEMS

Mammals contain six highly conserved actin isoforms,
with at least 93% amino acid identity (Table I). Actin
from non-mammals is similarly conserved, with budding
yeast 88% and Acanthamoeba castellani 95% iden-
tical to human non-muscle B-actin. Bacteria contain
several proteins with some properties similar to actin,
Mbl, and Mreb.

Much of the biochemical data on actin assembly/
disassembly is derived from studies of vertebrate muscle
actin. Seminal studies on actin biochemistry were begun
by Straub and Feuer during World War II using rabbit
muscle actin. The sole actin isoform of budding yeast
has also been a model, due to the combination of
biochemistry and genetics in this system.

The highly similar sequences of actins from diverse
species suggest that results in these model systems will be
close approximations for most actins. However, specific
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biochemical properties can vary between actins, such as
affinities for some actin-binding proteins.

Individual cells can possess multiple actin isoforms
simultaneously. Mammalian non-muscle cells often
contain both B- and y-actin. The reasons behind this
diversity are not well understood, but differential sub-
cellular localization has been observed. Some unicellular
organisms possess multiple actin isoforms. For instance,
Dictyostelium has ~20 actin genes.

ACTIN FILAMENTS

Actin filaments are right-handed double helices, with
~13 monomers per turn (Figure 1B). Each monomer
adds ~2.7A to the filament, so there are ~370
monomers per wm. All monomers are oriented in the
same direction along the helix, making the filament
polar. Due to the filament’s arrow-like appearance when
coated with myosin, the two ends are often called
“barbed” and “pointed”, respectively. The nucleotide-
binding cleft faces the pointed end. Some refer to the
barbed and pointed ends as “+” and “—,” respectively.

Actin Dynamics

GENERAL CONCEPTS IN ACTIN
ASSEMBLY/DISASSEMBLY

Under polymerizing conditions, actin monomers spon-
taneously polymerize into filaments, without need of
other proteins. Polymerization from monomers can be
broken down to two processes: nucleation, whereby
actin monomers assemble to form a trimeric nucleus;
and elongation, whereby additional monomers add to
this nucleus (Figure 2). Nucleation is highly unfavorable,
with equilibrium dissociation constants in the mM
range. Consequently, a major control point for cellular
actin assembly is enhancement of nucleation rate.
Elongation occurs rapidly at the barbed end, (diffu-
sion-limited on-rate) and tenfold more slowly at the
pointed end. For reasons explained later, at pointed
end elongation rarely occurs in cells, and we will
only consider barbed end elongation in this chapter.
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FIGURE 1
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Structure of actin monomers and filaments. (A) Ribbon diagram of actin monomer backbone, oriented with the surface at the pointed

end facing upwards. NUC = nucleotide/divalent cation-binding pocket. N and C termini are indicated, as well as cysteine374, which is labeled by
pyrene-iodoacetimide. (B) Atomic model of three actin monomers fit into a three-dimensional reconstruction of an actin filament obtained by
electron microscopy and image analysis. Both A and B are modified from images provided by Dorit Hanein and Niels Volkmann.

While both Mg-ATP and Mg-ADP monomers can
nucleate and elongate, Mg-ATP monomers do both
faster. Upon adding to filaments, monomers are referred
to as “subunits.”

Monomers hydrolyze ATP extremely slowly. Upon
adding to a filament, the hydrolysis rate increases to
~0.3sec” . With a reasonable concentration of ATP-
actin monomers, ATP hydrolysis occurs more slowly
than elongation, which occurs at 10 uM ™! sec™ . Thus,
a “cap” of ATP-subunits builds up at the barbed end.
Furthermore, the inorganic phosphate (Pi) hydrolysis
product remains bound to the subunit for a considerable
time before dissociating, while the ADP product remains
tightly bound while the subunit remains on the filament.

TABLE I

Actin Isoforms

Species Isoform % identity” Gl #

Human Non-muscle 8 100 113270
Human Non-muscle y 98 113278
Human Skeletal muscle 93 113287
Human Cardiac 94 113272
Human Smooth muscle a 94 113266
Human Smooth muscle y 93 113279
Rabbit Skeletal muscle 93 71611
Chicken Skeletal muscle 93 71613
Drosophila Muscle 88F 95 2113792
Budding yeast Sole Isoform 88 2262056
Acanthamoeba b 95 71630

“To human non-muscle S.
bNumber of actin isoforms unknown.

At steady state, three regions exist on an actin
filament: ATP-subunits at the barbed end; ADP-
Pi-subunits in the middle; and ADP-subunits toward
the pointed end. As discussed later, Pi release is crucial to
actin disassembly.

Subunits disassociate from both ends of a filament,
and do so more rapidly from the barbed end than from
the pointed end. ADP-subunits release from the barbed
end faster than ATP-subunits. Once released from the
filament, the monomer slowly exchanges its ADP with
ATP, assuming an excess of ATP in solution.

Thus, actin assembly/disassembly occurs in a cycle
(Figure 2). Nucleation occurs slowly, but filaments
elongate rapidly once formed. Since barbed end
elongation is tenfold faster than pointed end elongation,
and since ATP hydrolysis occurs slowly, ADP-subunits
are at higher concentration toward the pointed end.
Subunits dissociate from both ends, and do so faster
from the barbed end in both the ATP-and ADP-bound
states. However, since monomer association is much
more rapid at the barbed end, more net growth occurs at
this end. Released ADP-monomers exchange ATP for
ADP slowly (half-time ~ 50 s).

Through this cycle, equilibrium between assembly
and disassembly is reached, in which the concentrations
of actin in filaments and as monomers become constant.
When ATP is in constant supply (and assuming an excess
of Mg?** over Ca®"), the equilibrium monomer concen-
tration is ~ 0.1 pM under polymerizing conditions. This
monomer concentration, the “critical concentration,” is
always found in solution at equilibrium under these
conditions. The concentration of actin in filaments is the
excess above 0.1 pM. In other words, given 4 wM actin
under polymerizing conditions, 3.9 pM will be in
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FIGURE 2 Assembly/disassembly of actin alone. Nucleation is highly unfavorable, signified by the large back arrows in the dimerization and
trimerization steps. Once a tetramer is formed, the filament is more stable and monomers add to and disassemble from each end with the indicated
kinetic constants (Pollard (1986) J. Cell Biol, 103, 2747-2754). Subunits hydrolyze bound ATP slowly upon addition to filaments, and release the
Pi product even more slowly, creating sectors of the filament enriched in ATP-actin (yellow), ADP-Pi-actin (orange), and ADP-actin (red). Upon
release from the filament, the ADP on the monomer exchanges slowly with ATP.

filaments and 0.1 uM as monomers. With 100 uM
actin, 99.9 uM is in filaments, 0.1 WM as monomers. At
or below 0.1 uM, there are no filaments. Even at
equilibrium, monomers constantly add to and release
from both ends.

POLYMERIZATION CONDITIONS

Three buffer conditions strongly affect actin’s propensity
to polymerize: ionic strength, the divalent cation present,
and pH. Increased ionic strength increases elongation
rate. The reason for this effect is not well understood, but
thought to be due to masking of charge repulsion between
the highly anionic actin monomers. The ionic effect
reaches a maximum at around the equivalent of 50 mM
KCl, and higher concentrations slow polymerization,
probably due to inhibition of specific inter-monomer
charge interactions in the filament. As for divalent cation,
Mg-actin is better than Ca-actin at polymerizing, due to
differences in monomer conformation. For pH, higher
pH inhibits polymerization, likely due to increasing the
net negative charge of actin, hence increasing charge
repulsion between monomers.

Effects of Actin-Binding Proteins

Actin-binding proteins are widely expressed in eukar-
yotes, generally at concentrations that exert a significant
effect on cellular actin assembly/disassembly. Each
protein alters one or more aspects of actin’s assembly/
disassembly cycle. The basic biochemical functions of
these proteins are discussed in this section and illustrated
in Figure 3, while their coordinated cellular effects are
described in the next section.

SEQUESTERING PROTEINS

Sequestering proteins, present in most eukaryotic cells,
bind actin monomers and prevent their addition to either
end of filaments (Figure 3). Metazoan cells often contain
the small protein, thymosin (5 kDa), the most well-
characterized isoform being thymosin 4. Yeast do not
have thymosins, but do express twinfilin, which can
sequester. Twinifilin is present in mammals and other
organisms as well.

PROFILIN

Profilin is a 13 kDa protein that binds actin monomers,
preferring ATP-actin over ADP-actin about fivefold.
Profilin binding has three consequences for actin
(Figure 3). First, profilin strongly inhibits spontaneous
nucleation. Second, profilin prevents monomer
addition to pointed ends. Third, profilin serves as a
nucleotide exchange factor for actin, increasing
exchange of ATP or ADP at least fivefold, though by
some accounts its effect is much greater. A common
misconception is that profilin is a sequestering protein.
Profilin-bound actin can add to barbed ends at a
rate comparable to that of free monomer. An
additional feature of profilin is that it binds stretches
of polyproline found in many cytoskeletal proteins
(e.g., VASP, formins, WASp/Scar/WAVE family pro-
teins, vinculin), binding such proteins and an actin
monomer simultaneously.

CAPPING PROTEINS

Capping protein is a heterodimer of 30 kDa subunits
that binds filament barbed ends, preventing monomer
addition (Figure 3). With barbed ends capped,
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FIGURE 3 Effects of actin-binding proteins on actin dynamics. (A) Sequestering proteins (green oval) bind actin monomers and prevent addition
to either end of the filament. (B) Profilin (light blue circle) binds monomers and has three effects: (1) acceleration of nucleotide exchange on
monomers; (2) prevention of monomer addition to pointed ends; and (3) inhibition of spontaneous nucleation. (C) capping proteins (light blue oval)
bind filament barbed ends and prevent monomer addition. (D) ADF/cofilin (gray trapezoid) binds ADP-subunits on filaments and promotes Pi
release from other subunits. ADF/cofilin also severs filaments. These two activities result in accelerated filament depolymerization.

the critical concentration of actin shifts to 0.7 uM,
the critical concentration of the pointed end. Capping
protein’s high affinity (K4 < 1nM) and slow off-rate
(half-life of capped barbed end is 30 min) cause a
stable block to barbed end elongation. Members of the
gelsolin family also cap barbed ends, in addition to
severing filaments.

ADF/COFILIN

ADF/cofilin is a 15 kDa protein that binds both
filaments and monomers, with a 40-fold preference for
the ADP-bound state over ATP- or ADP-Pi states in both
cases. Mammals contain two isoforms, ADF and cofilin.
ADF/cofilin binding to filaments is cooperative, and
accelerates Pi release from other subunits on the filament
at least 20-fold. ADF/cofilin also severs filaments.
ADF/cofilin is often referred to as a depolymerization
factor, because its binding to filaments accelerates
depolymerization. The mechanism of depolymerization
acceleration probably involves both acceleration of Pi
release (increasing subunit off-rate from filaments) and
severing (creating more ends for depolymerization).
However, ADF/cofilin does not prevent polymerization,
as ADF/cofilin-bound monomers can still add to
filaments.

Cellular Aspects of Actin
Assembly/Disassembly

In mammalian cells, actin concentration is in the
50-200 pM range. Since the critical concentration is
0.1 uM, one would expect the vast majority of actin to be
in filaments. However, the ratio of polymerized:unpoly-
merized actin is often around 1:1 in unactivated
cells, while activated cells can reach close to 100%
polymerized actin. The 1:1 ratio is maintained largely by
the proteins discussed. Many mammalian cells contain
more thymosin than actin, as well as a high concentration
of profilin (e.g., Neutrophils have ~200 uM actin,
400 pM thymosin, and 100 uM profilin). Despite its
lower concentration, profilin binds ATP-actin more
tightly than thymosin (Kgq of 0.2 pM vs >10 uM), so
that monomers distribute between the two proteins. The
rapid off-rates of monomers from these proteins (at or
above five per second) allow rapid equilibration. Almost
all monomers are bound to one protein or the other,
leaving ~0.5 uM free actin monomer in cells. This low
free monomer concentration virtually eliminates spon-
taneous nucleation in cytoplasm. Another consequence
of these two proteins is that pointed end elongation is
effectively suppressed, since thymosin prevents
elongation from both ends and profilin prevents pointed
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end elongation. For this reason, cellular filaments only
elongate from barbed ends (except under specific
conditions in muscle cells).

Cellular actin filaments are created by specific
nucleation factors. Examples of such factors are
Arp2/3 complex and formins. Both nucleation factors
are tightly regulated. Thus, cells control the when and
where of filament formation.

Mammalian cells contain ~1 uM capping protein,
and its high affinity for barbed ends means that new
filaments are capped rapidly (~1s after formation).
Capping protein is inhibited by bound polyphosphoino-
sitides, which can promote cellular filament elongation.
Some proteins can also inhibit capping protein by
competing for barbed end binding, specifically VASP
and formins. By controlling capping, cells control
filament elongation.

The mechanisms by which cellular filaments disassem-
ble are not understood fully, since off-rates from
pointed ends can not explain the rapidity of disassembly
in many circumstances. Filament networks 100s of nm
thick can disassemble in seconds. ADF/cofilin clearly
has a central role in this process, probably both by
catalyzing Pi release from filaments and by severing
filaments to create new ends for depolymerization.
There is, however, evidence that ADF/cofilin may
contribute to filament assembly upon initiation of cell
motility, perhaps by severing to create new ends
capable of elongating and supporting Arp2/3 complex-
based nucleation.

The coordinated action of these proteins results in a
cycle of assembly/disassembly in cells (Figure 4). Mono-
mers shift from thymosin to profilin, then add to the
barbed end. The filament-bound monomer hydrolyzes
its ATP and retains ADP and Pi. ADF/cofilin binding to

the filament accelerates Pi release and causes filament
severing. Monomers dissociate from the pointed end and
remain bound to ADF/cofilin. Monomeric ADP-actin
exchanges between ADF/cofilin, thymosin, and profilin.
Even though ADF/cofilin binds more tightly than
profilin to ADP-actin, profilin is at higher concentration
(100 versus ~20 wM), and the rapid off-rate from ADF/
cofilin enables equilibration. Profilin catalyzes rechar-
ging of ATP onto its bound monomer, enabling
re-addition of that monomer to the barbed end. Capping
protein terminates barbed end elongation except under
specific circumstances.

Profilin’s ability to bind proline-rich sequences in
VASP and formins may have interesting consequences.
Both proteins are postulated to reside close to barbed
ends of particular filaments and to compete for barbed
end binding with capping protein. Binding of profilin-
actin at these areas may enable preferential elongation of
these filaments even in the presence of capping protein.

The above description is probably accurate for most
eukaryotes, including mammals, other vertebrates and
multicellular animals, and protozoa. Fungi such as
Saccharomyces cerevisiae (budding yeast) are somewhat
different, containing lower actin and profilin concen-
trations (5-10 uM for each) and no thymosin. A yeast
sequestering protein, twinfilin, is present at unknown
concentration. Unlike in vertebrates, most yeast actin
(>90%) is polymerized. Yeast contain ADF/cofilin,
capping protein, Arp2/3 complex and formins.

Actin assembly/disassembly in plants is poorly under-
stood. Plants contain all the discussed proteins
except thymosin. Plant profilin does not catalyze
nucleotide exchange.

Other proteins, less well characterized at present, may
play significant roles in actin assembly/disassembly.

FIGURE 4 Concerted effects of actin-binding proteins in the assembly/disassembly cycle. Profilin-bound ATP-actin adds to the filament barbed
end, then hydrolyzes its ATP slowly. ADF/cofilin binding accelerates Pi release along the filament, and severs the filament. ADF/cofilin-bound ADP-
subunits release from filament ends. Profilin, thymosin, and ADF/cofilin compete for binding ADP-monomers. Profilin-bound ADP-monomers
exchange ADP for ATP, enhancing their ability to assemble onto barbed ends.
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Small Molecule Reagents Used in Actin Research

Reagent Biochemical effect Cellular effect Cell-permeant?

Latrunculin A Sequesters monomer Depolymerization Yes

Cytochalasins Cap barbed ends Depolymerization Yes

Swinholide A Sequesters dimers, Depolymerization Yes
severs filaments

Phalloidin Binds filaments Prevent depolymerization No

Jasplakinolide Binds filaments Prevent depolymerization Yes

Srv2/CAP complex may accelerate ADF/cofilin-
mediated filament depolymerization and monomer
recycling. Aip1 may associate with ADF/cofilin and cap
barbed ends.

Reagents Used in Actin Research

SMALL MOLECULES AFFECTING
AcCTIN DYNAMICS

Table II presents a catalogue of the reagents commonly
used in actin research. While this table is simplistic, the
effects of some reagents are not, and care must be taken
to avoid artifacts. An example is the cytochalasins, a
group of compounds commonly used to depolymerize
cellular actin. This effect is attributed to the barbed end
capping activity of cytochalasins. With barbed ends
capped, filaments depolymerize from pointed ends since
profilin and thymosin prohibit pointed end elongation.
However, at higher concentrations, cytochalasins can
have other effects, such as causing ATP hydrolysis on
actin monomers through non-productive dimer for-
mation. Use of concentrations below 1 pM largely
suppress this secondary effect. In addition, cytochalasin
B binds and inhibits a plasma membrane glucose
transporter. Despite this property, cytochalasin B is
sometimes used in preference to cytochalasin D, because
the tenfold lower affinity of cytochalasin B for barbed
ends enables more rapid wash-out during cellular
recovery experiments.

Latrunculins (isomers A and B) can cause a similar
cellular effect to cytochalasins (depolymerizing fila-
ments), but by a different mechanism (sequestering
monomers). In neither case do these compounds actively
depolymerize filaments. What they do is block poly-
merization, leaving only depolymerization to occur by
the normal cellular mechanisms.

Swinholide A binds/severs filaments, and binds/
sequesters dimers, again causing cellular actin depoly-
merization. This compound has not been widely used in
actin cell biology.

Two compounds stabilize filaments: phalloidin and
jasplakinolide. Phalloidin is much better characterized.
In the presence of phalloidin, the off-rate from barbed
and pointed ends drops to near zero, and the critical
concentration essentially becomes zero. Phalloidin also
slows Pi release significantly. Phalloidin can be labeled
with many compounds, including fluorophores,
enabling localization of actin filaments in permeabilized
cells. TRITC-phalloidin is especially useful, since its
fluorescence increases 20-fold upon binding filaments.
Since phalloidin is not cell-permeable, jasplakinolide is
used for live cell studies. For either compound,
concentrations equal to those of actin are necessary to
block depolymerization fully, because they bind stoi-
chiometrically along the filament.

SEE ALSO THE FOLLOWING ARTICLES

Actin-Capping and -Severing Proteins e Actin-Related
Proteins o Cell Migration e Focal Adhesions e Phospha-
tidylinositol Bisphosphate and Trisphosphate

GLOSSARY

capping protein In theory, any protein that binds either barbed or
pointed end of actin filament and prevents monomer addition to
that end. In practice, used to mean barbed end capping protein, and
often heterodimeric capping protein in particular.

critical concentration The concentration of monomers in a solution
of actin at equilibrium between monomers and filaments. Under
polymerizing conditions, the critical concentration with both the
barbed and pointed ends free is ~0.1 uM. When the barbed end is
capped, the critical concentration rises to 0.5-0.7 uM.

sequestering protein  Protein that binds actin monomer and prevents
addition to either end of the filament. Neither profilin nor cofilin
are sequestering proteins.
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Actin-Capping and -Severing Proteins

Sankar Maiti and James R. Bamburg

Colorado State University, Fort Colling, Colorade, USA

Actin is one of the major components of the cytoskeleton, a
network of protein filaments that organizes the cytoplasm of
eukaryotic cells. Actin filaments (F-actin), in the form of a right-
handed double-stranded helix, are formed by assembly of
globular (G-actin) monomer subunits in a head to tail orien-
tation that gives the filaments a molecular polarity. Based on the
orientation of an arrowhead pattern on F-actin decorated with a
fragment of the muscle motor protein myosin, one end of the
filament is called the barbed end and the other the pointed end.
Spatial and temporal regulation of actin-filament assembly,
disassembly, and stability in cells drives most aspects of cell
motility, cell shape, and the interaction of a cell with its
neighbors or surrounding matrix. Actin-capping and -severing
proteins are special classes of actin-binding proteins (ABP) that
regulate the assembly dynamics of actin filaments. Actin-
capping proteins are classified into two groups, the barbed-
end-capping proteins and the pointed-end-capping proteins.
Depending on their binding affinity and off-rate constants,
capping proteins slow down or stop the growth and/or
depolymerization of filaments at the end to which they bind.
Their interaction with actin may promote nucleation of new
filaments, increase branching of filaments, and/or enhance
filament depolymerization. Actin-severing proteins bind to the
side of actin filaments and enhance fragmentation. Some
severing proteins also become barbed-end-capping proteins
(e.g., gelsolin) whereas others (e.g., ADF/cofilin) can
provide both free barbed and pointed ends that can influence
actin dynamics.

Actin

Actin is a major cytoskeletal protein in virtually all
eukaryotic cells, usually comprising >1% of cellular
protein. In muscle cells where it was first identified,
F-actin is the major component of the thin filaments of
the contractile apparatus where the myosin motor head
groups of the thick filament walk along the actin thin
filaments in an energy-dependent process, causing
contraction. Mammals have six actin genes, each
expressing a different isoform, but the structure of the
42.5 kDa actin monomer is highly conserved across
phyla. G-actin has four quasi-subdomains at the center

Encyclopedia of Biological Chemistry, Volume 1. © 2004, Elsevier Inc. All Rights Reserved.

of which is bound an essential adenine nucleotide, either
adenosine triphosphate (ATP) or adenosine diphosphate
(ADP). As is the case with most molecular self-assembly
systems, actin assembly is driven by a positive entropy
change that arises from the displacement of water as the
subunits come together. Following assembly, bound ATP
is hydrolyzed to ADP through an ADP + Pi intermedi-
ate. Nucleotide hydrolysis provides the energy input
required for actin filaments to maintain equilibrium
binding constants for monomers that differ at the barbed
and pointed ends. The concentration of monomer
required to maintain the filament end is called the
critical concentration, and is lower for the barbed end
than for the pointed end. Thus, as monomer assembles
into filaments and the monomer concentration
decreases, the critical concentration of the pointed
end is reached first. Monomers still add to the barbed
end, leading to monomer loss from the pointed end.
This phenomenon is called treadmilling. At steady state
there is consumption of energy through ATP hydrolysis
that drives the treadmilling of the actin subunits
(Figure 1). In some cells this may account for up to
50% of the total ATP consumption. Tropomyosin, a
short helical filamentous ABP, binds along the side of
actin filaments and covers 5—7 actin subunits. Binding of
tropomyosin usually aids in the formation of stable actin
filaments, in part because they can inhibit the severing
and depolymerizing activity of other ABPs. Dimers of
actin are not stable and tend to dissociate but with
addition of another monomer, the trimeric actin acts as a
nucleus for filament formation. In the cell, spontaneous
nucleation of filaments is kept at a minimum by the
presence of actin monomer sequestering proteins. Thus,
nucleation is a highly regulated event and may be
initiated in the cell by three mechanisms: (1) the
activation of certain actin binding proteins that help
form trimeric nuclei; (2) the removal of capping proteins
from the filament barbed ends; and (3) the severing of
existing filaments to provide new barbed ends for
filament elongation. The sites of nucleation and direc-
tionality of actin-filament growth is important for the
development of cell polarity and cell migration and is
regulated, in part, by the localized activity of capping
and severing proteins.

19
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occurs and the inorganic phosphate dissociates leaving ADP-actin subunits to dissociate from the pointed end. Nucleotide exchange of ATP for ADP
occurs on the monomer, giving rise to more ATP-actin for filament growth.

Actin Dynamics at the
Leading Edge

Various cell membrane protrusions and inversions,
especially lamellipodia, filopodia (microspikes), phago-
cytic cups, and upward ruffles are distinct morphologies
of cells and are important for cell function, motility, and
organismal development. These leading edge phenom-
ena are based on actin-filament reorganization. In
extending lamellipodia and filopodia, polarized arrays
of actin filaments turn over very rapidly, with filament
barbed ends facing toward the plasma membrane. The
pointed ends of the filaments rapidly depolymerize at the
rear of these arrays. In extending lamellipodia, the actin-
filament growth is regulated mainly by Ena/VASP,
capping protein, and Arp2/3 complex. The Arp2/3
complex causes branching of growing actin filaments
and the barbed-end-capping protein limits the growth of
newly assembled filaments to maintain short rigid
filaments that can serve to push the membrane forward
in the broad lamellipodium. Ena/VASP proteins bind to
the barbed ends of growing actin filaments and inhibit
the binding of Arp2/3 complex and capping protein,
leading to the formation of longer and unbranched actin
filaments, such as those found in the finger-like filopodial
extensions (microspikes). This antagonism in barbed-
end binding between Ena/VASP and Arp2/3 complex
and capping protein, can help explain the often rapid
conversion between lamellipodial and filopodial type of
membrane protrusions seen at the leading edge of many

migrating cells, especially within the growing tip of
neurons, called the growth cone (Figure 2).

Pointed-End Binding
and Branching

Arp2 and Arp3 are two actin-related proteins that form
part of a seven-subunit complex known as the Arp2/3
complex, ubiquitous in eukaryotes. The Arp2/3 complex
is required for generating the 70° branched actin
filaments observed at the leading edge of expanding
cell membranes in lamellipodia. There are several
possible mechanisms for generating this type of filament
array. The Arp2/3 complex may capture the pointed
ends of actin filaments created by severing pre-existing

FIGURE 2 A typical dorsal root ganglion neuronal growth cone.
Phase contrast picture in A shows growth cone exhibiting lamellipodial
growth. Within a few minutes after reducing the osmolarity of the
growth medium, the growth cone exhibits many long and active
filopodia (B). Panel width = 44 pm.



filaments and then associate with the side of another pre-
existing filament to create a branch point. Alternatively,
Arp2/3 complex may bind at the barbed end of a
growing filament to create a branch point. The Arp2/3
complex requires activation to become a potent nuclea-
tor of actin-filament growth. Activation can occur
through the binding of members of the Wiskott—Aldrich
syndrome protein (WASP) family, some of which are
activated by signaling through G protein-coupled
receptors. Arp2/3 complex can also be activated by
other mechanisms. The active Arp2/3 complex can bind
an actin monomer and initiate the nucleation of a new
filament at an angle of ~ 70° to the mother filament. This
branched actin-filament network, called the dendritic
brush, generates the force needed for cell protrusion at
the leading edge (Figure 3). To maintain proper stiffness
and maintain the best angle for membrane expansion,
the filaments are not allowed to grow very long before
their barbed ends are capped by capping protein. The
branching of filaments is inhibited by the binding of at
least some forms of tropomyosin, which prevent Arp2/3
binding, and branching is also inhibited by proteins
in the Ena/VASP family. The binding of tropomyosin
and Ena/VASP proteins also inhibits binding of some
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barbed-end capping proteins, allowing filaments to
grow into long parallel bundles, such as those that
form filopodia.

Evolutionary and Structural
Relationships between Some
Severing and Severing/

Barbed-End-Capping Proteins

The present sequence, structural, and biochemical data
suggest that many of the actin-binding proteins have
evolved through gene duplication or mutation of DNA
sequences encoding a small number of protein motifs.
Variants of a single 15 kDa molecular module have
evolved, which interact with both G-actin and F-actin
with severing and capping functions that may be
regulated by calcium and/or by specific phospholipids.
Proteins in the ADF/cofilin family are single domain, bind
both G-actin and F-actin, have pH-dependent actin-
filament severing activity, and are found in all eukaryotes.
Twinfilin is a 40 kDa protein with two ADF-homology
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FIGURE 3 Schematic of actin-filament dynamics at the leading edge of a cell. (1) Severing of actin filament is one mechanism to create new barbed
ends. (2) Activation of Arp2/3 complex by WASP can cause de novo nucleation of filaments, but active Arp2/3 complex may also be captured by
pointed ends of severed filaments (3). (4) Arp2/3 complex either nucleates from the side or ends of actin filaments or when bound to actin, is
captured along the side of a filament to create the 70° branches. Further growth of barbed ends with rapid capping and nucleation of new branches
leads to complex networks of actin filaments (5). (6) ADF/cofilin-mediated severing and depolymerization of the filament arrays occurs when
subunits become ADP-actin. Release of ADF/cofilin (7) and enhanced nucleotide exchange by profilin (8) provide profilin—actin complex that serves

as a monomer pool for filament growth (9).
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(ADF-H) domains connected by a small linker region.
Twinfilin is found across the phyla. Unlike ADF/cofilin,
twinfilin does not interact with F-actin and does
not promote filament disassembly, but acts as an actin
monomer sequestering protein thereby preventing
spontaneous actin-filament assembly. CapG, severin,
and fragmin contain three structural repeats of the
15 kDa ADF-H domain, and have barbed-end-
capping and -severing activity. Presumed duplication of
the three repeat-containing proteins gives rise to
proteins with six ADF-H repeats, such as gelsolin, villin,
and adseverin/scinderin, which are more complicated
regulators of actin dynamics. Functions of all of the
members of the three repeat and six repeat families
are regulated by calcium and specific membrane
phospholipids, and are commonly known as the
gelsolin family of actin-filament-capping and -severing
proteins. Although ADF/cofilins and some gelsolin family
members show little or no sequence homology,
structurally they display similar overall folding and
secondary/tertiary structural elements suggesting
both divergent and convergent evolutionary mecha-
nisms may have given rise to these structurally
related molecules.

THE THREE SEGMENT PROTEINS: CAPG,
SEVERIN, AND FRAGMIN

CapG, severin, and fragmin are gelsolin family proteins
containing three ADF-H segments. The first segment
(S1) binds to G-actin and has the capping function
whereas segments 2 and 3 (52, S3) bind to F-actin. CapG
is a 39 kDa barbed-end-capping protein, the name
reflecting its capping function and structural similarity
to gelsolin, though only half its size. CapG is highly
expressed in macrophages and was initially known as
macrophage-capping protein, gCap39 or Mbh1. CapG
has a structure similar to severin and fragmin, but does
not sever actin filaments as does severin and fragmin.
CapG caps barbed ends of actin filaments at micromolar
concentrations of Ca®", but it dissociates from barbed
ends when Ca®" levels return to their normal nanomolar
levels, whereas gelsolin remains bound to the barbed
ends under the same conditions. CapG is important for
the actin-based motility of macrophages. Phosphatidyl-
inositol-4,5-bisphosphate (PIP,) binds to CapG thereby
inhibiting its binding to F-actin. The actin monomer
sequestering protein profilin is also able to dissociate
CapG from actin-filament barbed ends when profilin is
present at high concentration (>10 wM).

CapG is also found within the nucleus as well as the
cytoplasm, but its function there is unknown. Although
CapG lacks a nuclear export signal, which is present in
severin and fragmin, CapG does not contain any known
nuclear localization signal. Thus, the method by which

it is translocated into the nucleus is also unknown.
Severin and fragmin, found in the slime moulds
Dictyostelium and Physarum respectively, are structu-
rally similar to CapG, but they also bind to the side of
and sever F-actin as well as cap the barbed ends of the
severed filaments. They have two Ca?"-binding sites and
can be thought of as small versions of gelsolin.

THE S1X SEGMENT PROTEINS:
GELSOLIN, VILLIN, AND
ADSEVERIN/SCINDERIN

Gelsolin, villin, and adseverin/scinderin contain six
ADF-H repeats and are F-actin barbed-end-capping
and -severing proteins. The N-terminal half of these
proteins, with three repeats similar to CapG, severin,
and fragmin, is able to bind two actin monomers and
sever actin filaments. The C-terminal half is able to bind
to a single actin monomer at elevated Ca’"
concentration.

Gelsolin, with a mass of 80 kDa, is expressed in all
eukaryotes. The name arose from its ability to rapidly
dissolve an actin gel and convert it into a soluble form.
The N-terminal half of gelsolin contains two Ca**-
binding sites, one of which is high affinity, in the
submicromolar range. Gelsolin severs actin filaments at
Ca®" concentrations >10"° M. The severing mechan-
ism probably involves the binding of gelsolin along the
side of the filament and intercalation between actin
subunits during the normal bending of the actin. After
severing filaments, gelsolin remains bound to the barbed
end of one new filament (Figure 4) and produces a new
pointed end. At Ca®" concentrations in the submicro-
molar range, gelsolin acts to cap barbed ends of actin
filaments. An extracellular (secreted) isoform of gelsolin
with molecular mass 83 kDa, called serum gelsolin,
circulates in blood where it severs and caps actin
filaments released from lysed cells. The resulting
monomers of actin are then sequestered by vitamin D-
binding protein, a potent monomer-binding protein
and ultimately removed from circulation by liver.
This mechanism prevents accumulation of actin fila-
ments in the blood, which could potentially block
circulation in capillaries.

Gelsolin binding to F-actin is inhibited by tropomyo-
sin in two ways. Tropomyosin binding to F-actin induces
a cooperative conformational change in actin filaments
resulting in dissociation of gelsolin. Secondly, tropo-
myosin can directly bind gelsolin and thereby dissociate
gelsolin from actin—gelsolin complex. Dissociation of
gelsolin by tropomyosin from a gelsolin capped actin
filament leads to formation of long filaments from
smaller gelsolin-actin complexes, even from gelsolin—
actin heterodimers, heterotrimers, and heterotetramers.
PIP; can bind directly to gelsolin and dissociate gelsolin
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FIGURE 4 Diagrams showing actin-filament capping and severing by different types of molecules. (1) ADF/cofilin bind with highest affinity and
cooperatively to ADP-actin and (2) sever actin filaments as well as enhancing monomer off-rates from the pointed ends (not shown). (5) Stable
filaments generated by tropomodulin binding to pointed ends, CapZ binding to barbed ends and tropomyosin binding along filament length.
ADF/cofilin competes for F-actin binding with some tropomyosins (6) and can lead to severing and exposure of new pointed ends (7). (4 and 7) PIP,
regulates the binding of capping proteins, dissociating both gelsolin and CapZ from barbed ends of actin filaments. (3 and 8) Actin-filament capping

and severing by gelsolin.

that is already bound to the barbed end of an actin
filament to yield a free barbed end for growth. Gelsolin
can be proteolytically cleaved by caspase-3 during
apoptosis. The short amino-terminal cleavage (residues
1-352) fragment does not need Ca’" for severing
existing actin filaments and contributing to the pro-
gression of apoptosis.

Villin, a gelsolin family member with molecular mass
of 92.5 kDa, controls actin assembly in the microvilli of
epithelial cells. Villin has the unique property of being
able to bundle actin filaments through an 8 kDa F-actin-
binding module known as the villin headpiece. The
activity of villin is highly regulated by Ca*". At
submicromolar Ca®" concentrations, villin bundles
actin filaments whereas at micromolar Ca** concen-
trations it caps barbed ends of actin filaments and at
>100 uM Ca" it severs F-actin. As with gelsolin, the
activity of villin is regulated by both PIP, and Ca*". In
addition, villin is regulated by phosphorylation on
tyrosine in intestinal epithelial cells, a requirement for
regulating the interaction of actin filaments with apical
ion channels in the epithelial cells. Deletion of the
villin gene in mice leads to accumulation of actin
filaments within the epithelial cells making them prone
to injury.

Adseverin, also known as Scinderin, is only expressed
in secretory cells. It has slightly different temperature

and Ca®" sensitivity from gelsolin, but its functions
appear to be very similar. During cell stimulation
by Ca*", adseverin is activated and disassembles cortical
F-actin to allow secretory vesicle exocitosis. As with
gelsolin, adseverin binds to and is regulated by PIP,.

THE SINGLE DOMAIN
ADF/CoOFILIN FAMILY

Cell motility and morphogenesis require high rates of
turnover of actin filaments, ~100-150-fold faster than
occurs for purified actin in vitro. The ADF/cofilins are
13-19 kDa proteins containing a single ADF-H domain
and are required for this high rate of actin-filament
dynamics. They have been isolated or identified by
genomic or cDNA analysis from more than 20 different
animals, higher plants, fungi, yeasts, and protists. The
lethality of the loss of the ADF/cofilin gene in organisms
that express only a single gene for this family (e.g., yeast),
demonstrates the essential nature of these proteins.
Mammals have three separate genes for these proteins:
ADE, the ubiquitous cofilin 1 and the muscle-specific
cofilin 2. Within any given species, the three proteins are
~70% identical. In an ADF null mouse, cofilin 1
expression is up-regulated to compensate for the loss of
ADF and the animals are viable. The only major defect
observed is that the mice become blind due to corneal
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thickening, even though cofilin 1 is up-regulated in
the cornea. This finding, along with differences in the
quantitative behavior of the three proteins in wvitro,
suggests that each isoform has some unique tissue
specific function. Many ADF/cofilins have nuclear
localization sequences, but the protein is usually
cytosolic. However, it can be targeted to the nucleus,
along with cytoplasmic actin, under certain conditions,
although its function there is not known. ADF/cofilins
enhance filament turnover (dynamize filaments) in two
ways. They can bind cooperatively along the filament,
stabilizing a “twisted” form of the actin that is more
readily fragmented (severed), creating more filament
ends that can either enhance depolymerization, if the
environment is an actin monomer sequestering one, or
nucleate filament elongation, if the pool of assembly
competent monomer is sufficient to sustain growth. If
F-actin is severed by ADF/cofilin at the leading edge of
cells where active Arp2/3 complex is present, the Arp2/3
complex can capture the pointed ends of the newly
severed filaments and bind them along the side of
existing filaments to create the highly branched network.

The ADF/cofilin proteins also enhance the rate of
subunit loss from the pointed end of filaments.
ADF/cofilins bind ADP-actin subunits or monomer
with higher affinity than they bind to ATP-actin. Thus,
within an actin filament, ADF/cofilin binding is prefer-
entially toward the pointed end, the desired region for
filament turnover in cells (Figures 3 and 4). ADF/cofilin
activity is regulated by pH: pH > 7.3 favors severing and
depolymerization whereas pH < 7.1 favors F-actin
binding. ADF/cofilin-mediated F-actin severing is inhi-
bited by tropomyosin, several isoforms of which
compete with ADF/cofilin for binding to F-actin. Actin
binding, and thus ADF/cofilin activity, is inhibited by
phosphorylation at a highly conserved serine residue
(ser 3 in mammalian ADF and cofilin). Two related
kinases, the LIM kinases and TES kinases, each with two
members, phosphorylate ADF/cofilins. The removal of
the phosphate from Ser3 may be through the general
phosphatases, but a more specific phosphatase called
slingshot appears to be the major ADF/cofilin phospha-
tase for regulated dephosphorylation (activation).
Both the kinase and phosphatase pathways are regulated
by upstream signaling events through which extracellu-
lar signals affect actin dynamics.

Actin-interacting protein 1 (Aip1) is an actin fila-
ment-capping protein with a molecular mass of
~65 kDa. In vitro, Aip-1 binds to F-actin weakly or
not at all in the absence of ADF/cofilin, but caps the
barbed end of filaments severed by ADF/cofilin in the
presence of ADF/cofilin. Aip1 activity inhibits annealing
of the ADF/cofilin severed filaments, maintaining a
higher filament number, and blocks the growth at the
filament barbed ends. In the nematode Caenorbabditis
elegans, which expresses two forms of ADF/cofilin, the

ubiquitous unc60A and the muscle specific unc60B, only
the weaker F-actin-binding/severing species unc60B is
able to form a high affinity complex with Aip-1 (unc78).
Thus, Aipl enhances the apparent severing activity
of the weaker ADF/cofilin and gives this family of
proteins the ability to function much like the severing
and capping proteins discussed earlier.

Other Capping Proteins

There are several capping proteins that appear to be
structurally unrelated to those with ADF-H domains. In
general these proteins bind weakly to actin monomer
but often bind strongly to dimer and thus they can
stabilize the dimer and enhance nucleation of filament
growth. They have high affinity for the filament ends to
which they bind and they usually bind in a 1:1
stoichiometry with the filament (Figures 3 and 4). The
main function of capping is to restrict the polymeri-
zation/depolymerization, thereby controlling the fila-
ment length in vivo. As mentioned before, limiting the
growth of actin filaments at the leading edge of
migrating cells is important for actin-assembly driven
membrane protrusion (lamellipodial growth). Pointed-
end-capping proteins are important for filament branch-
ing, regulating filament turnover, and cross-linking of
actin filaments to other components of the cytoskeleton.

BARBED-END-CAPPING PROTEINS
CapZ

The most abundant barbed-end-capping protein is
CapZ. In striated muscle cells, CapZ binds to actin
filaments at the Z-disk, where CapZ also interacts with
a-actinin, an actin cross-linking protein, to anchor the
thin filaments from the neighboring sarcomere, the
contractile unit of skeletal muscle. Nonsarcomeric
isoforms of CapZ are localized at the site of membrane
actin contact. Cap Z also interacts with two other
regulators of actin dynamics, the actin-monomer-bind-
ing protein, twinfilin, and with CARMIL, a protein
named for its service as a CapZ, Arp2/3 and myosin-I-
linker. CapZ is a heterodimer composed of a- and
B-subunits, which are 32 and 31 kDa, respectively. Each
subunit has two isoforms. Both subunits are structurally
similar, and assemble tightly to form a dimer with
pseudo twofold rotational symmetry. The C-terminal
ends of each subunit are flexible, hydrophobic, mobile in
nature, and necessary for actin binding. This flexibility
explains how CapZ can tightly bind two actin subunits
or the barbed end of the double-stranded F-actin. Cells
have capping protein in 1:1 molar ratio with actin
filaments and 1:100 to 1:150 with respect to total actin
subunits. In vivo, the capping activity is regulated by



PIP,, which binds directly to CapZ inhibiting its capping
activity. The generation of PIP, in platelets in response to
thrombin, uncaps actin-filament barbed ends allowing
localized filament growth needed for the shape changes
of platelets associated with blood clot retraction.

Tensin

Tensin, a large focal adhesion molecule with a mass of
~ 200 kDa, caps the barbed ends of actin filaments
within the focal adhesions of fibroblasts and muscle.
Tensin interacts with other molecules within the focal
adhesion. Tensin is very susceptible to proteolysis,
especially by the calcium-activated calpain-II. Full-length
recombinant tensin shows complete capping activity
whereas “insertin,” most likely a proteolytic fragment of
tensin, only partially caps F-actin.

POINTED-END-CAPPING PROTEINS
Tropomodulin

Tropomodulin is a unique pointed-end-capping protein
first discovered as an actin-tropomyosin-binding protein
(Figure 4). The name tropomodulin was given, because
it binds actin filaments tightly in the presence of
tropomyosin. Human skeletal muscle tropomodulin is
40.5 kDa, but a related protein named leiomodin is
64 kDa and is found in smooth and cardiac muscle.
Tropomodulin caps the pointed end of actin filaments in
striated muscle, playing an important role in the
assembly of the sarcomere. In striated muscle, tropo-
modulin is present in a 1:1 molar ratio with respect to
actin filaments. The N-terminal half of tropomodulin is
rod shaped and binds to the N-terminal part of
tropomyosin. The C-terminal half of tropomodulin is
responsible for capping the pointed end of F-actin.
Although tropomodulin binds to actin filaments tightly,
it does not bind to actin monomer. Binding affinity to
the pointed end of F-actin is threefold higher in the
presence of muscle tropomyosin. Tropomodulin is
found in nonmuscle cells and it binds with differing
affinities to F-actin containing different isoforms of
tropomyosin, suggesting it might play a role in
modulating filament turnover through regulating the
dynamics at filament pointed ends, where ADF/cofilins
function to enhance turnover. However, its cellular role
is not well defined.

Spectrin/Band 4.1

Spectrin/band 4.1 acts as an F-actin pointed-end-
capping complex in vitro. The proteins are expressed
in a wide variety of tissues in multiple isoforms.
Spectrin/band 4.1-actin complex was first isolated
from red blood cell (erythrocyte) membranes, where

ACTIN-CAPPING AND -SEVERING PROTEINS 25

actin filaments are short and of uniform length.
Both ends of these filaments are capped, the pointed
end with spectrin/band 4.1, but the nature of the barbed-
end-capping protein is not known. Spectrin binds to
some transmembrane proteins as well as to actin,
forming a cortical cytoskeleton in erythrocytes.

SEE ALSO THE FOLLOWING ARTICLES

Actin Assembly/Disassembly e Actin-Related Proteins o
Rho GTPases and Actin Cytoskeleton Dynamics

GLOSSARY

actin depolymerizing factor (ADF)/cofilin Related actin-binding
proteins that increase the turnover of actin filaments in vivo
through severing and enhancing the off-rate of subunits from the
pointed ends of F-actin. The ADF-H domain is used to build larger
versions of related proteins that can sever and cap filaments.

Arp2/3 complex A complex of two actin related proteins, Arp2 and
Arp3, with five other proteins that can nucleate the growth of new
actin filaments and cause branching of filaments at the leading edge
of a migrating cell.

Ena/VASP Enabled/Vasodilator-stimulated phosphoprotein, a family
of actin-binding proteins that bind to but do not cap the growing
barbed end of actin filaments, reducing branching and aiding in
growth of long filaments.

F-actin The dynamic filamentous cytoskeletal structures, composed
of subunits of actin monomer (G-actin), that organize the
cytoplasm to maintain the shape of eukaryotic cells.

filament capping The binding of a protein at the end of an actin
filament to stop filament growth or depolymerization.

filament severing The process whereby a protein binds along the
side of an actin filament and severs the filament into smaller pieces.

filament treadmilling The dynamic process in which actin filaments
elongate at their barbed (plus) end by addition of subunits and at
the same time disassemble at their pointed (minus) end with loss
of subunits.

filopodia Finger-like protrusions with sensory capability that extend
from the cell membrane and contain a bundle of parallel cross-
linked actin filaments with uniform polarity.

lamellipodia Flat web-shaped membrane protrusions containing
highly branched actin filaments, seen at the leading edge of many
migrating cells.

WASP Wiscott—Aldrich syndrome protein, a family of actin-binding
protein involved in actin-filament nucleation.
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Actin-Related Proteins

R. Dyche Mullins

University of California, San Francisco, California, USA

Actin-related proteins (Arps) are a class of proteins found in
all eukaryotes and many species of bacteria and archaea.
Arps are defined by their degree of similarity to actin
(conventional actin), a ubiquitous, eukaryotic cytoskeletal
protein. All Arps are built around a common structural fold.
This “actin fold” binds and hydrolyzes ATP. In most Arps,
ATP hydrolysis is converted into a conformational change
that regulates assembly and/or function of multiprotein
complexes. Conventional actin assembles into two-stranded
helical filaments that form structural scaffolds used to
organize the intracellular space and to drive cell division,
shape change, and cell locomotion. Eukaryotic Arps fall into
ten groups (Figure 1 and Table I) that can be loosely grouped
into two categories: (1) cytoskeleton-associated Arps (Arpl,
Arp2, Arp3, and Arpl0) that regulate the assembly and
function of the actin and microtubule cytoskeletons; and (2)
chromatin-associated Arps (Arp4-Arp9) that regulate the
structure and function of eukaryotic chromatin. Prokaryotic
Arps were discovered only recently and their functions are
not well understood. The best-characterized prokaryotic Arps
(MreB, Mbl, and the plasmid-encoded protein, ParM)
polymerize into filaments required for proper cell shape and
DNA segregation. The primary sequences of prokaryotic
Arps are highly divergent from those of the eukaryotic
Arps but we include them in this discussion based on the
similarity of their biochemical activities and cellular
functions to conventional actin and the eukaryotic Arps.
The presence of Arps in chromatin-remodeling complexes
and the importance of prokaryotic Arps in DNA segregation
suggest that their role in the handling of DNA is as
ancient and well conserved as their more well-known
cytoskeletal functions.

The Actin Fold

There is little or no conservation of surface-exposed
residues among Arps. This reflects the fact that the
proteins in this family have different binding partners
and cellular functions (Figure 1 and Table 1). All Arps,
however, share a common structural fold. The core of
the protein is formed from two globular domains
(domain I and domain II) connected by a flexible hinge
(Figure 2B). The interface between the two domains
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forms an ATP-binding pocket. Five highly conserved
sequences — three ATP-binding loops and two connect-
ing helices — line this pocket and define the “actin fold.”
These sequences are an adenosine-binding loop (adeno-
sine), two phosphate binding loops (phosphate 1 and
phosphate 2), and two connecting domains (connect 1
and connect 2). These sequences are conserved in actin,
the Arps, and all other members of the actin superfamily
(which includes proteins like hexokinase and HSP70)
and they are always arranged in the following order:
phosphate 1, connect 1, phosphate 2, adenosine, and
connect 2 (Figure 2A). The ATP-binding loops are
distributed between the two domains of the protein.
Phosphate 1 is located in domain I and both
phosphate 2 and adenosine are in domain II
(Figure 2B). When all three loops interact with ATP
the two domains are tightly associated. Hydrolysis of the
gamma phosphate of ATP weakens binding to the
phosphate 1 domain and causes the two domains of
the protein to swing apart around the hinge formed by
connect 1 and connect 2. Complete loss of nucleotide
results in further opening of the protein around the
hinge. In some members of the actin superfamily the
binding of ATP to a nucleotide-free protein causes
the domains to rotate by 30° around the hinge region
(Figure 2C). The shift from closed to open conformation
is used by Arps to regulate their interactions with
other proteins.

PROKARYOTIC ARPS

An actin cytoskeleton is thought to be a prerequisite for
the establishment and maintenance of intracellular
compartments and organelles and until recently actin
was thought to be a strictly eukaryotic protein. Recent
work, however, has identified actin-like proteins in
prokaryotes. The first two prokaryotic actin-like pro-
teins, MreB and Mbl, were discovered in B. subtilis.
These proteins have very limited primary sequence
similarity to conventional actin but, remarkably, they
fold into three-dimensional structures very similar to
actin and, like conventional actin, they polymerize into
two-stranded filaments in a manner that depends on

27
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FIGURE 1

The eukaryotic Arp family is composed of ten, highly conserved members. Members fall broadly into two categories: cytoskeletal Arps

(conventional actin, Arp1, Arp2, Arp3, and Arp10) and nuclear Arps (Arp4, ArpS, Arp6, Arp7, Arp8, and Arp9). The diagram is an unrooted
phylogenetic tree of the actin superfamily. (Reprinted from J. Cell Sci. 202(115),2619-2622.) (Calculated by Clustal X Thompson J. D., Gibson, T.
J., Plewniak, F., Jeanmougin, E., and Higgins, D. G. (1997) Nucl. Acids Res. 25, 4876—4882.

ATP and salt. At present not much is known about the
cellular roles of MreB and Mbl, but they do appear to
form filaments in vivo that are required for proper
positioning of the cell-wall synthesis machinery and
proper shape determination of rod-shaped bacteria. In
addition, MreB and Mbl are required for proper
segregation of bacterial DNA during cell division.
These are the types of functions performed by polymeric
cytoskeletal elements in eukaryotes so it is fair to say
that MreB and Mbl form a bona fide bacterial
cytoskeleton.

Another remarkable prokaryotic actin-like protein is
encoded by the parM locus of the low-copy drug
resistance plasmid, R100. The R100 plasmid is stably
maintained at one copy per cell in bacterial populations
because it accurately segregates one copy each into

daughter cells during each cell division. Three plasmid
loci are required for this accurate segregation: ParR,
parM, and ParC. ParR encodes a DNA-binding protein
that binds tightly to the ParC locus. parM encodes an
actin-like protein that assembles into two-stranded
filaments in an ATP-dependent manner. The ParR
protein bound to the ParC locus appears to nucleate
formation of parM filaments, which drive plasmid
segregation. This simple three-piece system may form a
structure functionally equivalent to a mitotic spindle and
may represent the minimal system for segregating DNA.
Unlike conventional actin filaments in which ATP
hydrolysis regulates interaction with depolymerizing
factors (Figure 3B), ATP binding and hydrolysis directly
control assembly and disassembly of ParM filaments.
ATP-bound monomers polymerize into filaments.



TABLE I
Cellular Localization, Function and Multi-Protein Complexes of Eukaryotic Arps

Arp Sequence similarity to actin Cellular localization Function Multi-protein complexes
Actin 100% ident. 100% simil. Cell cortex, leading edge, stress fibers, Cell shape and motility, intracellular Actin filaments, INO80, BAF, and NuA4
endosomes, vesicles, nucleus trafficking, chromatin remodeling (?), complexes
histone acetylation (?)
Arpl 45% ident. 68% simil. Golgi apparatus, transport vesicles, Dynein-driven intracellular movements Dynactin complex
centrosomes, cell cortex
Arp2 45% ident. 69% simil. Cell cortex, leading edge, some motile Actin filament nucleation and Arp2/3 complex
endosomes crosslinking
Arp3 39% ident. 60% simil. Cell cortex, leading edge, some motile Actin filament nucleation and Arp2/3 complex
endosomes crosslinking
Arp4 30% ident. 53% simil. Nucleus Histone acetylation, chromatin NuA4 and INO80 complexes
remodeling, control of
transcription
Arp$S 26% ident. 51% simil. Nucleus Chromatin remodeling, control of INO80 complex
transcription
Arpé6 24% ident. 46% simil. Nucleus Unknown Unknown
Arp7 22% ident. 44% simil. Nucleus Chromatin remodeling, control of Swi/Snf and RSC complexes
transcription
Arp8 21% ident. 44% simil. Nucleus Chromatin remodeling, control INO8 complex
of transcription
Arp9 17% ident. 40% simil. Nucleus Chromatin remodeling, control Swi/Snf and RSC complexes
of transcription
Arp10 17% ident. 38% simil. Golgi apparatus, transport vesicles, Dynein-driven intracellular movements Dynactin complex

centrosomes, cell cortex
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FIGURE 2 Organization and structure of Arps and the confor-
mational changes driven by ATP binding and hydrolysis. (A)
Organization of conserved sequences that define the ATP-binding
pocket of the actin fold. Phl and Ph2: phosphate-binding loops. C1
and C2: connecting domains. Ad: adenosine-binding domain. The
order of these sequences is the same in the primary amino acid
sequence of all actin related proteins. (B) Atomic structure and domain
organization of an actin monomer. The atomic structure of actin (left)
is shown with a bound ATP molecule (green) and with ellipses
identifying the two large domains — domain I and domain II — that
define the ATP-binding pocket. The phosphate- and adenosine-binding
sequences line the interface between domain I and domain II and
interact with the ATP molecule (right). The connecting sequences
(C1 and C2) link the two protein domains and act as a hinge.
(C) Nucleotide-dependent conformational changes in the actin fold.
ATP binding holds the domain I and domain II tightly together (ATP,
left). Hydrolysis of the y-phosphate of ATP to form ADP weakens the
interaction with one of the phosphate-binding loops (Ph1) and causes
the cleft between the domains to open (ADP, center). Loss of nucleotide
from the binding pocket causes the cleft to open even further (Apo,
right). Actin-related proteins use this conformational change to
regulate their interactions with other proteins.

Within the filament, monomers hydrolyze ATP to ADP.
ADP-bound filaments then rapidly disassemble
(Figure 3A).

EUKRAYOTIC ARPS
Cytoskeletal Arps

We will briefly discuss conventional actin, which is well
described in a separate article on actin dynamics in this
encyclopedia. Arpl and Arp10 are part of a dynein-
activating (dynactin) complex that regulates activity
of the microtubule motor protein dynein. Arp2 and
Arp3 are subunits of the Arp2/3 complex - a

protein complex that nucleates formation of new actin
filaments in response to upstream signaling events
(see Table I).

Conventional Actin

Actin is one of the most abundant and highly conserved
proteins in eukaryotes. In motile cells actin is typically
the most abundant cellular protein and is present at
concentrations of 100-200 puM (or 5-10% of total
cellular protein). Protozoans, such as budding and
fission yeast and slime molds, generally express one
isoform of actin. Metazoans typically express multiple,
tissue-specific isoforms. Humans express at least six
isoforms of actin: two striated muscle isoforms
(a-skeletal and a-cardiac), two smooth muscle isoforms
(a-smooth muscle and a-enteric), and two widely
expressed cytoplasmic isoforms (B-cytoplasmic and
v-cytoplasmic). The a-skeletal and a-cardiac striated
muscle isoforms are expressed specifically in muscle
tissues where they form arrays of “thin” filaments that
interdigitate with “thick” filaments composed of the
motor protein myosin. Sliding of the thick and thin
filaments past each other drives contraction of the
muscle tissue. The thin filaments in muscle tissues are
very stable structures whose architecture does not
change much over time. The smooth muscle actins
form less organized filament arrays involved in contrac-
tion of vascular and enteric smooth muscle. The
cytoplasmic B- and y-isoforms are the most widely
expressed and form much more dynamic cytoskeletal
structures. The B-isoform is ubiquitously expressed and
is responsible for building the contractile ring that
divides cells at the end of mitosis and for most actin-
based intracellular traffic. The assembly of B-cyto-
plasmic actin also drives cell spreading and the
amoeboid, or crawling, motility of many cell types,
including those of the nervous and immune systems. The
B-isoform is most closely related to protozoan actins.
The vy-cytoplasmic isoform is expressed in many
different cell types but it is much less abundant than
B-cytoplasmic actin. The specific function of +y-actin
is unknown.

The defining property of conventional actin is its
self-assembly into helical polymeric filaments. Mono-
meric actin binds ATP with high (nanomolar) affinity
but does not hydrolyze it. The transition from
monomer to polymer stimulates the hydrolysis of
ATP. Hydrolysis is not required for polymerization
but rather for depolymerization. Cleavage of the
v-phosphate and its subsequent dissociation trigger a
conformational change that enables binding
of actin depolymerizing factors such as ADF or
cofilin (Figure 3B).



ACTIN-RELATED PROTEINS 31

FIGURE 3 Regulation of actin and Arp function by ATP hydrolysis. The relationship between ATP hydrolysis and protein—protein interactions is
best understood in the cytoskeletal Arps. (A) When bound to ATP the plasmid-encoded Arp, ParM (green circles), polymerizes into actin like
filaments. Polymerization induces hydrolysis of bound ATP (red arrow); and the ADP ParM filaments (red circles) undergo a conformational change
that causes them to rapidly fall apart. (B) Conventional actin and Arp1 (green circles) polymerize into similar two-stranded helical filaments.
Polymerization induces ATP hydrolysis on both proteins (red arrow) but the filaments do not spontaneously disassemble. In the case of conventional
actin, a conformational change in the ADP filament structure (red circles) promotes binding of actin depolymerization factors (white wedges),
which drive filament disassembly. (C) As part of the Arp2/3 complex, Arp2 and Arp3 bind ATP (green circles are ATP-bound Arp2 and Arp3) and
nucleate formation of new actin filaments. The nucleation reaction requires monomeric actin and a pre-formed actin filament (black circles) and an
Arp2/3 activator (black hook). Assembly of these cofactors induces ATP hydrolysis on Arp2 and promotes a conformational change in the Arp2/3

complex that converts it into a filament nucleus.

Arpl

Arp1 is most closely related to conventional actin and,
like actin, it assembles into a filamentous polymer. Arp1
forms part of a large (1.2 MDa) protein complex that
modulates the activity of the microtubule motor protein
dynein. Within the dynactin complex, ~10 Arpl
molecules assemble to form a short (37 nm), actin-like
filament. This short filament functions as a scaffold that
connects dynein motors to cargo vesicles. The Arpl
filaments bind an isoform of the actin-binding protein
spectrin that is specific for the Golgi apparatus and for
Golgi-derived vesicles. Arpl and Golgi spectrin are
thought to assemble into a membrane-associated
meshwork that surrounds vesicles like a cargo net
and allows dynein motors to move them around inside
the cell.

In vitro, purified Arpl polymerizes into short
filaments indistinguishable from conventional actin
filaments. Arp1l hydrolyzes ATP upon polymerization

but this does not have a dramatic effect on filament
stability in vitro. Like actin, Arp1 may hydrolyze ATP to
modulate its affinity for an accessory factor required for
filament disassembly (Figure 3B).

Arp2 and Arp3

Arp2 and Arp3 are both subunits of a seven-member
protein complex, called the Arp2/3 complex that is an
essential regulator of the actin cytoskeleton. The
Arp2/3 complex nucleates formation of new actin
filaments in response to activation of intracellular
signaling systems. It also cross-links actin filaments
into mechanically rigid networks so that, in general, it
functions to convert intracellular signals into cyto-
skeletal structures. Within the complex the Arp2 and
Arp3 subunits are thought to form a heterodimer with a
surface that mimics the fast-growing, barbed end of an
actin filament. This surface forms a template to initiate
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actin filament formation. In the crystal structure of the
complex Arp2 and Arp3 are separated by a large (40A)
cleft and formation of an actin-like Arp2—Arp3 dimer
would require a significant conformational change.
This conformational change may require ATP hydroly-
sis on one of the Arps (Figure 3C). Binding of ATP
to Arp2/3 is required for actin nucleation and
neither ADP nor nonhydrolyzable ATP analogues
support Arp2/3-dependent actin filament nucleation.
Further study is required to understand the connection
between ATP hydrolysis and conformational changes
on the Arp2/3 complex.

CHROMATIN-ASSOCIATED ARPS

Several Arps are associated with eukaryotic chromatin
and with chromatin-remodeling complexes. In budding
yeast, Arp4, ArpS, Arp7, Arp8, and Arp9 are subunits of
ATP-dependent chromatin remodeling complexes. Very
little is known about the molecular mechanisms of their
activity, but presumably ATPase-driven conformational
changes in the Arp subunits regulate the overall structure
and activity of these complexes. All of these complexes
contain two or four Arp subunits so it is possible that
they function as heterodimers and that their interaction
is regulated in a manner similar to that of the Arp2/3
complex described earlier.

Arp4

Arp4 is involved in chromatin remodeling and transcrip-
tional activation. In budding yeast, Arp4 is a subunit of
both the NuA4 histone acetyl-transferase complex and
the INO80 chromatin-remodeling complex. The NuA4
complex acetylates histones H4 and H2A. Acetylation
increases accessibility of the DNA within the nucleo-
some and recruits other chromatin remodeling enzymes
to the region. Human cells contain a similar histone
acetyl-transferase complex, called Tip60. This complex
also contains an Arp4-type subunit in addition to at least
one monomer of conventional actin. The INO80
complex contains Arp4 as well as ArpS5, Arp8, and
conventional actin. The precise role of Arp4 in these
complexes is unknown but yeast Arp4 mutants exhibit
phenotypes similar to mutants missing the catalytic
acetylase subunit of NuA4, suggesting that it plays an
integral role in the function of the NuA4 complex. Arp4
has also been shown to bind directly to histones. Its
ATPase activity has not been well studied but Arp4 may
use ATP binding and hydrolysis to regulate the
interaction between chromatin remodeling complexes
and DNA-bound histones.

Arp5 and Arp8

ArpS and Arp8 (along with Arp4 and conventional
actin) are members of the INO80 chromatin-remodeling
complex. INOS8O is a large (2 MDa) protein complex
that plays a role in transcription of several important
yeast genes including pho5, an essential regulator of
phosphate metabolism. The total number of yeast genes
that require INOS8O activity for transcription is not
known. Arp8 has been shown to bind directly to
histones H3 and H4 so it may be directly involved in
moving histones around on the DNA. Arp8 is also
required for the incorporation of both Arp4 and
conventional actin into the complex so it may play an
important structural or scaffolding role.

Arp7 and Arp9

Arp7 and Arp9 associate tightly to form a heterodimer
and dimerization appears to be important to their
cellular function. In budding yeast, the Arp7/Arp9
dimer is an essential part of both the Swi/Snf and RSC
chromatin remodeling complexes. Like the INO80
complex, these large complexes drive DNA and histone
rearrangements necessary for transcription. Swi/Snf
activity is required for transcription of ~5% of yeast
genes while RSC activity is more globally important. As
with the other chromatin-associated Arps, the precise
functions of Arp7 and Arp9 are unknown. Loss of the
RSC complex is lethal. The loss of either Arp7 or Arp9
causes severe growth defects in vivo but does not
significantly impair RSC activity in vitro. So in vivo
the Arp7/Arp9 dimer may act to correctly target or
regulate the RSC complex.

Chromatin-Associated

Conventional Actin

The large majority of cellular actin is cytoplasmic and
generally actin is considered as a cytoskeletal protein
whose function is limited to the cytoplasm. In many
species, however, chromatin-remodeling complexes con-
tain one or more tightly associated monomers of
conventional actin. In addition to Arp4, the NuA4
complex contains a subunit of conventional actin. Also,
the yeast INO80O complex and the mammalian BAF
complex (a chromatin-remodeling complex similar to
the budding yeast swi/snf) contain tightly associated
actin monomers. The role of conventional actin in
chromatin structure and remodeling is mysterious. It has
been speculated that actin assembly in the nucleus could
drive large-scale changes in chromatin architecture in
the way that actin assembly in the cytoplasm drives



large-scale plasma membrane movements. It is also
possible that short actin filaments form an essential
scaffold for the assembly and function of chromatin
organizing factors.

ARrRPS OF UNKNOWN FUNCTION

We know almost nothing about the function of Arpé6. In
budding yeast Arpé6 is localized to the nucleus so it may
be part of a chromatin-remodeling complex or it may
play a role in determining nuclear architecture.

SEE ALSO THE FOLLOWING ARTICLES

Actin Assembly/Disassembly e Actin-Capping and
-Severing Proteins e Chromatin Remodeling e Chro-
matin: Physical Organization e Nuclear Organization,
Chromatin Structure, and Gene Silencing

GLOSSARY

actin Ubiquitous, eukaryotic cytoskeletal protein. Actin monomers
assemble into filaments that are used to organize the intracellular
space and to define the shape and mechanical properties of
eukaryotic cells.

ATP Adenosine triphosphate. It is the major energy currency of living
cells. The removal or hydrolysis of phosphates from ATP releases
energy that individual proteins can use to do work.

chromatin DNA that has been packaged and compacted by
specialized proteins, called histones. The packaged DNA must be
partially unpackaged (by chromatin remodeling complexes) to
allow transcription of genes.

cytoskeleton A network of protein polymers that organize the
intracellular space; transport intracellular cargos; determine cell
shape; and drive cell locomotion. The three most important
eukaryotic cytoskeletal polymers are actin filaments, microtubules,
and intermediate filaments.

eukaryote A cell with a nucleus and other membrane-bound
organelles.
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histones DNA packaging proteins. In compacted chromatin DNA is
wound around histones like thread around a spool.

primary sequence The sequence of amino acids that comprise a
protein. Usually given from amino to carboxy terminus.

prokaryote A simple cell, such as a bacterium, that lacks a nucleus
and other intracellular compartments.
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Adenosine is a purine nucleoside that serves as a link between
energy metabolism and cell signaling. Adenosine is a physio-
logic regulator of all cell types that binds to G protein coupled
receptors (GPCRs) that exist as four subtypes (A1, Aza, Azp,
and A3). The receptor-mediated actions of adenosine have been
extensively studied in the central nervous system, cardiac
muscle, blood vessels, gastrointestinal tract, kidneys, lung,
liver, immune system, and other tissues. In light of the clear
therapeutic potential of selective adenosine receptor subtype-
selective agonists or antagonists, new therapeutic candidates
are being intensely pursued by the pharmaceutical industry.
Naturally occurring xanthines are nonselective antagonists of
adenosine receptors. One such compound, caffeine, is the most
widely used psychotropic drug in the world.

Adenosine

FORMATION

Adenosine is a purine nucleoside that is formed within
cells from the breakdown of adenosine monophosphate
(AMP), which, in turn, is formed from adenosine
triphosphate (ATP) and adenosine diphosphate (ADP)
in the course of utilizing energy for cellular functions.
Adenine nucleotides released from nerves, mast cells,
platelets, endothelial cells, and dying cells also can be
dephosphorylated in the extracellular space by ecto-
nucleotidases. Increased energy utilization or hypoxia
enhances the cellular formation of AMP, which is
dephosphorylated by a 5'-nucleotidase in the rate-
limiting step for adenosine production. The signaling
molecule cyclic AMP (cAMP) can also be a source of
AMP for adenosine production. Under resting con-
ditions, a sizable fraction of adenosine is formed by the
hydrolysis of S-adenosyl-homocysteine.

LOCATION

Adenosine is produced in either the intracellular or
extracellular spaces and can be transported across cell
membranes in either direction by a family of nucleoside
transporters that allow for equilibration of adenosine
concentrations by facilitated diffusion or sodium-depen-
dent active transport.
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REGULATION OF PRODUCTION

Production of adenosine is increased during periods of
high metabolic activity or ischemia, when there is
increased cellular demand for ATP or decreased
delivery of oxygen. Adenosine also is derived from
adenine nucleotides released from nerves, platelets,
mast cells, or other cells. In the brain, adenosine
release has been observed experimentally following
various manipulations (e.g., hypoxia, ischemia, hypo-
glycemia, seizures, electrical stimulation, prolonged
wakefulness, and application of free radicals).
Changes in extracellular levels of adenosine of up to
100-fold have been observed following oxidative or
ischemic stress.

BREAKDOWN OF ADENOSINE

Adenosine is eliminated by metabolic transformation to
inosine by adenosine deaminase. It can also be phos-
phorylated to form AMP by adenosine kinase with a
phosphate group donated by ATP, but this enzyme is
inhibited in metabolically stressed cells.

Receptor Structure

Adenosine receptors (ARs) belong to a class of integral
membrane proteins known as GPCRs. Members of
this class of proteins have seven membrane-spanning
a-helices with an extracellular amino terminus and an
intracellular carboxy-terminal tail. All four subtypes
are asparagine-linked glycoproteins and all but
the A,a receptor have palmitoylation sites near the
C terminus.

SEQUENCE SIMILARITY

In the mammalian species thus far investigated, differ-
ences in protein sequence between species for each
receptor subtype are generally much smaller than
the differences between subtypes within a given species.
For example, cloned mammalian A; receptors are
90-95% identical, but rat adenosine receptors have
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similarities of ~60-80% across subtypes. The Aj
receptors are an exception to this rule, as they vary by
as much as 30% across mammalian species.

GENE STRUCTURE

All four subtypes of adenosine receptors appear to have
a similar genomic structure involving two coding exons
separated by a single intron located in the region
corresponding to the second intracellular loop (between
transmembrane regions 3 and 4). The A; receptor,
which is the most well studied, can be transcribed from
two different and mutually exclusive promoters.
Transcription from these promoters, located approxi-
mately 600 bp apart, appears to be differentially
regulated. Table I lists some properties of the four
AR subtypes.

PROTEIN STRUCTURE

The most precise structural information for proteins has
been obtained from X-ray diffraction of protein crystals.
GPCRs, like most integral membrane proteins, have
proven to be difficult to crystallize due in part to their
large size and association with membrane lipids. Thus,
most structural information about adenosine receptors
has been derived through comparison with the known
structures of the related proteins bacteriorhodopsin and
mammalian rhodopsin. By comparing the amino acid
sequence of an adenosine receptor with the structure of
mammalian rhodopsin, researchers have developed
models that aid in understanding receptor-ligand
interactions. When combined with studies with mutated
receptors and pharmacological data, the sites of
interactions between the receptors and ligands appear
to occur in helices 3, 5, 6, and 7.

Receptor Physiology

and Localization

Adenosine receptor subtypes are differentially distrib-
uted throughout the body, allowing for adenosine to

TABLE 1
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initiate a wide variety of physiologic responses. The A,
and A;a ARs have proven to be the easiest to study
because of the available pharmacological tools (e.g.,
radioligands) and their high affinity for adenosine.
Consequently, much more is known about the location
and physiology of these receptors than about those
of the A,p and Aj receptors, which were more
recently discovered and have a lower affinity for the
natural ligand.

A, RECEPTORS

Adenosine acting through A; ARs has a diverse array of
physiological actions. The A; AR is widely distributed
(it is found in, e.g., liver, kidney, adipose tissue, lung,
pancreas, and testis) but has been most extensively
studied as a regulator of the central nervous system
(CNS) and the cardiovascular system.

A, ARs in the CNS

In the CNS, A; ARs are located in many brain regions
(especially the cortex, cerebellum, and hippocampus)
and in the dorsal horn of the spinal cord. These receptors
are important for regulating sleep and the excitability of
neurons. The concept of adenosine as a regulator of
sleep follows in part from the fact that caffeine, a
naturally occurring AR antagonist, promotes wakeful-
ness. Experimental evidence shows that adenosine
concentrations in the brain rise during waking hours
but decrease during subsequent recovery sleep. In
addition, administration of A; agonists to brain in vivo
promotes sleep and reduces arousal. A; ARs are also
important for modulating the excitability of neurons.
Adenosine acting at A; ARs causes an inhibition of
synaptic activity by decreasing the neuron’s ability
to respond to excitatory molecules (i.e., neuropeptides
and glutamate).

A; ARs in the Cardiovascular System

Ay ARs are particularly important in the cardiovascular
system and are expressed in the heart. Their effects are
generally anti-adrenergic, leading to a decrease in heart

Properties of Human Adenosine Receptor Subtypes

Adenosine Protein GenBank GenBank

receptor Length Accession Accession Accession No. Chromosomal
subtype (aa) No. No. (mouse) location

Ay 326 P30542 $45235 U05671 1932.1

Ajp 410 P29274 $46950 U05672 22q11.2

Ap 328 P29275 X68487 005673 17p11.2-p12
As 318 P33765 122607 L20331 1p13.3
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rate and blood pressure. One of the most interesting
physiological roles of A; ARs is in the phenomenon of
ischemic preconditioning in the heart. During periods of
low oxygen supply (ischemia), adenosine is released and
activates A; ARs. This activation begins a cascade of
events that protects the heart against a subsequent
ischemic event (e.g., infarction and arrhythmia). A,
receptors are also found on sympathetic nerve terminals,
where they act to inhibit the release of norepinephrine.

Asp ARS

A, ARs are highly expressed by cells in the striatum and
olfactory tubercles of the brain, by cells in the spleen and
thymus, and by cells in certain blood vessels and immune
cells. Lower levels of expression occur in the heart
and lung. Like the A; AR, the most widely studied
effects of the A,4, AR are in the CNS and the
cardiovascular system.

Asa ARs in the CNS

A, s ARs are highly expressed on small spiny neurons of
the striatum, which also express D, dopamine receptors.
The activities of A5, ARs and D, dopamine receptors
are antagonistic. Although A, 4 receptors are coupled to
G, proteins in many tissues, in the striatum there is
evidence to suggest that they signal through the related
G protein, Ggir. Work using mice lacking the A, AR
showed that these receptors also stimulate sensory nerve
activity, are involved in mediating pain, and mediate the
motor stimulant effects of caffeine.

Asas ARs in the Cardiovascular System

In the cardiovascular system, the A,5 receptor plays
two important roles: regulation of blood flow and
inhibition of inflammatory cells. Activation of A5, ARs
is an important physiological mechanism for coupling
energy demand to blood flow. When cells are using
large amounts of energy (ATP), they produce adeno-
sine. The adenosine binds to A4 receptors on vascular
smooth muscle and causes vasodilation, allowing more
blood (and the nutrients it contains) to reach the tissue.
Asa ARs also play an autoregulatory role during the
process of inflammation. Activation of this receptor
causes an array of responses that are generally anti-
inflammatory, including inhibition of neutrophil,
monocyte, platelet, and T cell activation. A,5 ARs
also protect against ischemic damage through a
mechanism involving its anti-inflammatory properties,

which is different from the ischemic preconditioning
effects of the A; AR.

Asp ARS

The A, AR is closely related to the A,5 AR, though
with a much lower affinity for adenosine. This receptor
is widely distributed. The epithelium of the cecum,
colon, and bladder have high levels of expression of A,p.
Intermediate levels of expression exist in the lung, blood
vessels, and eye, and low levels of expression occur in
many tissues (e.g., adipose tissue, adrenal gland, brain,
and kidney). The physiological role of the A, AR is not
well characterized, but most researchers agree that it is
involved in the relaxation of vascular smooth muscle
and in the inhibition of monocyte and macrophage
function, effects that are similar to those of the A,5 AR.
The A,p receptor stimulates fluid and chloride secretion
from epithelial cells in the infected gut in response to
AMP release from neutrophils, leading to diarrhea.
The A,5 AR also seems to be involved in the stimulation
of mast cell degranulation (a pro-inflammatory event)
in some species, including humans.

Az ARs

Investigation of the physiology and localization of the
A3 AR has been ongoing since the receptor was cloned in
1991 by Meyerhof and co-workers, but characterization
has proven to be difficult since there is great variability in
its expression and function among species. It is
expressed at low levels in the thyroid, brain, liver,
kidney, heart, and intestine across species. Rats express
high levels in testis and mast cells. In some species
(including rats), activation of the A3 AR enhances the
release of mast cell mediators. A preconditioning effect
similar to that caused by the A; AR can also result from
Aj activation in some species.

Signaling Downstream

of Adenosine Receptors

Adenosine receptors, like all GPCRs, transmit signals to
the cell interior by activating intracellular heterotrimeric
GTP-binding proteins (G proteins) that consist of a-, -,
and y-subunits. Activation of these receptors causes the
a-subunit to exchange its bound GDP molecule for GTP
and become active. The a-subunit then dissociates from
the By dimer and both can then activate downstream
effectors.

The four adenosine receptor subtypes exert their
varying effects by coupling to different G proteins, which
are summarized in Table II. G protein a-subunits
control the intracellular levels of many second messen-
gers (e.g., cAMP and inositol triphosphate), which, in
turn, activate downstream signaling pathways typical of
G proteins. For example, A; and Aj receptors generally



TABLE II
G Protein Coupling of Adenosine Receptors

AR Subtype G protein Second messengers
Ay Giso Decrease in cAMP
Increase in IP3/DAG via PLC
Activation of PLA2 and PLD
Asa G, Increase in cAMP
Goif Increase in cAMP
Gisne Increase in IP;
Asp G, Increase in cAMP
Gy11 Increase in IP3/DAG via PLC
A; G; Decrease in cAMP
Ggni Increase in IP3/DAG via PLC

Note. DAG, diacylglycerol; IP3, inositol triphosphate, PLC,
phospholipase C; PLD, phospholipase D.

couple to G;, which inhibits adenylyl cyclase, causing a
decrease in intracellular cAMP, whereas A, and A,p
couple to G, which stimulates cAMP production. In
some cells, A, receptors also are coupled to the
calcium-mobilizing G protein, Gg.

Other Ligands

Because of their interesting properties, adenosine recep-
tors are important pharmacological targets. There are
several naturally occurring ligands in addition to
adenosine, including caffeine, theophylline, and inosine.
Inosine is a product of adenosine metabolism, occurs
naturally in the body, and can activate A3 receptors at
high concentrations that occur in ischemic or inflamed
tissues. Caffeine and theophylline are AR antagonists
commonly found in coffee and tea.

Many investigators have developed synthetic ligands
for adenosine receptors (see Figure 1). It has been
particularly challenging to produce ligands that are
selective for a given AR subtype, given the high degree
of homology between the receptors. Selective com-
pounds are desirable both as tools for understanding
receptor functions and as potential drugs. All of the
agonist ligands thus far developed are based on the
structure of adenosine (an adenine base attached to a
ribose moiety). Adenosine is rapidly metabolized. In
human, it has a half-life in blood of only 2s.
Modification of this molecule at three different sites
has led to agonists with increased longevity, improved
selectivity, and nanomolar potency. Some of the most
subtype-selective compounds that have been developed
are shown in Figure 1.

Caffeine provided a lead compound for the develop-
ment of xanthine AR antagonists. It belongs to a class of
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compounds called methylxanthines. Modification of
the basic molecule produced high-affinity compounds,
some of which show high potency and receptor-subtype
selectivity (e.g., MRS1754 in Figure 1). Nonxanthine
antagonists (e.g., ZM241385 in Figure 1) were devel-
oped later and many appear promising for use in
therapeutic applications.

An additional class of ligands for adenosine receptors
is known as allosteric enhancers, which were first
identified by Bruns and Fergus in 1990. The prototype
of the class is PD81723, which binds to the A; receptor
at an allosteric site that is distinct from the adenosine-
binding site, known as the orthosteric site. The binding
of PD81723 and related allosteric enhancers increases
agonist-binding affinity for the A; AR and amplifies the
functional effect of the agonist. Allosteric enhancers
seem to stabilize the conformation state of receptors that
activate G proteins.

Therapeutic Possibilities

Adenosine is used clinically to treat certain tachycar-
dias and to dilate coronary arteries to help in the
diagnosis of coronary artery disease. There is great
interest in developing more selective drugs that
selectively activate or block specific adenosine receptor
subtypes and that have a longer duration of action
than adenosine.

A, RECEPTORS

A ARs are an attractive pharmacological target because
of their ability to simulate ischemic preconditioning.
Theoretically, an A; agonist could protect the heart (and
other tissues) from a future ischemic episode, such as
myocardial infarction. A; ARs are also attractive targets
for anti-nociceptive agents because of their effects in the
CNS. A, antagonists are undergoing clinical trials as
diuretics for use in patients with congestive heart failure.
A agonists are being developed to reduce heart rate in
certain arrhythmias.

A,. RECEPTORS

Both agonists and antagonists of the A,5 AR are being
investigated for clinical use. Short-acting A, agonists
may be useful for imaging coronary artery disease since
they simulate the effect of exercise and dilate the
coronary vasculature. Longer acting A, agonists may
be useful for their anti-inflammatory properties in the
treatment of asthma, sepsis, or ischemia-reperfusion
injury. A, antagonists may be helpful in the treatment
of CNS diseases, such as Parkinson’s disease and
schizophrenia.
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FIGURE 1

A,z RECEPTORS

Antagonists of the A,g AR are being developed as
potential treatments for asthma since enprofylline
and theophylline are used to prevent bronchocon-
striction in asthmatics and are effective at concentra-
tions that would indicate that the A,z AR is its
target. There is also some evidence to suggest that
A,p blockade may enhance the effects of insulin in
liver and skeletal muscle and hence these compounds
may be useful for the treatment of diabetes. Blockade
of A,p receptors may be useful for inhibiting
angiogenesis.

A; RECEPTORS

Some researchers have proposed the use of Az agonists
as an adjuvant to chemotherapy since some compounds
in this category have an anti-proliferative effect on

Adenosine receptor ligands.

tumor cells. However, some of these effects appear not to
be receptor-mediated.
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GLOSSARY

agonist A ligand that binds to a receptor and causes activation,
mimicking the effect of the endogenous ligand.

antagonist A ligand that binds to its receptor and inhibits its activity.

ligand A chemical or biological substance that binds to a receptor.

receptor A recognition site (usually a macromolecule, such as a
protein) for a ligand that mediates the ligand’s physiological effects.
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Adenylyl cyclases are enzymes that synthesize the intracellular
second messenger, cyclic AMP (cAMP), which in turn triggers a
cascade of biochemical changes that regulate a number of
important cellular processes. These cAMP-regulated cellular
processes play an important role in the control of a number of
metabolic processes including the regulation of blood glucose
homeostasis, learning and memory, and cell growth.

The Hormone-Regulated Adenylyl
Cyclase System

In order to function and survive, cells must respond to a
multitude of signals present in their environment. These
include chemical messengers released from local or
distant parts of the body (such as circulating hormones
and neurotransmitters) and external stimuli (such as
light and odorants). Typically, these chemical messen-
gers do not cross the cell membrane, but rather
transduce their signal to the interior of the cell utilizing
a “hand-off> mechanism occurring at the plasma
membrane. In this process, the stimulus or “first
messenger” acts at the membrane to regulate the activity
of an enzyme that synthesizes (or degrades) an intra-
cellular “second messenger” that can in turn regulate
downstream intracellular metabolic enzymes (Figure 1).
Cyclic AMP (cAMP), which is synthesized by adenylyl
cyclases, was the first of these second messengers
identified, and this mechanism has subsequently shown
to be utilized as a common biological strategy to
regulate cellular behaviors.

Regulation of intracellular cAMP concentrations is
principally controlled at the level of its synthesis,
through the hormonal regulation of adenylyl cyclase,
the enzyme responsible for the conversion of ATP into
cAMP. The adenylyl cyclase system is comprised of
three components: heptahelical G protein-coupled
receptors for a variety of hormones, neurotransmitters,
and odorants; heterotrimeric G proteins; and the
catalytic entity itself. Nine isoforms of membrane-
bound adenylyl cyclases and a single soluble form have
been identified in man. The nine membrane-bound
isoforms are subjected to hormonal regulation that is
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mediated by G proteins of the G, G; subclasses. Most
importantly, adenylyl cyclase isoforms have the ability
to integrate the multitude of hormonal inputs relayed
by these pathways to ultimately control intracellular
cAMP levels.

Discovery

The identification of cAMP resulted from studies aimed
at elucidating the biochemical mechanism underlying
the breakdown of glycogen in liver cells that is triggered
by the hormone glucagon. In his Nobel prize winning
discoveries, Earl Sutherland demonstrated that the
process involved two distinct stages, a binding of the
hormone at the membrane that activated adenylyl
cyclase and subsequently generated the second messen-
ger cAMP, and the activation within the cell of the
downstream enzymatic process. The later discoveries
that the receptor and the adenylyl cyclase were two
distinct entities, and the subsequent identification of a
third component (the intervening heterotrimeric G
protein) have provided our modern day model of the
hormone-regulated adenylyl cyclase system. Almost
three decades following the discovery of cAMP, the
genetic material encoding the first adenylyl cyclase was
isolated, which further exposed the complexity of this
signaling system.

Members of the Family

Our current knowledge of the structure and function of
the mammalian adenylyl cyclase family has reached a
new understanding following the application of mole-
cular approaches. Ten distinct genes encoding the
soluble and membrane-bound adenylyl cyclases have
been identified (Table I). These genes are broadly
distributed on different chromosomes throughout the
human genome. Further diversity of adenylyl cyclases is
provided by alternatively spliced mRNAs derived from
transcripts of some of the family members.

These ten genes are differentially expressed in various
tissues in mammalian species. All isoforms of adenylyl
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FIGURE 1 Schematic diagram of second messenger systems. The

diagram above the line outlines the progression of cell signaling from
the extracellular signal (first messenger) to the generation of
intracellular second messengers. The lettered subheadings below the
line outline specific examples of intracellular second messengers, their
extracellular signals, and the cellular proteins that mediate the changes
in the levels of the second messengers. Arrows indicate the direction of
the flow of information.

cyclase appear to be expressed in the brain; however,
expression of each isoform is limited to specific regions
of the central nervous system. Additionally, some
adenylyl cyclase appears to be rather widely distributed
in most tissues of the body (e.g., types 4, 6, and 7). All
adenylyl cyclases have roughly the same size and contain
between 1064 and 1610 amino acid residues. The
deduced amino acid sequence of all identified adenylyl
cyclase isoforms predicts a complex topology within the
membrane (Figure 2). The noted exception is the soluble
adenylyl cyclase (SAC), which is localized to the
intracellular compartment and exhibits regulation
quite distinct from the membrane-bound forms. This
isoform is more related to an ancestral form found in
bacteria than to the other types.

Based on the similarities of their amino acid
sequences, and patterns of regulation by G protein
pathways, the membrane-bound adenylyl cyclases can

TABLE I
Localization and Expression of the Adenylyl Cyclase Gene Family
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be grouped into subfamilies. The first group, comprised
of the types 1 and 8, are characterized by their
stimulation by calmodulin. The types 2, 4, and 7
adenylyl cyclases form the second group; characteristic
of these isoforms is their stimulation by G protein
By-subunits. Types 5 and 6, which are the two most
related isoforms constitute the last group and are
characterized by their inhibition by calcium. The type
9 is the largest and most diverse of the adenylyl cyclase
isoforms, and like the type 3 enzyme, does not belong to
any of the three groups outlined above.

Regulation of Adenylyl Cyclase
Activity by G Proteins and Calcium

There are multiple classes of heterotrimeric G proteins
that regulate adenylyl cyclases, either in a stimulatory
(G, family), or inhibitory (G; family) manner. The two G
protein families are normally coupled to distinct receptor
subtypes. The By-subunits also regulate adenylyl cyclase
activity, but in a manner specific to an adenylyl cyclase
isoform. Additionally, calcium ions are very strong
modulators of some isoforms of adenylyl cyclase; thus,
G proteins that regulate calcium entry through voltage-
dependent Ca®" channels may also regulate adenylyl
cyclase activity.

Hormonal activation of AC occurs primarily through
receptors coupled to the stimulatory G protein G,. Gy is
the most widely distributed activator of all mammalian
membrane-bound AC isoforms. All membrane-bound
forms of adenylyl cyclases are regulated by G, through
the interaction of adenylyl cyclase with the Ga-subunit
that is released from the By-subunits upon activation by
a hormone-bound stimulating receptor (Figure 3A).

Members of the G; family inhibit adenylyl cyclase
activity through the binding of the alpha subunit to the
cyclase, but this regulation exhibits selectivity for a

AC isoform Length (amino acids) Location (chromosome) Sites of expression (tissue)

AC1 1135 Brain, adrenal medulla

AC2 1090 N Brain, skeletal muscle, lung, heart

AC3 1144 2 Olfactory epithelium, brain

AC4 1064 14 Widely distributed

ACS 1184 3 Heart, brain, kidney, liver, lung, uterus

ACe6 1165 12 Ubiquitous

AC7 1099 16 Ubiquitous (highly expressed in brain)

ACS8 1248 8 Brain, lung, (some in testes, adrenal, uterus, heart)
AC9 1353 16 Brain, skeletal muscle, lung, heart

SAC 1610 1

Testes
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FIGURE 2 Schematic view of plasma membrane components that participate in the hormone-regulated adenylyl cyclase system. A prototypic
adenylyl cyclase is shown. G protein-coupled receptors that enhance or inhibit adenylyl cyclase activity are shown in green and red respectively. All
receptors of this family have a similar predicted structure and span the plasma membrane seven times. These receptors couple to their corresponding
heterotrimeric G proteins (composed of an a-, 8-, and y-subunits); G (green) and G; (red) couple to stimulatory and inhibitory receptors
respectively. Adenylyl cyclase (shown in blue) is predicted to span the plasma membrane twelve times, and projects its active site towards the
cytoplasmic side of the membrane. The result of extracellular messengers binding to the receptors results in the regulation of the conversion of ATP

into cAMP by the enzyme adenylyl cyclase.

subset of adenylyl cyclase isoforms (Figure 3B). All three
G; family members (G;1, Gjz, Gi3) inhibit types 1, 5, 6,
and 8; the remaining cyclase isoforms are insensitive to
this inhibitory input. Interestingly, this mode of inhi-
bition is not through direct competition with G, binding
to the cyclase, and a number of experimental approaches
demonstrate that Gja exerts its effects at a site,
symmetrical to the G, binding site, and located on the
side opposite the cyclase molecule.

As illustrated in Figure 3C, activation of inhibitory
receptors leads to the release of G protein By-subunits
which can exert profound regulation of adenylyl
cyclase activity. Like regulation by the G; a-subunit,
this regulation is isoform specific. However, an added
complication is that the By-subunits can either activate
or inhibit the activity — types 2, 4, and 7 are activated
whereas types 1 and 8 are inhibited.

Regulation of adenylyl cyclase activity by calcium is
still more complex (Figure 4). At physiological intra-
cellular calcium concentrations the types 3, 5, and 6
adenylyl cyclases are inhibited by calcium. For the types
5 and 6, this appears to be due to a direct effect of
calcium on the adenylyl cyclase. Stimulation of adenylyl
cyclase activity by calcium has been demonstrated for

the types 1 and 8 isoforms, but this form of regulation
requires calmodulin, a calcium-binding protein that regu-
lates the activity of many cellular enzymes. Indeed, one
of these calmodulin-regulated enzymes is a protein
kinase, that mediates the inhibitory effects that were
observed for the type 3 adenylyl cyclase.

Physiological Roles
of Adenylyl Cyclases

The hormonal activation of adenylyl cyclases and the
subsequent regulation of intracellular cAMP impacts on
a wide array of cellular processes (Table IT). These roles
include diverse processes underlying regulation of blood
sugar levels, regulation of heart function, water retention
as well as higher brain functions of learning and memory.
However, while much is known at the biochemical level
regarding the regulation of the many adenylyl cyclase
isoforms, the precise physiological roles of each isoform
are less well known. A further complication is that each
cell of our body expresses more than one isoform of
adenylyl cyclase. Nevertheless, investigators have begun

FIGURE 3 Schematic representation of the isoform-specific regulation of adenylyl cyclases by G protein subunits. (A) Regulation of adenylyl
cyclases by Gsa. Upon activation of stimulatory receptors, the heterotrimeric G protein, G, undergoes subunit dissociation whereby the By-subunits
are released from the a-subunit. The a-subunit subsequently binds to the adenylyl cyclase and increases its catalytic activity, resulting in an increase
in intracellular cAMP levels (+). (B) Regulation of adenylyl cyclases by G;a. Upon activation of inhibitory receptors, the heterotrimeric G protein,
G; undergoes subunit dissociation whereby the By-subunits are released from the a-subunit. The a-subunit subsequently binds to the adenylyl
cyclase and decreases its catalytic activity, resulting in a decrease in intracellular cAMP levels (—). Specific isoforms of adenylyl cyclase that are
responsive to G; inhibition are noted. (C) Dual regulation of adenylyl cyclases by G-protein By-subunits. By-subunits released from G; heterotrimers
can either positively (4) or negatively (—) regulate adenylyl cyclases. Specific isoforms of adenylyl cyclase that are responsive to these 2 types of
regulation are noted.
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FIGURE 4 Schematic representation of the isoform-specific regulation of adenylyl cyclases by calcium. Increases in intracellular calcium can
regulate the activities of adenylyl cyclases by at least three mechanisms. Calcium can directly bind to and inhibit AC 5 and 6. Calcium bound to
calmodulin can bind directly to and activate AC 1 and 8, or can bind and activate a calmodulin-regulated kinase that can subsequently inhibit AC3.

to examine the specific roles of each adenylyl cyclase
isoform through the use of mouse strains that are
genetically altered by the removal of a particular adenylyl
cyclase gene from the mouse genome. Such studies
emphasize the involvement of cAMP signaling pathways
in pattern formation of the brain and provide definitive
evidence for roles of the types 1 and 8 adenylyl cyclases in
higher brain function. Similar approaches have revealed
a role for the type 3 cyclase in regulation of smooth
muscle proliferation in the aorta and recently, a role of
the type 5 cyclase in heart function.

A number of studies have uncovered both sporadic
and inherited mutations in components of the adenylyl
cyclase system associated, or in some cases, shown to
be causal to certain human diseases. Mutations causing
constitutively active receptors (resulting in elevated
intracellular cAMP levels due to constant stimulation of
adenylyl cyclase via G,,) have been found in patients
with familial male precocious puberty/testotoxicosis

TABLE II
Examples of Physiological Effects Mediated by Adenylyl Cyclases

(LH receptor), hyperfunctioning thyroid adenomas and
nonautoimmune autosomal dominant hyperthyroidism
(thyroid-stimulating hormone receptor), and Jansen-
type metaphyseal chondrodysplasia (parathyroid hor-
mone receptor). Similarly, diseases associated with
constitutively activated G proteins (G,,) were also
identified in patients with endocrine tumors, McCune—
Albright syndrome, and testitoxicosis. However, to date
no mutations associated with these diseases have been
found in the adenylyl cyclase component of this system,
but these investigations are ongoing. Here again, a
major complication of these studies is the presence of
multiple adenylyl cyclase isoforms that are present in
each of the cell types.

SEE ALSO THE FOLLOWING ARTICLES

Adenosine Receptors e Adrenergic Receptors e
Cyclic GMP Phosphodiesterases o Cyclic Nucleotide

Isoform (if known) Effect

Extracellular signal (hormone or chemical) Tissue
Adrenaline Heart
Adrenaline glucagon Liver
Neurotransmitters (e.g., serotonin, dopamine) Brain

Chemical odorants Olfactory epithelium

Antidiuretic hormone Kidney
Prostaglandin Arteries
Bicarbonate Testes

ACS and 6 Increased rate and force of contraction
Unknown Breakdown of glucagon into glucose

Many Learning, memory, synaptic transmission
AC3 Odorant sensation

Unknown Regulation of water retention

AC3 Inhibition of smooth muscle cell proliferation
SAC Fertilization (sperm acrosome reaction)
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Phospholipase C

GLOSSARY

G protein A heterotrimeric protein composed of an a-, -, and
y-subunit that binds and hydrolyzes GTP and transduces signals
from outside to the inside of the cell.

receptor A protein that resides in the plasma membrane and
specifically recognizes an extracellular signal and upon binding of
this signal, transmits information to the cell interior.

second messenger A small molecule that is synthesized by a cellular
protein and conveys the information within the cell that an
extracellular signal has been received.

signal transduction The process of transmitting information from the
outside to the inside of a cell, resulting in a change in cellular
behavior.
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Adrenergic receptors (adrenoceptors) mediate the central and
peripheral actions of the neurotransmitter norepinephrine
(noradrenaline) and the hormone epinephrine (adrenaline);
they are widely distributed throughout the body. There are
three major adrenergic receptor types: alpha-1, alpha-2, and
beta. Each of these three receptor types is further divided into
three subtypes. Adrenergic receptors are seven-transmembrane
receptors, which consist of a single polypeptide chain with
seven hydrophobic regions that are thought to form alpha
helical structures that span or transverse the membrane.
Because the mechanism of action of adrenergic receptors
includes the activation of guanine nucleotide regulatory
binding proteins (G proteins), they are also called G protein-
coupled receptors.

Epinephrine and Norepinephrine

Norepinephrine (noradrenaline) is a neurotransmitter in
both the peripheral and central nervous systems.
Epinephrine (adrenaline) is a hormone released from
the adrenal gland. Norepinephrine and epinephrine are
catecholamines, because they have both the catechol
moiety (two hydroxyl groups on a benzene ring) and an
amine (NH,). Both of these catecholamine messengers
play important roles in the regulation of diverse
physiological systems by acting through adrenergic
receptors. Stimulation of adrenergic receptors by cat-
echolamines released in response to activation of the
sympathetic autonomic nervous system results in a
variety of effects such as increased heart rate, regulation
of vascular tone, and bronchodilatation. In the central
nervous system, adrenergic receptors are involved in
many functions including memory, learning, alertness,
and the response to stress.

Norepinephrine is synthesized starting with the
amino acid tyrosine, which is obtained from the diet
and can also be synthesized from phenylalanine.
Tyrosine is converted to dihydroxyphenylalanine
(DOPA) by the enzyme tyrosine hydroxylase, and
DOPA in turn is converted to dopamine. Dopamine is
then converted to norepinephrine by the enzyme
dopamine beta-hydroxylase. In the adrenal medulla
and in a few brain regions, norepinephrine is converted

Encyclopedia of Biological Chemistry, Volume 1. © 2004, Elsevier Inc. All Rights Reserved.

to epinephrine by the enzyme phenylethanolamine N-
methyltransferase. The major mechanism by which the
effects of norepinephrine are terminated is re-uptake
back into the nerve terminal by a high affinity nor-
epinephrine transporter. Epinephrine, as well as
norepinephrine are metabolized to inactive products.
Norepinephrine is metabolized by the enzymes mono-
amine oxidase (MAQ) and catechol-O-methyltransfer-
ase (COMT) to 3-methoxy-4-hydroxyphenylglycol
(MHPG) and 3-methoxy-4-hydroxymandelic acid
(VMA). The major metabolite found in the blood and
urine is MHPG. Epinephrine is similarly metabolized by
MAO and COMT to VMA.

Classification and Mechanism of

Action of Adrenergic Receptors

Adrenergic receptors were originally divided into two
major types, alpha and beta, based on their pharmaco-
logical characteristics (i.e., rank order potency of
agonists). Subsequently, the beta adrenergic receptors
were subdivided into beta-1 and beta-2 subtypes;
more recently, a beta-3 has been defined. The alpha
adrenergic receptors were first subdivided into postsyn-
aptic (alpha-1) and presynaptic (alpha-2) subtypes.
After it was realized that not all alpha receptors with
alpha-2 pharmacological characteristics were presyn-
aptic, the pharmacological definition was used. The
current classification scheme is based on three major
types: alpha-1, alpha-2, and beta. Each of these
three receptor types is further divided into three
subtypes as shown in Figure 1: alpha-1A, alpha-1B,
alpha-1D; alpha-2A, alpha-2B, alpha-2C; beta-1,
beta-2, beta-3.

The binding of an agonist to an adrenergic receptor
induces (or stabilizes) a conformational change that
allows the receptor to interact with and activate a G
protein. The activated receptor facilitates the exchange
of GDP for GTP, leading to the dissociation of the «
and By_ subunits of the G protein, which in turn
stimulate or inhibit the activity various effectors. It is
important to note that each of the three types
of adrenergic receptors couples to a distinct class
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Adrenergic Receptors

(e

FIGURE 1

of G proteins: alpha-1 to Gg; alpha-2 to Gj,, and beta
to G,. In addition to G proteins, adrenergic receptors
interact with other signaling proteins and pathways
such as those involving tyrosine kinases.

Alpha-1 Adrenergic Receptors

Three genetic and four pharmacological alpha-1 adre-
nergic receptor subtypes have been defined. The alpha-
1A and alpha-1B subtypes were initially defined based
on their differential affinity for adrenergic agents, such
as WB4101 and phentolamine, and on their differential
sensitivities to the site-directed alkylating agent chloro-
ethylclonidine. The alpha-1B subtype was subsequently
cloned from the hamster and the alpha-1A was cloned
from bovine brain, although it was originally called the
alpha-1c adrenergic receptor. A third subtype, alpha-1D
adrenergic receptor, was subsequently cloned from the
rat cerebral cortex, although this clone was originally
called the alpha-la subtype by some investigators. A
fourth pharmacological subtype, the alpha-1L, has been
identified in vascular tissues from several species, but it
may represent a conformational state of the alpha-1A
receptor. The current classification scheme includes the
alpha-1A, the alpha-1B and the alpha-1D, but there is no
alpha-1C (Figure 1).

PHARMACOLOGICAL AND MOLECULAR
CHARACTERISTICS OF ALPHA-1

ADRENERGIC RECEPTORS

In addition to norepinephrine and epinephrine, alpha-1
receptors are activated by various agonists such as

phenylephrine (Neosynephrine) and methoxamine
(Vasoxyl). These agonists are relative selective for

The classification scheme for adrenergic receptors.

alpha-1 receptors and have low affinity for alpha-2
and beta receptors. In contrast, they have similar
affinities for the three alpha-1 subtypes and are thus
nonsubtype selectively agonists. Similarly, antagonists
including prazosin (Minipress) and tamsulosin (Flomax)
are relatively selective for alpha-1 receptors and block
alpha-2 and beta receptors only at high concentrations.
Several other antagonists such as phentolamine (Regi-
tine) and phenoxybenzamine (Dibenzyline) block both
alpha-1 and alpha-2 adrenergic receptors with similar
affinities. Alpha-1A selective antagonists include 5-
methylurapidil and niguldipine, whereas cirazoline
appears to be a selective alpha-1A agonist.

The alpha-1 adrenergic receptors are single polypep-
tide chains of 446 to 572 amino acid residues that span
the membrane seven times, with the amino terminal
being extracellular and the carboxy terminal intracellu-
lar. Thus, there are three intracellular loops and three
extracellular loops. In contrast to the alpha-2 receptors,
but similar to the beta receptors, the alpha-1 receptors
have a long carboxy terminal tail (137-179) amino acid
residues) and a short third intracellular loop (68-73
amino acid residues). The amino terminal of the alpha-
1A and alpha-1B subtypes have three (alpha-1A) or four
(alpha-1B) consensus sites for N-linked glycosylation.
The carboxy terminal tails of all three subtypes are
potentially palmitolyated, thus anchoring the tail to the
membrane and forming a small fourth intracellular loop.
The carboxy terminal tails also have multiple sites
of phosphorylation that are thought to be important in
the desensitization, recycling, and down-regulation of
the receptor.

The human alpha-1 adrenergic receptor genes consist
of two exons and a single large intron of at least
20 kilobases in the region corresponding to the sixth
transmembrane domain. No splice variants are known
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for the alpha-1B and alpha-1D subtypes. In contrast, at
least 10 splice variants of human alpha-1A subtype have
been reported, but only 4 produce full-length receptors.

Alpha-2 Adrenergic Receptors

Three genetic and four pharmacological alpha-2
adrenergic receptor subtypes have also been defined
(Figure 1). The alpha-2A and alpha-2B subtypes were
initially defined based on their differential affinity for
adrenergic agents such as prazosin and oxymetazoline.
These subtypes were subsequently cloned from human,
rat, and mouse. A third subtype, alpha-2C, was
originally identified in an opossum kidney cell line
and has also been cloned from several species. A fourth
pharmacological subtype, the alpha-2D, has been
identified in the rat, mouse, and cow. This pharmaco-
logical subtype is a species orthologue of the human
alpha-2A subtype, and thus it is not considered to be a
separate genetic subtype.

PHARMACOLOGICAL AND MOLECULAR
CHARACTERISTICS OF ALPHA-2
ADRENERGIC RECEPTORS

In addition to norepinephrine and epinephrine, alpha-2
receptors are activated by clonidine (Catapres) and
brimonidine (Alphagan). These agonists are relatively
selective for alpha-2 receptors and have lower affinity at
alpha-1 and beta receptors. Similarly, the antagonist
yohimibine is relatively selective for alpha-2 receptors
and blocks alpha-1 and beta receptors only at higher
concentrations. Antagonists that are at least somewhat
selective for one of the alpha-2 subtypes include
BRL44408 for the alpha-2A, prazosin and ARC-239
for the alpha-2B (note, however, that these two agents
have much higher affinities for alpha-1 receptors), and
rauwolscine for the alpha-2C subtype. Ozymetazoline is
a partial agonist that has a higher affinity for the alpha-2A
subtype when compared to the alpha-2B and alpha-2C
subtypes.

The alpha-2 adrenergic receptors are single polypep-
tide chains of 450 to 462 amino acid residues. In contrast
to the alpha-1 and beta receptors, the alpha-2 receptors
tend to have long third intracellular loops (148-179
amino acid residues) and a short carboxy terminal tail
(20-21 amino acid residues). The amino terminal of the
alpha-2A and alpha-2C subtypes have two consensus
sites for N-linked glycosylation, and the carboxy
terminal tails of all three subtypes are potentially
palmitolyated. The third intracellular loops have multi-
ple sites of phosphorylation, which are thought to be
important in the desensitization, recycling, and down-
regulation of the receptor. The alpha-2 adrenergic

receptor genes do not contain introns, and thus there
are no splice variants.

Beta Adrenergic Receptors

Three beta adrenergic receptor subtypes have been
identified. The beta-1 adrenergic receptor, the dominant
receptor in heart and adipose tissue, is equally sensitive
to epinephrine and norepinephrine, whereas the beta-2
adrenergic receptor, responsible for relaxation of vas-
cular, uterine, and airway smooth muscle, is less
sensitive to norepinephrine as compared to epinephrine.
The beta-3 receptor is insensitive to the commonly used
beta-adrenergic receptor antagonists and was previously
referred to as the “atypical” beta adrenergic receptor.
A beta-4 receptor has been postulated; however, defini-
tive evidence of its existence is lacking, and it is now
thought to be a “state” of the beta-1 adrenergic receptor.

PHARMACOLOGICAL AND MOLECULAR
CHARACTERISTICS OF BETA
ADRENERGIC RECEPTORS

Isoproterenol (Isuprel) is the prototypic nonsubtype
selective beta agonist that has no activity at alpha-1 and
alpha-2 receptors except at high concentrations. Epi-
nephrine is 10- to 100-fold more potent at the beta-2
receptor as compared to the beta-1 subtype, whereas
norepinephrine is more potent than epinephrine at the
beta-3 subtype. Many beta-2 selective agonists, such as
terbutaline (Brethine) and salmeterol (Serevent), have
been developed for the treatment of asthma. Due to their
subtype selectivity, they have a lower incidence of side
effects mediated by the beta-1 receptor. Propranolol
(Inderal) is the prototypic nonsubtype selective beta
antagonist that has equal affinities at the beta-1 and
beta-2 subtypes. Other nonselective beta adrenergic
antagonists include timolol (Blocadren), pindolol (Vis-
ken, which is actually a weak partial agonist), and
carvedilol (Coreg), which is also an alpha-1 antagonist.
Several beta-1 selective antagonists have been devel-
oped, such as metoprolol (Lopressor) and esmolol
(Brevibloc).

The beta adrenergic receptors are single polypeptide
chains of 408 to 477. In contrast to the alpha-2
receptors, but similar to the alpha-1 receptors, the beta
receptors tend to have longer carboxy terminal tails
(61-97 amino acid residues) and shorter third intra-
cellular loops (54-80 aa). The amino terminal of the
beta receptors have one or two consensus sites for
N-linked glycosylation, and the carboxy terminal tails
of all three subtypes are potentially palmitoylated.
The carboxy terminal tails also have multiple sites of
phosphorylation which are thought to be important in



the desensitization, recycling, and down-regulation of
the receptor.

The beta-1 and beta-2 adrenergic receptor genes do
not contain introns, thus they have no splice variants.
In contrast, the beta-3 receptor has one intron,
resulting in two splice variants. However, no func-
tional differences have been found between the two
splice variants.

Regulation of Adrenergic Receptors

The processes involved in desensitization and down-
regulation have been extensively investigated for the
beta-2 adrenergic receptor. The other adrenergic recep-
tors, as well as many other G protein-coupled receptors,
appear to behave in a similar manner. Initial uncoupling
of the beta-2 receptor from the G protein after agonist
binding is mediated by phosphorylation of specific
residues in the carboxyl tail of the receptor. The
phosphorylated beta-2 receptor serves as a substrate
for the binding of B-arrestin, which not only uncouples
the receptor from the signal transduction process but
also serves as an adapter protein that mediates the
binding of additional signaling proteins and entry into
the internalization pathway. The mechanisms of beta-2
adrenergic receptor down-regulation appear to involve
both an increase in the rate of degradation of the
receptor as well as a decrease in the levels of beta
receptor mRNA (8).

Adrenergic Receptor Signal

Transduction Pathways

The alpha-1 adrenergic receptors activate the Gg1q
family of G proteins leading to the dissociation of the «
and Bvy subunits and the subsequent stimulation of the
enzyme phospholipase C. This enzyme hydrolyzes
phosphatidylinositol 1,2-biphosphate in the membrane
producing inositol trisphosphate (IP3) and diacylgly-
cerol. These molecules act as second messengers
mediating intracellular Ca™* release via the IP; receptor
and activating protein kinase C. Other signaling path-
ways that have also been shown to be activated by
alpha-1 receptors include Ca®™" influx via voltage-
dependent and independent calcium channels, arachi-
donic acid release, and activation of phospholipase A,
phospholipase D activation, and mitogen-activated
protein kinase.

The alpha-2 adrenergic receptors activate the Gy,
family of G proteins and alter (classically inhibit) the
activity of the enzyme adenylyl cyclase, which in turn,
decreases the concentration of the second messenger
cyclic AMP. In addition, the stimulation of alpha-2

ADRENERGIC RECEPTORS 49

receptors can regulate several other effector
systems including the activation of K* channels,
inhibition or activation of Ca*t* channels, and acti-
vation of phospholipase A,, phospholipase C, and
Na*/H" exchange.

The beta adrenergic receptors activate the G
family of G proteins and activate adenylyl cyclase,
thus increasing in cyclic AMP concentrations. Beta
adrenergic receptors interact with many other
signaling proteins, including the phosphoprotein
EBP50 (ezrinradixin-moesin-binding phosphoprotein-
50), the Na™/H" exchanger regulatory factor, and with
CNrasGEE

Adrenergic Receptor
Polymorphisms

Polymorphisms have been identified in some of the
alpha-2 and beta adrenergic receptor subtypes, which
may have important clinical implications. A common
polymorphism has been identified in the third intra-
cellular loop of the alpha-2B receptor, which consists
of a deletion of three glutamate residues (301-303);
the deletion is a risk factor for acute coronary events,
but not hypertension. This deletion results in a loss of
short-term agonist-induced desensitization. A common
polymorphism has been identified in the third intra-
cellular loop of alpha-2C subtype, which consists of
a deletion of four amino acid residues (322-325);
the deletion results in an impaired coupling to
several effectors.

The gene encoding the human beta-1 adrenergic
receptor is quite polymorphic with 18 single nucleotide
polymorphisms (SNPs), 7 of which cause amino acid
substitutions. A total of 13 polymorphisms in the beta-2
adrenergic receptor gene and its transcriptional regula-
tor upstream peptide have been identified. Three closely
linked polymorphisms, two coding region at amino acid
positions 16 and 27 and one in the upstream peptide,
are common in the general Caucasian population. The
glycine-16 receptor exhibits enhanced down-regulation
in vitro after agonist exposure. In contrast, arginine-16
receptors are more resistant to down-regulation. Some
studies have suggested a relationship among these
polymorphisms, airway responsiveness (e.g., asthma)
and the responsiveness to beta adrenergic agonists.

A tryptophan-64 to arginine polymorphism has been
identified in the beta-3 adrenergic receptor. The allele
frequency is approximately 30% in the Japanese
population, higher in Pima Indians, and lower in
Caucasians. Type 2 diabetic patients with this mutation
showed a significantly younger onset-age of diabetes
and an increased tendency to obesity, hyperinsulinemia,
and hypertension.
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SEE ALSO THE FOLLOWING ARTICLES

Adenylyl Cyclases o Diabetes ® Dopamine Receptors o
G Protein-Coupled Receptor Kinases and Arrestins e
Inositol Phosphate Kinases and Phosphatases  Phos-
phatidylinositol Bisphosphate and Trisphosphate e
Phospholipase A, ® Phospholipase C e Phospholipase D

GLOSSARY

agonist Compound that binds to a receptor and activates it, thus
causing a biological response.

antagonist Compound that binds to a receptor but does not activate
it. It can block or inhibit the activation caused by an agonist.

desensitization Decrease in response of a tissue to a neurotransmitter
or agonist drug following repeated administration.

down-regulation Decrease in the number or density of receptor
binding sites following chronic agonist treatment.

partial agonist Agonist that has less than full efficacy in activating its
receptor.

polymorphism Variability in DNA sequence that occurs with an
allele frequency of greater than 1% in the population.
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Affinity chromatography (AC) is a variant of liquid
chromatography in which biospecific and reversible inter-
actions between biologically active or structurally unique
and complementary molecules are used for the selective
extraction, separation, purification, analysis, or tagging of
specific macromolecules or cell components from crude
biological samples. AC was first introduced as a procedure
for purifying enzymes and proteins more than 30 years ago.
AC is based on the principles of molecular recognition,
and today it is one of the most powerful techniques available
for purifying physiologically or structurally interacting
proteins. In addition to the multitude of proteins purified
by AC, the method has also been an indispensable tool for
studying many biological processes, such as the mechanism
of action of enzymes and hormones, protein—protein or
cell-cell interactions, and others encountered in genetic
engineering. The emergence of many related methodologies,
which are based on molecular recognition (or biorecognition),
has impacted virtually all fields of research in the
biological sciences.

The Key Steps in AC

The first step involves the preparation of a matrix
support (resin) material to which a unique “ligand”
(typically a small molecule such as an enzyme inhibitor
or substrate) is attached (coupled) irreversibly. This is
accomplished by chemical activation of the inert resin
followed by the irreversible attachment of the ligand
(Figure 1). Such a derivatized resin is then used for
purification of a biologically active compound by AC
following a three-step process as illustrated in Figure 2.
These steps are (1) adsorption or reversible attachment
of the protein (or macromolecule) to be purified from
the mixture to the resin, (2) thorough washing of this
resin, and (3) then elution or removal of the protein
from the resin. Generally, the used resin can be
thoroughly washed and cleaned (regenerated) and
used again for the same purpose.
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Why and Where AC Works

Biological macromolecules such as enzymes, poly-
nucleotides (like DNA and RNA), antibodies, receptors,
and structural proteins normally interact with chemi-
cally different but highly specific molecules by virtue of
conformationally unique active sites (such as in
enzymes, for substrate binding and catalysis) or binding
recognition sites (as for antigens, hormones, and
oligonucleotides). If one of these partners of the
interacting pair (e.g., enzyme inhibitor) is immobilized
on a polymeric carrier, it can be used to attract and
isolate the complementary partner (e.g., the enzyme) by
simply passing a cell extract containing the latter
through a chromatography column packed with the
immobilized molecule. Molecules without appreciable
affinity for the immobilized ligand will pass unretarded
through the column, whereas those capable of binding to
the ligand will be retained (adsorbed). Since this binding
on the column is based on reversible interactions, the
adsorbed component, which is chemically and physi-
cally free in solution, will upon continued passage of
buffer through the column eventually also come off the
column, depending on the strength of the interaction
(i.e., affinity). The affinity will depend on factors such as
the intrinsic affinity, the effective concentration of
covalently bound ligand, temperature, and the compo-
sition of the buffer (e.g., pH and salt concentrations).
Since the adsorption process is based on the principles
of classical bimolecular interactions, a very important
factor is also the concentration of the interacting
molecule in the solute. The concentration of this
component increases progressively as more sample is
run through the column, thus effectively increasing its
retention on the matrix support during the process of
applying the sample through the column. After
washing the column, the desired biomolecule adsorbed
to the column can be removed (eluted) by varying the
buffer conditions.

The distinguishing feature of AC over all other
techniques used in purifying macromolecules is the
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Inert N Activated N Coupled
resin resin resin
Activation Coupling of

ligand
FIGURE 1 Schematic representation of the process of activation and

immobilization of a specific ligand to a surface (resin) for the
preparation of specific AC resins (solid supports). For the use of this
resin in a purification procedure, see Figure 2.

fundamental dependence on the biological, or func-
tional, rather than on the physicochemical (e.g., size,
charge, shape, and hydrophobicity) properties of the
molecule to be purified. Virtually all interacting systems
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desired protein
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(Irrelevant proteins removed)
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(Regeneration of affinity column) (Isolation of desired protein)

FIGURE 2 AC involves reversible attachment of a protein to a
ligand. (A) The ligand is irreversibly attached to a solid support via a
spacer arm; (B) Selective adsorption of a protein from a mixture of
proteins; (C) The unadsorbed contaminating proteins are washed
away; (D) The desired protein is eluted and recovered from the
affinity matrix.

TABLE I
Some Molecular and Cellular Entities Purified by AC

Antibodies and antigens
Bacteria

Cells

Dehydrogenases

Enzymes and inhibitors
Genetically engineered proteins
Hormone-binding proteins
Lectins and glycoproteins
Receptors (soluble and membrane bound)
Regulatory enzymes

RNA and DNA (genes)
Transaminases

Viruses and phages
Vitamin-binding proteins

consisting of two or more (e.g., when cofactors, metal
ions, are essential for complex formation) components
are suitable targets for affinity purification. Some of the
classes of compounds which have been isolated by AC
are described in Table 1.

The Procedures Used in AC

SoLID CARRIERS OR MATRIX MATERIALS
USED

Historically, nearly all of the applications of AC were
performed under conditions of low pressure, using
beaded particles of a size between 50 and 400 pm.
A large number of macro-particle support materials for
AC are commercially available. By far, the most
popular support has been and continues to be agarose.
Its success can be attributed not just to its inherently
good qualities for AC, but also to its introduction in
the initial discovery and its rapid acceptance and
widespread use by the research community. Indeed, a
literature survey has shown that agarose is used
90% of the time as a solid phase matrix for AC.
A number of other supports have also been used
successfully in applications of AC. Among these are
cross-linked cellulose, trisacryl, Fractogel TSK, and
silica (glass beads).

ACTIVATION OF AND COUPLING
TO CARRIERS

There are many methods that can be used for the
immobilization of ligands to polymeric support
materials (carriers). A few of the more representative
of these will be described briefly here. The most
frequently used method (Figure 3) is the cyanogen bro-
mide activation of agarose that leads to a highly reactive
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FIGURE 3 Immobilization of ligands to different activated resins. (A) Cyanate ester, obtained by activation with cyanogen bromide (CNBr),
leading to isourea derivative; (B) N-hydroxysuccinimide carbonate obtained by activation with N'N-disuccinimidyl carbonate (DSC) giving a
carbonate derivative; (C) Introduction of a spacer arm using w-amino acids as the spacer resulting in a terminal carboxyl group; (D) Activation of
carboxyl groups with dicyclohexylcarbodiimide (DCC) and N-hydroxysuccinimide (NHS) yielding a stable amide derivative.

cyanate ester (the activated resin is commercially
available). Subsequent coupling of ligands to the
activated matrix results in isourea linkages.

Since the earliest days of AC, active esters, in
particular N-hydroxy-succinimide (NHS) esters, have
also been used for immobilizing ligands (Figure 3). The
preparation of active esters for subsequent coupling with
primary amino group containing ligands requires a
matrix that contains carboxylic acid groups. Such
matrices can be prepared by activating the hydroxyl
groups of agarose with various reagents, including
cyanogen bromide and activated carbonates (Figure 3).
Successive reaction occurs readily with ligands contain-
ing w-amino acids of various size, depending on the
length of the “spacer arm” required. The NHS ester
is prepared by mixing the carboxylic matrix with
dicyclohexylcarbodiimide and NHS. The covalent
attachment via the amino groups of ligands proceeds
spontaneously in aqueous solution, resulting in stable
amide bonds.

Another method for activating polysaccharide-based
polymeric supports like agarose, which contain
hydroxyl groups, is the use of N'N’-disuccinimidyl
carbonate (DSC), which forms highly reactive carbonate

derivatives (Figure 3). These derivatives react with
nucleophiles under mild, physiological conditions
(pH 7.4), and the procedure results in a stable carbamate
linkage of the coupled ligand.

ADSORPTION

An important step in AC is the selective extraction
(adsorption) of the desired macromolecule by its unique
binding to the immobilized ligand, thus removing it
from the crude mixture in which it was present. The
macromolecule, whether an enzyme, antibody, receptor,
hormone, or growth factor, is selectively bound to the
immobilized specific ligand, which can be a small
synthetic or natural molecule, protein, peptide, poly-
nucleotide, nucleotide, polysaccharide, carbohydrate,
lipid, or vitamin. Functionally, such ligands may be
substrate analogs or inhibitors, antibodies, antigens,
coenzymes, or cofactors. The adsorption should be
performed under the most favorable conditions for the
interaction, including buffer pH, ionic strength, and
special ions, as well as temperature. Molecules not
possessing appreciable affinity for the immobilized
counterpart will pass unretarded through the column.
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ELuTtioN

After thoroughly washing the column (usually with
adsorption buffer) the desired biomolecule can be
eluted by using a buffer containing high concentrations
of the same ligand (or a related one, such as a
substrate instead of an inhibitor) that was used in the
immobilized state. It may be necessary to stop the flow
of the column for a period of time, and/or to adjust the
temperature, to facilitate the ligand exchange and thus
dissociation. Alternatively, the buffer composition can
be changed such that the complex will no longer be
stable. The buffer conditions usually changed are pH,
ionic strength, metal chelators, and organic solvents.
The conditions used must not result in irreversible
denaturation and inactivation of the eluted macromol-
ecule. If the macromolecule can totally recover its
structure and function after total unfolding, effective
and complete elution can be achieved with 6 M urea or
guanidine (followed by dialysis of the eluate).

Techniques that Stem from AC

The broad scope of the basic concepts of AC has led
to a wide variety of related applications. This has
generated various subspecialty adaptations, many of
which are now recognized by their own nomenclature,
and some of which are covered by their own chapters
in this volume. Here, we list some of these (Table II),
and briefly discuss a few of the more exciting and
recent examples.

TABLE II
Various Techniques Derived from Affinity Chromatography

Affinity capillary electrophoresis
Affinity electrophoresis

Affinity partitioning

Affinity precipitation

Affinity repulsion chromatography
Affinity tag chromatography
Avidin-biotin immobilized system
Covalent affinity chromatography
Dye-ligand affinity chromatography
High performance affinity chromatography
Hydrophobic chromatography
Immunoaffinity chromatography
Lectin affinity chromatography
Library-derived affinity ligands
Membrane-based affinity chromatography
Metal-chelate affinity chromatography
Molecular imprinting affinity

Perfusion affinity

Receptor affinity chromatography
Tandem affinity purification (TAP)
Thiophilic chromatography

Weak affinity chromatography

IMMUNOAFFINITY CHROMATOGRAPHY
(IAC)

Among the most popular of these affinity-derived
technologies is IAC on antibody columns to purify
antigens. The growth of TAC has been ignited by the
advancements over the past decade or two in the fields of
molecular biology and biotechnology. Great need has
existed for purifying pharmacologically active proteins
for which ligands of small molecular weight are not
available. Also, antibodies can now be produced against
virtually any compound. Immobilized antibodies have
also been used to remove toxic components from blood
by hemoperfusion through affinity resins, and for a
variety of applications of solid phase radio- or fluoro-
immunoassay. In the biotechnology industry, IAC is
providing methods for the large scale preparation of
monoclonal antibodies.

AC AND DNA RECOMBINANT
TECHNIQUES

Recent advances in molecular biology permit determi-
nation of the amino acid sequences of proteins by genetic
approaches. Thus, large scale isolation of the protein
from its native source is often unnecessary, except of
course to determine posttranscriptional modifications.
Since today most proteins are produced by recombinant
technology and genetic engineering, the means for their
purification is usually pre-engineered by introducing
a biologically active tagging element into the gene
itself. Such elements include various temporary “affinity
tags” or “affinity tails” such as the His-Tag, which can
be purified by metal-chelate AC. FLA-TM-peptide,
which consists of eight amino acids, includes both
an antigenic site and an enterokinase cleavage site.
This affinity tag is used to purify a fusion protein on
an immunoaffinity column, and the native protein is
recovered by enterokinase cleavage. Fusion proteins can
also be produced containing other large proteins such as
glutathione transferase, protein A, maltose-binding
proteins, cellulose-binding domains, and biotinylated
sequences, all of which can serve as targets for purifying
the fused proteins on specific ligand affinity columns.
IAC represents a valuable complement, especially
when specific ligands that are suitable for immobiliz-
ation and AC are not available. Today, because of the
routine use of recombinant technologies and IAC, pure
proteins are so readily obtained that often their function
or ligand specificity are the major unknown factors.
We have seen a shift in the challenge toward the
“discovery of the ligand,” whether the ligand is the
naturally occurring species (e.g., what is the substrate,
the hormone, or vitamin for this protein), or synthetic.
This search can sometimes be achieved using either a
phage display library or a combinatorial library to



screen for molecules that may display specific binding.
Such a molecule, if found, can then also be used as an
affinity ligand for AC. Discovery of ligands can provide
insight into the unknown function of genetically coded
proteins and serve as useful tools for the purification of
proteins or for the discovery of novel medicinal drugs.

AC AND PROTEOMICS: TANDEM
AFFINITY PURIFICATION (TAP)

In proteomics, the study of protein—protein inter-
actions, especially those occurring in multiprotein
cellular complexes, is one of the major challenges.
When mass spectrometry (MS) is used, fast and reliable
methods of protein purification are necessary. The
method perhaps most suitable is affinity purification
based on the fusion with tags to the target protein
(Tandem Affinity Purification, TAP). The TAP pro-
cedures use two different tags for more effective
purification on two different affinity columns. These
procedures have advantages over other approaches
since all of the directly and indirectly interacting
components of a protein complex of the expressed
protein can be identified and purified in a single
experiment. It is claimed that the TAP biphase method
will be useful to characterize large, multiprotein
complexes, as shown recently in studies of the
functional organization of the yeast proteome. In fact,
the TAP approach may represent the first real in vivo
use of affinity purification. This system, however, is not
totally without potential problems and it is important
to also monitor expression levels to avoid artifacts.
Other precautions include the use of immunochemistry
to ensure proper cellular localization of the proteins.
Another major application of TAP proteins is that they
may be used in searching for interacting proteins in
discrete cellular domains.

AC and Biochips

Molecular biosensors based on the affinity concepts
described here have evolved over the years in remarkable
ways. Recently, a number of technologies have appeared
that marry AC between solid phase technologies and
sensitive analytic procedures. These include protein and
antibody microarrays, mass spectrometric immuno-
assays, surface-enhanced laser desorption—ionization
spectrometry, and surface plasma resonance (SPR). In
SPR, a protein, antibody, DNA, or other large macro-
molecule is attached to a derivatized surface (i.e., glass
or metal), creating a biochip. A complex mixture of
macromolecules can then be passed over the chip surface
and the retained molecules can be detected using various
techniques. In some cases, detection is simply a matter of
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positional location on an ordered array using fluorescent
markers; in other cases, the retentates on the chip are
desorbed and ionized by lasers. Ionized components,
then, are analyzed using time-of-flight or other mass
spectrometry techniques. Still in others, mass changes
consequent to macromolecular interactions are detected
directly using changes in the surface refractive index
(by SPR).

The SPR biosensor approach also provides some
other unique characteristics. These include (1) access to
on- and off-rate analyses of molecular interactions and
(2) analyses, in real time, of the interaction dynamics. In
addition, SPR has been combined with matrix assisted
time-of-flight mass spectrometry to yield a two-dimen-
sional quantitative and qualitative analysis technique.
Together, these methods provide a means to detect subtle
variations in hundreds of thousands of macromolecules,
including single nucleotide polymorphisms in DNA and
amino acid changes, or posttranslational modifications
of peptides and proteins.

SEE ALSO THE FOLLOWING ARTICLES

Affinity Tags for Protein Purification e Oligosaccharide
Analysis by Mass Spectrometry ¢ Recombination-
Dependent DNA Replication

GLOSSARY

affinity tags Molecules, like vitamins, peptides, amino acids, proteins,
fluorophores or inhibitors, which are incorporated structurally into
a protein (often by genetic approaches) to subsequently use with
affinity resins to purify (as in AC), or otherwise detect the presence
of, or to quantitate, the macromolecule that is thus tagged.

chromatography A technique used to separate mixtures of substances
on the basis of differences in the ability to adsorb or attach to two
different media, one being mobile, which is a moving fluid, and the
other being stationary, which is a porous solid or gel, or a liquid
coated on a solid support. Substances are carried along by the
mobile phase at different rates, depending on their solubility (in a
liquid mobile phase) or vapor pressure (in a gas mobile phase) and
their avidity for the solid support. Examples are adsorption,
column, gas, gas—liquid, gas—solid, gel filtration, high performance
liquid, ion exchange, molecular exclusion, partition, thin layer, and
affinity (AC).

ligands Molecules that bind with specificity and affinity to active sites
or special binding sites of macromolecules, as substrates to an
enzyme or a hormones to a receptor.

resin  The solid (stationary) or adsorbent in the chromatographic
procedure to which molecules are attached covalently for use in
AC. Referred to synonymously as solid support, matrix, polymeric
support (insoluble), or carrier.

spacer arms or extension arms Linear molecules, like amino acids,
diamines or polyethylene glycol (PEG), that are attached
irreversibly to the resin and to which specific ligands are then
attached covalently for the purpose of allowing macromolecules
to interact with the ligand with less potential steric hindrance by
the resin.
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Afhinity Tags for Protein Purification
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Selective immobilization of proteins greatly facilitates their
purification, as well as their biochemical and biophysical
characterization. When genetically fused to a target protein, a
protein affinity tag provides a powerful tool to selectively
capture and immobilize that target, in some cases providing
single-step purification. Affinity tags consist of proteins or
peptides with distinct amino acid sequences that are capable
of a reversible, high affinity binding interaction with a specific
partner molecule. The binding partner is linked to a large
macroscopic particle or surface that renders it immobile, and
thus it is readily amenable to manipulation. The highly specific
interaction between the affinity tag and its cognate partner
serves as the basis for selective capture of the target protein.

Applications of Affinity Tags

Affinity tags have proven to be tremendously effective
tools for a wide variety of applications, and they are now
incorporated as a standard feature to reduce the number
of steps in purification protocols developed for recom-
binant proteins. In addition, affinity tags have become
indispensable in the immobilization of proteins for
display on a surface, where the tag ensures that the
fusion protein of interest is oriented with its functional
regions exposed to docking with other macromolecules.
Affinity tags are also used to detect and quantitate target
proteins and to analyze protein—protein or protein—
ligand interactions. Related technologies are developing
rapidly, including bioreactors for multistep enzymatic
reactions and bioadsorbants for extraction or degra-
dation of toxic contaminants.

Construction of a Fusion Protein

An affinity-tagged fusion protein typically consists of a
single polypeptide chain with one or more affinity tags
coupled to the C- or N-terminus of the target protein or
inserted into a loop region. The coupling is via a peptide
linker, usually up to 15 amino acids in length. If desired,
the linker can contain a specific protease site for affinity
tag removal. The use of multiple tags is increasingly
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common and endows the target protein with two or
more unique molecular handles.

SELECTION CRITERIA FOR
AN AFFINITY TAG

Construction of a fusion protein begins with the
selection of an affinity tag that is appropriate for the
protein of interest (see below). The selection criteria
include the size of the affinity tag, the organism that will
be used to express the fusion protein, conditions for the
immobilization or purification of the fusion protein, and
the influence of the affinity tag on the structural and
functional characterization of the target protein.

AFFINITY-FUSION GENE CONSTRUCTS

To incorporate the selected affinity tag, a suitable
expression plasmid vector is chosen and recombinant
DNA techniques are used to insert the target gene next
to the affinity tag gene. Numerous vectors are commer-
cially available that code for a selected affinity tag and a
linker peptide, the latter often containing an imbedded
protease recognition sequence. Additionally, an induci-
ble promoter is present to enhance and regulate fusion
protein expression, and a multiple cloning site region is
included to facilitate insertion of the target gene with the
fusion site at the C- or N-terminus as desired. In some
cases, the coding region for a signal peptide is included
to promote the secretion of the fusion protein into a
specific cellular compartment or into the extracellular
medium. Newly developed vectors fuse two different
tags to each terminus of a target protein, thereby
allowing two-step isolation schemes with enhanced
purity and ensuring that only fully intact forms of the
fusion protein are isolated.

LINKER PEPTIDE COMPOSITION

The composition of the linker peptide can have a
substantial impact on the function and utility of the
fusion protein; therefore, a number of factors are
considered during linker design. Typically, the linker is
at least 5-10 residues long to allow free tumbling of
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the fusion and target proteins relative to one another,
thereby preventing unwanted steric hindrance to binding
events. For linkers containing a proteolytic cleavage site
(typically for enterokinase, factor Xa, thrombin, or
tobacco etch virus (TEV)), inclusion of 5-10 flanking
amino acids at both ends of the site ensures adequate
accessibility to protease. Finally, the linker amino acid
composition must be selected to minimize susceptibility
to host organism proteases.

Overview of Fusion Protein

Production and Immobilization

Purification of a recombinant fusion protein begins with
the introduction of the expression plasmid into the host
cell, followed by cell growth and induction of the fusion
promoter. The host cells are lysed and the resulting
lysate, containing the affinity-tagged protein, is incu-
bated with a solid phase support to which the binding
partner is coupled. Following binding of the tag to its
immobilized partner, the support is washed to remove
unbound components, yielding specific isolation of the
tagged protein. If desired, the tagged protein can be
released by either disrupting its interaction with the
binding partner or by proteolysis of the linker region.
Isolation and immobilization procedures often need to
be optimized for each new affinity-tagged protein and
expression host.

Features and Types of Affinity
Tag Systems

The large number of affinity tags currently available
offers a diverse spectrum of biochemical properties that
can be exploited for protein immobilization in a variety
of contexts. Affinity tags range in size from short
peptides less than 1kDa to proteins as large as
120 kDa, and they can be classified into general
categories based on their binding partner interaction
such as protein—ligand, polyamino acid—matrix, anti-
gen—antibody, and protein—protein. New types of tags
based on novel binding partner interactions continue to
emerge at a rapid pace.

When choosing an affinity tag for a specific appli-
cation, several features are considered. A subset of
affinity tags possess the useful property of binding to
their partner even under denaturing conditions. The
ability to immobilize a tagged protein under denaturing
conditions is a great advantage when the fusion protein
is expressed in an insoluble or non-native form. Other
tags utilize a binding partner interaction that is easily
disrupted under mild conditions, thereby facilitating the
recovery of target protein with full biological activity.

Affinity tag size can also impact target protein function
and structural integrity. Small tags generally have less
impact on protein structure and function and often need
not be removed, while large tags can be perturbing
and thus are typically removed prior to structural and
functional studies. On the other hand, certain large tags
can significantly enhance the solubility of a fusion
protein expressed at high levels; therefore, they are
appropriate choices for the isolation of poorly soluble
target proteins. Finally, when a target protein is toxic
to the expression host, affinity tags that promote the
aggregation of fusion protein into insoluble aggregates
known as inclusion bodies are used. Key features of
representative affinity tags are discussed below, and
Table I presents a more comprehensive list.

PROTEIN-LIGAND INTERACTION
AFFINITY TAGS

Enzymes and small molecule-binding proteins are
designed to bind their ligands with high specificity,
thus many highly effective affinity tag systems are based
on ligand-binding interactions. One of these is the
widely utilized glutathione S-transferase (GST) tag
(26 kDa) that binds with high specificity and low affinity
(Kp ~ 180 uM) to its substrate glutathione. Although
the affinity of the GST tag for its ligand is low,
commercially available immobilized glutathione
matrices provide high local ligand concentrations that
ensure adequate retention of the fusion protein. GST-
tagged proteins are typically isolated from crude cell
lysates by their interaction with immobilized glutathione
on beads then eluted by competitive displacement with
free, reduced glutathione. The low ligand affinity
enables elution under mild, nondenaturing conditions.
The GST tag often increases fusion protein solubility
and stability, and it is ideally suited for overexpression
of recombinant proteins in their native state. Often, the
GST tag is proteolytically removed at the end of the
purification due to its large size and tendency to form
dimers. In other applications, the GST tag is retained
and used to couple the target protein to a bead or surface
for biochemical or biophysical studies.

Another family of affinity tags that relies on protein—
ligand interactions are the cellulose-binding domains
(CelBD). CelBDs are small, highly stable protein
modules consisting of between 33 and 180 amino
acids (3-20kDa) that bind to different forms of
cellulose or chitin with a broad range of affinities
(Kp ~ 0.01 to 400 uM). CelBD fusions can be con-
structed with affinity tags inserted internally or linked to
either the C- or N-terminus of the protein of interest.
Over 180 different CelBDs have been identified, provid-
ing a spectrum of polysaccharide specificities, binding
affinities, and targeting properties. Certain CelBDs bind



cellulose essentially irreversibly, making them ideal for
protein immobilization, while other CelBDs exhibit
easily reversible binding. Denaturing conditions or
proteolysis are often needed to elute irreversible CelBDs,
while reversible CelBDs can be eluted under mild
conditions such as the use of a competitive ligand
(cellbiose or ethylene glycol) or desorption with water.
Finally, CelBDs can be selected that target the fusion
protein for secretion or inclusion body formation.

The 51 amino acid chitin-binding domain (ChiBD) is
derived from Bacillus circulans chitinase and exhibits
high affinity, essentially irreversible binding to its ligand
chitin, a natural carbohydrate polymer. ChiBD fusion
proteins are immobilized under physiological conditions
by adsorption to chitin coupled to a solid phase material.
ChiBD fusion proteins often have an intein element
incorporated into the linker region in place of a
proteolytic recognition sequence. When remobilization
of the fusion protein is desired, the intein element is
activated and undergoes self-cleavage, resulting in the
release of the target protein, while the intein-ChiBD
region is retained on the solid phase. Similar inteins will
probably soon be incorporated into the linkers of other
affinity tags. Several other protein—ligand affinity tag
systems are currently in use, each having unique
advantages. For example, the 40 kDa maltose binding
protein (MalBP) is a large tag that often increases fusion
protein solubility. MalBP binds to cross-linked amylose
with moderate affinity (Kp ~ micromolar range), per-
mitting MalBP tagged fusion proteins to be immobilized
in a reversible fashion. The full length MalBP tag directs
a fusion protein to the oxidizing E. coli periplasm, where
MalBP is a native protein and where the fusion protein
may benefit from disulfide bond formation. Alterna-
tively, removal of the MalBP leader peptide yields
retention of the fusion protein in the cytosol, where
the greater volume can allow higher expression levels.

PoLYAMINO ACID-MATRIX
INTERACTION AFFINITY TAGS

Immobilized-metal affinity chromatography (IMAC) is a
common technique used to purify recombinant proteins
fused to a short peptide affinity tag. IMAC, which can be
carried out under denaturing or nondenaturing con-
ditions, relies on the interaction between multiple
electron donors on the affinity tag with a transition
metal ion (Co>™, Ni*T, Cu*", Zn*") chelated to a solid
phase support. The affinity tag is typically polyhistidine,
ranging 6 to 12 residues in length fused to the N- or
C-terminus of the target, where “6-His” is most common
and the electron donor is the histidine imidazole ring.
Recently, an affinity tag based on a natural peptide
derived from the N-terminus of chicken lactate dehy-
drogenase has also been utilized. This HAT-tag contains
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6 histidine residues interspersed within a 19-residue
polypeptide (KDHLI HNVHK EEHAH AHNK) that
binds to specifically Co*"-carboxymethylaspartate and
has a lower net charge than polyhistidine tags. The most
widely employed metal chelator is iminodiacetic (IDA),
while nitrilotriacetic acid (NTA) and carboxymethylated
aspartic acid (trade name TALON) are also popular. The
chelator is generally covalently coupled to polymer
beads, or ferromagnetic beads for magnetic isolation.
Adsorption of IMAC tagged proteins is normally
performed at neutral to slightly basic pH to ensure
that the histidine imidazole groups are not protonated.
Mild elution conditions include ligand exchange with
imidazole, extraction of the metal ion by a strong
chelator like EDTA, or proteolytic elution. Low pH
will also elute, but it can sometimes denature the target
protein. IMAC is not recommended for target proteins
possessing a metal center, since the metal can be stripped
by the binding partner chelators.

The Arg-tag is another example of a small polyamino
acid affinity tag, in this case designed to raise the
isoelectric point of the fusion protein to enhance its
binding to a cation exchange matrix. Mild elution
conditions are generally a NaCl gradient at alkaline pH.
This tag also binds to flat mica sheets, which may enable
a variety of new applications.

ANTIBODY—-EPITOPE INTERACTION
AFFINITY TAGS

Recombinant DNA technology has been employed to
create peptide epitopes that bind well-characterized
antibodies. This process is known as epitope tagging
and is complementary to a more traditional approach
where a novel antibody is generated for an existing
epitope. Both approaches have been exploited to
develop affinity tag systems based on the binding
interaction between a peptide epitope and its specific
antibody partner. In some cases, several antibodies with
different properties are available for a given epitope.
Proteins fused to peptide epitope affinity tags can be
captured by immunoaffinity interactions via immobi-
lized monoclonal antibodies. Typical epitope tags range
from 6 to 30 residues in length, are highly charged, and
have little effect on protein structure—function. They can
be fused at either the C- or N-terminus, or even inserted
within the protein of interest. Epitope tag expression
vectors are commercially available for mammalian,
insect, yeast, and bacterial host cells and provide a
variety of tags including c-myc, FLAG, HA, T7, VS5,
VSV-G, recA, Protein C, Protein A, and Protein Z. Some
of these are optimized for immobilization while others
are primarily used for protein detection. The importance
of epitope tags is illustrated by their many applications
including analysis of in vivo protein expression,



TABLE I

Commonly Used Affinity Tags and Their Features

Nondenaturing
Affinity tag
Number of Size elution
residues of tag Location Immobile phase Immobilization conditions
Category of tag Name of tag in tag (kDa) of tag binding partner conditions (eluent) Expression host?
Protein-ligand Glutathione 211 26 N-Term, Glutathione Yes Yes (10 mM Reduced B,Y, LM
interactions S-transferase C-Term Glutathione)
Cellulose-binding 27-189 3-20 N-Term, Cellulose and Yes Yes (water) or No B,Y, LM
domains C-Term, other cellulosics (Guanidinium
Internal HCL)
Maltose-binding 396 40 N-Term, Cross-linked Yes Yes (10 mM B
protein C-Term amylose Maltose)
Chitin-binding 51 5.6 N-Term, Chitin Yes No B
domain C-Term
Polyamino Polyhistidine 6-12 0.8-1.7 N-Term, Metal chelate Yes or No Yes (Imidazole) or No B,Y,L M, P
acid—matrix C-Term, (Denaturants) (Low pH)
interactions Internal
Polyarginine 5-15 0.8-2.4 C-Term Cation- Yes Yes (NaCl gradient B, P
exchange at alkaline pH)
resin
Antibody— Hemagglutinin 9 1.1 N-Term, IgG Yes No (Low pH) Y, M
epitope (HA) C-Term
interactions
T7 11 1.1 N-Term IgG Yes No (Low pH) B,Y,M,P1
Synthetic protein A 58 7 N-Term IgG Yes No (Low pH) B,Y,, M, P

(Z domain)



FLAG

c-myc

Protein—protein Biotin
interactions
Calmodulin-
binding
peptide
Strep-tag 11

Streptavidin-
binding peptide
Thioredoxin

His-patch
thioredoxin
S-tag

11

~20-100

26

38

109

109

15

1.0

1.2

~2-11

1.1

1.8

N-Term,
C-Term

N-Term,
C-Term

N-Term,
C-Term

N-Term,
C-Term

N-Term,
C-Term,
Internal

C-Term

N-Term,
C-Term

N-Term,
C-Term

N-Term,
C-Term

mAb M1 and
mAb M2

IgG

Modified avidin

or streptavidin

Calmodulin

Strep-tactin

Streptavidin
Phenylarsine
oxide-agarose

Metal chelate

S-protein

Yes

Yes

Yes

Yes (4 Ca*")

Yes

Yes
Yes
Yes or no

Yes

Yes (EDTA)

Yes (free c-myc
epitope)

Yes (20 mM Biotin)

Yes (+EGTA)

Yes (desthiobiotin)

Yes (biotin)
Yes (B-mercaptoethanol)

Yes (Imidazole)
or No (Low pH)
Yes (2 M Sodium
Thiocyanate)

B,Y,I, M, P

B,Y,I, M, P

B, L M

B

B,Y,I, M, P

9B = bacteria; Y = yeast; I = insect; M = mammalian; P = plant.
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subcellular localization of gene products, determination
of protein topology, cellular trafficking studies, and
the investigation of protein—protein interactions.
They are also important in protein purification and
immobilization.

Antibody-binding partners are covalently coupled to
agarose chromatography resins or magnetic glass beads.
Immobilized antibodies tend to be less stable than many
other affinity-binding partners due to their need for
native structure. Elution under mild native conditions
can be achieved by competitive displacement with free
epitope, by proteolysis, or by exposure of the Ca®"
dependent FLAG-tag to EDTA.

PROTEIN—PROTEIN INTERACTION
AFFINITY TAGS

Several high-affinity and high-specificity protein—protein
interactions identified in biological systems have been
adapted for use as affinity tags. In vivo biotinylation
enzymatically couples biotin, a small molecule vitamin,
to a protein acceptor domain. The resulting modified
protein provides an interesting example of a natural
affinity tag. A number of well-characterized protein
sequences are enzymatically biotinylated in vivo. These
natural peptides of approximately 100 residues have
been used as fusion tags that direct iz vivo biotinylation
of a fusion protein in a site-specific manner. Addition-
ally, shorter synthetic peptides (approximately 20
residues) known as biotin acceptor peptides (BAPs)
have been developed for use as biotin affinity tags.

The high-affinity, specific interaction between biotin
and either avidin or streptavidin (Kp ~ 10~ M) serves
as the basis for immobilization. Biotin-tagged fusion
proteins are typically captured by binding to monomeric
avidin or streptavidin coupled to a chromatography
matrix or other surface. Elution with free biotin requires
harsh conditions that can be detrimental to the target
protein, but proteolytic elution can be carried out under
mild conditions. Alternatively, the biotin-tag fusion can
be immobilized to modified forms of avidin or strepta-
vidin that exhibit lower biotin affinity. Elution can then
be conducted under nondenaturing conditions by com-
petitive displacement with free biotin or alkaline pH.

Other examples of protein—protein affinity tags
include the Strep-tag, the calmodulin-binding peptide
(CalBP), and the S-tag. The Strep-tag is a nine amino acid
peptide that was developed as an artificial ligand for
streptavidin. Further refinements to these molecules
yielded the eight amino acid peptide Strep-tag I and a
mutant form of streptavidin called Strep-Tactin capable
of moderate-affinity binding (Kp ~ 1 uM). Strep-tag
fusion proteins are bound to streptavidin under physio-
logical conditions and are efficiently displaced by free
biotin or a biotin derivative. The mild conditions

used for binding and elution enable Strep-fusions to be
utilized in their native state. This small, stable, and non-
perturbing tag is ideal for many applications in which a
small tag is required, and for applications where detec-
tion of the fusion protein on a Western blot or by ELISA
is desired. Moreover, since the Strep-tag is not itself a
metalloprotein and its elution does not require metal
chelators, itis well suited for metalloprotein applications.

The 26 amino acid calmodulin-binding peptide
(CalBP) was derived from the C-terminus of skeletal
muscle light-chain kinase. The CalBP binds to calmodu-
lin with high affinity (Kp ~ 1 nM) in the presence of low
CaCl, concentrations (=0.2 mM). The binding partner,
calmodulin, is commercially available linked to chroma-
tography resins that are used to immobilize CalBP
fusions. CalBP fusion proteins are eluted under mild
conditions by a Ca®" chelating agent such as EGTA.
CalBP fusions are primarily expressed in E. coli that
lacks calmodulin family members and thus possesses no
sequences evolved to bind to calmodulin. Eukaryotic cells
are not recommended for expression of CalBP-tagged
proteins due to their large number of endogenous
proteins (approximately 30) that bind to calmodulin.

The S-tag protein fusion system consists of the
S-peptide and its binding partner the S-protein, both
derived from RNAase A. The S-tag binds to the
S-protein with moderate affinity (Kp ~ 100 nM), result-
ing in a strong interaction that is influenced by pH,
temperature, and ionic strength. A unique feature of the
S-tag system is that ribonucleolytic activity is restored
when the S-peptide is bound to the 103 amino acid
S-protein. This enzymatic activity is exploited to
measure the molar concentration of the S-tag fusion
protein down to 20 fM in a highly sensitive and rapid
assay. S-protein-based reagents have been developed to
probe SDS-PAGE blots for S-tag fusions employing
colorimetric or chemiluminescent detection of the target
protein down to nanogram quantities.

SEE ALSO THE FOLLOWING ARTICLES

Affinity Chromatography e Two-Hybrid Protein-—
Protein Interactions

GLOSSARY

epitope tag Short polypeptide fused to a protein of interest so that it
will be recognized as a high-affinity binding target by a specific,
well-characterized antibody.

fusion protein Polypeptide made from a recombinant gene consisting
of two or more gene fragments fused together.

immobilized metal-affinity chromatography (IMAC) A type of
affinity chromatography based on the specific interaction between
a metal chelate stationary phase and a metal-binding peptide fused
to a protein of interest.



FURTHER READING

Bornhorst, J., and Falke, J. (2000). Purification of proteins using
polyhistidine affinity tags. Methods Enzymol. 326, 245-254.

Jarvic, J., and Telmer, C. (1998). Epitope tagging. Annu. Rev. Genet.
32, 601-618.

Nilsson, J., Stdhl, S., Lundeberg, J., Uhlén, M., and Per—lo\ke, N.
(1997). Affinity fusion strategies for detection, purification, and
immobilization of recombinant proteins. Protein Expr. Purif. 11,
1-16.

Sheibani, N. (1999). Prokaryotic gene fusion expression systems and
their use in structural and functional studies of proteins. Prep.
Biochem. Biotechnol. 29, 77-90.

Terpe, K. (2003). Overview of tag protein fusions: From molecular and
biochemical fundamentals to commercial systems. Appl. Micro-
biol. Biotechnol. 60, 523-533.

AFFINITY TAGS FOR PROTEIN PURIFICATION 63

BIOGRAPHY

Joseph J. Falke is Professor of Chemistry and Biochemistry, and Chair
of the Molecular Biophysics Program, at the University of Colorado,
Boulder. His research interests are in the area of signal transduction, in
particular the mechanisms of cellular chemotaxis pathways in bacterial
and eukaryotic systems. He holds a Ph.D. in chemistry from the
California Institute of Technology and carried out his postdoctoral
research at the University of California, Berkeley. His laboratory has
made fundamental discoveries regarding the molecular mechanisms of
receptors and signaling proteins involved in chemical sensing.

John A. Corbin is a Postdoctoral Fellow in the Falke Laboratory at the
University of Colorado, Boulder. He holds a Ph.D. in biology from
the University of California, Santa Cruz. His research interests are in
the general areas of protein structure, function, and mechanism.



A-Kinase Anchoring Proteins
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The precise transmission of information from a plasma
membrane receptor to the downstream target inside the cell
is essential for the control of dynamic cellular functions. It has
been proposed that the coordination of signaling pathways
inside cells is achieved, in part, by the localization of signaling
enzymes such as kinases and phosphatases near their intended
protein substrates. The organization of these enzymes into
signaling scaffolds facilitates the phosphorylation state of
specific proteins at appropriate time and place.

Protein Phosphorylation

Protein phosphorylation is a predominant form of
covalent modification of proteins inside cells. This
bidirectional process, catalysed by protein kinases and
reversed by phosphoprotein phosphatases, provides a
flexible means of influencing the proteins that control
cellular metabolism, transcription, division, and move-
ment. The utility of this regulatory mechanism is
underscored by evidence that ~30% of intracellular
proteins are phosphoproteins.

PROTEIN KINASE A

One well-studied “protein phosphorylation pathway” is
regulated by the second messenger cAMP. When
extracellular messengers bind to heptahelical receptors
on the surface of the cell and recruit heterotrimeric
G proteins to activate adenylyl cyclases on the inner face
of the plasma membrane cAMP synthesis is triggered.
This newly synthesized “second messenger” then dif-
fuses to its sites of action. Although cAMP can modulate
a few classes of signaling molecules, the predominant
intracellular receptors are cAMP dependent protein
kinases (PKA). The PKA holoenzyme is composed of
two catalytic (C) subunits that are held in an inactive
state by association with a regulatory (R) subunit dimer.
The C subunits are expressed from three genes; Ca, CB,
and Cvy, whereas the R subunits are transcribed from
four genes; Rla, RIB, Rlla, and RIIB. The type I PKA
(composed of RI dimers) is predominantly cytoplasmic
and is most highly expressed in the immune system,
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whereas type Il PKA (composed of RII dimers) associates
with cellular structures and organelles and is abundant
in the heart and brain.

PHOSPHORYLATION SPECIFICITY

One unresolved issue in cAMP signaling is the question
of how this commonly used pathway is able to
selectively regulate so many different cellular processes.
For that reason, the mechanism by which PKA
discriminates among its substrates is a topic of
considerable interest. One hypothesis proposes that
specific pools of the kinase are compartmentalized
within the cell and are activated in close proximity to
particular substrates. This can only occur if there is a
means to both (1) selectively control the level of
subcellular pools of cAMP and (2) maintain PKA in
these environments. It has been proposed that a balance
between adenylyl cyclase and phosphodiesterase activi-
ties leads to the establishment of intracellular gradients
of cAMP. An equally important component of this
model requires “scaffolding” proteins called “A-kinase
anchoring proteins” that keep the kinase in close
proximity to its substrates. This article will discuss the
compartmentalization of the protein kinase A and other
enzymes through their association with A-kinase
anchoring proteins (AKAPs).

The PKA Anchoring Hypothesis

The first AKAPs that were identified remained tightly
associated with the type IT R subunits during purification
from tissues and were therefore designated “RII-binding
proteins”. Over 30 AKAPs have now been identified and
are recognized as a family of diverse proteins that are
classified on the basis of their interaction with the PKA
inside cells. It has also become apparent that most
AKAPs share some other common properties (Figure 1).
These include a common R subunit binding sequence
(Figure 1A), localization regions that target the PKA/
AKAP complex to precise intracellular environments
(Figure 1B) and binding sites for other enzymes to form

64
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FIGURE 1 Properties of A-kinase anchoring proteins. (A) A common identifying characteristic of AKAPs is a protein—protein interaction site that
binds to protein kinase A. The amphipathic helix of the AKAP (green) tightly associates with the regulatory subunit amino terminal dimer of PKA
(purple). (B) The localization region of the AKAP (yellow) is responsible for the precise subcellular targeting of the scaffold. Here we show the
subcellular staining pattern for eight different AKAPs (in green, or yellow and white when colocalized with other stained proteins) found at distinct
locations within the cell. (C) Multiple signaling enzymes associate with an AKAP via protein—protein interactions, nucleating a unique signaling

complex for efficient signal transmission.

signaling complexes (Figure 1C). Each property is
discussed here.

Protein Kinase A Binding

RII SUBUNIT BINDING SEQUENCES

Most AKAPs contain a short sequence that forms a
binding site for the R subunit dimmer and was first
recognized in the human thyroid anchoring protein,
AKAP-Lbc. The region likely forms an amphipathic
helix that slots into a binding pocket formed by the
amino terminal regions of RII. This view is supported by
evidence that a 24-amino acid peptide encompassing this
region, called Ht31, binds RII with low nanomolar
affinity. Cellular delivery of this peptide antagonizes
PKA anchoring and has become a standard means to
delineate a role for AKAPs in the coordination of cAMP-
responsive events. Recently, a new and improved
anchoring inhibitor peptide has been developed from a
comprehensive analysis of 10 AKAP sequences. This
17-amino acid peptide, called “AKAP-is”, selectively
binds RII with subnanomolar affinity, efficiently disrupts
PKA anchoring inside cells, and functions to block cAMP
signaling to glutamate receptor ion channels in cells.

RI SuBUNIT BINDING

Although most AKAPs associate with the type I PKA, it
is now clear that some anchoring proteins also target the
type I kinase. Yeast two-hybrid screening and affinity

purification techniques have identified anchoring pro-
teins that can interact with either RI or RII (designated
dual function AKAPs) and, in a few instances,
RI selective AKAPs have been reported. Apparently, RI
anchoring also proceeds through an amphipathic helix
although other determinants may contribute to the
compartmentalization of the type I PKA holoenzyme.
Recently, a single nucleotide polymorphism (SNP)
that causes a valine to isoleucine mutation in the
anchoring helix of D-AKAP-2 has been shown to
increase RI-binding affinity threefold. Although the
functional ramifications of this valine to isoleucine
change are unclear it is more prevalent in the aging
population. Detailed structural analyses will be neces-
sary to define the differences between type I and type II
PKA anchoring.

Anchoring Protein
Targeting Regions

While protein—protein interactions are responsible for
the precise orientation of the kinase toward its
substrates, it appears that protein-lipid interactions
target the AKAP-PKA complex to the correct intra-
cellular membranes and organelles. In the brain for
example, repeat sequences that bind negatively charged
phospholipids tether an AKAP called AKAP79/150 to
the inner surface of synaptic membranes. In addition,
protein—protein interactions with SAP97, an adapter
protein that binds to the cytoplasmic tail of the AMPA
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receptor ion channel, places the AKAP79/150-PKA
complex in the vicinity of substrates. This elaborate
molecular bridging facilitates the PKA phosphorylation
of serine 845 in the cytoplasmic tail of GluR1. Serine
845 is an important regulatory site on the channel that is
modified during chemically induced long term poten-
tiation (LTP). The AKAP79/150 complex also includes
the phosphatase PP2B which functions to dephosphory-
late serine 845 leading to attenuation of GluR1
channels. In fact, peptide disruption of the PP2B-
AKAP79/150 interaction prevents efficient dephosphory-
lation of the channel and suggests that targeting of the
phosphatase with its substrate is necessary for modu-
lation of channel activity. In a similar manner myris-
toylation and palmitoylation signals facilitate the
protein—lipid tethering of another AKAP, AKAP15/18
in close proximity to PKA substrates such as calcium
channels and sodium channels. AKAP15/18 may also be
cross-linked to the aj-subunit of the L type Ca’"
channel via a modified leucine zipper motif.

There are instances where multiple AKAPs mediate
PKA targeting to the same organelle. Three anchoring
proteins (D-AKAP-1/AKAP149, D-AKAP-2, and Rab32)
anchor PKA at mitochondria, two AKAPs (AKAP350-
450/CG-NAP and pericentrin) tether the kinase to
centrosomes whereas Ezrin, WAVE-1 and AKAP-Lbc
tether PKA to distinct areas of the actin cytoskeleton.
One explanation for these apparent redundancies may be
the need to always maintain an anchored pool of PKA at
certain sites. Alternatively, each compartment specific
AKAP may direct the kinase to different microenviron-
ments where specific substrates reside. Thus, compart-
mentalization of PKA is likely to be a more finely
organized process than was initially appreciated.

Scaffolding Complexes

MULTIPLE ENZYME PATHWAYS

Perhaps the most important feature of AKAPs is their
ability to simultaneously interact with several signaling
proteins (Figure 1C). By localizing PKA with enzymes
such as protein phosphatases, phosphodiesterases, G
proteins, and other protein kinases, AKAPs provide
focal points for the integration and processing of distinct
intracellular signals. The notion was first proposed for
the AKAP79/150 family, which maintains PKA, protein
kinase C (PKC) and the phosphatase PP2B at the
synaptic membrane. Subsequently, it has been shown
that most, if not all, AKAPs nucleate signaling protein
networks. For example, Yotiao, AKAP220, and
AKAP149, tether protein phosphatase 1 to oppose the
action of anchored kinases. This creates an environment
where protein phosphorylation is only favored when
kinase activity is sufficiently stimulated to overcome

these basal dephosphorylation events. One variation on
this theme occurs when signal termination enzymes that
act upstream of protein kinases are recruited to AKAP
signaling complexes. For example, AKAP450 and
mAKAP co-localize a cAMP-metabolizing enzyme, the
phosphodiesterase PDE4D3, with PKA. This creates a
local environment where PDE activity reduces cAMP
levels in the vicinity of the kinase. Presumably, these
signaling complexes not only contribute to the for-
mation of intracellular gradients of cAMP but also
confer temporal control on PKA activation by generat-
ing pulses of kinase activity.

PARALLEL SIGNALING PATHWAYS

Other AKAP complexes are known to participate in the
parallel processing of distinct intracellular signals. In the
brain WAVE-1 is a scaffolding protein that principally
functions to relay signals from the plasma membrane via
the small molecular weight GTPase Rac to the Arp2/3
complex, a group of seven related proteins that nucleate
actin polymerization and branching to facilitate remo-
deling events in the cytoskeleton. However, WAVE-1 also
anchors PKA and binds to the Abelson tyrosine kinase
(Abl). Proteomic approaches have identified additional
binding partners that are positive and negative regulators
of WAVE-1 function and substrates for either kinase.
Thus WAVE-1 is capable of recruiting different combi-
nations of signaling enzymes to the neuronal cytoskele-
ton for control of distinct protein phosphorylation and
actin-remodeling events. This multifaceted role is
reflected in the complex phenotype of WAVE-1 knockout
mice which exhibit abnormalities in their brain mor-
phology as well as behavioral defects that may be linked
to altered signaling in the cerebellum or hippocampus.

ALTERNATIVELY SPLICED SCAFFOLDS

The AKAP350/450/CG-NAP/Yotiao family arise from
alternative splicing of a single gene on chromosome
7q21. At least four anchoring proteins that are targeted
to three distinct subcellular locations are transcribed
from this gene. Initially a ¢cDNA was isolated that
encodes a 350 kDa protein believed to be a high
molecular weight AKAP previously identified in centro-
somal fractions. Around the same time variants encod-
ing AKAP450 and CG-NAP were identified. The latter
protein was named CG-NAP on the basis of its
detection in centrosomal and Golgi fractions. Detailed
analysis of CG-NAP has identified additional binding
partners that include protein phosphatase 2A, the
Rho-dependent-protein kinase PKN and the protein
kinase C epsilon isoform. Functional studies propose
that enzymes in this signaling complex may participate
in membrane trafficking, microtubule nucleation and/or
cell cycle progression.



Yotiao, the shortest splice variant in this family is
targeted to synaptic sites where it anchors PKA and the
type 1 protein phosphatase PP1 to regulate the
phosphorylation state of NMDA receptor ion channels.
Tonic PP1 activity negatively regulates NMDA receptors
by favoring the dephosphorylated state. However, upon
PKA activation the PP1 activity is overcome and the
channel is phosphorylated resulting in increased NMDA
receptor currents. More recently a requirement for
yotiao targeting of PKA and PP1 to GABA(A)
receptors at inhibitory synapses has been demonstrated
in the dopaminergic regulation of cognitive processes.
Thus, AKAP350/450, CG-NAP and yotiao organize
PKA and a plethora of signaling enzymes in a variety of
subcellular locations. Transcriptional regulation is
undoubtedly a critical determinant for location and
composition of each signaling complex maintained by
these AKAP gene products.

Understanding the Function
of Scaffolds

An emerging area of investigation is the genetic
manipulation of AKAPs. Although several anchoring
proteins have been identified in genetically tractable
organisms including C. elegans, D. melanogaster, and
D. rerio (zebrafish) the most significant advances have
come from the characterization of genetically modified
mice. Genetic disruption of the MAP2 gene causes a
redistribution of the PKA holoenzyme in neurons that
limits certain cAMP responsive phosphorylation events
and causes reduction in dendrite length. In a similar
manner disruption of the WAVE-1 gene has apparent
effects on brain morphology and effects complex
neuronal behaviors including coordination, balance,
learning, and memory. These observations complement
previous evidence that ablation of PKA subunit genes
alters hippocampal-based forms of learning and
memory.

Traditionally, these anchoring molecules were
thought to exclusively control cAMP responsive events.
However AKAP-mediated compartmentalization of
other signaling enzymes may be an equally important
function.  Recent reports have implicated
AKAP350/CG-NAP, AKAP220 and WAVE-1 networks
in the control of Rho kinase signaling, glycogen
synthase kinase 3 action and Rac mediated actin
remodeling respectively. As the detailed dissection of
these AKAP signaling complexes progresses it seems
probable that their role in the coordination of both
cAMP dependent and independent signaling events will
become more evident.
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GLOSSARY

cytoskeleton The complex network of actin microtubules and
microfilaments in the cytoplasm that provide structure to the
cytoplasm of the cell and plays an important role in cell movement
and maintaining the characteristic shape of the cells.

phosphorylation/dephosphorylation The activation of an enzyme by
the addition of a phosphate group to the enzyme or the inactivation
of an enzyme by the removal of a phosphate group from the enzyme.

protein kinase The enzyme that catalyzes the transfer of phosphate
from ATP to the hydroxyl side chains of a protein causing changes
in the function of the protein.

protein phosphatase An enzyme that catalyzes the removal of
phosphate from a phosphorylated protein, thereby causing changes
in the function of the protein.

receptor Proteins located either on the cell surface or within the
cytoplasm that bind ligand, initiating signal transduction and
cellular activity.

scaffold A protein that serves as a platform to bring together a unique
assortment of signaling enzymes for the efficient transmission of
intracellular messages.
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Allosteric regulation refers to the process for modulating the
activity of a protein by the binding of a ligand, called an
effector, to a site topographically distinct from the site of the
protein, called the “active site,” in which the activity
characterizing the protein is carried out, whether catalytic
(in the case of enzymes) or binding (in the case of receptors)
in nature. The word allosteric, Greek for “other site,” was
coined to emphasize this distinctness. The modulation of
protein activity is accomplished by the reversible alteration of
the protein conformation that accompanies effector binding.
Effectors that increase activity are called activators, while
those that decrease activity are called inhibitors. For the
purposes of this article we will use the term substrate to
indicate a ligand bound to the active site of either an enzyme
or a receptor that undergoes the characteristic activity of
the protein.

Allosterism and Cooperativity

Allosteric regulation has been found to be extensive in
proteins, particularly in enzymes at key branch points of
metabolism and in receptors that must be sensitive to
small variation in signals. Although a monomeric
protein having one subunit can display allosteric
regulation, the great majority of proteins regulated in
this manner have multiple subunits, with changes in
activity arising from changes in subunit—subunit con-
tacts. A characteristic feature of these regulatory
proteins is the occurrence of cooperative interactions
for both the substrate and the regulatory ligand. This
property renders their function dependent upon
threshold concentrations of ligand.

COOPERATIVE BINDING OF O,
TO HEMOGLOBIN

Cooperativity may be defined as any process in which an
initial event affects subsequent similar events. It was
initially identified with the sigmoid plot for the binding
of four molecules of O, to hemoglobin (Hb) (Figure 1),
a pseudotetrameric protein that gives red blood cells
their color. A similar cooperativity of substrate binding
occurs in many allosteric enzymes, leading to sigmoid
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plots of enzyme activity versus substrate concentration.
Hb has the subunit composition «,8,, in which the
a- and B-subunits are nearly identical to one another,
with each containing a heme group to which O, binds.
The sigmoid plot was explained by the concept that the
first molecule of O, bound makes it easier for
subsequent molecules to bind, and so is an example of
positive cooperativity. In fact, if the Hb-binding curve is
fitted to four successive binding constants, the affinity
for the fourth O, bound is calculated to be 100-1000
times as high as the first O, bound. In contrast, O,
binding to myoglobin (Mb), a monomeric protein found
in vertebrate muscle with no possibility for site-site
interaction, follows a rectangular hyperbola plot.

An essential feature of the positive cooperativity,
shown in Figure 1 for Hb, is that it sharpens the
responsiveness of a system to a change in substrate
(or effector) concentration. Thus, to go from 10% to
90%, O, saturation of Mb requires an 81-fold change in
O, concentration, whereas the corresponding change for
O, saturation of Hb requires only a fourfold change.
Such responsiveness is obviously desirable in a protein
whose activity must be highly regulated.

THE HiILL n, A MEASURE
OF COOPERATIVITY

The Hill plot linearizes saturation data over the major
portion of the saturation curve (typically 10-90%
saturation) yielding a slope, called the Hill # and
denoted 7y, which provides a convenient empirical
measure of cooperativity. If we define the saturation
function Yg as the fraction of all binding sites containing
a bound ligand (i.e., 0 = Yg = 1) then the Hill plot is
obtained by plotting log(Ys/(1 — Ys)) versus log [S]
(when enzyme activity is measured, log(W/(Vyp. — v))
versus log [S] is plotted instead). The value of 7 is one
for a noncooperative saturation function (e.g., O,
binding to Mb). Positive cooperativity is defined by an
ny > 1, with an upper limit of 7, the number of identical
subunits, for a cooperative saturation function. For a
tetramer, an ny equal to its upper limit of 4 would
correspond to the situation where there were only two
protein species in solution, one with no ligands bound

68



FIGURE 1 The O, binding curves for Hb (cooperative) and Mb
(noncooperative). The dashed line represents a noncooperative curve
for O, binding having the same value as Hb for the O, pressure (pO,)
required for half-saturation (YO, = 0.5). Adapted from Voet, D., Voet
J. G., and Pratt, C. W. (2002) Fundamentals of Biochemistry. Wiley,
New York.

and with ligands bound to all four sites. For Hb, a
strongly cooperative tetramer, the ny value is near 3
under physiological conditions. Some allosteric proteins
have ny <1, i.e., have negative cooperativity. In
contrast to positive cooperativity, negative cooperativity
gives a less sensitive response over a broad range of
stimulus and might be important, for example, in the
response of growth or general metabolism to changes in
hormone concentration.

One caveat to the use of ny values evaluated from
enzyme activity studies is that hysteresis or ligand-
induced slow transitions that have the same timescale as
the catalytic cycle can give rise to apparent cooperativ-
ity, even for monomeric enzymes. In addition, n; values
of <1, whether determined by binding or enzyme
activity studies, can arise from sample heterogeneity,
rather than from true negative cooperativity.

TwoO-STATE MODELS TO
ExrPLAIN COOPERATIVITY
IN ALLOSTERIC PROTEINS

Two models were proposed in the 1960s to explain not
only the cooperative binding of O, to Hb, and of
substrate binding to allosteric proteins in general, but
also the effects of allosteric effector molecules on
substrate binding. Each of the models posits that the
identical subunits within the protein can exist in two
states, T and R, with the R state having higher activity
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for substrate. Here some definitions are in order before
proceeding further. O, binding to hemoglobin is an
example of a “positive homotropic effect,” since the
initial binding of O, increases the affinity for subsequent
O, molecules. On the other hand, addition of the
allosteric inhibitor 2,3-diphosphoglycerate reduces O,
affinity for Hb, providing an example of a “negative
heterotropic effect.” In a similar fashion, an allosteric
activator which increases substrate affinity gives rise to a
positive heterotropic effect, whereas a negative homo-
tropic effect is seen when initial binding of substrate
decreases the affinity for subsequent substrate molecules.

The first model, proposed by Monod, Wyman,
and Changeux in 1965, and known as the MWC
(or symmetry) model hypothesizes that: (1) allosteric
regulatory proteins, in general, are oligomers made up of
a finite number of identical subunits that occupy
equivalent positions and, as a consequence, possess at
least one axis of rotational symmetry; (2) the
allosteric oligomers can exist in two freely interconver-
tible and discrete conformational states (T or R) that
differ in the energy of their intersubunit interactions, but
in which molecular symmetry is conserved, so that all
subunits are either in the T state or the R state; (3) in the
absence of ligand, the pre-existing conformational
equilibrium is characterized by an allosteric constant
L= (T,)/(R,), where n is equal to the number of
identical subunits; and (4) ligand affinities for the active
and allosteric sites carried by the oligomers may differ
between the two states, allowing ligand binding to
preferentially stabilize the state for which it exhibits a
higher affinity. Such modulation of the conformational
equilibrium by ligand binding suffices to generate
positive homotropic effects and both positive and
negative heterotropic effects.

The second model, proposed by Koshland, Nemethy,
and Filmer in 1966, and known as the KNF (or
sequential) model, hypothesizes that in the absence of
ligand the protein exists in a single state, that ligand
binding induces a conformational change only in the
subunit to which it binds, and that cooperative
interactions arise through the influence of such confor-
mational changes on intersubunit interaction. The KNF
model embodies the notion of “induced fit,” whereby
the binding of substrate to an active site causes
conformational changes of active site residues that are
necessary for the protein’s function. Since conformation-
al change only occurs on ligand binding, partially
saturated protein contains a mixture of R and T states,
so that the symmetry of the oligomeric protein is not
preserved during the binding process.

Both the MWC and KNF models are limiting cases of
the more general scheme of a two-state model, as shown
for the case of substrate binding to a tetrameric protein
in Figure 2. In the MWC model only species correspond-
ing to the left-most (T,S;,i=0—#n) and right-most
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FIGURE 2 The general two-state model for substrate binding to an allosteric tetrameric protein. The columns on the left and right show the
species included in the MWC model. The diagonal from upper left to lower right shows the species included in the KNF model.

(R,S;,i =0 —n) columns are considered, because it
is posited that hybrid states containing both R- and
T-subunits are inherently unstable and do not accumu-
late. In contrast, in the KNF model only species lying
along the diagonal connecting T, to R,S, (i.e.,
T,_;R;S;,i=0—n) are considered, because of the
requirement that conformational change only results
from substrate binding.

Either limiting model generates the sigmoidal satur-
ation curve for substrate binding to an allosteric protein
using just three parameters. For the MWC model these
are L, the allosteric constant, and Kt and Kg, the
dissociation constants for S binding to the T and R
states, respectively. In the KNF model the three
parameters are KK, (as a product), Kgy, and Kgg,
where Kj is the binding constant for substrate to the R
state, K, is the equilibrium constant for changing a
single, isolated, subunit from the T to the R confor-
mation (= [R]/[T]) and Kyt and Kgp measure the
relative strength of associations of R-T and R-R
intersubunit contacts, respectively, versus the strength of
association of T-T intersubunit contact. In the two
models, allosteric effectors exert their heterotropic
effects by altering the apparent conformational

equilibrium constant (L' or K,') in each model, with
inhibitors, which bind T state preferentially, increasing
L' or decreasing K, and activators, which bind R state
preferentially, decreasing L' or increasing K.

Because of their relative simplicities, both the MWC
and KNF models provide useful frameworks for the
analysis of allosteric proteins, although, in detail, each
enzyme studied may show deviations. In some cases one
model may be preferred over the other. Thus, the MWC
model does not account for negative homotropic effects
(ny < 1), whereas such effects can arise in the KNF
model when Kyt is substantially greater than either Ky
or Kgg. On the other hand, the MWC predicts that the
state function R, which measures the fraction of all
subunits in the R state, will, in general, increase more
rapidly as a function of substrate concentration than the
saturation function Ys, since the binding of one substrate
molecule can shift all the subunits in T, to the R,
conformation. In contrast, the KNF model demands that
R is always equal to Ys. Experimental examples have
been found for both negative homotropic cooperativity
and for R # Ys. Detailed examination of structural or
energetic changes on partial ligand binding have been
used to differentiate between the two models.



EXTENSIONS AND MODIFICATIONS
OF TwO-STATE MODELS

When ligand binding induces a change in the oligomeric
state of the protein, cooperativity can result as a direct
consequence of ligand binding preferentially to either the
associated or dissociated form. If, for example, substrate
binding favors a higher state of oligomerization, then
higher enzyme concentrations will enhance activity but
depress cooperativity, and, at constant enzyme concen-
tration, allosteric ligands that favor association will be
activators while those that favor dissociation will be
inhibitors. The equations to account for this type of
behavior are similar in form to those generated by either
the MW C or KNF models, but with the addition of terms
that are dependent on protein concentration.

Thus far, we have considered allosteric proteins in
which the substrate and effector molecules have different
affinities for the R and T states. These are the so-called K
(binding constant) systems. In pure K allosteric enzymes,
the T and R states have identical V,,,, values. However,
allosteric enzymes can also be regulated by V (velocity)
systems. In pure V allosteric enzymes, the R and T states
have identical affinity for substrate but different V.,
values. In both K and V enzymes an effector functions by
binding preferentially to the R or T state. For K systems,
such binding results in altered affinity and cooperativity
of substrate binding. In V sytems, effector binding
results in altered V,,,, values, and there is no coopera-
tivity in substrate binding.

Structures of Allosteric Proteins

High-resolution structures have been determined for a
number of allosteric enzymes in both the R and T states,
permitting some generalizations to be made and allow-
ing critical consideration of the MWC and KNF models.
One common finding is that ligand-binding sites, both
active site and regulatory, are located at subunit
interfaces. Such placement provides an exquisite means
of communicating cooperative and/or allosteric effects
between subunits in an oligomeric enzyme, since sites at
the interface are likely to respond to the changes in
subunit interactions that are critical for allosteric
regulation. For similar reasons, a second common
location for ligand binding is at the interface of two
domains within same subunit. Placement of the active
site at either interface has as a consequence that even
modest conformational changes can cause significant
changes in the size and shape of the active site, thus
altering the protein’s activity. Allosteric binding sites
also tend to be located in low-stability regions of
the protein. The binding of an effector stabilizes both
the region itself and specific contacts the region makes
with adjacent regions, requiring the movements of
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polypeptide backbone and side chains, and, in particu-
lar, the alteration of salt bridges and hydrogen bonds at
subunit interfaces. These movements provide a mech-
anism for transmission of signals to the active site and to
other allosteric sites over distances of tens of angstroms.
Other common features are: (1) small but critical
movements at the active site; (2) the rotation of subunits
with respect to one another around a cyclic axis; (3) only
two modes of subunit:subunit docking, consistent with
the MWC model of concerted transition; and (4) a more
highly constrained and extensive subunit interface in the
less active T-state than in the R-state.

Examples of Allosteric Proteins

Other than Hemoglobin

ASPARTATE TRANSCARBAMOYLASE
(ATCASE)

ATCase catalyzes a key step of pyrimidine biosynthesis,
the condensation of carbamoyl phosphate with aspartate
to form N-carbamoylaspartate. The Escherichia coli
enzyme has been extensively studied. CTP is an allosteric
inhibitor representing a classic case of feedback inhi-
bition whereby the end product of a biosynthetic
pathway inhibits an enzyme catalyzing a reaction at the
beginning of the pathway. ATP is an allosteric activator,
and together CTP and ATP act on ATCase to coordinate
the rates of purine and pyrimidine nucleotide biosyn-
thesis. The enzyme has the subunit composition cg7g,
where ¢ and 7 are catalytic and regulatory subunits,
respectively. The ¢ subunits are arranged as two ¢; s,
which are complexed with three 7, s. In the absence of r
subunits, the ¢ subunits are catalytically active, and are
unaffected by ATP or CTP, which bind only to the 7
subunit. Crystal structures have shown that the c47¢
holoenzyme exists in two conformations, with CTP
preferentially binding to the inactive T-state and ATP to
the active R-state. Interestingly, ATP and CTP bind
competitively to the same allosteric site in the 7 subunit.
CTP binding induces a contraction in r,, which in turn,
via interactions at the r—c interface, results in the c; s
moving together by 0.5A. This movement causes a
perturbation of the active site and a loss in catalytic
activity. In contrast, ATP binding results in the c;s
moving apart by 0.4A.

RIBONUCLEOTIDE REDUCTASE (RR)

RRs form a family of allosterically regulated enzymes
that catalyze the conversion of ribonucleotides to
deoxyribonucleotides and are essential for de novo
DNA biosynthesis. Their allosteric regulation is designed
to match the flux of the four deoxynucleotides produced
with the base composition of the organism’s DNA.
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Class Ia RRs are the most widespread in nature. They
accept the four common nucleoside diphosphates
(NDPs) as substrates, with enzymatic activity dependent
upon the formation of a heterocomplex between subunit
R1, which contains the active site and three allosteric
sites (the s-, a-, and h-sites), and subunit R2, which
contains a stable tyrosyl-free radical that is necessary for
NDP reduction at the active site. The substrate
specificity of RR is determined by the allosteric ligand
occupying the s-site. ATP and dATP stimulate the
reduction of CDP and UDP, dTTP stimulates the
reduction of GDP and dGTP stimulates the reduction
of ADP. The s-site is located at the interface between R1
monomers, such that effector binding drives formation
of R1,. The regulation of total enzyme activity is
controlled by ATP and dATP, chiefly at the level of
changes in oligomerization state. Both bind to the a-site,
located at the interface between two Rl,s, driving
formation of R14, which exists in two conformations,
R14, and R1yy, with the latter predominating at equili-
brium, while only ATP binds to the h-site, which drives
formation of R14. Only the R2, complexes of R1;, R14,,
and R14 are enzymatically active. dATP is a universal
inhibitor of RR activity due to its induction of R1y,
formation whereas ATP is a universal activator because
it induces R14 formation. Class II RRs, which are only
found in bacteria, are considerably simpler, comprising
only a monomeric protein containing an active site, an
s-site and a By, cofactor. Interestingly, the active site and
s-site have the same relative orientations as in Class Ia,
with the s-site located at an interdomain interface.

GrROEL

E. coli GroEL is an example of a chaperonin, which
mediates protein folding in an MgATP-dependent
manner. GroEL consists of 14 identical subunits that
form two heptameric rings. Cooperativity in ATP
binding and hydrolysis by chaperonins reflects the
switching of rings between protein-binding and pro-
tein-release states and is important for regulation of
their reaction cycle. GroEL displays two levels of
allostery: one within each ring and the second between
the two rings. In the first level of allostery, each
heptameric ring is in equilibrium between T and R
states that interconvert in a concerted manner, in
accordance with the MWC model. In the absence of
ligands, GroEL is predominantly in the T-T> state. In the
presence of low concentrations of ATP (<100 uM), the
equilibrium is shifted toward the TR state, displaying
positive cooperativity in ATP binding and hydrolysis.
A further shift in the equilibrium from the TR state to
the R;R; state (L2 = [RR]/[TR]) takes place only at
higher ATP concentrations because of inter-ring negative
cooperativity. This second level of allostery is better
described by the KNF model.

CELL-SURFACE RECEPTORS INVOLVED
IN SIGNAL TRANSDUCTION

Membrane receptors for transmitters, peptides, and
pharmacological agents are central to signal transduc-
tion. They selectively recognize chemical effectors
(neuronal or hormonal) and allosterically transduce
binding recognition into biological action though the
activation of ligand-gated ion channels (LGICs) and/or
G-protein-coupled receptors (GPCRs). Various features
of membrane receptors for neurotransmitters are well
accommodated by the MWC model. These receptor
proteins are typically heterooligomers and exhibit
transmembrane polarity. In general, the regulatory site
to which the neurotransmitter binds is exposed to the
synaptic side of the membrane while the biologi-
cally active site is either a transmembrane ion channel,
a G protein-binding site, or a kinase-catalytic site facing
the cytoplasm. Interactions between the two classes of
sites are mediated by a transmembrane allosteric
transition. Signal transduction or activation is mediated
by a concerted cooperative transition between a silent
resting state and an active state. Agonists stabilize the
active state and competitive antagonists the silent state,
and partial agonists may bind nonexclusively to both.
These receptors can also undergo a cascade of slower,
discrete allosteric transitions, which include refractory
regulatory states that result in the desensitization or
potentiation of the physiological response.

SEE ALSO THE FOLLOWING ARTICLES

Chaperonins e Ligand-Operated Membrane Channels:
Calcium (Glutamate) o Ligand-Operated Membrane
Channels: GABA e Pyrimidine Biosynthesis

GLOSSARY

allosteric effector A molecule binding to a protein site other than the
active site, which can either increase or decrease the activity of the
protein.

heterotropic cooperativity The effect of an allosteric effector on
protein activity toward a substrate.

homotropic cooperativity The effect of initial substrate binding on
subsequent substrate binding.

KNF and MWC models Thermodynamic models that account for the
cooperativity displayed by allosteric enzymes.
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Most stable biological programs and many dynamic biological
responses rely on the quantitative and qualitative regulation of
gene expression. Such regulation can be accomplished by
rearranging the gene, controlling transcription of the primary
RNAs, regulating the processing of these primary transcripts
into mature RNA species, modulating the stability and
distribution of these mature RNAs, and finally, in some cases,
manipulating the synthesis and stability of the protein products
templated by messenger RNAs. Among these steps in the
information flow of gene expression, this article focuses on the
regulation of RNA processing and, in particular, alternative
splicing. Alternative splicing is the process by which a single
species of primary transcript undergoes differential removal of
introns to yield different mature RNAs. Alternative splicing,
which affects gene products from the majority of protein-coding
genes, is likely one of the major engines of proteome diversity.

Premessenger RNA Splicing

The initial RNA products of transcription by RNA
polymerase II (RNAPII), primary transcripts, are large
molecules (averaging 30,000 nucleotides) that are
divided into exons and introns. Exons, which usually
average 300 nucleotides in length, are retained in mature
RNAs, whereas introns, which average over 3000
nucleotides, are removed from the primary transcripts
by RNA splicing. RNA splicing occurs in the nucleus
and appears to be coupled to the synthesis of primary
transcripts by RNAPII. RNA splicing is catalyzed by
the spliceosome, an RNA-based macromolecular
enzyme that recognizes and defines the exons and
introns and precisely removes the latter and rejoins the
exons (Figure 1). The definition of exons and introns is
governed by conserved cis-acting elements: the 5’ splice
site (also known as the donor site) demarcating the
5’-end of an intron and the 3’ splice site (also known as
the acceptor site), a tripartite element marking the 3’-end
of an intron. It should be noted that although the
definition focuses on introns, all internal exons
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(e.g., exon M in Figure 1D) are defined by a 3'- splice
site upstream and a 5'- splice site downstream.

Alternative Splicing

There are four types of alternative splicing events in
which splice site choice solely determines the sequence of
mature RNAs (Figures 1A-D). In rare cases, an intron is
removed or retained to give two very different RNAs
(A). The use of two or more alternative 5’ splice sites (B)
or 3’ splice sites (C) can lead to RNA isoforms. Finally,
inclusion or skipping of one or more exons is a common
form of alternative splicing (D). In addition, alternative
splicing of transcripts initiated at different transcription
start sites leads to mature RNAs with different first
exons (E). The 3’ terminal exons can also vary by
coupling alternative splicing with alternative polyade-
nylation (F). This entry describes a slightly more
complex form of the decision to skip or include an
exon (D), which is observed among transcripts encoding
the fibroblast growth factor receptor-2 (FGFR2).

Alternative Splicing of
FGF-R2 Transcripts

The extracellular region of FGF-R2 has three immuno-
globulin-like (Ig) domains and the third Ig domain
determines ligand-binding specificity. This third domain
comes in two forms, which differ only in the sequence of
the C-terminal half of the domain. One form, predomi-
nant in cells of epithelial origin, is encoded by sequences
within exons 7 and 8 (IIIb), while the other IgIIl domain
isoform, which is expressed in fibroblasts, is encoded by
sequences within exons 7 and 9 (Illc) (Figure 2).
Alternative splicing of the same FGF-R2 primary
transcript, via the mutually exclusive use of exons
8 (IlIb) or 9 (Illc), leads to the production of FGF-R2
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FIGURE 1 Forms of alternative splicing. (A—D) Cases in which transcript diversity is provided solely by alternative splicing. (E) A case in which
alternative transcription-initiation sites coupled with alternative splicing leads to diversity of products. (F) A case in which alternative splicing and

alternative 3'-end formation lead to diverse transcripts.

(ITIb) or FGF-R2 (Illc). The importance of this alterna-
tive splicing is suggested by the following: (1) FGF-R2
(Illb) and FGF-R2 (Illc) bind different FGFs; (2) the
expression of two isoforms is tightly regulated in
different cell types; (3) the targeted disruption of exon
8 (IIb) or exon 9 (Illc) in transgenic animals leads to
nonoverlapping defects in organogenesis and develop-
ment, which are not compatible with viability; and
finally (4) several genetic disorders in humans have been
mapped to mutations in IglIl of FGF-R2. The regulation
of the mutually exclusive use of exons IlIb or Illc is
mediated by cis-acting elements within the primary
transcript and trans-acting factors, which must differ in
different cell types.

Regulatory Elements and Factors

The cis-acting regulatory elements that control alterna-
tive splicing can be divided generally into four cat-
egories: exonic splicing enhancers, exonic splicing
silencers, intronic activators of splicing, and intronic
splicing silencers. These cis-elements mediate their
function by interacting, directly or indirectly, with
trans-acting activators or repressors of splicing.

ExXoONIC SPLICING ENHANCERS

Exonic splicing enhancers (ESEs) are cis-acting elements
that activate the definition of an otherwise weak

FIGURE 2 Multiple layers of combinatorial interactions result in tissue-specific alternative spliced transcripts: the example of fibroblast growth
factor receptor-2. A schematic of exons 7-10 and introns 7-9 of FGF-R2 transcripts is shown indicating that in mesenchymal cells a layer of
negative regulation, which includes weak splices bordering exon 8, an exonic splicing silencer (black bar in exon 8), and flanking intronic splicing
silencers (black rectangles) silence exon 8 and lead to the choice of exon 9. In epithelial cells, however, a second layer of regulation combines
activation of exon 8 by intronic activators of splicing (stippled rectangles) with repression of exon 9 (stippled rectangles) to ensure the use of exon 8.
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exon, promoting its inclusion into mature transcripts.
Several families of ESEs have been recognized, and the
most common are characterized by purine-rich
sequences (consensus) and mediate their action via
members of the SR protein family (e.g., SC335).
Although ESEs have been implicated in regulated

splicing, they appear to have a role in defining many
constitutive exons. The FGF-R2 Iglll alternative spli-

cing unit does not have obvious ESEs (Figure 2).

EXONIC SPLICING SILENCERS

Exon definition can be repressed by exonic splicing
silencers (ESSs). The best-characterized ESSs bind
hnRNP A1, a protein originally described as an abundant
heterogeneous nuclear RNA-binding protein. HnRNP
A1 binding at ESSs can suppress inclusion of a weak
exon, as has been noted for exon Illb of FGF-R2
transcripts (Figure 2). HnRNP A1 and SR proteins can
play counterbalancing roles in exon definition and their
relative levels may determine tissue-specific alternative
splicing outcomes.

INTRONIC ACTIVATORS OF SPLICING

Intronic activators of splicing (IASs), which can provide

Intronic splicing silencers (ISSs) inhibit exon definition by
directly occluding cis-elements within canonical splice
sites or by creating zones of silence around exons. Many
times, ISSs are found flanking exons subject to silencing;
this is the case for exon IlIb. Two bipartite silencers,
upstream and downstream of exon IIIb, are required for
repression of this exon in fibroblasts. Both ISSs mediate
their action via the polypyrimidine tract binding protein
(PTB), another member of the hnRNP protein family, and
other unidentified factors (Figure 2). The actions of the
ISSs dominate in fibroblasts; however, in epithelial cells
IASs antagonize the silencers. Silencing of introns,
possibly in combination with a lack of ESEs, can be
important to prevent inappropriate inclusion of pseudo
exons, which have canonical splice sites with proper
spacing but are not used as exons. These pseudo exons
can serve as silent reservoirs of genetic information.

constitutive or regulated enhancements of exon defi-

nition, can selectively activate weak exons. Exon IlIb
definition requires IAS1, which is a long U-rich element
found immediately downstream of the exon. IAS1 binds
the Tia-1 (huNam8p) protein that provides ancillary
activation of exon IlIb. This activation critically requires
two other IASs, IAS2 and TAS3, which mediate epithelial
cell-specific inclusion of the exon. Portions of IAS2 and
IAS3 directly interact, forcing a double-stranded RNA
stem that is required for activation (Figure 2). IAS2 and

FIGURE 3 A dynamic view of exon silencing. In many exons, for example, for exon 8 (IIIb) of FGF-R2 transcripts, flanking ISSs are required for
silencing. (B) During the synthesis of the transcript there is a time when the exon is fully accessible to the splicing apparatus but either is not defined
or is defined reversibly. (C) Synthesis of the downstream ISS leads to full repression. The inset proposes the view that the rate of synthesis (B — C) is

a———
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IAS3 are part of more complex elements that also mediate
repression of exon Illc in epithelial cells and are thus
termed intronic splicing activators and repressors of
splicing (ISARs) (Figure 2). The coordinated cell-type
activation of exon IIIb and repression of exon Illc results
in the epithelial pattern of FGF-R2 splicing.

INTRONIC SPLICING SILENCERS

LAYERS OF REGULATION

The alternative splicing of FGF-R2 exons IIIb and Illc
provide examples of ESSs, IAS, and ISS, and in addition
reveal several general features of regulated alternative
splicing units. First, regulation is mediated by the
superimposition of several layers of control, starting
with weakening of the canonical splice sites bordering
regulated exons, followed by global silencing mediated
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by non-cell-type-specific ESS and ISS, and finally capped
by cell-type-specific ISAR elements. Second, the layers of
regulation involve antagonistic interactions between
activators and repressors of exon definition. Third,
each individual layer is determined by a combination of
cis-elements and factors. Fourth, a general principle that
is far from being understood mechanistically, regulation
must be coupled with transcription of RNAPIL.

A Dynamic View of
Alternative Splicing

Most schematics of alternative splicing (including
Figure 2) present a static splicing substrate. Although
useful, this static view must give way to a more realistic
representation. A dynamic representation of the silen-
cing of exon IIIb is presented in Figure 3. This schematic
focuses on the potential to define the exon, which can
only proceed once the exon is synthesized and accessible
to the splicing machinery (Figure 3B). Exon definition
(B — By4) must be slow relative to the rate of transcript
synthesis (B — C). Upon the appearance of the down-
stream ISS full silencing can ensue (Figure 3C).
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in Bacteria ® RNA Polymerase Structure, Bacterial

GLOSSARY

alternative splicing The process by which a single species of primary
transcript undergoes differential removal of introns to yield
different mature RNAs. Alternative splicing, which affects gene

products from the majority of protein-coding genes, is probably
one of the major engines of proteome diversity.

exon A block of sequence within the primary transcript that is
retained in the mature transcript after splicing. Internal exons
average 145 nucleotides in length among protein-coding tran-
scripts.

intron A block of sequence, which averages ~3000 nucleotides in
length but can be larger than 100,000 nucleotides, that is removed
during splicing.

RNA splicing One of the processes by which primary transcripts
(RNAs) are converted into mature transcripts. During RNA
splicing, introns are removed and exons are precisely ligated
together.
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Alternative splicing is a regulatory process that produces
multiple mRNA transcripts from pre-mRNAs transcribed from
a single gene. The net effect of alternative splicing is that
diverse proteins can be manufactured from a limited amount of
DNA. Often a cell contains distinct ratios of alternatively
spliced mRNAs and, consequently, distinct ratios of protein
isoforms. The ratio of isoforms can vary among different cell
types and different stages of development. Conversely,
alternative splicing can contribute to cell identity by producing
tissue- or stage-specific nRNAs rather than distinct ratios. One
example of this exists in Drosophila melanogaster, in which
alternative splicing is responsible for sex-specific protein
expression that functions to maintain sexual identity. Intrigu-
ingly, Drosophila sexual development is governed by alterna-
tive splicing at multiple levels of the regulatory hierarchy.

The Sex Determination Hierarchy
in Drovophila melanogaster

SExuAL CHOICE, MEMORY,
AND DIFFERENTIATION

The X chromosome/autosome ratio (X/A ratio) deter-
mines the choice of sexual identity early in embryogen-
esis by setting the activity state of the master regulatory
switch gene Sex-lethal (SxI). An X/A ratio of 1.0 specifies
female identity by turning Sx/ on, whereas an X/A ratio
of 0.5 specifies male identity by keeping SxI off
(Figure 1). Once Sx! is activated in 2X/2A animals, it
functions to maintain the female determined state
through a positive autoregulatory feedback loop in
which Sxl protein promotes its own expression and
to orchestrate female development by directing the
expression of several regulatory cascades in the female
mode. In 1X/2A animals, male identity is remembered
by the absence of Sxl protein, while male development is
specified by the expression of these same regulatory
cascades in the default mode. Although the initial choice

Encyclopedia of Biological Chemistry, Volume 1. © 2004, Elsevier Inc. All Rights Reserved.

of sexual identity is controlled at the level of transcrip-
tion, many of the key regulatory steps for both memory
and differentiation depend on sex-specific alternative
splicing.

DETAILS OF THE HIERARCHY

Although Sx/is on in females and off in males, the gene is
transcribed in both sexes from a promoter, Sx/-Pm,
which is active from the cellular blastoderm stage
onwards. The critical difference between the sexes is
that all Sx/ mRNAs in males have an additional exon,
exon 3, which is spliced out of the Sx/ mRNAs in females
(Figure 2A). This male-specific exon has multiple
in-frame stop codons that prematurely truncate the Sx/
open reading frame that begins at an AUG codon in
exon 2. Consequently, male mRNAs do not encode
functional proteins. In contrast, female Sx/ mRNAs
encode proteins that have two RNA recognition motif
(RRM)-type RNA-binding domains. These proteins
positively autoregulate their own synthesis by directing
the splicing machinery to join exon 2 to exon 4, skipping
the male-specific exon 3 (Figure 2A). Because female
splicing never occurs in the absence of Sx! protein, the
X/A ratio must activate the Sx/ autoregulatory feedback
loop in female embryos by a mechanism that bypasses this
requirement. This is accomplished by turning on a special
promoter, Sx/-Pe, in precellular blastoderm 2X/2A, but
not 1X/2A embryos. The Sxl proteins encoded by the
Sxl-Pe mRNAs set the autoregulatory feedback loop in
motion in 2X/2A embryos by directing the female-
specific splicing of the first SxI-Pm transcripts. Because
Sxl-Pe is not activated in 1X/2A embryos, the Sx/-Pm
transcripts are spliced in the default male pattern.

The regulatory target for Sx/ in the somatic sexual
differentiation pathway is transformer (tra). The second
exon of the fra pre-mRNA has two 3’ splice sites, the
upstream default splice site and the downstream female-
specific site (Figure 2B). Sxl protein turns #ra on in
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XIA=1 XIA =0.5
Sx/ ON ] OFF
msl-2 tra msl-2 tra
A dsxt frut B dsxM fruM
FIGURE 1 Sex determination hierarchy in Drosophila melanogaster.

(A) Female regulatory cascade showing that Sex-lethal is the master
regulator of sex determination because it receives the initial signal that
chooses sexual identity, maintains sexual identity by a positive
autoregulatory feedback loop, and regulates sexual differentiation
through downstream target genes. (B) Male regulatory cascade
showing the opposite events leading to male development.

females by promoting splicing to the downstream 3
splice site of exon 2. This produces an mRNA that has
an open reading frame that encodes a functional Tra
protein. When Sxl protein is absent, as in males, the
default 3’ splice site is used. Because there is an in-frame
stop codon just downstream of the default 3’ splice site,
the male tra mRNA does not encode a functional protein
and tra is off.

Like SxI, tra promotes female differentiation by
regulating splicing. The two known targets of Tra,
double-sex (dsx) and fruitless (fru), encode transcription
factors. In the case of dsx, tra controls the production of
sex-specific isoforms that have a common N-terminal
DNA-binding domain, but different C-terminal acti-
vation domains. In females Tra promotes the joining of
the 5’ splice site of exon 3 to the 3’ splice site of exon 4
(Figure 2D). In males, where Tra is absent, splicing is to
the default 3’ splice site of exon 5. Although Tra
regulates dsx pre-mRNA splicing by controlling the use
of alternative 3’ splice sites, it regulates fru# pre-mRNA
splicing by controlling the use of alternative 5 splice
sites. As illustrated in Figure 2E, a default upstream
5" splice site in exon 2 is used in males, whereas in
females, in which Tra is present, the splicing machinery
skips this 5’ splice site and uses instead a 5 splice spite
located some 1500 bp further downstream. Although
both the male and female mRNAs are predicted to
encode functional protein, the female-specific mRNA
does not appear to be translated.

In addition to controlling somatic sexual differen-
tiation, Sx/ regulates dosage compensation. To make up
for the difference in dose of X-linked gene products in
the two sexes, transcription from the X chromosome

is hyperactivated in males by the male-specific lethal
(MSL) dosage-compensation system. Sx/ turns off the
dosage compensation system in females by negatively
regulating one of its components, msl-2. Interestingly,
Sxl regulates msl-2 by blocking the alternative splicing
of an intron in the 5-UTR and by inhibiting the
translation of the message (Figure 2C).

Alternative Splicing Regulation
by Sxl

TRA: A SIMPLE BLOCKAGE MODEL?

The regulation of #ra splicing by SxI is much simpler
than autoregulation in that it only involves a choice
between alternative 3’ splice sites (Figure 2B), and it will
be considered first. In principle, SxI could promote the
use of the downstream female-specific 3’ splice site in the
tra pre-mRNA by preventing the splicing machinery
from using the upstream default 3’ splice site. Alter-
natively, it could activate the downstream 3’ splice site.
Sosnowski et al. tested these models by making deletion
constructs that were missing one of the two alternative
3’ splice sites of exon 2. Deletion of the default 3’ splice
site led to use of the downstream female-specific 3 splice
site not only in females, but also in males in which SxI
protein is absent. This finding is inconsistent with a
simple activation model because in this model SxI
protein would be required to use the downstream site
even when the upstream site is missing. Deletion of the
downstream 3’ splice site did not interfere with splicing
in males, but led to an increased amount of unspliced
mRNA in females. This result is consistent with a simple
blocking model because when an alternative 3’ splice site
is not present, Sxl protein still inhibits the use of the
default 3’ splice site, leading to an increase in unspliced
mRNA.

Biochemical studies suggest that SxI blocks the use of
the default 3’ splice site by competing with the generic
splicing factor U2AF*°. U2AF°° normally binds to
polypyrimidine tracts where it facilitates spliceosome
assembly by interacting with the U2 small nuclear
ribonucleoparticle (snRNP). Although U2AF*° can bind
to the polypyrimidine tracts of both the default 3’ and
female-specific splice site, it binds with much higher
affinity to the default polypyrimidine tract. The default
polypyrimidine tract is unusual in that it contains two
polyuridine (poly U) runs. Poly U is the recognition
sequence for the Sxl protein and mutations in the #ra
poly U runs that eliminate Sxl protein binding in vitro
prevent Sx/ from regulating splicing iz vivo. Thus, the
classic model of #ra splicing is that the SxI protein out-
competes U2AF°? for binding to the polypyrimidine
tract of the default 3’ splice site, forcing U2AF°° to bind
to and activate the weaker, downstream 3’ splice site.
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FIGURE 2 Sex-specific alternative splicing. The sex-specific splicing patterns for (A) Sxl, (B) tra, (C) msl-2, (D) dsx, and (E) fru. The male splicing
pattern is shown above the gene, and the female pattern is below. Ovals indicate SxI binding sites. Yellow exons in dsx and fru contain RE and PRE
binding sites. Sx| and fru have multiple promoters, and some regions of these genes undergo non-sex-specific splicing (gray). The establishment
promoter of Sxl, controlled by the X/A ratio, is not sex-specifically spliced. For fru, only transcripts from promoters that are alternatively spliced in

a sex-specific manner are indicated.

Consistent with this model, when the N terminus of Sxl
protein is replaced with the U2AF activation domain,
the hybrid Sxl protein binds to poly U sites and activates
splicing to the default 3’ splice site.

Because a protein consisting of only the two SxIl
RRM domains can bind to the default polypyrimidine
tract with higher affinity than U2AF°, this competition
model predicts that only the RNA-binding domain of
the Sxl protein should be necessary to direct female-
specific splicing of #ra. Indeed, this is the case in in vitro
splicing reactions. However, a Sx| protein containing

the RNA-binding domains, but lacking the first
40 amino acids is unable to regulate tra splicing
in vivo in transgenic animals. One explanation for this
discrepancy is that the binding of Sxl to the poly U
runs in the default polypyrimidine tract must be
stabilized in vivo by protein—protein interactions
involving the N-terminal domain. However, this reason-
ing would not explain why a protein consisting of the
N-terminal 100 amino acids of SxI fused to B-galacto-
sidase (N-Bgal) is able to weakly promote female-
specific splicing of #ra when expressed in male flies.
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This N-Bgal fusion protein does not have the two Sxl
RNA binding domains and consequently cannot
directly compete with U2AF’° for binding to the
polypyrimidine tract of the default 3’ splice site.
Taken together, these findings suggest that in addition
to competing with U2AF°° for binding to the default
polypyrimidine tract, Sxl may play a more active role
in directing the splicing machinery to use the down-
stream female-specific 3’ splice site. As described later,
Sxl is known to associate with a number of com-
ponents of the splicing machinery in vivo, including
U2AE. Potentially such interactions could provide a
mechanism for directing assembly of a functional
spliceosome on the weak downstream splice site.

SXZ AUTOREGULATION

Although autoregulation is also thought to involve some
type of blockage mechanism, it must be more compli-
cated than #ra splicing because SxI has to regulate the use
of both the 3’ and ' splice sites of the male exon
(Figure 2A). Like tra, the polypyrimidine tract at the
3’ splice site of the Sx/ male exon has a poly U run that is
recognized by Sxl protein. However, because mutations
in this poly U run have no effect on the splicing of Sx/
pre-mRNAs in either tissue culture cells or transgenic
animals, one can rule out a mechanism in which SxI
directs female splicing by binding to the polypyrimidine
tract of the male exon and directly occluding U2AF or
other generic splicing factors.

In fact, splicing regulation does not seem to pivot on
controlling the use of the male exon 3’ splice site. When
the male exon 5’ splice site is deleted, placing the 3’ splice
sites of the male exon and exon 4 in direct competition,
the male exon 3’ splice site is skipped in both sexes and
exon 2 is spliced exclusively to exon 4. A different result
is obtained when the 5’ splice sites of exon 2 and the
male exon are placed in competition by deleting the male
exon 3’ splice site. In males, a new male exon is
generated using a cryptic 3’ splice site in the second
intron and the normal male exon 5 splice site. This
deletion mutant transcript is also appropriately regu-
lated by SxI in females where exon 2 is spliced directly to
exon 4, skipping the cryptic male exon. Other findings
also argue that controlling the use of the male exon
5" splice site is likely to be more important than
controlling the 3’ splice site.

One mechanism to make the 5 splice site of the male
exon preeminent is to perturb the functioning of the
male exon 3’ splice site. The male exon is unusual in that
it has two 3’ splice site AGs, located 18 nucleotides
apart, that compete with one another and reduce the
efficiency of splicing. Use of the male exon in a
heterologous context can be improved by mutating the
upstream AG so that it can no longer be used. In the
context of SxI, inactivating the upstream AG

compromises the ability of Sxl to block the inclusion
of the male exon, presumably because the male exon
3" splice site now functions much more efficiently.
Finally, Lallena et al. have recently shown that the
downstream AG is recognized by U2AF, whereas the
upstream AG is recognized by the splicing factor SPF45.
As would be predicted, if SPF45 is important for splicing
to the upstream AG, reducing the activity of SPF45 in
tissue culture cells (with RNAI) substantially increases
the use of the downstream 3'-AG. The consequent
improvement in efficiency of splicing of exon 2 to the
male exon 3’ splice site compromises the ability of Sxl to
block the inclusion of the male exon.

How does Sxl regulate the male exon 3’ and §' splice
sites? It turns out that there are multiple poly U runs that
are critical for regulation, located some 200 bp from the
male exon. The deletion of the upstream or downstream
poly U runs greatly compromises, but does not
completely abolish, regulation by SxI, whereas regu-
lation is eliminated when both are deleted. Because the
critical poly U runs are located far from the regulated
splice sites, it is thought Sxl exerts its effect on male exon
splicing indirectly through interactions with other
components of the splicing machinery. Consistent with
this idea, a number of proteins have been found in
complexes with Sxl, and mutations in the genes
encoding these proteins show genetic interactions with
Sxl. The best characterized of these is sans-fille (snf),
which encodes the Drosophila homologue of the
mammalian Ul and U2 snRNP proteins UTA and
U2B’. Although recombinant SxI and Snf interact
directly with one another in vitro, the immunoprecipi-
table complexes between Snf and Sxl seen in nuclear
extracts are RNase-sensitive and do not include the U1l
and U2 snRNPs unless the extracts are cross-linked prior
to immunoprecipitation. Cline et al. proposed a snRNP-
independent function for Snf in regulating Sx!/ splicing
because they found that increasing the levels of snuf, but
not other genes encoding Ul or U2 snRNP proteins,
could promote Sx/ autoregulation under conditions of
limiting Sxl protein. However, recent genetic experi-
ments by Nagengast et al. show that Sx| interacts
with the Snf protein associated with Ul snRNPs.
The same study has also shown that SxI can form an
RNA-independent complex with the Ul snRNP
protein U170K, and genetic interactions indicate
that this protein—protein interaction is important
for autoregulation.

The association of Sxl with two U1 snRNP proteins
suggests that Sx| may prevent splicing between the male
exon and exon 4 by blocking the assembly of a
functional Ul complex at the male exon 5’ splice site.
However, this would not explain how SxI prevents exon
2 from splicing to the male exon 3’ splice site(s).
An understanding of the role of Sxl in this context
is becoming clearer from studies done with U2AF
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In nuclear extracts, Sxl can form a complex with U2AF*°
and U2AF?®, and Sx/ mutations interact genetically with
U2AF?®. Naggengast et al. suggest that one mechanism
SxI might use to block splicing between exon 2 and the
male exon would be through interactions with the U2AF
heterodimer. Because U2AF recognizes the downstream
AG in the male exon 3’ splice site, some other
mechanism might be required to block the use of the
upstream AG.

Genetic and molecular studies indicate that genes
encoding two additional trans-acting factors, fl(2)d
and virilizer (vir), are necessary for regulating the
female-specific splicing of Sx/ (and of #ra), although
how these proteins function is unclear. fI(2)d is
homologous to wilm’s tumor associated protein
(wtap) and encodes a protein present in human
spliceosomes. In Drosophila, the Fl(2)d protein can
form an RNA-independent complex with Sxl, and the
two proteins are able to interact directly in vitro.
Interestingly, FI(2)d is able to form an RNA-indepen-
dent complex with Snf, which would be consistent
with FI(2)d functioning with the Ul or U2 snRNP
because Snf is a component of both. vir, on the other
hand, is not homologous to any known gene involved
in splicing, but Vir protein has been shown to be in a
complex with FIl(2)d, suggesting that Vir might
function in splicing regulation.

Alternative Splicing Regulation
by Tra

TrRA PROTEIN

Tra protein is an arginine/serine domain containing
splicing regulator (SR) protein. SR proteins generally
function to activate splice sites, but there are examples
of SR proteins that are able to block splice sites instead.
In Drosophila, female-specific Tra protein functions
with sex-nonspecific Tra-2 protein to activate splice sites
in dsx and fru pre-mRNAs.

REGULATION OF DSX AND FRU

In males, the default splicing machinery joins the 5
splice site of dsx exon 3 to the 3’ splice site of exon $.
When Tra is present in females, it promotes splicing of
exon 3 to exon 4 by activating the 3’ splice site of exon 4.
Exon 4 contains six 13-nt repeat elements (RE) and one
purine-rich element (PRE) (located between RE #5 and
RE #6) that are necessary for efficient use of the female-
specific splice site. When these elements are deleted, dsx
is spliced in the male pattern irrespective of whether
Tra protein is present. Conversely, when these elements
are placed downstream of a heterologous 3’ splice
site they can activate the splice site when Tra is present.

In vitro experiments indicate that Tra and Tra-2,
together with the SR protein RBP1, associate with the
13-nt REs, whereas the SR proteins dSRp30 and
b52/dSRp5S5 function at the PRE. It is thought Tra
and Tra-2 plus the various SR proteins form an
enhancer complex in exon 4. Because Tra and Tra-2
interact with U2AF®®, this suggests a model in which
the enhancer complexes assembled in exon 4 recruit
U2AF?® and subsequently U2AF* to the 3’ splice site.

This model is complicated by the fact that the fru
transcript contains three similar Tra/Tra-2 binding sites
within exon 2, which are necessary for activating a
female-specific 5’ splice site. This is difficult to reconcile
with the U2AF recruitment model because recruiting
U2AF is not useful for activating a 5 splice site.
Moreover, when the six REs and the PRE within exon
4 of dsx are replaced with the Tra/Tra-2 binding sites
found in the fru transcript, activation of the female-
specific 3’ splice site still occurs. One explanation for this
result is that recruitment of general splicing regulators
by Tra, Tra-2, and other SR proteins might be context
dependent. Tra, Tra-2, and specific SR proteins might be
able to recruit different proteins to activate either a 3’ or
a 5 splice site. Which component of the splicing
machinery is recruited may be determined by additional
proteins specific to each transcript that bind to sites
other than the REs and/or PREs. Alternatively, the U2AF
recruitment model might be entirely incorrect and Tra
and Tra-2 might use a similar mechanism to activate
both 5" and 3’ splice sites.

Alternative Splicing and Sex

Determination in Other Species

Sex-lethal is produced in a sex-specific manner within
the genus Drosophila, but in every other dipteran
examined outside of this genus, Sex-lethal is not
expressed sex-specifically nor does it appear to have a
role in sex determination. By contrast, some of the
downstream genes seem to maintain their role in sex
determination. In Ceratitis capitata, tra seems to act as
the master regulator of sex determination. Cctra
appears to receive the initial sex-determination signal
and subsequently regulates not only the necessary
downstream gene(s) in the hierarchy of sexual devel-
opment, but also maintains its own expression via
alternative splicing. Further down the hierarchy,
the gene dsx is much more evolutionarily conserved.
In both Megaselia scalaris and C. capitata, dsx is
structurally conserved and sex-specifically alternatively
spliced. Intriguingly, the dsx homologue in Caenorbab-
ditis elegans, male abnormal 3 (mab-3), also controls
sexual cell fate, thus extending the conservation beyond
dipteran insects.
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FIGURE 3 Models for regulation of alternative splicing. Splicing patterns for (A) Sxl, (B) tra, and (C) dsx mRNAs in females (left column) and
males (right column). Black ovals, Sxl; green circles, Ul snRNP (including snf and U170K); red diamond, spF45; yellow squares, tra/tra2; orange
rectangle, dSRp30; purple square, b52/dSRp535; white triangle, RBP1. (A) To regulate splicing of its own mRNA, Sx| may bind to components of
U2AF at the male 3’ splice site and components of the UlsnRNP at the male 5’ splice site, thereby preventing these splice sites from being used.
When no Sxl protein is present, the male exon splice sites are available. (B) To regulate tra splicing, SxI competes with U2AF for binding to the
poly(U) tract near the upstream 3’ splice site, forcing U2AF to use the weaker downstream site. Sxl may also activate the downstream 3’ splice site.
When there is no Sxl, U2AF uses the stronger site. (C) Tra/tra-2 bound with the RE and PRE elements in exon 4 of doublesex may form a complex
with other factors to activate the upstream 3’ splice site. When the complex is not present, the downstream site is used.

Summary

Drosophila sex determination is a powerful and
practical system in which to examine the mechanisms
of alternative splicing. Studies done thus far indicate
that within the Drosophila sex determination hierar-
chy are examples of several different mechanisms that
control alternative splicing. Sx/ autoregulation is
controlled by blocking both the 3’ and 5’ splice sites
of an exon, while female-specific tra expression is
achieved by blocking the stronger 3’ splice site
(Figure 3). Splice site activation is used for female-
specific dsx and fru expression. However, a 3’ splice
site is activated in dsx, whereas a §' splice site is
activated in fru. Each of the various alternative
splicing events is unique, but some of the proteins
regulating these splicing reactions are shared. Sxl
protein probably interacts with Fl(2)d and Vir to
direct female-specific splicing of both Sx/ and tra.
Likewise, Tra and Tra-2 interact at similar consensus
binding sites in the exons of dsx and fru pre-mRNA:s.
Further studies will hopefully elucidate which combi-
nations of protein—protein interactions allow the
same trans-acting factors to regulate two different
alternative splicing events.

SEE ALSO THE FOLLOWING ARTICLES

Chromosome Organization and Structure, Over-
view e Spliceosome

GLOSSARY

dosage compensation A process that equalizes the amount of gene
products when opposite sexes have different numbers of sex
chromosomes.

small nuclear ribonucleoparticle (snRNP) A complex composed of
proteins and snRNA (small nuclear RNA) that functions in the
splicing reaction.

spliceosome A large complex composed of proteins and snRNPs that
assembles on pre-mRNAs and catalyzes the splicing reaction.

splicing regulator (SR) proteins Proteins containing one or more
arginine—serine (RS)-rich domains that often activate weak splice
sites by protein—protein interactions.
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Amine oxidases (AOs), a widespread class of enzymes, are
present in all living systems, where they control the level of
very active compounds, i.e., mono-, di-, and polyamines. The
oxidation of these compounds may generate other biologically
active substances, like aldehydes, ammonia, and hydrogen
peroxide, which either directly or indirectly influence cells
and tissues. Hydrogen peroxide, which is always formed in the
reactions catalyzed by AOs, is more and more considered either a
crucial substrate for important biochemical processes or a signal
and a defense molecule, rather than a noxious waste product.

Classification

The oxidative deamination of mono-, di-, and polyamines
is catalyzed by a number of AOs that exhibit different
patterns of substrate specificity and inhibitor sensitivity
and also differ in their action mechanism. Amine oxidases
have been divided into two main categories, depending on
the nature of the cofactor involved. One class is character-
ized by the presence of flavin adenine dinucleotide (FAD)
as the redox cofactor. The enzymes belonging to this class
are further subdivided into monoamine oxidases (MAO A
and MAO B) and polyamine oxidases (PAOs). The second
classis represented by enzymes having a tightly bound Cu"!
ionand a carbonyl-type group identified as 6-hydroxydopa
quinone (2,4,5-trihydroxyphenethylamine quinone; TPQ)
at the active site (Figures 1A and 1B). TPQ is derived from
the oxidation of a tyrosyl residue in a posttranslational
event. It has been proposed that the bound copper itself
catalyzes the process of TPQ formation by the initial
insertion of an oxygen atom into the tyrosine ring to
generate dihydroxyphenylalanine (Scheme 1).

Distribution, Reaction Mechanism,
and Physiological Roles

FAD-CONTAINING
MONOAMINE OXIDASES

MAO A and MAO B [amine:oxygen oxidoreductase
(deaminating); EC 1.4.3.4] have subunits of M, of 59.7
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and 58 kDa, respectively. The crystal structure of human
MAO B shows that FAD is covalently bound through
the flavin C8a-position to a cysteine (Cys397) side chain
(Figure 1C). MAOs are ubiquitous in the cells of most
mammalian species, the notable exception being
erythrocytes, and are tightly associated with the
mitochondrial outer membrane, although both MAOs
have been also found in the microsomal fraction. The
distribution of MAOs has been studied principally in the
brain: MAO A is found in catecholaminergic neurons,
whereas MAO B is abundant in serotonergic and
histaminergic neurons and glial cells. Moreover, some
tissues mainly contain MAO A (human placenta and
bovine tyroid), and other tissues contain predominantly
MAO B (human platelets and bovine liver and kidney).

MAOs oxidize primary amino group of arylalkyl
amines to form an imine product with the concomitant
reduction of flavin to FADH,. The imine is then
hydrolyzed to the corresponding aldehyde and
ammonia, and FADH, is oxidized back to FAD by
oxygen with the formation of hydrogen peroxide. MAO
A oxidizes preferentially dopamine, noradrenaline, and
serotonin and is sensitive to the irreversible inhibitor
clorgyline. MAO B oxidizes preferentially benzylamine
and phenylethylamine and has a higher affinity for the
inhibitor deprenyl. Adrenaline, kynuramine, tyramine,
and tryptamine are substrates for both enzymes.

MAO A and B have been implicated in apoptosis,
immunosuppression, cytotoxicity, cell growth and pro-
liferation. These enzymes play a protective role in the
body by preventing the entry of amines at the renal and
intestinal levels or by oxidizing them in blood. In fact,
liver MAOs are involved in controlling the blood level of
pressor amines. MAO A can oxidize circulating serotonin
thus preventing its effects on the heart and vascular
system. Both MAO A and MAO B have important roles
in the metabolism of neurotransmitters and other
biogenic amines in the brain and are implicated in a
large number of neurological and psychiatric disorders.
The loss of dopaminergic neurons in the substantia nigra,
which causes Parkinson’s disease, has been associated
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FIGURE 1 Structure of the (A) reduced and (B) oxidized form of
TPQ; (C) FAD covalently bound in MAO B; (D) lysine tyrosylquinone.

with an increased dopamine oxidation by MAO B
producing high amounts of oxygen radicals responsible
for oxidative damage of nigrostriatal neurons. Therefore,
the pharmacological regulation of MAO activity has
been shown to be important in the treatment of
depression and Parkinson’s disease.

FAD-CONTAINING

POLYAMINE OXIDASES

FAD-containing polyamine oxidases (PAOs) are
monomeric enzymes with a M, ranging from 53 to
63 kDa, with 1 mol of FAD per mol of protein. The
prosthetic FAD is noncovalently bound to the protein.
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SCHEME 1
from tyrosine.

Postulated pathway for the biogenesis of TPQ

PAOs [N'-acetylspermidine:oxidoreductase (deaminat-
ing); E.C. 1.5.3.11] are intracellular enzymes mainly
found in vertebrates and plants. PAOs with character-
istics similar to vertebrate enzymes are present in yeasts
and amoebae, whereas bacteria and protozoans contain
enzymes similar to those of plants. Plant PAOs have been
isolated and characterized, particularly from the Gra-
mineae oat, maize, barley, wheat, and rye. The enzyme
from maize seedlings has been crystallized.

The mechanism by which PAOs catalyze the oxi-
dation of polyamines is still unknown, but the catalytic
mechanism can be divided into two half-reactions:
(1) flavin reduction upon polyamine oxidation followed
by (2) flavin reoxidation by molecular oxygen. Poly-
amine oxidases catalyze the oxidation of polyamines at
the secondary amino group yielding different products
according to the organism considered. Mammalian
PAOs oxidize preferentially acetyl spermine and acetyl
spermidine: spermidine and putrescine are respectively
formed as reaction products, together with 3-amino-
propanal and hydrogen peroxide. Oxidation of sper-
mine by plant PAOs gives 1,3-diaminopropane,
hydrogen peroxide, and 1-(3-aminopropyl)-4-aminobu-
tanal. The latter spontaneously cyclizes to 1-(3-amino-
propyl)pyrrolinium that undergoes further spontaneous
rearrangements to 1,5-diazobicyclo[4.3.0.]nonane
(Scheme 2). The oxidation of spermidine by plant
PAOs gives 1,3-diaminopropane, hydrogen peroxide,
and 4-aminobutanal that yields 1-pyrroline by spon-
taneous cyclization. Contrary to the reaction of MAOs
and copper/TPQ AOs, the oxidation of polyamines by
PAOs does not release ammonia.

PAOs play an important role in the regulation of
intracellular polyamine level, and seem to be important
for homeostasis and cell survival.

Cu/TPQ AMINE OXIDASES

Copper/TPQ-containing amine oxidases [amine:oxygen
oxidoreductase (deaminating) (copper containing);
EC 1.4.3.6] are homodimers in which each subunit
(M, 70-90 kDa) contains a tightly bound type II
copper ion and a quinone (TPQ). Copper/TPQ AOs
catalyze the oxidative deamination of primary amino
groups of mono-, di-, and polyamines, abstracting two
electrons from amines and transferring them to
molecular oxygen, to form the corresponding alde-
hyde, ammonia and hydrogen peroxide. Again, the
catalytic mechanism can be divided into two half-
reactions: (1) enzyme reduction at the quinone moiety
(TPQ — TPQH,) by substrate followed by (2)
reoxidation by molecular oxygen:

E,. + R—-CH,-NH{ — E,.y—-NH! + R-CHO (1)

E,.q-NHJ + O, + H,0— E. + NH; + H,0, (2)
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SCHEME 2 Reaction catalyzed by mammalian (M) and plant (P) PAOs. (1) Spermidine; (2) Spermine; (A) 1-pyrroline;
(B) 1-(3-aminopropyl)- pyrrolinium; and (C) 1,5-diazobicyclo[4.3.0.]Jnonane.

Within the class of Cu/TPQ amine oxidases are
included:

(i) The intracellular amine oxidases, also called
diamine oxidases (DAOs), are ubiquitous enzymes
occurring in microorganisms (fungi and bacteria), plants,
and mammals. Some DAOs have been crystallized from
bacteria, the yeast Hansenula polymorpha, and from
pea seedlings. The crystal structure shows that the copper
atom is coordinated by three histidine side chains and two
water molecules, laying at approximately 6A distance
from TPQ (Figure 2). Plant DAOs from various species
have been purified to homogeneity and characterized,
the best known and studied being those from lentil (Le#ns
esculenta) and pea (Pisum sativum) and from latex of the
shrub Euphorbia characias. In mammals, the best known
enzymes are those from pig kidney and intestine, and
from human placenta. DAOs prefer short aliphatic
diamines like putrescine (1,4 diaminobutane) and cada-
verine (1,5 diaminopentane) as substrates.

The role of DAOs is difficult to define, because this
classincludes several enzymes with different localizations
and substrates. Bacteria and yeasts can utilize amines as
nitrogen and carbon sources through the reaction with

amine oxidase. Plant DAOs have an important role in cell
growth by regulating the intracellular di- and polyamine
levels, and the aldehyde products might have a key role in
the biosynthesis of some alkaloids. The function of amine
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FIGURE 2 Structural arrangement of the copper center and TPQ in
the active site of pea seedling amine oxidase. D300 is the base required
for the catalytic mechanism.
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oxidases in mammals is even more diverse and elusive.
Amine oxidase activity is found in many tissues, the
highest levels being in decidual cells of placenta, in kidney
tubular epithelial cells, and in intestinal epithelial cells.
These localizations may suggest a general barrier func-
tion for this enzyme in preventing the entrance of
extracellular diamines and polyamines into circulation.
Furthermore, these enzymes may keep under control the
endogenous histamine, which may be responsible for
several pathological conditions like allergy, peptic ulcer,
and anaphylactic reactions. Several observations point
to a relationship between amine oxidase activity and
growth, both in normal and tumoral tissues possibly
correlated with cell proliferation and differentiation.
DAOs have also been proposed as immune response
modulators. It has been demonstrated that human
placental diamine oxidase is identical to the amiloride-
binding protein and thus in some way is involved in the
regulation of epithelial ion transport.

(ii) The mammalian extracellular plasma soluble and
intracellular tissue-bound amine oxidases are able to
metabolize mono-, di-, and polyamines, even though
in vitro they are preferentially active toward nonphysio-
logical amines like benzylamine. Plasma soluble AOs
are generally termed either plasma and serum AOs or
benzylamine oxidases (BzAOs). Tissue-bound AOs
are often indicated as semicarbazide-sensitive amine
oxidases (SSAQOs), somewhat misleading since all
Cu/TPQ AOs, at variance with FAD-dependent enzymes,
are inhibited by semicarbazide and other carbonyl
reagents. There has been considerable disagreement
whether the extracellular plasma AO were a product of
a different gene or a cleavage product of a tissue-bound
amine oxidase. The better known examples of BZAOs are
those from bovine, swine, and equine plasma. Intracellu-
lar SSAOs are widely distributed: smooth muscle cells of
vascular tissue of all mammalian species are a good source
of these enzymes, which have been also detected in uterus,
ureter and vas deferens, in ox dental pulp, in human
umbilical artery, in rat adipocytes, and chondrocytes.

The increased BzAO activity in blood serum of
pregnant women supports the possibility that this
enzyme has a protective role against the polyamines
released from the fetoplacental unit. SSAOs have been
also shown to be a new class of DNA-binding proteins:
in the presence of polyamines they bind DNA and
oxidize DNA-bound polyamines. Structural similarity
between SSAOs and VAP-1, a protein involved in
cellular adhesion, has been observed. SSAOs seem to
be involved in the regulation of glucose metabolism (via
the H,O, produced?) and in the regulation of leukocyte
trafficking in endothelial cells.

(iii) The extracellular matrix-bound lysyl oxidase has
the best-defined role: it catalyzes maturation and aging of
collagen and elastin, by oxidizing the e-aminogroups of
their lysyl residues, allowing the formation of cross-links

essential for the structure of these proteins. Lysyl oxidase
differs from other members of the group because lysine
tyrosyl quinone (Figure 1D) rather than TPQ is the redox
cofactor. The genetic or acquired decrease of lysyl
oxidase activity is accompanied by severe pathological
conditions like the formation of aneurisms in arteries.

Concluding Remarks

In the past few years, evidence has accumulated about
the physiological relevance of hydrogen peroxide, which
is generated in the catabolism of mono-, di-, and
polyamines by all amine oxidases. This reactive oxygen
species is toxic at high concentration. However, at lower
concentrations it regulates cell number during embryo-
nic development as well as the proliferation and
adhesive properties of endothelial and smooth muscle
cells. Hydrogen peroxide appears to be involved in
the impairment of cell growth and proliferation, in the
regulation of many genes and transcription factors, and
in the transduction of cellular signals in many living
species. In plants, hydrogen peroxide might be utilized
by peroxidases in crucial physiological events, such as in
development, in the polymerization of lignin and suberin
precursors, and in the catabolism of indoleacetic acid,
in response to wounding or to pathogen invasion.

SEE ALSO THE FOLLOWING ARTICLES

Flavins ® Quinones

GLOSSARY

amines Hydrocarbon compounds bearing an amine group. They are
called primary, secondary, or tertiary when nitrogen binds two,
one, or zero hydrogen atoms.

oxidases Enzymes that oxidize substrates using molecular oxygen.

polyamines Hydrocarbon compounds bearing both primary and
secondary amino groups (e.g., spermine and sperimidine) strongly
interacting with nucleic acids involved in many important cellular
functions.

primary amines Metabolically derived from amino acids by
decarboxylation. Primary amines often show potent pharmaco-
logical or hormonal activity (e.g., histamine, serotonin, GABA,
and noradrenaline).

FURTHER READING

Binda, C., Mattevi, A., and Edmondson, D. E. (2002). Structure—
function relationship in flavoenzyme-dependent amine oxidation.
J. Biol. Chem. 277, 23973-23976.

Federico, R., and Angelini, R. (1991). Polyamine catabolism in
plants. In Biochemistry and Physiology of Polyamines in Plants
(R. D. Slocum and H. E. Flores, eds.) pp. 41-56. CRC Press,
Boca Raton, FL.

Girmen, A. S., Baenziger, J., Hotamisligil, G. S., Konradi, C., Shalish,
C., Sullivan, J. L., and Breakefield, X. O. (1992). Relationship



between platelet monoamine oxidase B activity and alleles at the
MAOB locus. J. Neurochem. 59, 2063-2066.

Jalkanen, S., and Salmi, M. (2001). Cell surface monoamine oxidases:
Enzymes in search of a function. New EMBO Member’s Review.
The EMBO Journal 20, 3893-3901.

Janes, S. M., Mu, D., Wemmer, D., Smith, A. J., Kaur, S., Maltby, D.,
Burlingame, A. L., and Klinman, J. P. (1990). A new redox cofactor
in eukaryotic enzymes: 6-hydroxydopa at the active site of bovine
serum amine oxidase. Science 248, 981-987.

Lyes, G. A. (1995). Substrate-specificity of mammalian tissue—bound
semicarbazide—sensitive amine oxidase. In Progress in Brain
Research (P. M. Yu, K. E Tipton and A. A. Boulton, eds.)
Vol. 106, pp. 293-303. Elsevier Science BV, Amsterdam.

Medda, R., Padiglia, A., Bellelli, A., Pedersen, ]J. Z., Finazzi Agro, A.,
and Floris, G. (1999). Cu'-semiquinone radical species in plant
copperamine oxidases. FEBS Lett. 453, 15.

Mondovi, B. (1985). Structure and Functions of Amine Oxidases.
CRC Press, Boca Raton, FL.

Mure, M., Mills, S. A., and Klinman, J. P. (2002). Current topics.
Catalytic mechanism of the Topa quinone containing copper amine
oxidases. Biochemistry 41, 9269-9278.

Shish, J. C., Chen, K., and Ridd, M. J. (1999). Monoamine
oxidase: From genes to behavior. Amnu. Rev. Neurosci. 22,
197-217.

AMINE OXIDASES 89

Tipton, K. E, and Strolin Benedetti, M. (2002). Amine oxidase and the
metabolism of xenobiotics. In Enzyme Systems That Metabolise
Drugs and Other Xenobiotics (C. loannides, ed.) pp. 95-146.
Wiley & Sons, New York.

Wilce, M. C. J., Dooley, D. M., Freeman, H. C., Guss, J. M.,
Matsunami, H., McIntire, W. S., Ruggiero, C. E., Tanizawa, K.,
and Yamaguchi, H. (1997). Crystal structure of the copper-
containing amine oxidase from Arthrobacter globiformis in the
holo and apo forms: implication for the biogenesis of topaquinone.
Biochemistry 36, 16116-16133.

B1OGRAPHY

Alessandro Finazzi Agro is full Professor of Enzymology, Faculty of
Medicine, at the University of Rome “Tor Vergata,” Italy. He is
currently Rector of the same University. For the past 35 years he has
been studying copper proteins and copper enzymes with respect to their
biochemical, physiological, and pathological roles.

Giovanni Floris is full Professor of Biochemistry and Molecular
Biology, Faculty of Science, at the University of Cagliari, Italy. He is
working on the purification and characterization of enzymatic
proteins, particularly on plant copper/TPQ amine oxidases.



Amino Acid Metabolism

Luc Cynober

Hétel-Diew Hoopital and Parws 5 University, Paris, France

Amino acids are major macronutrients involved in (1) protein
synthesis, (2) energy requirements, and (3) specific functions
either directly (as mediators) or through their metabolism
into mediators or hormones. This article describes amino
acid metabolism with special emphasis on tissue-specific
metabolism, inter-organ exchanges, and regulation.

Structure, Functions, and

Classification of Amino Acids

Amino acids (AAs) are defined as organic molecules
possessing an amino moiety located at a-position to a
carboxylic group. AAs therefore have the following
general formula:

R—aCHZ NH,
COOH

where R may be an aliphatic or a cyclic structure.
Note that proline is considered as an AA even though
its -NH, group is part of a heterocycle. Also, taurine is
considered as an AA even though it has a sulfur moiety
instead of an amino group in the a-position.
AAs can be classified in three different ways (Table I):

o Chemical Classification This classification is
based on structure and identifies different chemical
families of AAs: aliphatic (subdivided into several
subgroups — see Table I for details), aromatic, hetero-
cyclic, etc.

o Metabolic Classification  Although in theory most
AAs can be precursors of glucose, in vivo, because most
AAs preferentially use other metabolic pathways, only
alanine (ALA), glutamine (GLN), and to a lesser extent
proline (PRO) and glycine (GLY) contribute significantly
to gluconeogenesis.

Certain AAs can be precursors of ketone bodies
(ketogenic AAs). Again, in vivo, only leucine (LEU)
contributes significantly to ketogenesis.

Finally, some AAs can be both glucogenic and
ketogenic: isoleucine (ILE) and phenylalanine (PHE).

o Nutritional Classification This is based on what
AAs the human body can or cannot synthesize. The
former are named nonessential AAs (NEAAs) and the
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latter essential AAs (EAAs). There are nine EAAs
(Table I). Note that some NEAAs can become EAAs in
specific situations, e.g., arginine (ARG) during growth,
tyrosine (TYR) during renal failure, or GLN in trauma
patients.

Intestinal Absorption of AAs

Digestion of proteins (beyond the scope of this chapter)
releases a mixture of free AAs and short-chain peptides.
Nitrogen is absorbed mainly in the jejunum and the
ileum in the form of free AAs and di- and tripeptides. It is
now well recognized that the latter have a kinetic
advantage for uptake. To date, two peptide transporters
have been cloned, PEPT-1 and PEPT-2.

AAs are taken up by systems that are rather different
from those found in other cells and also from those
located at the basolateral side of enterocytes. The groups
of transporters are relatively specific to:

o neutral AAs,

e imino acids,

o dibasic AAs + cysteine (CYS), and
o dicarboxylic AAs.

Intestinal Metabolism

It was long thought that the gut had a single function,
namely, taking up AAs from the lumen for transport in
the bloodstream.

In fact, the intestine avidly consumes some AAs for its
energy requirements: GLU and GLN are used to the
same extent as glucose by enterocytes, producing
a-ketoglutarate, which is oxidized in the Krebs cycle.
After a balanced meal, at least 30% of GLU + GLN is
used by enterocytes, and as a consequence ammonia
is released in the portal vein. Interestingly, when GLN is
taken up at the luminal side of enterocytes, its uptake at
the basolateral side decreases. The reverse is true in the
postabsorptive state, so that the supply of GLN to
enterocytes remains roughly constant.
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TABLE I
Classifications of Amino Acids.

Aliphatic

e Short-chain

Aromatic

Phenylalanine

Glycine Tyrosine
Alanine

e Alcohol Tryptophan
Threonine
Serine Arginine

e Branched-chain Histidine
Leucine Lysine
Isoleucine
Valine Glutamate

e Sulfur Glutamine
Methionine Aspartate
Cysteine Asparagine
Proline

Only AAS engaged in protein bonds are presented.
Note that there are numerous other AAs: (1) intermedi-
ary metabolites: ornithine, citrulline; and (2) posttran-
scriptionally formed: hydroxyproline, y-carboxyGLU
acid - (a) in italics: essentials AAs; (b) in bold type:
gluconeogenic AAs; and (c) underlined; ketogenic AAs.

Also, the turnover of enterocytes is very rapid,
causing a strong requirement for purine and pyrimidine
precursors (e.g., GLN).

Cellular Transport of AAs

Once AAs appear in the circulation, cellular transport is
a critical step in AA metabolism, since it is a prerequisite
for any further metabolism. In certain cases this step

TABLE II

Some Amino Acid Functions

Function Amino acid Example
Constituent of proteins 20 AAs
Hormone precursor Phenylalanine Tyroxine
Tyrosine Cathecholamines
Tryptophan Serotonin
Mediators Glutamate Glutamate, GABA
Glutamine Glutamine
Arginine Nitric oxide
Binding of calcium Glutamate y-carboxyglutamate
Collagen structure Proline hydroxyproline

GABA: y-aminobutyric acid.
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may even be rate limiting or rate controlling for
metabolic pathways.

The systems of transport have long been classified
according to their preferred substrates, their dependency
towards sodium, their sensitivity to pH, and their
ability to transport nonmetabolizable analogues. Based
on these criteria a large number of transport systems
have been identified. The most ubiquitous are system
A (A for ALA-preferring), system ASC (ALA-, serine
(SER-) and CYS-preferring), system L (LEU-preferring),
y + (ARG being the main substrate), N (for the transport
of GLN and histidine (HIS)), etc. With progress in
molecular biology methods, a number of transporters
have been cloned, allowing a new classification. Not sur-
prisingly, the number of transport systems was found
to be greater. For example, for ARG, four transporters
have been cloned (CAT-1, CAT-2A, CAT-2B, and CAT-3)
with different cell localizations, properties, and affinities
for the different cationic AAs.

The organs that are most contributive to AA
metabolism are the liver and muscle.

Liver Metabolism

The liver holds a central place in the metabolism of AAs
because it is responsible for the synthesis of most
circulating proteins, transforms AAs as energy sources
(i.e., glucose and ketone bodies) for other tissues, and
eliminates surplus nitrogen.

AAs supplied via the portal vein after a meal are
heavily metabolized (~50%). The carbon chain is
oxidized or forms glucose, which is saved as glycogen,
while the N-moiety (ies) is (are) removed in ureagenesis.

The reason for this process is that whereas the
intestinal absorption of AAs is not limiting (95-99%
of nitrogen is absorbed in a large range of protein
intake), the brain must be protected against excessive
AA exposure because several of them are neurotoxic or
are the precursors of potent neuromediators
(see Table II). Thus, the liver acts as a filter, limiting
the amount of AAs released in the general circulation.
Notable exceptions are the branched-chain AAs
(BCAAs; VAL, ILE, LEU), which are almost nonmeta-
bolized in the liver: BCAAs form ~22% of AAs in
food proteins but almost 50% of AAs reaching the
general circulation.

The biochemical explanation for this effect is that
hepatocytes do not contain BCAA transaminase, which
mediates the first step of BCAA metabolism. The
physiological reason may be related to the fact that
LEU plays a critical role in the stimulation of muscle
protein synthesis in the postprandial phase.

In the postabsorptive state, with glycogen exhaustion,
gluconeogenesis increases to maintain glucose homeo-
stasis. As stated above, ALA is the main gluconeogenic
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substrate among AAs: in healthy humans starved for 8 h,
30% of perfused ALA is metabolized into glucose, and,
in these conditions, 11% of glucose formed by the liver
comes from ALA. When the starvation time is increased,
and in situations of hyperglucagonemia (e.g., during
response to injury such as burn, trauma, or sepsis),
the contribution of ALA to gluconeogenesis increases
like those of other AAs, in particular GLN. In these
situations, most AAs taken up by the liver come from
the muscles.

During starvation, another metabolic pathway is
activated: ketogenesis is mainly supported by free
fatty acid metabolism, but one AA, LEU, is also
contributive. This may seem paradoxical because, as
stated above, hepatocytes do not express BCAA-T.
However, hepatocytes express all the other enzymes
required for ketone body (KB) production, in particu-
lar the highly regulated enzyme branched-chain keto-
acid-dehydrogenase (BCKA-dh). Thus, as described
below, the production of KB from LEU is a typical
example of the importance of inter-organ exchanges in
AA metabolism.

Muscle Metabolism

Muscles contain ~50% of the proteins in the human
body and the largest pool of free AAs (i.e., 87 g in a male
weighing 70 kg; by comparison the plasma pool is only
1.2 g).

Therefore, muscles can be considered as a reserve of
AAs, either directly (i.e., as free AAs) or indirectly (i.e.,
in the form of proteins).

After a meal, arterio-venous measurements indicate
that all AAs are taken up by the muscles to support
protein synthesis.

At the postabsorptive state, all but one (GLU) are
released by the muscles. It is noteworthy that ALA +
GLN together represent 60% of the total AAs released
by muscle, whereas they form less than 20% of protein
content. This underlies the fact that most ALA and GLN
comes from de novo synthesis in the muscle. The
carbon chain required for ALA synthesis comes from
anaerobic degradation of glucose, and the amino
moiety comes from transamination with GLU. The
resulting a-KG is retransaminated by BCAA-T releasing
BCKAs from BCAAs (Figure 1). Ultimately, 18% of the
glucose taken up by muscle is metabolized into ALA and
12.5% of the nitrogen contained in circulating ALA
comes from LEU. For GLN, the carbon chain comes
from GLU and GLU comes both from transamination
and from the bloodstream. The ammonia required for
the amidation of GLU comes from oxidative deamina-
tion of AAs and from the degradation of purine
bases (Figure 1).

Glucose

Anaerobic glycolysis

Glutamine Glutamine
Pyruvate
NH, IMP
Glutamate < ® —— Glutamate
BCAA
o-ketoglutarate BCKA
Alanine
Muscle cell
®
. Bloodstream
Alanine
FIGURE 1 De novo synthesis of alanine and glutamine in muscles at

the postabsorptive state. IMP, inosin monophosphate; BCAA,
branched-chain amino acid; BCKA, branched-chain keto acid.

Inter-Organ Exchanges

Every tissue or organ possesses enzymatic equipment
that is specific both qualitatively and quantitatively.
Correspondingly, each tissue plays a specific role in
nitrogen homeostasis. This explains the importance of
inter-organ exchanges, each organ contributing as a
provider of those AAs that others are unable (or not
sufficiently able) to produce. The inter-organ
exchanges are highly dependent on the feeding state
(i.e., postprandial versus postabsorptive).

At the postprandial state, as mentioned above, there is
major AA splanchnic sequestration. AAs appearing in the
general circulation are taken up by peripheral tissues,
especially muscles.

At the postabsorptive state, the body must use its
stores to generate the energy required. Lipolysis and
glycogenolysis are contributive to this process. However,
the glycogen stores are limited and as fasting progresses,
the glucose supply becomes more and more dependent on
gluconeogenesis. This process implies the transfer to
the liver of gluconeogenic AAs such as ALA and GLN.
As described earlier in this article, the nitrogen
moiety ultimately comes from BCAAs. This fact has
two consequences:

1. Since BCAAs are essential AAs (i.e., no possibility
of synthesis in humans), their sole source is protein
breakdown. Hence gluconeogenesis in the liver results in
net protein breakdown in muscle.

2. Branched-chain keto acids (BCKAs) resulting from
BCAA transamination are poorly metabolized in
muscles (except in severe catabolic situations where
BCKA-dh is activated by proinflammatory cytokines)



and therefore released in the bloodstream. They are
then taken up by the liver, where two of them
(a-ketoisocaproate and a-ketomethylvalerate) contribute
to ketogenesis.

Gluconeogenic AAs taken up by the liver are readily
transformed into glucose and this is favored by increased
glucagon levels and decreased insulin secretion.
Of course, synthesis of one molecule of glucose from
one molecule of AA requires the removal of the N-
residues. This is the job of ureagenesis. This process has
an important consequence: each molecule of glucose
produced in this pathway leads to the irreversible loss of
(at least) one N-residue from net muscle proteolysis.
This explains why in conditions of prolonged food
restriction or when energy demand increases (e.g., in
injury), a characteristic sign of metabolic adaptation is
loss of muscle mass.

Glucose produced by the liver is taken up by glucose-
dependent tissues. In the muscle, glucose is largely used
anaerobically, leading to further generation of alanine,
producing an alanine—glucose—alanine cycle also called
the Cahill cycle.

At the whole-body level, this cycle makes no sense
energetically because anaerobic glucose consumption
generates little ATP and gluconeogenesis consumes at
least the same amount of ATP. However, reasoning at
the tissue level casts a different light: in the
postabsorptive state the liver is rich in energy owing
to B-oxidation of free fatty acids from lipolysis in
adipose tissue, whereas muscle is somewhat depleted
in energy. Therefore, the Cahill cycle corresponds
ultimately to the transfer of energy from an organ
that is energy-rich (the liver) to a tissue that
demands energy (muscle) at the cost of net protein
breakdown.

Final Products of AA Metabolism,

Elimination of Surplus Nitrogen

N-metabolic products of AAs are mostly excreted in
urine. Only an average 7 mg kg ™' body weight in males
and 8 mgkg ' in females is removed daily in other
ways: shed skin (5 mg kg™'), nasal secretions, shed hair,
menstrual losses, etc.

Elimination of nitrogen cannot be carried out
directly as ammonia because this substance is toxic
for the central nervous system at plasma concentrations
above 50 wmol1™'. Yet the equivalent of a mole of
NH; has to be cleared every day. For this reason, in
humans, the main form of nitrogen elimination is
urea, a water-soluble nontoxic compound synthesized
by the liver.
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However, not all the ammonia must be converted into
urea, because ammonia plays a key role in acid—base
homeostasis, in particular in the kidney.

UREAGENESIS

The urea cycle is partly cytoplasmic and partly
mitochondrial. Only the liver possesses all the
enzymes required to synthesize urea from ammonia,
and this pathway is strictly located in periportal
hepatocytes.

Five enzymes are involved: carbamoylphosphate
synthase (CPS), ornithine carbamoyltransferase (OCT),
arginosuccinate synthase, arginosuccinate lyase, and
arginase.

Ureagenesis is governed by three different types of
regulation:

1. Regulation by the availability of precursors: the
rate of flux of AAs towards the liver is a key regulator of
ureagenesis; the more AAs the liver takes up, the higher
is the rate of ureagenesis. AAs may come from food in
the postprandial phase or from muscles in the post-
absorptive phase. Conversely, during prolonged star-
vation, urea production declines simply because the
muscle efflux of AAs decreases. All the AAs are not
equally ureogenic: GLN, ALA, and ARG are the
most contributive.

e GLN is hydrolyzed into GLU and ammonia by
glutaminase present in large amounts in periportal
hepatocytes. This reaction forms a ureagenesis
amplification loop because the product of the
reaction (ammonia) has the unusual property of
activating glutaminase. The accumulation of GLU,
the other product of the reaction, allows the
synthesis of N-acetylglutamate, the regulatory
role of which is described next.

e ALA is transaminated into PYR and in parallel
a-ketoglutarate gives rise to GLU. This GLU forms
a pool distinct from those described above: a
second transamination reaction turns oxaloacetate
into aspartate, which provides the second nitrogen
donor in ureagenesis.

o ARG is very ureagenic because (1) it is the direct
precursor of urea and (2) it plays a key role in the
allosteric regulation of ureagenesis.

2. Allosteric regulation: role of N-acetylglutamate.
This substance plays a key role in ureagenesis regu-
lation because it is the allosteric regulator of CPS, the
enzyme controlling the entry of ammonia into the cycle.
N-acetylglutamate synthesis is catalyzed by N-acetyl-
glutamate synthase, which is strongly activated by
ARG. Hence the flux of substrates (GLN, NH3;, and
ARG) and the allosteric regulation of CPS act
synergistically to modulate ureagenesis both upstream
and downstream.
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3. Hormonal Regulation This regulation operates

at two levels:
o On substrate availability: cortisol increases pro-

teolysis and muscle efflux of AAs; glucagon
promotes their transport into hepatocytes and
further metabolism into ureagenesis and gluconeo-
genesis.

o On the activity of enzymes.

AMMONIAGENESIS

This pathway is located in kidney tubular cells and is
80% supported by GLN. The first step is mediated by
type I phosphodependent glutaminase, an enzyme
activated by acidosis; GLU can then be transaminated
into a-ketoglutarate or deaminated by GLU dehydro-
genase. This last reaction is strongly activated by
acidosis, further increasing the flux of NHj;. NHj3
passes freely into the lumen, where it combines with
protons to form the ammonium ion, which cannot
return to cells.

The one-way flux of NH3 means that during acidosis
(i.e., high amount of H" in the lumen) the intra-cellular
NHj; level is low, derepressing GLU-dh. In turn, this
favors GLU metabolism and low GLU derepresses
glutaminase. Hence it appears that ammoniagenesis is
an adaptative pathway that plays a fundamental role in
metabolic acidosis.

RELATIONSHIP BETWEEN UREAGENESIS
AND AMMONIAGENESIS: A
CONTRIBUTION TO ACID—-BASE
HOMEOSTASIS

The observations described above underline the unique
role of GLN as a donor of nitrogen for both ureagenesis
and ammoniagenesis. However, heavy consumption of
GLN in ureagenesis is not compatible with an increased
demand by the kidney in acidosis. A balance between
these two almost exclusive processes is achieved, thanks
to an anatomical detail — the liver contains two different
hepatocyte populations:

o Periportal hepatocytes (93% of the total), which
possess a glutaminase activity and enzymes of the urea
cycle.

o Perivenous hepatocytes, which form only 7% of the
total but have a metabolic activity 100 times higher.
These cells possess GLN synthase activity.

Hence catabolism and synthesis of GLN are two
processes that occur simultaneously in the liver, but at a
different rates according to the situation.

« Physiologically, most of the GLN from the portal
vein is taken up by periportal hepatocytes, and the liver
is a net consumer of GLN.

o In acidosis, hepatic glutaminase is inhibited (note:
acidosis activates kidney glutaminase and inhibits the
liver isoform). Consequently, GLN remains available for
amino acid metabolism.

Hormonal Control of Amino
Acid Metabolism

Physiologically as well as in disease, hormones play a
key role in the control of AA metabolism, with a balance
between anabolic and catabolic hormones.

ANABOLIC HORMONES

1. Insulin Insulin exerts actions at every level of AA
metabolism:

(a) It increases the cell transport of numerous
AAs, especially in muscle and liver.

(b) It favors net protein anabolism by decreasing
protein breakdown.

(c) It decreases gluconeogenesis both by decreas-
ing the availability of precursors and by
inhibiting key enzymes of this pathway.

2. Growth Hormone (GH) GH stimulates protein
synthesis.

CAaTABOLIC HORMONES

1. Glucagon Like insulin, glucagon activates the A
system of AA transport, but unlike insulin, glucagon
favors the use of AAs in gluconeogenesis.

In addition, glucagon favors proteolysis (through
macro-autophagy) in the liver.

2. Cortisol Cortisol induces hyper-amino-acidemia
because although it increases hepatic, intestinal and
renal uptake of AAs, it increases their muscle release
even more strongly. In addition, cortisol favors net
protein breakdown. Hence in a stress situation, cortisol
and glucagon have a synergistic action (Figure 2) leading
to a unidirectional flux of nitrogen from the muscle to
the liver.

3. Cytokines Physiologically, their role is minor.
However, in disease, proinflammatory cytokines (e.g.,
tumor necrosis factor «, interleukins 1 and 6) are
overproduced and act synergistically with glucagon and
cortisol on AA metabolism.
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FIGURE 2 Cortisol and glucagon act synergistically to drive AAs
from muscle to the liver.
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GLOSSARY

ammoniagenesis De novo ammonia synthesis from amino acids. The
main precursor is glutamine and this process occurs mainly in
the kidney. Ammoniagenesis plays a key role in acid-base
homeostasis.

enterocyte A cell that ensures the transport of nutrients from the gut
lumen to the bloodstream and protects the internal milieu from
invasion by bacteria and others.

AMINO ACID METABOLISM 95

essential amino acid An amino acid that cannot be synthesized by
humans; hence, their provision is strictly dependent upon
alimentation.

gluconeogenesis Glucose synthesis from nonglucidic precursors.
Main substrates are AAs (mainly alanine, glutamine, and proline),
lactate, pyruvate, and glycerol. Gluconeogenesis occurs during
fasting mainly in the liver and also in the kidney.

ketogenesis Synthesis of ketone bodies. Fatty acids are the main
substrates. Some AAs are also involved, especially leucine.
Ketogenesis occurs specifically in the liver.

ureagenesis Synthesis of urea from ammonia or from ammonia
derived from amino acids. Ureagenesis allows removal of amino
acid in excess and/or the incorporation of the carbon moiety of AAs
into glucose (i.e., gluconeogenesis). Ureagenesis is located in
the liver.
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Aminopeptidases, which are widely distributed in nature, are
one of the two major subclasses of the exopeptidases,
proteolytic enzymes that remove amino acids from the termini
of peptides and proteins (the other being the carboxypepti-
dases). As the name indicates, the aminopeptidases attack their
substrates exclusively from the amino terminal end. Most
remove one amino acid at a time, but a small group cleaves two
or three residues at a time; these are known as dipeptidyl and
tripeptidyl aminopeptidases, respectively. A few enzymes such
as acylaminoacyl-peptidase and pyroglutamyl-peptidase
remove derivatized amino acids, but generally aminopepti-
dases require an unmodified or free amino group.

General Description

PROPERTIES

Aminopeptidases occur in both soluble and membrane-
bound forms and can be found in various cellular
compartments as well as in the extracellular environ-
ment. The majority are metalloenzymes; that is, they
minimally require a metal cofactor at the catalytic site
for activity, which is usually zinc ion but can be a
number of other metal ions, including Fe*", Mn*", and
Co?*. There are subclasses containing one and two
metal ions. In some cases, the physiological relevant
metal is uncertain. There are a few aminopeptidases,
particularly of the dipeptidyl- and tripeptidyl-peptidase
type, that are classified as serine or cysteine proteases.
Aminopeptidases can be processive, meaning that they
will continue to degrade the substrate until they reach an
unfavorable residue (or combination of residues), and
nonprocessive. The latter are usually highly specific for
an amino acid type and do not further degrade the
substrate after the initial susceptible residue is removed.

FUNCTIONS

The physiologic functions of aminopeptidases can be
divided into three main categories: processing/matura-
tion, activation, and degradation. The enzymes involved
in the first two areas usually are highly specific, are
nonprocessive, and tailor the N terminus of proteins or
peptides either co- or posttranslationally to induce
activity or to allow for subsequent modifications that
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will, in turn, affect activity. Degradation (including
inactivation) can also use specific enzymes, particularly
where individual bioactive peptides are targeted, but
most often involves nonspecific enzymes that participate
in protein turnover by the reduction of small peptides,
arising from proteosomal cleavage of targeted proteins,
to amino acids or by the extracellular degradation of
peptides arising from a number of sources.

N-Terminal Cotranslational

Processing

One of the best understood functions of aminopeptidases
is their role in N-terminal cotranslational processing.
Protein synthesis that is directed by the genetic material is
universally initiated by the amino acid methionine (in
prokaryotes, N-formyl methionine), but the majority of
the protein mass in organisms does not reflect this event;
that is, most proteins (at least those commonly studied to
date) do not have an N-terminal methionine residue.
Extracellular proteins that are exported through the
endoplasmic reticulum and proteins imported into
mitochondria (as well as related organelles such as
chloroplasts) lose their respective signal peptides
(usually ~20-235 amino acids), including the initiator
methionine, through the action of specific signal pepti-
dases, which are endopeptidases. The removal of the
initiator methionine from intracellular proteins is
accomplished through the action of a specific class of
aminopeptidases (clan MG of the metallopeptidases)
designated methionine aminopeptidases (MetAPs). All
living organisms apparently have at least one form of this
enzyme, and they require this activity for vitality. There
are several reasons for this: (1) methionine is a relatively
scarce amino acid and failure to return a large percentage
of the methionine used in the initiation process for reuse
(in a variety of activities) leads to a starvation condition
that is ultimately lethal; (2) many proteins are sub-
sequently modified on the a-amino group of the newly
exposed residue (but can also occur on methionine
residues that are not removed) that in many cases is a
requirement for their further function; and (3) a few
proteins use the newly exposed penultimate residue as a
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part of their active structure. The reason that methionine
is not removed from all N termini is apparently due to
its role as a protecting group against degradation by the
N-end rule pathway.

METAP SPECIFICITY

The substrate profile of the MetAPs, despite other
distinguishing physical characteristics, is highly con-
served over all living organisms, suggesting that it is a
very ancient enzyme. Briefly, susceptible substrates have
the seven smallest amino acids (glycine, alanine, serine,
threonine, cysteine, proline, and valine) in the adjacent
(penultimate) position to the methionine. In yeast, a little
over one-half of the open reading frames (ORFs) are
predicted to code for proteins with these N-terminal
sequences, but in terms of mass the percentage of soluble
proteins is much higher, perhaps as high as 80%. Because
essentially all exported and transmembrane proteins
(which may account for as much as one-third of the total
protein in a cell) and most of the proteins imported into
the mitochondrion also lose their N termini through
cleavage of their signal peptides, which are in turn
degraded to amino acids, there is a very high degree of
recyclization of initiator methionine.

PROPERTIES OF METAPS
Structural Organization

The basic catalytic domain, first defined by X-ray analyses
of the E. coli enzyme, is ~30 kDa in mass and contains
two metal ions at the active site. It has an internal
symmetry (described as a pita bread fold) suggestive of an
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early gene duplication event. This structure appears, with
only minor variations, to be found in all eubacteria and
represents the type 1 isoform. Archaebacteria contain a
different but related (homologous) form of MetAP, prin-
cipally characterized by an insertion of approximately
65 residues, that forms an extra highly helical domain on
the surface of the protein. It is designated type 2.
Eukaryotes contain both types and in addition each
contains an amino terminal extension. The N-terminal
segment of the type 1 enzyme contains zinc-finger
domains that are thought to act as a tether to tie this
enzyme to the ribosome. The corresponding segment of
the eukaryotic type 2 proteins is marked by extended
stretches of polyacidic and basic amino acids. The
function of this domain is unknown. The overall
organization of the MetAP family is shown in Figure 1.

Metal Use

These enzymes were initially characterized as using two
Co*™, based on early experiments with the eubacterial
MetAPs. Subsequently, it was shown that multiple
metals could be used in many of the forms, particularly
the E. coli enzyme, which is active with Fe*", Zn*",
Ni**, and Mn*", in addition to Co**. It is possible that,
depending on availability, the eubacterial enzymes may
use different metals. In recent studies in eukaryotes,
Mn?" has emerged as the preferred candidate for the
type 2 enzyme, whereas Zn>" remains the most likely
metal cofactor for the type 1 enzymes under physiologi-
cal conditions. Although early studies suggested that
the MetAPs used a bivalent metal structure, they can
clearly function with only a single metal ion present.

I I 1T 1 L1 264E.coli
Type 1 — I 10T 1 I—1 387 Yeast
T 1T | 1 394 Human
[ —— — — o 478 Human
Type 2 | . 1 I I | 421 Yeast
| [ r— 0 T | 295 P. furiosus
IN-terminal ) |

FIGURE 1

Catalytic

Schematic presentation of the structural organization of the MetAP family. Separate domains are indicated by color (magenta,

N-terminal extension characteristic of MetAP2s; brown, N-terminal extension with putative Zn-binding domains characteristic of MetAP1s; light
blue, catalytic domain insert characteristic of MetAP2s) and are presented approximately to scale. Major deletions (and insertions) deduced from
sequence and structural comparisons are indicated as gaps. M denotes the site of a metal ligand; F indicates the location of the histidine modified
in type 2 enzymes. The number of residues for each protein is given in the column at the right. Reproduced with permission from Bradshaw and
Yi, 2002, Essays in Biochemistry, Vol. 38, pp. 65-77. © the Biochemical Society.
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In all cases, the metal ions are bound through five amino
acid side chains and these are well preserved in all the
isoforms in both prokaryotes and eukaryotes.

ROLES OF THE METAP ISOFORMS

The substrate specificity of all of the isoforms is generally
the same as just described and is heavily predicated on the
nature of the penultimate residue. Substrate length, in
in vitro studies, does have some effect but it is unclear
whether this is of significance iz vivo. Similarly, different
metal ions could also affect substrate selection, but this
has not been systematically demonstrated. Null
mutations (manipulations that prevent the expression
of a gene) in yeast demonstrate some measure of
redundancy because cells will survive with one or the
other of the isoforms but not when both are eliminated.
Deletion of the single gene in prokaryotes is also lethal.
Nonetheless, there is both direct and indirect evidence to
support the view that the two isoforms have different
cellular functions. MetAP1 is thought to function as the
main processing enzyme and be physically associated
with the ribosome in a position to hydrolyze the
methionine from germane nascent chains during protein
synthesis. MetAP2 is thought to be a soluble enzyme and
to probably provide secondary processing for substrates
that improperly escape the action of MetAP1. However,
it is clearly involved in other activities as well. This is
illustrated by a class of irreversible chemical inhibitors
that are highly selective for MetAP2, which cause cell-
cycle arrest in endothelial cells (but not cell death)
resulting in anti-angiogenesis. These potential drugs are
being refined for use in treating tumors. Presumably this
inhibition results from the failure of MetAP2 to process a
select protein or subset of proteins involved in mitosis of
these cells, but their nature is unknown. Downstream
sequences probably are responsible for rendering these
select targets susceptible to MetAP2 but not MetAP1.
MetAP2 also functions to inhibit the phosphorylation of
elF2« and thereby promote translation. This activity is
entirely distinct from its catalytic one and is not
connected to its cell-cycle functions because the inhibited
protein is still fully functional as a phosphorylation
inhibitor. It is thus one of many proteins known to have
dual (and often unrelated) functions.

SEE ALSO THE FOLLOWING ARTICLES
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anti-angiogenesis The process by which blood vessel formation is
inhibited. Disruption of this activity is an effective way to prevent
tissue proliferation, as is encountered in tumor growth.

carboxypeptidase One of two major classes of exopeptidases. They
cleave protein and peptide substrates sequentially from the
carboxyl terminal end.

endopeptidase One of two major classes of proteolytic enzymes
(the other being exopeptidases) that cleave peptide and protein
substrates at internal peptide bonds.

N-end rule pathway An intracellular pathway in which selected N
termini of proteins are recognized by a specific part of the ubiquitin
tagging machinery of the cell, leading to their degradation via
proteosomal cleavage.

open reading frames (ORFs) Genome sequences that can be
continuously interpreted in an unbroken protein sequence. They
generally, but not always, correspond to true structural genes.

proteosome An intracellular suborganelle (or protein machine)
composed of multiple subunits organized in a stack of four 7-
membered rings. The subunits of the inner rings are proteolytic
enzymes that degrade target proteins into short peptides, which
are then either further broken down into free amino acids by
exopeptidases action or (in the immune system) presented as
cell surface antigens to elicit an antibody response. When associated
with additional subunits that recognize appropriately marked
proteins, it is the principal entity responsible for intracellular
protein turnover.

zinc-finger domains Short amino acid sequences that contain four
appropriately spaced residues capable of binding a zinc ion through
their side chains. This structure, usually predictable from sequence
alignments, is often involved in binding to both protein and nucleic
acid partners.
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Amyloid is an aggregated protein structure consisting of
unbranched microscopic fibrils often found in dense tissue
deposits and associated with a variety of human diseases,
including a number of significant neurodegenerative disorders.
In its broadest usage, the term amyloid does not pertain to a
specific protein molecule or sequence, but rather to a general
folding pattern, or folding motif, that appears to be accessible
to many, if not all, polypeptide chains. Although the three-
dimensional structures of these proteins in their native states
can vary enormously, the abnormal amyloid structures that
they form exhibit a characteristic folding pattern, called a
“cross-B” structure, that differs from that of the native state
structure.

Introduction

Amyloid formation thus involves a protein misfolding
reaction. Amyloid fibrils are generally very stable and
quite insoluble in native, aqueous buffer. In a way,
amyloid is a foreign substance composed of self-
proteins, but it is not easily recognized and removed as
a foreign substance by the immune system, for reasons
that are not well understood. In some disease states
involving amyloid deposition, the amyloid deposit is
directly involved in the disease mechanism, whereas in
other cases its mechanistic role is less clear. In some
microorganisms, specific proteins and protein domains
appear to have evolved for the purpose of making
amyloid fibrils that play an important, positive role in
the cell. In most cases, however, amyloid is a pathogenic
structure, formed by accident under conditions of
molecular, cellular, or organismic stress, from proteins
that evolved to fold and function in quite different
structural states. The recognition that proteins not
known to be involved in amyloid disease can be induced
to form amyloid fibrils, through exposure to certain
nonnative conditions iz vitro, has led to a picture of the
amyloid motif as a general default structure in protein
folding accessible to many, if not all, polypeptide
sequences. Notwithstanding the predominant usage
described above, the word “amyloid” is also occasion-
ally found as part of the names of specific proteins.
These proteins tend to be associated in some way with
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the amyloid phenomenon, either as proteins capable of
making amyloid fibrils [such as serum amyloid A, islet
amyloid polypeptide, and B-amyloid (also known as
ApB)] or as proteins that interact with amyloid fibrils
(such as serum amyloid P component).

History

Waxy masses found at autopsy in the liver and spleen
have been observed in humans since the 17th century.
In 1854, Virchow reported that an iodine stain thought
to be specific for starch generated a positive test on such
material and therefore classified these structures as
amyloid (starch-like). Although 5 years later Friedreich
and Kekule demonstrated that these deposits contained
negligible carbohydrate, the name amyloid has been
retained. In 1922, Bennhold introduced the use of the dye
Congo red to stain tissue amyloid deposits. After the dye
binds, it exhibits an apple-green birefringence when
examined by polarized microscopy that sharply dis-
tinguishes amyloid from other tissue components
(Figure 1). Ever since, Congo red has been the primary
method by which pathologists identify amyloid deposits
in tissue samples. In 1927, Divry showed that the cores of
senile plaques, the cortical structures that Alzheimer
linked with early-onset senile dementia in his classic 1906
paper, exhibit the Congo red birefringence characteristic
of amyloid. Amyloid plaques are recognized as one of the
pathological hallmarks of Alzheimer’s disease (AD) and it
is believed that some aggregated form of the main protein
component of the amyloid fibrils in these plaques plays a
direct role in AD etiology. Although it had long been
recognized that the main chemical component of amyloid
fibrils is protein, it was not until the pioneering work of
the Glenner and Benditt groups in the early 1970s that it
was realized that amyloid fibrils are predominantly
composed of specific protein sequences rather than a
broad mixture of protein molecules. Glenner showed that
amyloid extracted from primary amyloidosis patients
contained the immunoglobulin light chain molecule, and
Benditt found that amyloid from tissues of chronic
inflammation patients consisted of a new protein called
amyloid A. Other clinically distinct forms of amyloid
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FIGURE 1 Rings of amyloid detected by Congo red staining and
polarized microscopy in the spleen of a mouse with serum amyloid A
amyloidosis. Courtesy of Professor Jonathan Wall, University of
Tennessee.

were soon thereafter shown to have different character-
istic protein constituents. In the mid-1980s, Glenner
isolated and characterized by amino acid sequencing
the previously unknown peptide AB as the principal
component of AD amyloid fibrils. By the end of the
20th century, many naturally occurring amyloid proteins
had been characterized and the list continues to
grow with the development of more sensitive means
of analysis.

Amyloid Diseases

RANGE OF AMYLOID-RELATED DISEASES

Table I lists some of the over 30 human disease states in
which amyloid fibrils have been observed, as character-
ized by the principal organ involved and the principal
protein component of each. Amyloid diseases can occur
both in the brain and in the rest of the body. The
systemic amyloid diseases tend, as a general rule, to
involve large deposits of amyloid that in extreme cases
dramatically increase the size of the affected organ. In
these cases, the toxicity of the amyloid deposit may be
largely due to the mass of deposited material and its
ability to disrupt normal tissue structure and function. In
some peripheral amyloid diseases, the amyloid deposits
are localized to a particular tissue. Such is the case in
pancreatic amyloid, which is found in over 90% of
adult-onset (type 2) diabetes patients (despite this high
incidence, the pathogenic role of amyloid deposition in
diabetes is not yet known). In contrast, in other
amyloidoses, protein deposits can be found in a variety
of tissues. Amyloid is also observed in a number of brain

TABLE I

Major Polypeptide Components of Pathogenic Amyloid Deposits

in Humans

Polypeptide

Major disease states

Transthyretin
Serum amyloid A

Immunoglobulin light chain

Immunoglobulin heavy chain

B2-Microglobulin

Lysozyme

Islet amyloid polypeptide
Fibrinogen a-chain
Apolipoprotein A1l

Atrial natriuretic peptide
Amyloid B-protein (AB)

a-Synuclein

huntingtin polyglutamine
sequence

Prion protein (PrP)

Cystatin C
Gelsolin
ABri

Heart, kidney, peripheral neuropathy
Kidney, peripheral neuropathy
Kidney, heart

Spleen

Carpal tunnel syndrome,
osteoarthropathies

Nonnaturopathic visceral amyloid
Diabetic pancreatic islet cells
Kidney

Peripheral neuropathy, liver
Heart

Brain (Alzheimer’s disease,
cerebral amyloid angiopathy)

Brain (Parkinson’s disease)

Brain (Huntington’s disease)

Brain (Creutzfeldt—Jakob disease,
mad cow disease)

Brain (cerebral amyloid angiopathy)
Brain (cerebral amyloid angiopathy)

Brain (familial British dementia)

diseases. In AD, extracellular amyloid deposits are
found in the cerebral cortex, usually embedded with
fragments of neuronal processes and surrounded by
activated glial cells. In Huntington’s disease, amyloid
deposits are found in both the cytoplasm and the
nucleoplasm of particular neurons in the cortex and
elsewhere. In Parkinson’s disease, large neuronal depos-
its called Lewy bodies are rich in the protein a-synuclein.
In each of these brain diseases, the mechanistic role of
protein deposits has not yet been established.

PHYSIOLOGICAL FACTORS
IN AMYLOID FORMATION

Although much remains to be learned about the events
that trigger amyloid deposition, it is clear that a variety of
factors are involved. Some well-established factors are
molecular aspects of the proteins themselves. Since the
rates of aggregation reactions, such as amyloid for-
mation, depend on concentration, dramatic increases in
the amount of the “amyloidogenic” precursor protein
can initiate amyloid formation. This is the case for the
protein serum amyloid A, which increases in concen-
tration in response to infection and, when persistently
elevated, can deposit as amyloid. Similarly, the reason
Down’s syndrome patients invariably develop AD may be
because the extra chromosome associated with the



disease contains the gene for the amyloid B-protein
precursor (APP), the protein from which the main plaque
component ABis generated. The presence of a third active
copy of the APP gene in cells results in increased levels of
A, which in turn serves to initiate, or “nucleate,” fibril
formation. One of the unsolved mysteries of amyloid
disease is how nucleation of amyloid growth occurs in
most disease states. When studied in wvitro, proteins
responsible for amyloid disease often require extremely
high, nonphysiological concentrations for nucleation and
growth of amyloid fibrils. This indicates that there are
unknown specific structures and/or environments in the
body that facilitate nucleation. Amyloid plaques typi-
cally contain other proteins in addition to the main fibril
component and one role of some of these proteins may be
to contribute to amyloid formation by helping to stabilize
the fibrils and protect them from normal degradative
mechanisms. Amyloid diseases are often age-related,
leading to the speculation that sporadic amyloid depo-
sition may be a not uncommon occurrence that is held in
check in the young and healthy but which advances when
normal surveillance mechanisms break down in the aged.
This may account for the finding that, in the inherited
amyloidosis associated with mutant forms of amyloido-
genic precursor proteins, the diseases generally occur
later in life, despite the fact that the proteins are expressed
from birth.

PRIONS AND AMYLOID
ENHANCEMENT FACTOR

In one group of amyloid-related brain diseases, a group
including Creutzfeldt—Jakob disease, mad cow disease,
and the sheep disease scrapie, the conditions can be
transmitted by ingestion of “prion” particles, misfolded
versions of a normal cellular protein, from the nervous
system tissue of a previous victim. Although it is not
firmly established that the actual prion particle or state is
itself an amyloid fibril, the ability of prion infectivity
levels to be amplified in the body bears an intriguing
resemblance to the ability of amyloid fibrils to amplify
themselves from a pool of precursor protein, through
seeding. All mammals express a version of the prion
precursor protein, PrP, which has a normal function and
does not normally lead to disease. Except in rare
instances of sporadic and genetic forms of the disease,
prion-associated diseases are observed only when the
animal has been exposed to exogenously supplied prion
particles, which appear to act in vivo as seeds or
templates for the propagation of new prions from the
normal PrP pool. This scenario is reminiscent of the
phenomenon that serum amyloid A amyloidosis can be
accelerated in experimental animals by administration
of an agent called amyloid enhancement factor (AEF).
AEF extracted from the amyloidotic spleen of a mouse
and injected intravenously into new mice can induce the
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rapid development of amyloid deposits compared to
untreated controls. Biochemical studies are consistent
with AEF being essentially composed of amyloid fibrils,
although the presence of an important minor component
is difficult to rule out. A possible strong connection
between the AEF and prion phenomena has been
suggested by experiments showing that AEF, as well as
pure amyloid fibrils created in vitro, can induce amyloid
disease in mice when placed in their drinking water.
Thus, although most amyloid diseases are not con-
sidered to be transmissible, the results in this exper-
imental system suggest that various amyloid fibrils might
be capable of behaving as prions in some circumstances.

ToxiciTy OF AMYLOID FIBRILS

Although in some peripheral conditions, amyloid can
cause life-threatening disease by accumulating in such
high mass that normal tissue structure and function are
disrupted, in other cases, particularly in the neuro-
degenerative diseases, the accumulated mass of amyloid
is very low compared to the surrounding cell mass. In
these cases, the mechanism(s) by which amyloid fibrils
cause cell death or cell dystrophy is not at all clear.
Whether there is a uniform toxic mechanism in all
diseases or different mechanisms for different diseases is
also unknown. Toxicity mechanisms under investigation
include the following: (1) collateral damage caused by
immune responses to an amyloid deposit; (2) membrane
depolarization resulting from channels created by
amyloid fibril assembly intermediates inserted into
membranes; (3) recruitment of other proteins into
growing aggregates, which has the effect of denying
the cell the activity of the recruited protein(s);
(4) disruption or overwhelming of the normal cellular
apparatus for breakdown and elimination of misfolded
proteins, such as the ubiquitin — proteasome system and
the molecular chaperones.

EVOLVED AMYLOID

As far as is known, most protein sequences in evolution
were selected for their abilities to efficiently access
functional, folded states, while being either unselected,
or selected against, with respect to the ability to make
amyloid fibrils. Thus, in most cases where amyloid
forms, the amyloid can be viewed as an accidental,
environmentally induced structure never intended by
nature. There are several examples, however, of proteins
whose ability to make amyloid fibrils in microbial cells is
beneficial to the organism. Yeast prions, for example,
function through their ability to form and seed amyloid
fibrils and in doing so they modulate the levels of the
soluble form of the prion protein in the cell, the
fluctuations in which play metabolic and ultimately
regulatory roles. In another example, a complex system
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of proteins in Escherichia coli is responsible for
producing an extracellular amyloid fibril that plays
a role in cell adhesion. The existence of functional,
beneficial amyloid might be viewed as an example of
nature’s ability to exploit to advantage the novel
properties of the products of evolution.

Amyloid Proteins

RANGE OF AMYLOID PROTEINS

Amyloid fibrils composed of different proteins share a
number of common structural features, despite the fact
that these proteins, in their native states, vary widely in
structure, cellular locations, and properties. For example,
the amyloid protein transthyretin is a tetramer of
subunits with a total molecular weight of 55 kDa. In
contrast, small peptides of approximately 40 amino acid
residues, such as AB and islet amyloid polypeptide
(IAPP), and fragments of IAPP as short as pentapeptides,
are also capable of amyloid fibril formation. Proteins
can grow into amyloid fibrils regardless of the nature
of their normal folding patterns. In their native states,
a-synuclein exhibits no stable structure in solution,
transthyretin is dominated by B-sheet, lysozyme is a
mixed a-helix/B-sheet protein, and serum amyloid A is
essentially fully a-helical, yet all are capable of forming
amyloid fibrils. Most of the peripheral amyloidoses
involve secreted proteins, whereas the nine different
proteins responsible for nine expanded polyglutamine
diseases — including Huntington’s disease — are cellular
proteins (which, in turn, are found in a variety of
subcellular locations). Most amyloid proteins contain
significant percentages of hydrophobic residues, but
polyglutamine consists entirely of the relatively polar
amino acid glutamine. One of the few patterns shared
among amyloidogenic protein regions is the infrequent
occurrence of proline residues, which strongly disfavor
B-sheet — the dominant secondary structural feature of

the amyloid fibril.

MOLECULAR FACTORS
IN AMYLOID FORMATION

Until the early 1990s, the unusually insoluble, fibrous,
quasi-crystalline amyloid fibril was generally viewed as a
structural form in which the subunit building block was
essentially the native state of the amyloidogenic pre-
cursor protein, in a model analogous to structural models
for aggregated sickle cell hemoglobin. A significant
advance in the understanding of amyloidosis was the
demonstration in the mid-1990s that amyloid formation
is strongly enhanced when the folded state of a protein is
destabilized by mutation or by the solution environment,
indicating that fibril structure involves nonnative states.

These studies were later extended to show that
denaturing conditions can induce amyloid formation
even in some proteins not known to be pathogenic. It is
clear that misfolding, i.e., the rearrangement of the
complex folded shape of a protein molecule, is central to
amyloid formation. Thus, protein stability — the resist-
ance of the folded conformation to misfolding/unfolding
— is an important factor in determining susceptibility to
amyloid formation. Extreme environments in the body,
such as acidic cell compartments, may, in some cases,
facilitate protein unfolding and therefore promote
amyloid formation. Proteolytic removal of a portion of
a protein by an endogenous protease can also be a
destabilizing factor leading to amyloid formation.
Notably, mutations that alter the primary structure of
proteins can affect protein stability. In fact, many of the
amyloid diseases involve amino acid substitutions in an
amyloid precursor protein. The most common example is
familial amyloidosis, caused by a variety of single point
mutations in the protein transthyretin. In addition,
noninheritable, specific amino acid changes in immuno-
globulin light chains are linked to a high risk of
amyloidosis. Amino acid changes can contribute to the
efficiency of amyloid formation not only by modifying
the stability of the native state of the precursor protein,
but also by modifying the stability of the amyloid fibril
itself; an example of the latter is the ability of proline
residues to destabilize amyloid structure.

AMYLOID ASSEMBLY

The manner in which amyloid fibrils grow can be
considered in terms of the kinetics of the process or in
terms of the structures of assembly intermediates.
Kinetically, amyloid fibril formation in vitro typically
exhibits a lag time of hours to days, followed by a rapid
growth phase. In many such cases, the lag phase can be
abbreviated or eliminated if a small amount of fibril is
provided as seed at the start of the reaction. Such
behavior has been interpreted as evidence that fibril
growth takes place by nucleated growth polymerization,
a mechanism of colloidal assembly in which the
initiation of aggregate growth depends on the sporadic
generation of a highly unstable, highly organized
nucleus state. However, it is far from clear how amyloid
growth is initiated i1 vivo and it is possible, even likely,
that other molecules or structures are involved, which
would make the iz vivo mechanism more akin to what in
physics is referred to as heterogeneous nucleation.
In vitro, after the nucleation (or seeding) phase has
occurred, growth continues predominantly via the
elongation of existing fibrils and it has been argued
that this is a more realistic view of how amyloid
develops in vivo. A number of assembly intermediates
have been detected when amyloid growth is studied
in vitro. Whether or not any of these can be considered



to be true kinetic nuclei, some of these structures
may have relevance in vivo. Amyloid growth from
monomeric proteins seems to proceed via the formation
of successively larger, more complex structures, from
small globular aggregates to short curvilinear filaments
to isolated straight and unbranched fibrils to bundles of
fibrils. The early assembly intermediates in this pro-
gression appear to be more cytotoxic than the mature
fibrils, leading to the speculation that assembly inter-
mediates are the real culprits in disease pathogenesis.
Little is known, however, about whether and how these
intermediates might be formed in the body and how they
might kill cells.

AMYLOID STRUCTURE

Amyloid ultrastructure as revealed by electron
microscopy (Figure 2) or atomic force microscopy
shows fibrils to be relatively straight and unbranched,
with diameters in the range of 80—160A. Fibrils have a
characteristic twist, being composed of two to six
protofilaments of diameter 30-40A. X-ray fiber diffrac-
tion studies reveal that fibrils and their constituent
protofilaments are rich in a type of B-sheet structure
known as cross-g. In this conformational structure type,
the extended chain elements of the B-sheet are perpen-
dicular to the fibril axis and the hydrogen bonds between
the strands are parallel to the fibril axis. Beyond this level
of resolution, little is known about the detailed protein
folding of the amyloid motif because of imposing
technical barriers to their study by the standard methods
of X-ray crystallography and solution-phase nuclear
magnetic resonance spectroscopy. Nevertheless, a num-
ber of structural models have been proposed and
important insights continue to be obtained through
lower resolution studies. The structure of the amyloid
folding motif is important for a number of reasons,

FIGURE 2 An electron micrograph of an amyloid fibril grown in
the laboratory from the Alzheimer’s disease peptide AB. Courtesy
of Professors Indu Kheterpal and John Dunlap, University of
Tennessee.
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only one of which is their association with a variety of
human diseases. It is clear that misfolded, aggregated
proteins are formed routinely in the cell due to funda-
mental inefficiencies in the protein folding process;
understanding amyloid structure may help elucidate
how the cell manages to recognize and eliminate the
products of folding mishaps. Mapping amyloid structure
and assembly will also contribute to understanding of
this previously ignored aspect of the protein folding
reaction — unproductive side products. Finally, better
structural information may allow a rational design
approach to the development of anti-amyloid
therapeutics.

SEE ALSO THE FOLLOWING ARTICLES

Cell Death by Apoptosis and Necrosis e Chaperones,
Molecular o Prions and Epigenetic Inheritance o Prions,
Overview e Proteasomes, Overview e Ubiquitin System

GLOSSARY

folding motif The three-dimensional shape pattern exhibited by a
folded protein, consisting of the secondary structural units (e.g.,
a-helix, B-strands) accessed by different elements of the primary
sequence, and how those secondary structural units interact with
one another in space. Although there are tens of thousands of
protein sequences coded within the human genome, it is believed
that the three-dimensional structures of these proteins will
ultimately be described by perhaps only a few hundred folding
motifs.

glial cells Nonneuronal, accessory cells in the brain that are
responsible for maintaining brain structure and development and
for fighting infection.

membrane depolarization Loss of chemical potential across a
membrane.

molecular chaperones Enzymatic protein assemblies that are respon-
sible for detecting, reversing, and, where necessary, eliminating
failed products of protein folding, such as misfolded and
aggregated proteins.

nuclear magnetic resonance A type of spectroscopy in which the
unique covalent and noncovalent environments of atoms in
molecules in solution can be assessed, allowing for construction
of a high-resolution structural model of the three-dimensional
relationships between atoms.

ubiqutin—proteasome system A complex pathway of enzymes
responsible for marking and destroying proteins that are no longer
required by the cell due to their being obsolete or defective. Such
proteins are first marked by the attachment of the small protein
ubiquitin, at which point they are recognized and destroyed by the
proteasome, a large protein machine consisting of proteases and
other enzyme activities.

X-ray crystallography A technique for determining at high resolution
the spatial relationships between atoms in a molecule in the solid
state, by the detailed diffraction pattern generated when a
molecular crystal is exposed to X-ray beams.

X-ray fiber diffraction An intermediate-resolution version of X-ray
diffraction analysis, not requiring a crystalline form, in which
repeated patterns of a structure can be recognized from a limited
diffraction pattern.
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The word anaplerosis (from the Greek, meaning “to fill up”)
was coined in the 1960s by Sir Hans Kornberg to describe
metabolic processes that replenish intermediates in a
biochemical cycle. Anaplerotic pathways are present in
both eukaryotic and prokaryotic organisms. This article
discusses anaplerosis as it relates to the citric acid cycle in
mammalian tissues with reference to organ function.
Metabolic cycles are essential for the efficient transfer of
energy in the cell. In organs such as the heart and skeletal
muscle, a series of moiety-conserved cycles connects the
circulation with the cycling of crossbridges in the contractile
elements of sarcomeres. Here we focus on anaplerotic
mechanisms that maintain the intermediates of one of the
most important metabolic cycles.

Introduction

Steady-state concentrations of intermediates in a meta-
bolic pathway depend on their rates of synthesis and
degradation. Substrates entering the citric acid cycle as
citrate (via the condensation of acetyl-CoA with
oxaloacetate) do not cause a net change in the citric
acid cycle pool size. The two carbons of acetyl-CoA are
lost as CO; in the isocitrate and the a-ketoglutarate
dehydrogenase reactions. In contrast, anaplerosis
supplies compounds to the citric acid cycle through
reactions other than those catalyzed by citrate synthase.
These compounds replenish carbon intermediates lost
primarily as amino acids (glutamate or aspartate) or as
oxaloacetate. The role of anaplerosis in the citric acid
cycle is twofold. First, as intermediates are drained away
during synthetic processes such as gluconeogenesis,
glyceroneogenesis, and amino acid synthesis, anaplero-
sis replaces them, allowing citric acid cycle flux to
proceed without impairment. This functional aspect of
anaplerosis is especially important in the liver and renal
cortex. Second, anaplerosis facilitates energy production
in organs with high rates of energy turnover, such as the
heart and skeletal muscle. The citric acid cycle operates
in two spans, and flux is regulated by the a-ketoglutarate

Encyclopedia of Biological Chemistry, Volume 1. © 2004, Elsevier Inc. All Rights Reserved.

dehydrogenase reaction. Under normoxic conditions,
faster energy turnover leads to an increase in the pool
size of citric acid cycle intermediates. However, under
hypoxic conditions, flux through a portion of the citric
acid cycle provides anaerobic energy by substrate level
phosphorylation.

Anaplerotic Pathways

SUBSTRATES FOR ANAPLEROSIS

As a key component of all living cells, the citric acid
cycle is highly organized and must be able to respond to
constant changes in its environment. It is thought to be
tied into a distributive system of energy transformation;
however, this distributive control theory is difficult to
prove experimentally, even though regulation of ana-
plerotic flux through a variety of pathways is part of this
response (Figure 1).

The primary substrates for anaplerosis are pyruvate
and alanine, although glutamate can be a physiologically
significant substrate as well. In addition, the branched-
chain amino acids valine and isoleucine, as well as odd-
chain fatty acids and their degradation product,
propionate, serve as anaplerotic substrates.

ENTRY AT MALATE AND OXALOACETATE

A major anaplerotic substrate in the heart is pyruvate.
Although most pyruvate is oxidatively decarboxylated
and enters the citric acid cycle as acetyl-CoA, a portion is
also carboxylated and enters the C4 pool of the citric
acid cycle. This reaction is catalyzed by either pyruvate
carboxylase (forming oxaloacetate) or by NADP-depen-
dent malic enzyme (forming malate). Even though the
NADP-dependent malic enzyme reaction is reversible,
the reaction in the direction of malate production is slow
and unlikely to play a significant role in anaplerosis.
Aspartate can also enter the citric acid cycle as a C4
intermediate. It is transaminated with a-ketoglutarate
via aspartic aminotransferase to form oxaloacetate and
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FIGURE 1 Summary of anaplerotic pathways leading to the citric acid cycle.

glutamate. In this reaction, anaplerosis balances the loss
of a-ketoglutarate; however, the exact stoichiometry of
these reactions has not yet been determined.

ENTRY VIA @-KETOGLUTARATE

In heart muscle (which has the highest rate of
oxygen consumption of all mammalian organs),
a-ketoglutarate dehydrogenase activity correlates
with the rate of oxygen consumption. Therefore, it is
likely that a-ketoglutarate dehydrogenase is rate
limiting for citric acid cycle flux. Indeed, isotopomer
analysis of glutamate enrichment from acetyl-CoA is
a lap counter for measuring citric acid cycle flux.
A fundamental assumption is that a-ketoglutarate
leaves the cycle as glutamate. This reaction is readily
reversible by mass action when a-ketoglutarate is
formed from glutamate via transamination with
pyruvate (forming alanine) or oxaloacetate (forming
aspartate). Furthermore, in skeletal muscle glutamate
is converted to a-ketoglutarate and NHJ by glutamate
dehydrogenase. This enzyme shows no activity in
heart muscle.

ENTRY viA SuccINYL-COA

The citric acid cycle intermediate succinyl-CoA plays an
important role in fatty acid and amino acid metabolism
because it is the entry point of odd-chain fatty acids,
propionate, and the branched-chain amino acids valine
and isoleucine into the citric acid cycle. Substrate entry
as a-ketoglutarate or succinyl-CoA, in contrast to other
anaplerotic pathways, is associated with the generation
of high-energy phosphates. The reaction catalyzed by
succinyl-CoA synthetase is reversed and leads to

substrate-level phosphorylation of GDP to GTP. This
energy-producing pathway becomes important in myo-
cardial ischemia when ATP generation by oxidative
phosphorylation is inhibited.

ENTRY VIA FUMARATE

In addition to the amino acids phenylalanine and
tyrosine entering as fumarate, the purine nucleotide
cycle enriches the citric acid cycle based on the net
reaction:

aspartate + GTP — fumarate + NH;3 + GDP + P;

Previous work has demonstrated that flux through
the purine nucleotide cycle increases in skeletal muscle
during intense exercise. This increased flux has two
effects: First, it can maintain the pool of adenine nucleo-
tides, and second, it can increase the citric acid cycle pool
size via anaplerosis. Both of these effects are expected
to improve energy metabolism in exercising muscle.

Exit of Intermediates: Balancing

Anaplerosis

By definition, under steady-state conditions, substrates
entering the citric acid cycle via anaplerotic pathways
are balanced by removing an equivalent amount of citric
acid cycle intermediates via pathways that maintain a
constant citric acid cycle pool size. These pathways have
been termed cataplerotic, although the term is a
misnomer; instead, the word drainage seems more
appropriate. Drainage pathways generally involve
removing the citric acid cycle intermediates oxaloacetate



(as aspartate via transamination or as phosphoenolpyr-
uvate via decarboxylation by phosphoenolpyruvate
carboxykinase), citrate, or a-ketoglutarate (via trans-
amination to glutamate). Although these drainage
pathways are usually thought of as means to balance
anaplerotic pathways, they play critical roles in renal
gluconeogenesis and enterocyte energy production from
glutamine (see later discussion).

Measuring Anaplerosis

CHANGES IN CITRIC ACID CYCLE
PooL Size

There are two principal methods of assessing ana-
plerosis based on changes in citric acid cycle pool size.
The amount of citric acid cycle pool intermediates can
be measured enzymatically or resolved with high-
performance liquid chromatography. Although both
methods can reliably assess changes in the citric acid
pool size, they do not provide an insight into the
pathways involved in anaplerosis nor do they determine
relative rates of enrichment. Furthermore, because ana-
plerosis is usually balanced by the exit of intermediates,
changes in citric acid pool size are generally negligible.

Simply determining changes in citric acid cycle pool
size provides no information on the rates of anaplerosis
or on specific anaplerotic reactions. Using substrates
labeled with tracer '*C and measuring incorporation
into specific positions in citric acid cycle intermediates is
more revealing. This method can not only determine
rates of anaplerosis, but also characterize the pathways
involved in the process. However, the method is
laborious and prone to error. It requires the sequential
enzymatic degradation of intermediates and quanti-
tation of the release of the '*C label. It has been
replaced by '’C-nuclear magnetic resonance (NMR)
SPECLrOSCOPY O mass Spectroscopy.

3C.NUCLEAR MAGNETIC
RESONANCE-MASS SPECTROSCOPY

13C-NMR spectroscopy is used to assess quantitatively
the relative contributions of various substrates to the
citric acid cycle. This method determines the anaplerotic
enrichment of citric acid cycle intermediates such as the
radiotracer method already discussed, but without
digesting the carbon skeleton. '*C-labeled compounds
enter the carbon skeleton of citric acid cycle intermedi-
ates at specific positions through anaplerotic pathways
or through the dilution of >C by the entry of unlabeled
anaplerotic substrates. The enrichment of '*C at those
positions is then assessed, indicating citric acid cycle
intermediate enrichment. The method is illustrated in
Figure 2, in which the enrichment of the carbon skeleton
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FIGURE 2 Fundamental concept of assessing anaplerotic flux using
13C-NMR spectroscopy as described by Malloy et al. (1988). The black
circles represent '3C that enters the citric acid cycle pool via the first
turn of the citric acid cycle. The black squares represent '*C that enters
the citric acid cycle pool via the second turn of the citric acid cycle.

of a-ketoglutarate (and glutamate) at the C2, C3, and
C4 positions is used to quantify anaplerosis. Investi-
gators have used the following strategy. Using
[2-3Clacetyl-CoA as a substrate and conditions in
which there is no anaplerotic flux, one can assume that
there is no dilution of the '*C label in the C2 or C3
position of a-ketoglutarate. The label in these positions
is generated from the randomization of the C4-position
carbon in the first turn of the citric acid cycle. Therefore,
the sum of the '>C enrichments of the C2 and C3
carbons will be equal to the enrichment of the C4 carbon
of glutamate. In contrast, with anaplerotic activity,
the labeled C2 and C3 carbons will be diluted by
12C arising from anaplerotic substrates, and the sum of
the enrichments of the labeled C2 and C3 carbons
will be less than the enrichment of the C4 carbon
of glutamate.

EXPRESSION AND ACTIVITY OF PROTEINS
REGULATING ANAPLEROSIS
Using the methods outlined, studies have focused on

changes in enrichment of citric acid cycle intermediates
to assess the activity of anaplerotic pathways and
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FIGURE 3 Expression of the biotin-containing carboxylases, acetyl-
CoA (ACC), pyruvate carboxylase (PC), and propionyl-CoA carboxy-
lase (PCC) in heart muscle based on (A) streptavidin blotting and
(B) pyruvate carboxylase expression in rat heart and skeletal muscle.
Reprinted from Gibala er al. (2000), Acta Physiol. Scand. 168,
657-665, Scandinavian Physiological Society.

explain changes in flux in terms of mass action and
allosteric regulation of key enzymes. Although this is
most likely the case with acute changes in anaplerotic
flux, changes in the expression and activity of enzymes
responsible for anaplerosis should be taken into account
when studying chronic processes such as pressure-
overload-induced hypertrophy, heart failure, or dia-
betes. In streptozocin-treated diabetic rats, transcript
levels of enzymes in anaplerosis in heart and skeletal
muscle are down-regulated (Figure 3). Changes in
transcript levels are paralleled by similar changes in
protein expression. Although, the in vitro activities of
the anaplerotic enzymes involved in the carboxylation of
substrates (e.g., pyruvate carboxylase) can be measured
by determining the incorporation of '*C from H'*COj3 !,
it is not known whether changes in expression correlate
with changes in activity.

Changes in Anaplerosis in Response
to Environmental Stress:
Workload, Nutritional Status,

and Disease

Ultimately, any metabolic process has functional con-
sequences, and anaplerotic pathways are no exception.
Anaplerotic pathways play important roles in regulating
a wide variety of organ responses to conditions of
metabolic stress ranging from exercise to inborn errors
of metabolism.

ANAPLEROSIS IN SKELETAL MUSCLE
DURING EXERCISE

The transition from rest to moderate or intense exercise
is associated with large increases in skeletal muscle ATP
turnover, implying increases in citric acid cycle flux
(up to 100-fold increases). Although, citric acid cycle
intermediates increase only three- to fourfold, these
relatively small increases in the citric acid cycle pool
size (via anaplerosis) can reflect dramatic increases in
citric acid cycle flux. It has been suggested that the
increases allow skeletal muscle to adapt to the energetic
demands of exercise, but, interestingly, there is no
appreciable change in citric acid cycle pool size at lower
levels of exercise. The majority of changes in individual
intermediates occur in the second span of the citric
acid cycle (i.e., from succinate to oxaloacetate) because
the primary source of enrichment during acute
exercise appears to be flux through the reaction
catalyzed by alanine aminotransferase. This reaction
results in entry of glutamate as a-ketoglutarate;
however, pyruvate carboxylase and malic enzyme may
contribute minor amounts to citric acid cycle enrich-
ment in exercising muscle.

GLUTAMINE METABOLISM
BY THE SMALL INTESTINE

Glutamine is a source of energy for a number of
specialized tissues, including the small intestine. When
glutamine is taken up by the small intestine, it enters the
citric acid cycle as a-ketoglutarate and leaves the cycle
through oxidation as CO,. More specifically, a-ketoglu-
tarate is converted to malate by citric acid cycle reactions
and malate may be transported out of the mitochondria.
In the cytosol, malate is converted to oxaloacetate. As in
the liver and heart, the malate-aspartate shuttle is
bidirectional. It can transport electrons from extra-
mitochondrial NADH into the mitochondria or from
intramitochondrial NADH to the cytosol.

RENAL AMMONIA FORMATION
DURING STARVATION

During starvation, when protein breakdown, renal
gluconeogenesis, and hepatic ketogenesis increase, the
rate of renal ammoniagenesis also increases. Ammonia is
generated from amino acids, including glutamine,
released by skeletal muscle. Glutamine is converted to
a-ketoglutarate in renal cells; a-ketoglutarate is metab-
olized to malate; and malate is transported out of the
mitochondria, oxidized to oxaloacetate and to phos-
phoenolpyruvate, and ultimately used for gluconeo-
genesis. Although different from glutamine oxidation by



enterocytes, this series of reactions also reflects the
balance that is generally observed between anaplerotic
and drainage pathways.

ISCHEMIA AND SUBSTRATE-LEVEL
PHOSPHORYLATION

Early studies assessing cardiac metabolism by measur-
ing arteriovenous differences in amino acid concen-
trations revealed that, in patients with coronary artery
disease and myocardial ischemia, the heart avidly takes
up glutamate and releases alanine. This finding led to
the hypothesis that the anaplerotic substrate glutamate
enters the citric acid cycle as a-ketoglutarate via
transamination with pyruvate (thereby forming the
alanine that is released). Subsequently, the a-ketoglu-
tarate is metabolized to succinate with the concomitant
substrate-level phosphorylation of GDP to form GTP
(Figure 4A). In this way, a span of the citric acid
cycle can generate high-energy phosphates in the
absence of sufficient oxygen for full citric acid cycle
operation. Translational research based on this ana-
plerotic pathway has led to the development of
glutamate-enriched solutions that increase anaerobic
energy production of the heart during coronary artery
bypass surgery.

Ischemia
Oxaloacetate

N
/ Citrate
\

Succinate o-Ketoglutarate « Glutamate
Succinyl-CoA
GDP
A GTP

Diabetic ketoacidosis

Pyruvate » Oxaloacetate
-

Citrate
Succinate o-Ketoglutarate
Succinyl-CoA
B grp PP

FIGURE4 Role of anaplerosis in improving myocardial energetics in
the setting of (A) ischemia and (B) diabetic ketoacidosis. Under both
conditions, loss of cofactors (NAD"/FAD™" for ischemia, CoASH for
diabetic ketoacidosis) inhibits full citric acid cycle activity. Anaplerotic
pathways allow the citric acid cycle to work in spans, thereby
increasing the production of high-energy phosphates. Adapted from
Taegtmeyer and Passmore (1985).
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DIABETES AND KETONE
BoDY METABOLISM

Citric acid cycle pool size increases in the hearts of rats
with experimentally induced diabetes, suggesting enrich-
ment by anaplerotic pathways. We have suggested that
an increase in anaplerotic flux, which primarily occurs
through pyruvate carboxylation (via malic enzyme),
plays an important role in maintaining flux through the
second span of the citric acid cycle. Acutely, the
metabolic derangement of ketoacidosis that occurs
with diabetes inhibits flux through a-ketoglutarate de-
hydrogenase by sequestration of coenzyme A (CoASH).
This phenomenon is associated with contractile
dysfunction of the heart that can be readily reversed by
the addition of glucose, lactate, or pyruvate (all of which
are anaplerotic substrates). The effects of pyruvate are
mediated by enrichment of malate in the citric acid cycle
pool, which occurs by carboxylation of pyruvate to form
malate and oxaloacetate through the actions of malic
enzyme and pyruvate carboxylase, respectively
(Figure 4B). The citric acid cycle is thereby able to
operate once again in a span that can generate reducing
equivalents to support oxidative phosphorylation of
ADP to form the ATP necessary to drive the contractile
machinery of the heart.

LoNG-CHAIN FATTY ACID OXIDATION
DEFECTS AND MYOPATHIES

The inability to oxidize long-chain fatty acids due to
deficiencies in activity of carnitine palmitoyltransferase-
1 or the enzymes involved in B-oxidation is associated
with contractile dysfunction due to skeletal and heart
muscle damage. One proposed mechanism for the
decrease in contractile activity is decreased citric acid
cycle flux due to loss of intermediates from damaged
myocytes. Based on this hypothesis, a recent trial treated
patients with defects in long-chain fatty acid oxidation
with odd-chain triglycerides (which can increase the
citric acid cycle pool size by entering as succinyl-CoA)
and tested the hypothesis that an increase in citric acid
cycle pool size may improve muscle function. The study
demonstrated beneficial effects, such as reversing left-
ventricular dysfunction, decreasing muscle breakdown,
and decreasing weakness.

Summary and Perspective

Efficient energy transfer in the mammalian cell is linked
to a series of moiety-conserved cycles, including the
citric acid cycle. Changes in the cell’s environment lead
to depletion and replenishment (anaplerosis) of citric
acid cycle intermediates. The multiple pathways of
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anaplerosis use a variety of substrates, including
carbohydrates, odd-chain fatty acids, and amino acids.
These pathways reflect a system of redundancy that is
important for the functional survival of the cell.

SEE ALSO THE FOLLOWING ARTICLES

ATP Synthesis: Mitochondrial Cyanide-Resistant
Terminal Oxidases e Cytochrome ¢ o Cytochrome
Oxidases, Bacterial e Respiratory Chain and ATP
Synthase e Uncoupling Proteins

GLOSSARY

anaplerosis The entry of substrates into the citric acid cycle as
intermediates other than acetyl-CoA, thereby increasing the citric
acid cycle pool size.

carboxylation The introduction of a carboxyl group into a
compound.

B-oxidation The oxidative metabolism of fatty acids through a cycle
of reactions that removes successive two-carbon units (acetyl-CoA)
from the fatty acid.
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Angiotensin Receptors
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Angiotensin (Ang), initially considered as a major pressor
substance, is now recognized to mediate numerous physiologi-
cal and pathophysiological functions. Over the past 70 years,
four different active forms of angiotensins, Ang II, Ang III,
Ang IV, and Ang (1-7), have been identified. The complexity of
their action was multiplied by subtypes of their respective
receptors, AT, AT g, and AT, for Ang II, AT, for Ang IV,
and Ang (1-7) receptors (Table I). Each subtype of the
receptors shows more than one signaling mechanism. This
article presents an overview of the formation and structure,
and the receptors of Ang’s and representative signaling
pathways that play very colorful regulatory functions, which
cover wide areas such as vasoconstriction, vasorelaxation
cardiovascular hypertrophy and remodeling, atherosclerosis,
thrombosis, stimulation of mineralocorticoid synthesis and
release, facilitation of sympathetic outflow, renal electrolyte
metabolism, control of central nervous system in water
drinking behavior, blood pressure regulation, memory reten-
tion, growth inhibition apoptosis, tissue differentiation,
arachidonic acid and prostaglandin formation, and regulation
of insulin signals.

Angiotensins (Ang) Structure

and Formation

ANGIOTENSIN I

All angiotensins are derived from the amino terminus
of the ~65kDa prohormone angiotensinogen via a
series of proteolytic cleavage by a variety of protein-
ases and peptidases. The enzyme that initiates this
process is renin. This aspartyl protease is active in pH
6-7, reacts exclusively with angiotensinogen, and
cleaves only one singular leucyl peptide bond of the
prohormone between residues 10 and 11 generating
the decapeptide Ang I (Figure 1). Ang I is hormonally
inactive, thus it is prohormone as it has no specific
receptor to transmit its signal. The physiological,
significance of Ang I appears to confer the high degree
of specificity to the angiotensin generating system in
plasma or intracellular system in which there are
numerous proteins.

Encyclopedia of Biological Chemistry, Volume 1. © 2004, Elsevier Inc. All Rights Reserved.

ANGIOTENSIN IT

The inactive Ang I is activated to the active Ang II by the
metallo-endopeptidase, angiotensin I converting enzyme
(ACE), which is identical to kininase II. This enzyme was
the target for the first most successful drugs for the
treatment of renin-dependent hypertension, with a mini-
mum of side effects and complications. Starting with
captopril, a series of long acting ACE inhibitors were
synthesized and were found to almost completely block
Ang II formation. Ang II has two subtypes of receptors,
AT, and AT,. The heptapeptide Ang III is the product
of amino terminal cleavage of Ang Il by aminopeptidases.
Although Ang I1I is prominent in the neuronal system, it
shares receptors, AT and AT,, with Ang II. The amino
acid sequence of rat AT and AT, are shown in Figure 2.

Ang (1-7)

Ang (1-7) can be formed mainly by the removal of
carboxyl terminal tripeptide from Ang I or of a carboxy-
peptidase from Ang II. It has been shown to activate
phospholipase A; to release arachidonic acid from phos-
pholipids leading to the formation of prostaglandins.

Ang IV
Ang IV is the hexapeptide Ang (3-8). It was reported to
stimulate the production of plasminogen activator
inhibitor to stabilize blood clots and to promote
atherosclerosis. Other roles in the brain have been
reported.

Whereas receptors for Ang II, Ang III, and Ang (1-7)
are G-protein coupled receptors, the receptor isolated
and cloned from the adrenal membranes is a single
transmembrane type.

Angiotensin Receptor

ANG I BINDING PROTEIN

Despite the ubiquitous distribution of Ang I binding
proteins, no physiological function was found for it.
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TABLE I

Angiotensin Receptors

Angiotensins Receptors G-proteins coupled
Ang II ATy, Gyn1, Gi, Gions
ATy Gani, Gis Giasis
AT, G;
Ang III The same as The same as AT; and AT,
Ang I
Ang (1-7) Mas oncogene ?
product
Ang IV AT,/IRAM Single transmembrane receptor

ANG II RECEPTORS

Receptor Subtypes

Synthesis of a series of variants of Ang II revealed the
presence of an Ang II receptor, confirming the earlier
finding that there are two types of Ang II receptors, one
resistant to dithiothreitol and the other sensitive to the
treatment. Inactive variants of Ang II were synthesized
to obtain Ang II receptor antagonists. These inhibitor
peptides also showed the importance of Arg?®, Tyr*, and
Arg® for type 1 Ang II receptors. Particularly, replace-
ment of Phe® to Ile, Thr, or Ala (saralisine) greatly
reduced Ang II receptor signals such as Ca*' response
although binding is not significantly affected. However,
these peptidic analogs were partial agonists. These
peptidic inhibitors did not distinguish two different
receptors, AT; and AT,. We had to wait until the
syntheses of nonpeptide inhibitors to obtain indications
for the presence of at least two receptor subtypes for
Ang 1II that differ in biochemical and physiological
responses, localization, and ontogeny.

Direct proof for the two major receptor subtypes
AT, and AT, were provided by expression cloning of
their cDNAs from rat and bovine tissues. Rodents were
found to have three genes: AT;,, AT}, and AT,. It is
likely that birds, reptiles, and amphibians may also have
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FIGURE 1 Angiotensinogen and generation.

more than one type of receptor. Rat or mouse murine
ATy, and ATy, share a 98% amino acid sequence
identity through their respective genes and are located in
different chromosomes. They can be distinguished only
by Northern blot analysis or in situ hybridization of
3’ noncoding sequences, where a sizeable difference
occurs in nucleotide sequences. In contrast, AT and AT,
share only 34% amino acid sequence homology.
Noteworthy is the localization of the AT, gene in the
X chromosome throughout species.

AT, Receptor Signaling

Most of the signal responses considered earlier as
Ang II actions seem to be mediated by AT;. These
responses are smooth muscle contraction and hyper-
tension, mineralocorticoid synthesis, tyrosine hydroxyl-
ase gene expression in adrenal and central and
peripheal adrenergic facilitation, stimulation of cellular
hypertrophy, mitogenesis and migration, plasminogen
activator synthesis, stimulation of fibrosis, renal
sodium retentions, centrally regulated dipsogenesis,
and hypertension. The major AT, signaling pathways
are mediated by the Gq/11 mediated phospholipase B;
activation via cellular [Ca®'] increase and protein
kinase activation. However, AT; can also couple to
Gi, Gians.

It is now well accepted that AT; can also activate
pathways that involve tyrosine kinase activation such as
epidermal growth factor (EGF) receptor through Ca®'-
stimulated heparin binding-EGE, and consequent acti-
vation of Ras, ERK 1/2 which will further result in
p70°°% and phosphatidyl inositol-3-kinase and acti-
vation of immediate early gene pathways. AT1 also
activates the JAK-STAT system, Src family kinases,
tyrosine phosphatase SHP-2, PLC-8, JNK, and p38 MAP
kinase. Accumulating lines of evidence seem to support
that some of these tyrosine kinase pathways do not
involve G-proteins based on results of mutagenesis
studies that eliminate key residues required for inter-
action of cytoplasmic loops of AT.

Importantly, many of the tyrosine kinase activation
steps are activated by the reactive oxygen species (ROS),
such as superoxide anion and hydrogen peroxide. The
formation of super oxide anion is mediated by
NAD(P)H oxidase, which is also activated by Ang II.
Important recent additions to the knowledge of Ang II
mediated smooth muscle contraction is sensitized by the
Rho-Rho kinase system. This information is of par-
ticular significance for the mechanism of hypertension.
On the other hand, cardiovascular hypertrophy and
remodeling of resistance vessels are another important
aspect for cardiac failure and diminished vascular
compliance and hypertension.
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AT a MALN  SSAEDA KRl CDDCPKAGRH SYI FVVI PTL 34
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T™-1 ™-2
AT AVYTAMEYRW  PFGNHLCKI A SASVTFNLYA  SVFLLTCLSI DRYLAI VHPM 134
2 ATYYSYRYDW  LFGPVVCKVF GSFLTLNMFA Sl FFI TCVSV DRYQSVI YPF 150
T™-3
AT, KSRLRRTMLV AKVTC |1 W MACLASLPAV | HRNVYFIEN TN TVCAFHY 184
5 LSCQRRNP- W)~ ASYWPLVWC  NACLSSLPTE  YFRDVRTIEY  LGYUNACI MAF 199
™ -4
AT, ESRNSTLPI G LGT- KNI LG FLFPFLI I LT  SYTLI WKALK KAYEI QKNKP 233
5 PPEKYAQASBA G ALVKNI LG FI 1 PLI FI AT CYFCl RKHLL KTNSYGKNRI 249
T™-5
AT RN\DDI FRI I M Al VLFFFFSW VPHQ FTFLD VLIQLGVIHD  CKI SDI VDTA 283
> TRDQVLKMAA AWLAFIICW __LPFHVLTFLD  ALTWG I NS CEVI AVI DLA 299
T™-6
AT, MPI TI G AYF NNCLNPLFYG  FLGKKFKKYF  LQLLKYI PPK  AKSHSSLSTK 333
AT, LPFAI LLGFT NSCVNPFLYC — FVGNRFQKL RSVFRVPI TW  LQGKRETMSC 349
T™-7
AT, MSTLSYRPSD  NVBSSAKKPA  SCFEVE 359
5 RKSSSLREND  TFVS 363

FIGURE 2 Rat angiotensin receptor AT 5 and AT>.
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AT, Receptor Signaling

Studies on AT, signaling, particularly using cultured
cells, were not straightforward because of rapid
disappearance of AT, receptor during repeated passage
of cells and exposure to growth medium. Interpretation
of results was also difficult because of rapid ontogenic
change in AT, expression, particularly postnatal
decline and increase under stress, during tissue repair
or inflammation. In vivo studies eliminate many of
these difficulties. Thus, in vivo studies of loss-
of-function studies of AT, in the kidney, vasculature,
heart, and brain particularly adrenal and colon, where
AT, remains expressed in adults, are producing sub-
stantive results.

In vitro Studies on ATy Receptor Signals

Although AT, (the AT, receptor) is labile in cells in
growth culture medium, some cells, such as PC12w,
N1E115, and R3T3, maintain AT, expression but not
AT, over several generations. Ang II stimulation resul-
ted in growth inhibition via either MAP kinase
phosphatase or the tyrosine phosphatase SHP1 even
inducing apoptosis, but not all AT, expressing tissues or
cells undergo apoptosis. Ovarian atretic cells express
AT, prominently, yet Ang II treatment failed to induce
apoptosis. AT, expressed in neuronal cells activate
Ser/Thr phosphatase PP2A via a Gi-coupled mechanism
and was reported to open delayed rectifier K™ channel,
a hyperpolarizing mechanism. Its growth inhibitory

mechanism on endothelial cells was shown to involve
the following sequence of events:

Lowering pH — Release of cycloplasmic kallikrein
— generation of bradykinin — activation of NOS

This can explain relaxation or dilation of resistance
arteries ex vivo by AT, and its reversal by its specific
synthetic inhibitor PD123319 or PD123177 and relaxa-
tion by AT, partial agonists CGP24112. Although AT,
was shown to bind specifically with Gia2 or Gia3, not
all of these growth suppressing or ¢cGMP mediated
signals were inhibited by pertussis toxin.

In vivo Studies on AT, Signals

AT, gene deleted mice and AT, inhibitor treated mice
were shown to slowly retain Na and show impaired
natriuresis and markedly diminished urinary cGMP,
presumably by the mechanism analogous to endothelial
cells discussed above. These observations seem to
indicate that the signals mediated presumably by
inhibition of phosphatases work in the direction
opposite to the growth-stimulating signal of AT. How-
ever, paradoxical observation exists in which AT; and
AT, function in parallel. An increasing number of
publications reported that chronic infusion of the AT,-
specific blocker PD123319 was able to inhibit chronic
Ang Il-induced aortic smooth muscle hypertrophy and
fibrosis despite continuously elevated blood pressure.
Despite a short half-lifetime of PD123319 in vivo,
chronic infusion by osmotic mini-pump suppressed



114 ANGIOTENSIN RECEPTORS

the Ang Il-infused aortic hypertrophy. AT, gene deleted
mice also showed marked resistance against left
ventricular hypertrophy induced by pressure overload
or chronic Ang II infusion. Another example of parallel
phenotypic effect of AT; and AT, was found in
stimulation of tyrosine hydroxylase by both AT; and
AT, in adrenal chromaffin cells in vivo.

Since all of the paradoxical results were obtained
under well-controlled conditions, signaling mechanism
specific tissues were investigated. It was found that the
AT, binds a zinc finger protein and serves as a
transporter to deliver the zinc finger protein to the
nucleus, which activated transcription of phosphatidyl
inositol 3-kinase p85a subunit (p85aPI3K). This trig-
gers a subsequent cardiac hypertrophic pathway. These
results indicate that the AT, mediated cardiac hyper-
trophy uses signals distinct from that which are
activated by AT;. The parallel phenotypic results were
due to tissue specific expression of the zinc finger protein
in the heart but not in the kidney, where the AT, signal
depends on the kallikrein-NOS-cGMP mechanism. In
contrast, the cardiac tissue uses a more direct activation
mechanism of nuclear transcription of p85aPI3K. The
p85PI3K activation has been shown to induce a variety
of cardiac hypertrophy mechanisms.

Major Physiologic Roles and Morphogenesis
of AT, and AT,

Targeted gene deletion of AT 4, AT, or angiotensinogen
in mice showed that angiotensin II has a profound
effect on the maintenance of blood pressure, dual deletion
of AT, AT resulted in hypotension by 45-50 mmHg
and no pressor response to Ang II infusion. AT p was
responsible for only 10% of the pressor effect. Interest-
ingly, these animals showed profound defects in the renal
papillary and medullary formation suggesting defects
in Na reabsorption, an idea in agreement with the poly
urea and increased Na excretion. These animals were
stunted and it was difficult to keep them alive without
daily saline injection. AT, gene deletion did not cause
overt physical deficiency. However, closer examination
revealed that AT, deficient mice show high frequency
(28% penetrance) of uretero-renal pelvis ligation that is
closely analogous to a human neonatal disease called
Kakkut syndrome. Connection to the ureter of the renal
pelvis is the last step of the kidney morphogenesis
and AT, concentration is seen in the renal pelvis at this
stage in a normal fetus.

Recently, Srivastava’s group reported a very intri-
guing observation in which they identified families with
severe mental retardation and traced their gene defect to
the absence or “mis sense” mutation of AT, gene on the
X chromosome. Thus, AT, function is not only limited
to the renal, adrenal, and cardiovascular system, but

brain function also depends on AT,. Indeed AT, gene
deficient mice show a pattern of fearful behavior.

Angiotensin (1-7)

FUNCTIONS

Ferrario and his associate reported physiological func-
tions of Ang (1-7). Since the heptapeptide seemed to be
generated by one step of carboxypeptidase, it was not
clear whether it was a part of Ang II function. However,
it was shown that Ang (1-7) is generated from Ang I
by an endopeptidase. Since the affinity of the heptapep-
tide binding to the brain plasma membrane was in the
nanomolar range, it seemed to have a physiological
significance. Its specific action was shown as arachido-
nate release and prostaglandin synthesis. Its systemic
presence and function were also demonstrated. Decisive
evidence of Ang (1-7) as a hormonal peptide came as the
receptor was identified.

ANG (1-7) RECEPTOR

In 1988, Hunley et al. presented the hypothesis that Mas
oncogene product was the Ang II receptor. This
hypothesis failed to meet the test of many investigators.
AT, and AT, were cloned soon afterward as unmistak-
able Ang II receptors. However, the Mas oncogene story
made a full circle recently when Santos, Walther, and
their collaborators showed that the Mas oncogene
product expressed in COS7 cells binds Ang (1-7) with
a nanomolar Kp value and releases prostaglandins in
an abstract form. It has a structural feature of a
seven transmembrane domain receptor. Further details
are awaited.

Ang IV

Harding et al. showed that the hexapeptide Ang IV
binds to receptors in a variety of tissues and increases
blood flow. Recently, Xie, Mendelsohn, and their
collaborators purified Ang IV receptor from adrenal
plasma membrane and succeeded in cloning the cDNA.
They found that it is identical with insulin-regulated
amino peptidase (IRAP) with a single transmembrane
domain. Its possible interaction with insulin is of
potential interest as an interface between angiotensin
and insulin. However, Ang IV is not the only ligand that
binds the extracellular domain. LVV hemorphin, a seg-
ment of hemoglobin, was also reported to be a binding
ligand. AT, is expressed heavily in the hippocampus and
signals to stimulate acetylcholine. Its potential role
in memory retention is of great interest in relation
to a possible regulatory role of this aminopeptidase.



Ang IT also was shown to be involved in the regulation
of long-term potentiation (LTP). Thus, the roles of
angiotensin are not limited to the control of blood
pressure, water drinking, and dipsogenesis in the
hypothalamus and brain stem. AT, expressed in
hippocampus, AT, expressed in central amygdala
nucleus, and Ang II stimulation of LTP points to roles
of angiotensins in normal cortical function.

AT;

We reported non-AT;-non AT, Ang Il receptors in neuro
2A cells were expressed at room temperature, but not at
37 °C. Therefore, we consider it as a likely product of
mycoplasm that infected the neuro 2A cell line we used.
Thus, at present AT3 is not of mammalian origin.

SEE ALSO THE FOLLOWING ARTICLES

Epidermal Growth Factor Receptor Family e JAK-STAT
Signaling Paradigm e Src Family of Protein Tyrosine
Kinases

GLOSSARY

angiotensin I Peptide hormone derived from angiotensinogen.

cardiovascular effects Effects on the heart and blood vessels.

receptor Hormone binding protein.

receptor signal Reaction emitted from the receptor upon hormone
binding.
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ara Operon

Robert F. Schleif

The Johns Hopkins University, Baltimore, Maryland, USA

The arabinose operon in the bacterium Escherichia coli
enables uptake and catabolism of the pentose sugar
L-arabinose as the cell’s sole source of carbon and energy.
In the presence of arabinose, the synthesis of the proteins
required for these activities is increased up to 300-fold under
the control of the operon’s arabinose sensor and regulatory
protein, AraC. Expression of the arabinose genes is also subject
to catabolite repression, and the catabolite repression protein,
CRP, as well as the AraC protein, both bind in the promoter
regions of the arabinose gene clusters to regulate expression. In
the absence of arabinose, AraC protein binds to two half-sites
at the ara pgap promoter and forms a DNA loop that represses
expression. The widespread phenomenon of DNA looping was
discovered in the arabinose system. In the presence of
arabinose, the loop opens and AraC protein acts positively to
assist the binding of RNA polymerase to the pgap promoter
and also speeds the conversion of bound RNA polymerase into
the transcriptionally active open complex.

Genetics and Physiology

The pathway for the catabolism of L-arabinose in
Escherichia coli includes two uptake systems and three
enzymes for the conversion of arabinose into D-xylulose-
5-phosphate (Figure 1). The araE gene codes for a
low-affinity arabinose symport protein that couples
arabinose uptake to proton uptake. The araF, araG,
and araH genes code for three components of a high-
affinity transport system that uses ATP as the source of
energy. The products of the araA, araB, and araD genes
catalyze the isomerization of L-arabinose to L-ribulose,
its phosphorylation to L-ribulose-5-phosphate, and its
epimerization to D-xylulose-5-phosphate, which then
enters the pentose phosphate pathway and whose
enzymes are not subject to direct regulation by
arabinose. Expression of the araA, B, D, E, E G, and
H genes as well as a gene of unknown function, ara], is
under control of the araC gene product. Expression of
the ara genes is also under control of the catabolite
repression protein, CRP. Thus, expression is low in
growth medium containing glucose. Arabinose stimu-
lates increased initiation of ara operon messenger within
3 s of its addition to a growing culture.
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Transcription Regulation

Mechanisms

In the absence of arabinose, the dimeric AraC protein
binds to the araO, and aral; half-sites, which are 210 bp
apart, and forms a DNA loop (Figure 2). The presence of
the DNA loop interferes with the binding of RNA
polymerase to the pgap and pc promoters. Upon the
addition of arabinose, AraC protein prefers to bind to
the adjacent I; and I, half-sites. Occupancy of the I,
half-site stimulates the binding of RNA polymerase to its
adjacent binding site and assists RNA polymerase in
making the transition to an open complex capable of
initiating transcription. Protein—protein contacts
important for binding and open complex formation
are made between the C-terminal domain of the
a-subunit of RNA polymerase and activation region
three of CRP as well as the two DNA binding domains of
AraC. Contacts likely are also made between the DNA-
binding domain of the AraC subunit bound to I, and the
o-subunit of RNA polymerase.

Control of DNA Looping

AraC protein shifts from the state of preferring to loop
DNA (when arabinose is absent) to the state of
preferring to bind to adjacent DNA half-sites (when
arabinose is present). The mechanism by which arabi-
nose brings about this change in DNA-binding proper-
ties is called the light switch mechanism. In the absence
of arabinose, an arm of 18 residues extends from the
dimerization-arabinose-binding domain of AraC and
binds to the backside of the DNA-binding domain. This
arm interaction, plus the covalent connection between
the dimerization-arabinose-binding domain and the
DNA-binding domain, holds the DNA-binding domains
of AraC protein in such an orientation with respect to
each other that they are well positioned for DNA
looping between O, and I;. Binding to the adjacent I;
and I, half-sites would require extensive bending of the
protein and breaking of at least one of the two arm-
DNA-binding domain interactions.
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FIGURE 1 Structure of the ara gene clusters in E. coli that code for the proteins required for arabinose uptake and catabolism, the catabolic

pathway, and the enzymes involved.

When arabinose binds to the dimerization-arabi-
nose-binding domain, the arm prefers to bind over
the arabinose rather than to the DNA-binding domain.
Thus, the DNA-binding domains are freed from the
arm-induced constraints, and they can easily position

No arabinose

O1r —
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Plus arabinose
AraC
RNA polymerase
@,
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“
Pc 0Oy —
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FIGURE 2 The regulatory region between the araC and araBAD
genes containing the promoters ppap and pc. In the absence of
arabinose, AraC forms a loop between the O, and I; half-sites. In the
presence of arabinose, AraC binds to the adjacent I; and I, half-sites.
The N-terminal arm of AraC is indicated in gray. The p¢ promoter is
considerably less active than the ppsp promoter. Its activity is further
depressed by the binding of AraC to the Oy} and Oy half-sites.

themselves for binding to the direct repeat half-sites I
and L. In this situation, it is energetically more
favorable for the protein to bind to these half-sites
rather than to form a DNA loop. Thus, the DNA-
binding domain that formerly had been bound to O,
repositions to I, and induction ensues.

The Discovery and Demonstration

of DNA Looping

Ellis Englesberg, who initiated genetic studies of the
arabinose operon, isolated a deletion extending from
outside the araCBAD region through at least part of
the araC gene and into the promoter region. The
deletion has the peculiar property that the remaining
ppap promoter can still be fully induced even though
the promoter has lost the ability to be repressed by
AraC. This property suggested that a site that is
required for repression lies upstream from all the sites
required for induction. Indeed, an extensive deletion
analysis by Schleif confirmed the existence of such
repression from upstream and indicated that the
upstream site is several hundred nucleotides ahead of
all the sites required for induction. The site was
definitively identified after the development of genetic
engineering technology. In vivo footprinting showed
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FIGURE 3 Helical twist experiment showing the involvement of the
O, half-site in repression of ppap. Introduction of 5bp of DNA
between O, and I, rotates O, to the backside of the DNA and prevents
loop formation. In this situation, a small fraction of AraC, even
though arabinose is absent, binds at I; I, and somewhat stimulates the
activity of ppap-

that both the upstream half-site, araO,, and the aral;
half-site are occupied by AraC and that mutations in
either half-site abolish binding at both half-sites.
Introduction of 5bp of DNA between araO, and
aral; blocks DNA looping and repression by AraC, but
still allows induction of ppap in the presence of
arabinose (Figure 3). A 5 bp insertion rotates the O,
half-site half a turn around the helical DNA with
respect to the I; half-site so that O, the half-site no
longer faces toward I; and loop formation is not
possible. The expression pattern of many additional
spacing strains that were generated by inserting and
deleting DNA between the half-sites reveals a cyclical
pattern of repression with a period of 11.1 bp, thus
measuring the helical twist of DNA in vivo. DNA
looping in the ara system has also been demonstrated
and studied in vitro with gel electrophoresis.

Related Systems

A number of bacteria — e.g., Salmonella typhimurium,
Citrobacter freundii, and Erwinia chrysanthemi -
contain genes with greater than 95% sequence identity
to AraC, and thus it can be inferred that they contain
arabinose operons that are controlled like that in E. coli.
Bacilus subtilis can utilize arabinose as a source of
carbon and energy, but its arabinose operon genes are
negatively regulated.

At the amino acid sequence level, no close homo-
logues are yet known to the dimerization domain of
AraC. Tts structure is known to consist of a jelly roll
motif that binds arabinose and a coiled-coil motif that
dimerizes the protein. Several homologues — including
the rhamnose operon regulators, RhaR and Rha$, and
the melibiose operon regulator, MelR - are likely
however to possess related structures. Many sequence
homologues exist to the DNA-binding domain of
AraC. Typically, the level of sequence homology
between two members of this family, called the
AraC/XylS family, is ~20%. Because these family
members are gene regulators and generally act posi-
tively, they can be inferred to possess similar structure.
The structures of MarA and Rob, two proteins in the
family, have been determined. Each consists of two
helix—turn—helix motifs joined by a long a-helix. This
provides an explanation of how each of the two DNA-
binding motifs that are found in each DNA-binding
domain of the dimeric AraC, contact 17 bp half-sites.
For AraC these half-sites are in a direct repeat
orientation. The half-sites of RhaR and Rha$, however,
are in inverted orientation, illustrating how flexibly the
dimerization and DNA-binding domains may be
connected in this family.

History and Historical Significance

Genetic analysis of the arabinose operon was begun by
Ellis Englesberg. His studies were among the first to
suggest that a regulatory protein could act positively
to turn on expression of a gene rather than act negatively
to turn off expression as had been shown for the lac and
lambda phage repressors. His genetic analyses also
indicated that AraC protein acted negatively and that
at least some of the DNA sequence required for this
repression lay upstream of all the sites required for
induction of expression. Subsequent genetic analysis by
Schleif confirmed this result, and revealed DNA looping
as the explanation. Further work by Schleif discovered
the light switch mechanism by which arabinose controls
the preference of AraC to loop in the absence of
arabinose and to bind to adjacent DNA half-sites in
the presence of arabinose.

The demonstration of positive regulation by AraC
was one of the first indications of the wide diversity of
regulatory mechanisms that are utilized in nature.
Positive regulation is now known to occur in a great
many regulation systems, both prokaryotic and eukar-
yotic. Similarly, DNA looping is widespread in nature.
The discovery of DNA looping came at a convenient
time to provide an explanation for action-at-a-distance
phenomena, e.g., the way in which enhancers in
eukaryotic cells can affect gene expression.
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RNA Polymerase Reaction in Bacteria ¢ RNA Poly-
merase Structure, Bacterial  T7 RNA Polymerase

GLOSSARY

CRP or CAP A positive regulator of many genes in E. coli that is
active only in the presence of cyclic AMP.

DNA looping The binding of a protein or a complex of proteins to
two well-separated DNA sites.

light switch Name of the mechanism by which AraC responds to
arabinose. In one position of its N-terminal arm of 18 amino acids
AraC prefers to form DNA loops, and in the other position of the
arm the protein prefers to activate transcription.

open complex RNA polymerase bound at a promoter possessing a
melted structure of ~14 bases centered at the site at which
transcription will begin. RNA polymerase first binds to double
stranded DNA in a closed complex, which then opens.

positive regulation The regulation mode of a gene that requires the
presence and activity of a protein in addition to RNA polymerase
for its expression.
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ARF Family
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ARFs or ADP-ribosylation factors are highly conserved 20-kDa
guanine nucleotide-binding proteins found in all eukaryotic
cells from Giardia, the most primitive existing eukaryote, to
primates. No ARFs have been found in prokaryotes, which
likewise have a paucity of intracellular organelles. ARFs have
critical roles in multiple cellular functions, such as protein
secretion, cytoskeletal rearrangements, and signal transduc-
tion. Vesicular trafficking in eukaryotes is required for
intracellular communication and cargo transportation among
organelles. Membrane trafficking involves the formation,
translocation, and fusion of vesicles of defined structure and
composition, initiated at specific sites on intracellular mem-
branes. Vesicles are constructed and dismantled in a step-wise
fashion, beginning with initiation at the donor membrane,
formation of the membrane bud, assembly of vesicle cargo,
and finally, fission to release the vesicle, followed by its
transport, tethering at its destination, uncoating, and fusion
with the target membrane. The investigation of ARF actions
has contributed significantly to understanding many of
those events at a molecular level. Although information
regarding the function of ARF6 in actin cytoskeleton and
membrane dynamics has expanded rapidly in recent years,
the mechanisms of trafficking in endoplasmic reticulum and
Golgi compartments are probably still better understood and
in more detail.

Molecular Characteristics of ARFs

ARFs were first identified, purified, and characterized
because of their ability to enhance the cholera toxin-
catalyzed ADP-ribosylation of Gas, the GTP-binding
protein activator of adenylyl cyclase. ARF action in cells
requires its controlled alternation between the inactive
GDP-bound and active GTP-bound forms. This prop-
erty allows ARFs to regulate enzyme activities and to
participate in the formation and transformation of
multi-molecular complexes that effect intracellular
transport and cytoskeletal rearrangements.
Mammalian ARFs have been grouped in three classes,
with ARF1, 2, and 3 in class I, ARF4 and § in class II,
and ARF6 in class ITI. Grouping was based on molecular
size, amino acid sequence, and gene structure. The yeast
Saccharomyces cerevisiae has one class IIl and two class I
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ARFs. ARF amino acid sequences are highly conserved
among species with >65% identity among human,
yeast, and Giardia ARFs. All ARFs contain the stereo-
typical sequences and specific amino acids that function
in GTP binding and hydrolysis. One of the hallmarks
of these molecules is the presence of the Rossman fold,
a B-a-p structure responsible for nucleotide binding.
The availability of high-resolution structures of ARFs
allowed identification of other regions, such as the
internal B-sheet that distinguishes ARFs from other
subfamilies of GTPases. The ARF structure also
determines the specificity of its interactions with other
molecules, and thereby its function. ARF structure
differs from those of all other ca. 20-kDa GTPases in
having an N-terminal extension that ends with an
N-myristoylated glycine. The fatty acid modification,
plus the added amphipathic helix at the N-terminus
of the ARF protein, facilitates its membrane associa-
tion through interaction with phospholipids as well
as proteins.

ARF-Related Proteins

In both structure and function, ARFs resemble the
several subfamilies of ca. 20-kDa Ras-like GTPases that
include Rho, Rac, Rab, and Rap. Each of these proteins,
like the ARFs, has special, specific functions in cells. It is
notable, however, that many of their actions, effects, and
mechanisms of regulation are similar and may even
appear to overlap. Perhaps this is because all of these
GTPases function by interacting with numerous other
molecules, simultaneously or sequentially, in a manner
that depends on whether GDP or GTP is bound, to
modify their activities or effects.

Among the ARF-related proteins, are ARF-like
proteins or ARLs that appear to be more diverse in
function and, as a group, differ more in structure than do
the ARFs. The 181 amino acid sequences of human
ARF1 and ARL1 are, however, 56% identical. There is
also ARP (ARF-related protein) and the intriguing
64-kDa ARD1 (ARF domain protein 1), with an
18-kDa ARF domain at the C-terminus.
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ARF Actions

With GTP bound, all of the ARFs are activators of the
cholera toxin ADP-ribosyltransferase, which is secreted
by Vibrio cholerae. They also activate the very similar
Escherichia coli heat-labile enterotoxin (LT) that causes
travelers’ diarrhea. Allosteric activation of the cholera
toxin A subunit (CTA), which is the ADP-ribosyltrans-
ferase enzyme, has been well established in vitro. The
role of ARF in CTA action on cells however, is less clear.
The capacity to activate CTA and LT distinguishes ARFs
from other GTPases, including the ARF-like proteins or
ARLs. The biochemical and/or catalytic behavior of
ARFs can be markedly influenced by their interaction
with specific phospholipids.

ARF-GTP can also activate mammalian phospho-
lipase D (PLD) and phosphatidylinositol kinases that
metabolize phospholipids critical in cell signaling. PLD-
catalyzed hydrolysis of phosphatidylcholine produces
phosphatidic acid, a molecule that alters the physical
properties of membranes and can also activate specific
receptors to initiate signaling. Phosphorylation of
phosphatidylinositol 4-phosphate by an ARF-activated
kinase likewise contributes to the modification of
membrane composition and thus the molecular inter-
actions that can be vitally important in properly
controlling cell functions.

The shape of the ARF molecule differs dramatically
depending on whether GDP or GTP is bound. Activation
of ARF by GTP binding results from movement of the
N-terminal helix with its N-myristoylated glycine away
from a position close to the surface of the ARF molecule,
where it resides when GDP is bound. This facilitates its
interaction with other molecules and means that ARF-
GTP binds membranes more effectively than does ARF-
GDP (Figure 1). Membrane-bound active ARF then

AP ARF-GDP GEP
inactive
Pi

ARF-GTP-GAP ARF-GDP-GEP

GA Pj ARF-GTP ﬁ

active
Membrane-bound

FIGURE 1 Cycle of ARF activation and inactivation mediated,
respectively, by GEPs and GAPs. ARF is active in the GTP-bound form,
which is produced by GEP-catalyzed replacement of bound GDP with
GTP. Active ARF-GTP associates with membranes, to which it recruits
adaptor and coat protein molecules. GAP-accelerated hydrolysis of
ARF-bound GTP yields inactive ARF-GDP, which has a lower affinity
for membranes and therefore dissociates from them.

ARF FAMILY 121

recruits adaptor and coat proteins to initiate vesicle
formation. ARF function in vesicular trafficking prob-
ably involves interactions with phospholipids, as well as
with proteins, whether they result in the activation of an
enzyme like phospholipase D or in the generation of a
vesicle when ARF-GTP becomes membrane-bound to
begin the assembly of proteins that will become vesicle
coat and cargo. Among the three types of coated vesicles,
the COPI- and clathrin-coated structures require ARFs
(probably class I ARFs) for formation.

Regulators of ARF Activity

Activation of ARF requires the replacement of bound
GDP by GTP, which under physiological conditions
occurs very slowly. ARF activation is regulated, there-
fore, by guanine nucleotide-exchange proteins, or GEPs,
which accelerate the replacement process (Figure 1). The
turn-off results from hydrolysis of bound GTP, the rate
of which is undetectable until ARF-GTP interacts with a
GTPase-activating protein or GAP to generate inactive
ARF-GDP (Figure 1).

Several families of ARF GEPs with complex regulat-
ory properties that parallel their critical functions have
been described. All ARF GEP molecules are character-
ized by the presence of a ~190-amino acid Sec7 domain,
which contains specific sites for ARF binding; also
present are residues (i.e., glutamic acid) that act
catalytically to accelerate the release of bound GDP
and thereby the binding of GTP, which is present at
higher concentration in cells than is GDP. Families of
GEPs are distinguished by overall molecular size and
structural elements outside of the Sec7 domain, as well
as by sensitivity to inhibition by brefeldin A (BFA), a
fungal fatty acid metabolite. BFA, which was first used
experimentally as an inhibitor of viral replication, was
later shown to inhibit protein secretion and certain
pathways of intracellular membrane trafficking. BFA-
inhibited GEPs include mammalian BIG1 and BIG2,
yeast Geal, Gea2, and Sec7, and the Arabadopsis
GNOM protein.

Among the BFA-insensitive GEPs, the ca. 47-kDa
cytohesin family appears to be the most numerous, with
four human genes. These molecules contain a central
Sec7 domain responsible for ARF activation, followed
by a pleckstrin homolog (PH) domain, which binds
phosphatidylinositol phosphates with notable speci-
ficity; it thereby influences intracellular localization of
the protein. The cytohesins are also of interest as cell
adhesion molecules. Before its role in ARF activation
was recognized, cytohesin-1 had been identified and
cloned because of its function in adhesion of lympho-
cytes to the extracellular matrix. The multiplicity of
GEPs (as well as ARFs) complicates delineation of their
individual physiological functions, just as the diversity
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and complexity of their structures emphasizes the crucial
importance to the cell of accurate and timely integration
of signals from multiple sources.

There are also several families of GAPs that regulate
ARF inactivation, which is just as critical as activation
for maintenance of the ARF cyclical function. These
proteins contain characteristic zinc-finger structures that
are responsible for acceleration of ARF GTPase activity
via a critical arginine residue. The diverse GAPs, like the
GEP molecules, contain additional structural domains
specialized for different functions and interactions, e.g.,
with cytoskeletal molecules. Three types of ARF GAPs
have been recognized: ARF GAP type, GIT type, and
ASAP type. Molecules of the last type contain multiple
domains, including PH, ankyrin, proline-rich, and
SH3. The multiple domains of these proteins enable
them to localize at specific intracellular sites and to
interact with numerous other molecules with reciprocal
effects on function.

SEE ALSO THE FOLLOWING ARTICLES

Phosphatidylinositol Bisphosphate and Trisphosphate o
Phospholipase D ¢ Ran GTPase ¢ Rho GTPases and
Actin Cytoskeleton Dynamics ® Small GTPases

GLOSSARY

domain The element of protein molecular structure, with or without
known function, that is conserved among different proteins and/
or organisms.

GAP GTPase-activating protein that accelerates hydrolysis of
GTPase-bound GTP to generate inactive ARF-GDP.

GEP Guanine nucleotide-exchange protein that acclerates replace-
ment of GTPase-bound GDP by GTP.

GTPase Protein that catalyzes hydrolysis of guanine nucleoside
triphosphate (GTP) to yield inorganic phosphate and guanine
nucleoside diphosphate (GDP).

vesicle Membrane-enclosed intracellular structure, 100 to 200 nm
in diameter, with or without visible coat structure, that can be
a vehicle for the transport of molecules to support many kinds
of cell functions, e.g., secretion, endocytosis, migration, and
proliferation.
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Aspartic Proteases
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Aspartic proteases are one of the four classes of proteolytic
enzymes, which cut other proteins into smaller pieces.
Proteolytic enzymes are also known as peptidases, because
they cleave peptide bonds, and as proteinases, because they
cleave proteins. The four classes include serine-, cysteine-, and
metallo-proteases, in addition to the aspartic proteases. Each
of these classes derives their name from the amino acid residue
or functional group in the case of the metallopeptidases, which
serves as the critical part of the catalytic mechanism. In the
aspartic proteases, it is actually two aspartic acids that make
up the catalytic machinery of the enzyme. The carboxylate
groups of these two aspartic acid residues assist in proton
transfers from a water molecule that acts as the nucleophile, to
attack the peptide bond of the peptide or protein to be cleaved.
Aspartic proteases are found in all forms of life and play
important roles in some disease processes.

The Spectrum of Aspartic Proteases
in Biology

Historically, aspartic peptidases were first found in the
digestive tract of many animals. Pepsin is found in the
stomach of most animals with an acidic phase of
digestion. A related enzyme, gastricisin, is also present
in the stomach and in some animals it is the dominant
enzyme. Chymosin, a similar enzyme from the fourth
stomach of the calf, is responsible for clotting milk when
the young animal suckles from its mother. This helps
retain the semisolid form of milk proteins in the digestive
track for further processing. The presence of an activity
was inferred in ancient times when milk was placed in a
sack made from the stomach of an animal so that
the milk could be transported on long journeys. The
travelers found the milk had clotted and realized that
something from the stomach lining was causing this to
happen. Chymosin is now used to initiate the production
of cheese. In some countries, farmers discovered that
certain flowering plants also contained a substance that
caused milk to clot and these flowers are used in what is
termed artisanal cheese making. Other plant enzymes
may be involved in digestion of stored seed protein to
provide nourishment for a growing seedling. In the
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world of fungi, many aspartic peptidases have been
found. For example, the common bakers yeast, Saccharo-
myces cerevisiae, contains several enzymes in an
intracellular organelle called the food vacuole; one of
these enzymes is yeast proteinase A.

Due to the progress of genome sequencing projects
from 1990 to the present, sequence information is now
available for 354 members of the aspartic protease family.
They can be related by sequence identities as seen in
Figure 1. Representative examples are given for enzymes
fromanimals, plants, fungi, protozoa, insects,and worms.
Furthermore, within one organism, different members of
the family play different roles. As an example, humans
have two enzymes in the stomach that are involved in the
digestion of protein in the diet. In addition, an enzyme in
the bloodstream, renin, is involved in regulation of blood
pressure by converting a precursor molecule, angiotensi-
nogen to angiotensin I. Subsequent conversion of angio-
tensin I to angiotensin II has a large effect upon blood
pressure, as the latter molecule causes constriction of
blood vesselsand increases in blood pressure. Within cells,
several aspartic proteases are found to play important
roles. Cathepsin D in the lysosomes of cells acts to activate
other enzymes, prohormones, and growth factors. Cath-
epsin E, which is found mainly in cells of the lymphoid
system, seems to have a function in the response of cells to
immunological stimuli. Memapsin, also known as BACE,
is involved in the conversion of the B-amyloid precursor
protein to a form that can aggregate and cause fibrils that
are found in Alzheimer’s disease. Several enzymes known
asnapsins have recently been discovered in humans. Their
function is unknown at this point in time. In the genomes
of the plant, Arabidopsis thaliana, the nematode,
Caenorhabditis elegans, and the fruit fly, Drosophila
melanogaster, a similar pattern of multiple potential
functions has emerged, as multiple sequences with
identities to the aspartic protease family have also
been identified.

Structure

Pepsin from the stomach of the pig was one of
the first proteins to be crystallized; however, the
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FIGURE 1 Diagrammatic representation of the relationship among several major classes of aspartic proteinases. The number at the top of each
division point is the percentage identity between all species below the line. Organism names are given in italics inside parentheses and specific
enzyme names are given inside square brackets. Note that different organisms are seen in different points in the diagram. This is due to the fact that

different enzymes within one species play different functional roles.

three-dimensional structure of three fungal enzymes
were reported before the structure of pig pepsin was
solved. Since the 1970s several hundred structures have
been solved by X-ray diffraction. At this point in time,
we can state with certainty that all proteins that have
sequence homology over 40% with the aspartic protease
family will have the same overall structure.

OVERALL STRUCTURE

The structure of a typical aspartic protease is shown in
Figure 2 in several views. The structure can be divided in
two ways. First, there is a twofold axis of symmetry
down the middle of the protein as seen in Figure 2A. The
first ~165 amino acids of the protein (the N-terminal
domain) are an independent folding unit that is mostly

FIGURE 2 Representation of the three-dimensional structure of a typical aspartic protease. The flat arrows represent B-strand structure and the
spiral shapes represent a-helices. These elements are from the backbone only and do not show the complete structure of the protein. (A) View of the
enzyme looking end-on into the active site cleft at the top. In this representation, the N-terminal domain is colored orange and the C-terminal
domain is colored blue. The two catalytic aspartic acid residues are shown in sticks at the bottom of the active site cleft. Above these amino acids one
can see an inhibitor molecule bound in the active site. (B) Same orientation as A, with the N-terminal domain colored orange, the C-terminal
domain colored blue, and the B-sheet at the bottom of the molecule colored red. A small connecting loop between the first three strands of the red

B-sheet and the second three strands is colored yellow.



composed of B-strands and very little a-helical structure.
The last ~165 amino acids (the C-terminal domain) are
also an independent folding unit with exactly the same
folding pattern. The active site cleft is located between
the two domains and on one side of the molecule. Each
domain contributes to the surface of the cleft, which
binds substrates for cleavage or inhibitors that block
cleavage. The two halves of the enzymes are believed to
have arisen by a gene duplication event before diver-
gence into the different forms shown in Figure 1.
A second way to analyze the structure has the same
division as described above, but also considers the
B-sheet shown at the bottom of Figure 2B as an
independent unit comprised of B-strands from each of
the two domains. In either analysis, all the known
structures are highly similar in structure. Some variation
is seen in the relative orientation of the two (or three)
domains with respect to each other. In addition, some
variability is provided by the length of some of the
B-hairpin loops that impinge on the active-site cleft. This
provides diversity in the active site binding charac-
teristics of each enzyme, which could be involved in the
specific function of each member of the family.

CATALYTIC RESIDUES

Each of the two domains (N-terminal and C-terminal)
provides one aspartic acid, and these two amino acids
are located in the 3D structure at the bottom of the
active site cleft, and the carboxylic acid functional group
of each of the aspartic acid side chains are within
3-5A. In the enzyme without bound ligands, a water
molecule is hydrogen bonded to the two aspartic acid
residues and is the nucleophile that attacks the peptide
bond of a substrate held within the active site cleft.

FLAP STRUCTURE

Another significant feature of all aspartic proteases is a
B-hairpin that hangs over the active site cleft. This is
frequently referred to as the “flap” and movement of this
is important in the binding of substrates and inhibitors
in the active site. Amino acid differences on the flap,
when comparing different members of the family, are
important in the different activities exhibited by the
enzymes.

PROENZYME STRUCTURE

Most aspartic proteases are synthesized within cells as
inactive precursors known as zymogens or proenzymes.
In all known cases, this involves an N-terminal exten-
sion of between 35 and 125 amino acids. In cases where
the 3D structure has been determined for some of the
proenzyme forms, the extra amino acid sequence acts to
either block the active site cleft or to pull the two
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domains apart from one another, in either case this
prevents activity. For many cases, conversion from the
proenzyme to the mature enzyme form is self-catalyzed
and occurs when the proenzyme moves from a neutral
pH condition to a compartment of lower pH. Removal
of the N-terminal extension results in a decrease in
molecular weight of between 4 and 15 kDa. In a few
known cases, the conversion requires a second enzyme.

Diseases

Efforts to understand the structure and function of
aspartic proteases have been stimulated by the discovery
that many disease processes involve the activity of these
enzymes.

HYPERTENSION

As mentioned above, renin is involved in a cascade of
reactions that leads to elevation of blood pressure. While
this is a normal function that can increase blood pressure
in times of activity of an individual, when the levels of
renin activity are slightly out of balance, the effects can
be dangerous to health. Studies in animals have shown
conclusively that giving a selective renin inhibitor, i.e., a
compound that will bind to and block the activity of
renin without affecting the other aspartic proteases of
the human body, has a dramatic effect on blood pressure
levels. This area of investigation was extremely import-
ant to the study of the whole field of aspartic proteases,
as it allowed scientists to develop the tools and strategies
to develop selective inhibitors. This has paid dividends
in the development of antiviral inhibitors as well as in
programs searching for inhibitors against many other
family members.

CANCER

High levels of cathepsin D have been observed in areas
surrounding tumors in both humans and animals. This
has led to the hypothesis that cathepsin D is involved in
the invasiveness of cancer cells. However, cathepsin D
activity is normally highest at pH values well below that
of tissue. Cathepsin D exhibits its activity in the
lysosome, where the pH level is believed to be less
than 6. In addition, cathepsin D is released when cells
break open, so that the excess levels seen in necrotic
tissues may be due to cellular decay. Furthermore, in
some conditions, excess levels of cathepsin D are due to
overloads of the secretory pathway so that the
proenzyme form of cathepsin D is released rather than
the mature form. Cathepsin D or the proenzyme form
may act as a growth factor to stimulate the growth of
cancerous cells.
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AIDS

An aspartic protease is part of the causative agent for
AIDS, human immunodeficiency virus. This protease
acts to cut apart a viral polyprotein so that new virus
particles can assemble. The HIV protease was the second
target against which new antiviral drugs were devel-
oped. These compounds have had a major impact on
therapy for AIDS.

MALARIA

The malaria parasite, Plasmodium falciparum, lives
during part of its complicated life cycle within human
erythrocytes where it degrades hemoglobin for two
reasons: one, to provide nutrients in the form of free
amino acids for new protein synthesis, and, two, to
create space for growth of the parasitic cell. Digestion of
hemoglobin is initiated by the action of aspartic
proteases. Following the sequencing of the P. falciparum
genome, it is now known that ten different aspartic
protease genes are present. Four of these are expressed
and the proteins are located within a special organelle,
the food vacuole. This organelle is equivalent to the
lysosome of mammalian cells and a similar vacuole of
S. cerevisiae. Complete digestion of hemoglobin requires
the coordinated activity of cysteine proteases and
metallo-proteases as well as the aspartic proteases.
Inhibitors of aspartic proteases are able to kill the
parasite in culture studies.

FuNGAL INFECTIONS

A number of fungi are known to cause diseases in
humans and in plants. For example, Candida albicans is
a common commensal organism, living within the
human body but kept in check by a healthy immune
system. In situations where the immune system is
compromised, due to chemotherapy for cancer
or immune suppression to avoid transplant rejection or
due to suppression by diseases such as AIDS, C. albicans
can become a life-threatening systemic infection. The
fungus is also known to have a number of aspartic
proteases, including several that are secreted into the
extracellular environment surrounding the fungal cells.
These enzymes are believed to assist in providing
nutrients to the fungus by digesting proteins found in
the surrounding environment. Some of these secreted
enzymes may work to aid in the invasiveness of the
fungus as the infection spreads.

ALZHEIMER’'S DISEASE

The newest target for drug discovery is the B-secretase or
memapsin. This enzyme acts to cleave the B-amyloid
precursor protein at a specific bond, generating a
fragment that can become, with further modification

by the so-called gamma secretase, a peptide that forms
amyloid fibrils. This condition leads to neuro-
fibrilary plaques in the brain, which are a hallmark of
Alzheimer’s disease. Due to the unique specificity of
memapsin, development of specific inhibitors is possible
and new therapies for this condition may develop in the
next few years.

Inhibitors

NATURALLY OCCURRING INHIBITORS

Unlike the serine protease family, naturally occurring
inhibitors of aspartic proteases are relatively rare. A few
have been described in detail and structural information
obtained. By investigating the mechanism of inhibition
of these protein inhibitors, it is hoped that new insights
into inhibitor design will be found.

Pepstatin

Culture filtrates of the organism Strepromyces have been
found to contain many interesting compounds. Pepsta-
tin, discovered around 1970, was found to strongly
inhibit pepsin and other members of the aspartic
protease family. This compound is a relatively non-
specific inhibitor, as it seems to block most members of
the aspartic protease class. Pepstatin contains an unusual
amino acid, 3-hydroxy-4-amino-6-methylheptanoic
acid. The 3-OH group binds to the two catalytic aspartic
acids to form a transition-state analogue, which provides
very tight binding. Because all aspartic proteases have
the identical catalytic mechanism, pepstatin is an
excellent inhibitor. This compound has been used in
many studies of the 3D structure of members of the
aspartic protease family and, thus provides convenient
comparisons between these enzymes. Many synthetic
inhibitors, mentioned below, utilize the same concept in
the design of selective inhibitors.

PI-3 Pepsin Inhibitor of Ascaris

The nematode, Ascaris lumbriocoides, lives within the
human digestive tract for a significant part of the life
cycle. The digestive tract contains many proteolytic
enzymes, including aspartic proteases. The nematode
produces several proteins, each of which is able to bind
to and inhibit a specific host enzyme. Several inhibitors
have been purified to homogeneity, including PI-3.
From a purification of the aspartic protease inhibitors,
the third fraction had the highest activity in assays of
the ability to inhibit pepsin, thus leading to the
designation, PI-3. PI-3 is a protein of 149 amino acid
residues. It inhibits pepsins and gastricsins from
humans and pigs, and has been shown to inhibit the



cathepsin E from humans. The structure of PI-3 in
complex with porcine pepsin has been determined
and it was found that the inhibitor is a rigid protein,
which makes contact with pepsin at two points, using a
total of about 13 out of the 149 residues. The structure
of the inhibitor does not change when interacting
with pepsin.

TA-3 Yeast Protease Inhibitor of S. cerevisiae

The yeast S. cerevisiae synthesizes a 68-residue protein
called TA-3, which is a strong and selective inhibitor of
yeast proteinase A. The 3D structure of the complex
between the two proteins shows that the inhibitor
forms a near-perfect a-helix between amino acids 2
and 34 when it binds to the enzyme, while the inhibitor
when free in solution has little or no organized
structure. The TA-3 inhibitor does not inhibit any
other member of the aspartic protease class that have
been tested so far and, in fact, is cleaved by several of
the other enzymes. The transition from an unstructured
protein to a tightly folded one is a unique aspect of this
inhibitor. This is an example of an “intrinsically
unstructured protein.”

SYNTHETIC INHIBITORS

Due to the importance of aspartic proteases in
several disease processes, strong efforts have gone into
the design and testing of compounds that could become
new drugs for treatment of disease. In many cases, the
observations that pepstatin was a potent inhibitor
gave the initial clue to inhibitor design. Thus, the
presence of a hydroxyl group within the structure of
a new compound is frequently coupled with the
variation in the amino acid sequence (for peptide-like
compounds), or in the structural groups (for non-peptide
compounds) to create a selective inhibitor. Other
variations on the central hydroxyl group include
replacements for the peptide bond such as ~-CH2NH-,
-PO2-CH2-, and ~-CHOH-CHOH-. These replace-
ments have proven effective in the development of
new inhibitors.
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GLOSSARY

active site A portion of a protein where the catalytic amino acids or
associated groups are located and where a binding site for substrate
exists.

chemotherapy Use of compounds to kill disease-causing cells in the
human body.

hemoglobin The oxygen carrying molecule of the bloodstream found
in red blood cells.

inhibitor A molecule that binds to the active site of an enzyme to
block the catalytic activity.

proteolytic enzyme A protein that has the ability to digest other
proteins by cleaving peptide bonds to produce smaller fragments.

substrate A molecule acted upon by an enzyme to cause a chemical
change.

three-dimensional structure The detailed arrangement of atoms in
space for a molecule, usually determined by X-ray crystallography.

transition state analogue A molecule with a chemical structure that
resembles the geometry of the state between a substrate and the
products of a reaction.

zymogen A precursor form of an enzyme, usually larger in size due to
the addition of extra amino acid residues; also known as a
proenzyme.
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ATP Synthesis in Plant
Mitochondria: Substrates,
Inhibitors, Uncouplers

Kathleen L. Soole and R. Ian Menz
Flinders University, Adelaide, Australia

Adenosine triphosphate (ATP) is the energy carrier of the cell
and in eukaryotic cells is synthesized via photosynthesis and
respiration. Within respiration there is a low level of ATP
synthesis associated with glycolysis in the cytoplasm; however,
the majority of ATP is synthesized via oxidative phosphoryla-
tion which occurs within mitochondria, specifically via the
operation of an electron transport chain (ETC) in the inner
mitochondrial membrane. In mammals, flux through the
respiratory pathway is tightly regulated by the ATP/ADP ratio
or adenylate energy charge of the cell. Plants, unlike mammals,
must synthesize all of their cellular components. In plants, the
presence of a nonphosphorylating pathway in the mitochon-
drial ETC and an uncoupler protein in the inner membrane
overcomes this restriction by adenylate control. In plants,
respiration is not only important for energy production but also
has a major role in biosynthesis and anabolic reactions.

Mitochondrial Electron Transport
Chain in Plants

Sucrose and starch are converted to metabolites that
feed into the early steps of glycolysis which occurs in the
cytoplasm. The end products of glycolysis in plants can
be either pyruvate or malate, the latter being formed by
the action of PEP carboxylase and malate dehydrogen-
ase, which together bypass pyruvate kinase. Once within
the mitochondrial matrix, pyruvate is metabolized by
pyruvate dehydrogenase and the enzymes of the citric
acid cycle. Being a substrate for mitochondrial malate
dehydrogenase, malate can either feed into the citric acid
cycle or be metabolized to pyruvate via NAD-malic
enzyme. There must be a balance between these
processes, since because of the poor forward equilibrium
of malate dehydrogenase, the accumulation of oxalo-
acetate would prevent further malate metabolism. The
net result of these reactions is the production of NADH
and FADH, (via succinate dehydrogenase). During a
turn of the citric acid cycle, 1 ATP is produced directly
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by substrate level phosphorylation, not GTP as in
mammalian mitochondria. Matrix NADH is oxidized
by the ETC and more ATP produced via oxidative
phosphorylation.

Oxidative phosphorylation occurs via the interaction
of large lipo-protein complexes of the (ETC) and
smaller mobile electron carriers found in the inner
mitochondrial membrane (Figure 1). NADH is oxidized
by complex I, which donates its electrons to a mobile
lipophilic electron carrier, ubiquinone. Complex II or
succinate dehydrogenase also donates electrons to the
ubiquinone pool. Reduced ubiquinone (or ubiquinol) is
oxidized by complex III via the Q-cycle and reduces the
mobile peripheral protein cytochrome c. By interacting
with complex IV (cytochrome oxidase), the electrons
carried by cytochrome ¢ are donated to the terminal
electron acceptor, oxygen. During these electron trans-
fer events, protons are translocated from the matrix
side of the inner membrane to the inter-membrane
space at complexes I, III, and IV, thus establishing the
proton motive force (pmf or Apyy ). If ADP is bound to
the F F{-ATPase in the inner membrane, then protons
pass through this complex and the energy within the
pmf is used to synthesize ATP. Once ATP is synthesized,
it is then exported out of the matrix in exchange for
another ADP via the adenine nucleotide translocase.
Thus, the flow of electrons and hence oxygen con-
sumption is tightly under control of cellular ADP levels.
This is called acceptor or adenylate control.

In plant mitochondria, additional protein complexes
are found associated with this ETC. They are distinct
from complexes I-IV in that they participate in the
transfer of electrons from NADH to oxygen, but do not
contribute to the pmf. These enzymes are the alternative
or nonphosphorylating NAD(P)H dehydrogenases
(NDE and NDI), which donate electrons to the
ubiquinone pool and the alternative oxidase (AOX),
which accepts electrons from reduced ubiquinone
(Figure 1).
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FIGURE 1 A schematic representation of the routes of NAD(P)H oxidation and the electron transport chain (ETC) of plant mitochondria. NDI
refers to internal matrix-facing nonphosphorylating NAD(P)H dehydrogenase, and NDE refers to external cytosolic nonphosphorylating
NAD(P)H dehydrogenase. UCP refers to the uncoupling protein. Reproduced from Rasmusson et al. (2004) Annual Review of Plant Biology,

Volume 55.

Evidence for the alternative nonphosphorylating
NAD(P)H dehydrogenases comes from the ability of
isolated plant mitochondria to oxidize externally sup-
plied NAD(P)H, which cannot pass through the inner
membrane. The external cytosolic-facing NAD(P)H
dehydrogenase (NDE) feeds directly into the ubiquinone
pool, as external NAD(P)H oxidation has an ADP/O
ratio equivalent to succinate of less than 2.0. Matrix
NADH oxidation in plants has a component which
is insensitive to inhibition by the complex I inhibitor,
rotenone. This oxidation is catalyzed by NDI. The
rotenone-insensitive alternative matrix NADH oxida-
tion has an ADP/O ratio also similar to succinate indi-
cating that NDI also feeds electrons into the ubiquinone
pool, bypassing proton pumping at complex I. The
alternative oxidase is a cyanide and antimycin A-resistant
ubiquinol oxidase that catalyses the reduction of
oxygen to water with electrons from ubiquinol and thus
bypasses the proton pumps at complexes III and IV.

Thus, it is possible to have electron transport/trans-
fer with no ATP synthesis in plant mitochondria.
Therefore, due to the bypasses that exist around key
regulatory sites in glycolysis, plant respiration can be
totally independent of respiratory control, which gives
plants great metabolic flexibility. This flexibility, which
results in the loss of adenylate control of respiration by

the energy status of the cell can theoretically allow the
release of biosynthetic intermediates from the respira-
tory pathway, independent of energy charge of the cell.
This role of the nonphosphorylating pathway is
hypothesized and has not been clearly demonstrated
in vivo.

Substrates for ATP Synthesis

The plant mitochondrial ETC can oxidize matrix
NADH and NADPH to a much lesser extent. The
source of this NADH is from pyruvate dehydrogenase
and citric acid cycle, and plants have the full comp-
lement of these enzymes in addition to other unique
enzymes. The presence of matrix pools of NADPH is
indicative of the mitochondria’s anabolic role. NADP-
dependent enzymes involved in folate and thymidylate
synthesis such as NADP-dihydrofolate reductase and
methylene tetrahydrofolate dehydrogenase have been
found in plant mitochondria and their continued
operation requires the turnover of the NADPH gener-
ated via NDI2. Apart from NAD-dependent isocitrate
dehydrogenase, there is also another NADP-dependent
form in the matrix, however its role in plant metabolism
is not yet clear. Additionally, via the action of a soluble
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transhydrogenase detected recently in pea leaf matrix,
the mitochondrial oxidation of any strictly NAD-linked
substrates such as pyruvate would also be able to
produce NADPH.

Another unique enzyme found in plant mitochondria
is glycine decarboxylase, which generates NADH in the
matrix, is part of photorespiratory cycle and is
important in photosynthetic metabolism. It is accepted
that the mitochondrial ETC operates in the light, and
that ATP synthesis in the light is not exclusively
generated from photosynthesis. Evidence indicates that
glycine oxidation is linked to a nonphosphorylating
NADH dehydrogenase, such as NDI. Recently it has
been shown that NDI is regulated at the transcriptional
level by light, at least in potato leaf, suggesting a link
between nonphosphorylating enzymes and photo-
respiratory metabolism.

Plant mitochondria also have the capacity to oxidize
cytosolic NADH and NADPH via the enzymes NDE1
and NDE2. Thus, ATP synthesis can also occur from the
recycling of cytosolic NAD(P)H.

Inhibitors of ATP Synthesis

There are a multitude of inhibitors that act on specific
components of the ETC and the use of many of these has
been invaluable in elucidating the composition of the
respiratory chain in different species (Table I).

TABLE I

The two most common and specific complex I
inhibitors are rotenone and piericidin A, both inhibi-
tors block electron flow between the final iron-sulfur
center and ubiquinone. However, they display dif-
ferent inhibition kinetics and it is postulated that
the transfer of electrons to quinone may involve
more than one quinone-binding site, similar to those
observed in complex II. Many other inhibitors of
mammalian complex I have been discovered, such
as aurachin A and B, thiangazole, phenoxan, and
aureothin, and many are likely to inhibit plant complex
I; however, their efficacy and specificity has not been
demonstrated.

Relatively few inhibitors of plant complex II
have been described (Table I), the most widely used
is the competitive substrate inhibitor malonate;
however, several new complex II inhibitors that
are potential fungicides or pesticides have been reported
recently.

The two most significant specific complex III inhibi-
tors are antimycin A and myxothiazol, which are specific
to the N-side and P-side quinone-binding sites, respect-
ively, and have been important for developing models of
the Q-cycle which is involved in proton translocation by
complex III.

Complex IV is inhibited by a variety of competitive
inhibitors of the oxygen-binding site, such as cyanide
and azide. The most interesting of these is the rapid

Specific Inhibitors of Plant Respiratory Enzymes

Respiratory protein Inhibitor Site/mode of action

Complex I Rotenone Blocks between FeS
Piericidin A cluster N2 to quinone

Complex IT Malonate Competitive substrate
Thenoyltrifluoroacetone (TTFA) Blocks FeS cluster S3

Complex III Antimycin A Quinone binding (N side)
Myxathiazol Quinone binding (P side)
Stigamatellin Quinone binding (P side)

Complex IV Cyanide Competitive inhibitors of
Azide O, binding site
Nitric oxide

Complex V Oligomycin Binds to OSCP-subunit

NDEI1 (external NAD(P)H)
NDE2 (external NADH)
NDI1 (internal NADH)
NDI2 (internal NAD(P)H)

Alternative oxidase

Venturicidin

DPI
Calcium chelators
Calcium chelators

Calcium chelator
DPI
n-Propylgallate
SHAM

Proton translocation
(c-subunit)
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and reversible inhibition by nitric oxide, which may
play an important role in regulation of oxidative
phosphorylation.

There are several chemical inhibitors of ATP synthase
(Table I), the most prominent being oligomycin, which is
a specific inhibitor of F-type ATP synthases found in a
variety of organisms. Apart from the chemical inhibi-
tors, there are also inhibitor proteins, which play a role
in regulating the activity in vivo. The most characterized
is the mammalian inhibitor protein (IF1), whose
conformation and inhibitory activity changes in
response to pH. Proteins with low homology to IF1
have been found in plants, and although they can
inhibit ATP synthetase activity, they do not appear to
be regulated by pH. More recently, a class of phospho-
serine/phosphothreonine-binding proteins, called the
14-3-3's, have been identified in plant mitochondria
and shown to regulate the ATP synthetase activity.

There are several inhibitors of the alternative
NAD(P)H dehydrogenases, while a few show differen-
tial selectivity between the various alternative NAD(P)H
dehydrogenases many of these such as platanetin, IACA
(7-iodo-acridone-4-carboxylic acid), dicumarol, hydr-
oxyflavaones, and sulphydryl reagents can inhibit all of
the alternative NAD(P)H dehydrogenases. Interestingly,
many of these were originally reported as specific
inhibitors of particular alternative NAD(P)H activities.
The most effective selective inhibitors are calcium
chelators such as EGTA, which are potent inhibitors of
the external and NADPH utilizing enzymes, which have
a calcium requirement, and DPI (diphenyleneiodonium)
which is more effective at inhibiting NADPH utilizing
enzymes compared to NADH utilizing enzymes (Table I).
SHAM (salicylhydroxamic acid) and n-propylgallate
are the most prominent inhibitors of the alternative
oxidase, the latter being more specific as SHAM can
also effect other enzymes of oxidative metabolism
such as peroxidases, lipoxygenase, and xanthine
oxidases.

Uncouplers of ATP Synthesis

CHEMICAL UNCOUPLERS

Oxidative phosphorylation in plants is sensitive to
chemical uncouplers such as dinitro phenol (DNP) and
carbonyl cyanide p-(trifluoromethoxy)phenylhydrazone
(FCCP) which dissipate the Apyy by carrying proteins
across the inner membrane, thus equilibrating the
proton gradient. In heterotrophically grown tobacco
suspensions cells, cellular respiration is increased by the
addition of the uncoupler, FCCP, therefore under these
conditions respiration is substrate limited.

NONPHOSPHORYLATING RESPIRATION

Plants have the capacity to uncouple respiration and
ATP synthesis using naturally occurring enzymes such as
the alternative NDE and NDI, and AOX. Therefore, the
level of “coupled” respiration will be dependent on the
level and activity of these alternative ETC enzymes.

Alternative NAD(P)H Dehydrogenases

In plants, complex I has a much better affinity for
NADH than NDI. This suggests that the latter route of
electron flow will only be active when the matrix
concentration of NADH is high. This has been clearly
demonstrated in tissues like potato, which lose NAD
from their mitochondrial matrix during longterm
storage. In NAD-depleted mitochondria, the rate of
electron flow through NDI was markedly reduced, i.e.,
malate oxidation in isolated mitochondria was totally
sensitive to rotenone; however, this could be overcome if
the mitochondria were reloaded with NAD from the
bathing media. NAD enters via a specific transporter on
the inner membrane. It is not clear if this level of
regulation occurs in vivo. One of the NDI enzymes that
uses NADPH as a substrate is calcium-dependent and
could be regulated via matrix calcium levels. One
question is whether, these alternative pathways operate
as overflow for complex I or operate simultaneously
during respiration iz vivo. In a mutant where expression
of one of the NDI enzymes was eliminated, the total
respiration was reduced, which suggests that NDI
contributes to respiration in presence of ADP along
with complex 1. Both the NDE enzymes are dependent
on calcium for maximal activity. It has been suggested
that electron flow through the NDE can be regulated by
alteration of the local calcium concentration which can
be facilitated by polyamines which occur naturally in
plant cells, e.g., spermine and spermidine.

Alternative Oxidase

For many years, it was thought that the AOX acted as an
overflow, only being used when there was an excess of
reduced ubiquinone and the cytochrome pathway (via
complexes III and IV) was saturated. It is now known
that this is not the case, and that AOX and cytochrome
pathway can operate simultaneously. Thus, the level of
ATP synthesis will rely on the regulation of AOX. AOX
can be regulated at both the transcriptional and
posttranslational level. AOX exists as a monomer or
dimer, with the monomeric form being most active.
Further, AOX is activated by organics acids such as
pyruvate. Pyruvate is the end product of glycolysis and
thus this activation can act as a positive feed-forward
mechanism of control when glycolytic flux is high. AOX
is induced upon inhibition of the complexes III and/or IV
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and also under various environmental stresses. It is
thought that the expression of AOX is an attempt by the
plant to have a flexible control of ATP synthesis and to
maintain growth rate homeostasis. It is also thought to
be part of the cell’s defense against oxidative stress, as
increased flux through the ETC would prevent the
accumulation of high-energy electrons in the respiratory
pathway, which could react with oxygen to form
harmful, reactive oxygen species.

Uncoupling Protein

In addition to AOX, plants also have uncoupling protein
(UCP), which mediates proton re-uptake across the
inner membrane (Figure 1). This activity is activated by
free fatty acids and inhibited by pyridine nucleotides.
UCP is active during respiration in the presence of excess
ADP when the free fatty acid concentration is ~4 pM,
and thus can divert energy from oxidative phosphoryl-
ation, impacting on the capacity for ATP synthesis.
There is a reciprocal regulation between UCP and AOX
as free fatty acids inhibit AOX activity. However a
precise understanding of the integration and regulation
of nonphosphorylating respiratory pathway, UCP and
ATP synthase remains a major research challenge.

SEE ALSO THE FOLLOWING ARTICLES

ATP Synthesis: Mitochondrial Cyanide-Resistant
Terminal Oxidases e Cytochrome ¢ e Cytochrome
Oxidases, Bacterial e Respiratory Chain and ATP
Synthase ¢ Uncoupling Proteins

GLOSSARY

alternative oxidase A ubiquinol oxidase located in the inner
mitochondrial membrane, which accepts electrons from reduced
ubiquinone and reduces oxygen to water. During this process, no
protons are translocated across the inner mitochondrial membrane.
nonphosphorylating NAD(P)H dehydrogenase(s) Enzymes that
accept electrons from NADH or NADPH and reduce ubiquinone,
a mobile lipophilic electron carrier in the inner mitochondrial

membrane with no consequent proton translocation across the
membrane.

nonphosphorylating pathway A route of electron transfer with
no concomitant translocation of protons across the inner
mitochondrial membrane, hence this route of electron flow does
not contribute to the proton motive force.

proton motive force Refers to the proton gradient that is established
across the inner mitochondrial membrane during electron transfer
through complexes I, II, and IV. Often referred to as Apgy, or pmf.
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ATP Synthesis: Mitochondrial
Cyanide-Resistant Terminal Oxidases
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Mitochondria from all higher plants, most algae, many fungi,
and some protozoa contain a second terminal oxidase in their
electron transfer chain in addition to cytochrome c oxidase, the
standard terminal oxidase found in all mitochondria. Func-
tionally, this “alternative” oxidase is a ubiquinol oxidase,
receiving electrons from reduced ubiquinone and transferring
them to oxygen, which is reduced to water. Electron flow from
reduced ubiquinone to cytochrome c oxidase includes two sites
for transporting protons across the inner mitochondrial
membrane to form a proton gradient across the membrane
that drives ATP formation. Electron flow through the
alternative oxidase involves no proton translocation and
therefore wastes all the free energy released during electron
transfer that would otherwise be conserved in the proton
gradient to produce ATP. The role of such an energetically
wasteful pathway has yet to be fully elucidated, but in plants
it appears to be associated with response to a variety of
stresses, possibly acting to prevent over-reduction of the
quinone pool and the subsequent formation of harmful
reactive oxygen species.

The Uniqueness of
Plant Mitochondria

Plant mitochondria, like those of all other eukaryotes,
contain a standard set of protein complexes that make
up the electron transport chain in the inner mitochon-
drial membrane, complexes I-IV (Figure 1). This
electron transfer chain functions as the third stage of
aerobic respiration, whereby reductants (NADH,
FADH,) generated by operation of the TCA cycle in
the mitochondrial matrix are oxidized and the resulting
electrons transferred to molecular oxygen. The free
energy released during electron transfer is used to
translocate protons across the inner membrane from
the mitochondrial matrix to the intermembrane space at
complexes I, I, and TV, forming an electrochemical
proton gradient across the inner membrane. Another
inner membrane protein complex (complex V, ATP
synthase) provides a path for protons to move back into

Encyclopedia of Biological Chemistry, Volume 1. © 2004, Elsevier Inc. All Rights Reserved.

the matrix and, in the process, couples the energy stored
in the proton gradient to the synthesis of ATP from
ADP and Pi. The terminal reaction of the electron
transfer chain is the reduction of O, to H,O by complex
IV, cytochrome ¢ oxidase. This standard electron
transfer pathway is frequently termed the “cytochrome”
(cyt) pathway because of the cytochromes present in
complexes III and IV and cytochrome c. Specific
inhibitors of each of the mitochondrial complexes are
known. For example, rotenone inhibits complex I,
antimycin A inhibits complex III, and cyanide inhibits
cyt ¢ oxidase.

In addition to the standard cyt pathway, mitochon-
dria in plants contain a variety of additional electron
transport proteins that impart flexibility to the system
because they can operate without being coupled to ATP
synthesis (Figure 1). On the electron input side of the
ubiquinone pool are two sets of NAD(P)H dehydrogen-
ases. One pair of dehydrogenases is found on the outside
of the inner mitochondrial membrane, allowing mito-
chondria to oxidize cytoplasmic NADH or NADPH. A
second set exists on the inner surface of the inner
membrane and oxidizes matrix-derived NAD(P)H.
These dehydrogenases do not contribute to proton
gradient formation during electron transfer and there-
fore are able to operate unconstrained by it, unlike
proton-pumping components such as complex I whose
activity will be impaired as the proton gradient
increases. These dehydrogenases are also insensitive to
complex I inhibitors such as rotenone. Electrons derived
from the oxidation of NAD(P)H by all these dehydro-
genases are transferred to the common pool of
ubiquinone that also serves as the electron sink for
complexes I and II (Figure 1).

Cyanide-Resistant Respiration
Plant mitochondria also have an additional electron
transport branch downstream of the ubiquinone pool

due to the presence of a second terminal oxidase in
addition to cyt ¢ oxidase. This “alternative oxidase”
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FIGURE 1 Schematic representation of the plant mitochondrial electron transfer chain.

(AOX) is a ubiquinol:oxygen oxidoreductase that
accepts electrons from reduced ubiquinone and sub-
sequently reduces O, to H,O (Figure 1). AOX activity is
resistant to cyanide and other inhibitors of cyt ¢ oxidase
but is specifically inhibited by salicylhydroxamic acid
(SHAM) and n-alkyl gallate which do not affect the cyt
pathway. An important feature distinguishes the two
oxidase pathways. Electron flux downstream of the
ubiquinone pool through the cyt pathway drives proton
gradient formation at complexes III and IV, but no
proton gradient formation occurs during operation of
the alternative pathway. Thus, AOX would appear to be
a wasteful enzyme from an energetic standpoint,
eliminating a primary mitochondrial function during
aerobic respiration, coupling the oxidation of reductants
generated during the operation of glycolysis and the
TCA cycle to the synthesis of ATP. Apart from its
apparent absence in any metazoan (animal), AOX
occurs widely among eukaryotic organisms. AOX has
been found in all plants examined to date, but it is also
present in most eukaryotic algae, many fungi, and a
number of protozoa, including the bloodstream form of
the organism responsible for African sleeping sickness,
Trypanosoma bruceii.

Contemporary understanding of AOX can be traced
to the development of an antibody against the plant
AOX in 1989. The availability of this antibody led to
the first isolation of a plant AOX gene and now dozens
of AOX sequences from plants and fungi, and several

protozoa and algae are present in gene databases. AOX
is nuclear encoded and in plants, it occurs as a small
gene family (e.g., five genes in Arabidopsis, three in
soybean), that produces proteins from 32-35kDa
(~285 amino acids). More recently, characterization
of the gene associated with a mutation leading to a
defect in chloroplast biogenesis, IMMUTANS, ident-
ified a chloroplast protein having sequence similarity
to AOX. IMMUTANS also functions as a quinol
oxidase, leading to its general characterization as a
“plastid terminal oxidase” (PTOX), and it has been
shown to participate in a desaturation step during
carotenoid biosynthesis in chloroplasts. As prokaryotic
genome sequencing has progressed, AOX and PTOX
homologues of unknown function have now been
identified in an a-proteobacterium and several cyano-
bacteria, respectively. Phylogenetic analyses of the
bacterial and eukaryotic sequences suggest that AOX
and PTOX arose from a common prokaryotic ancestor,
but the two activities diverged prior to the endosym-
biotic events that gave rise to mitochondria and
chloroplasts.

AOX Structure

AOX is integral inner membrane protein, but attempts
to purify and characterize it have been hampered by
the marked instability of the protein following its
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solubilization from the membrane and the lack of any
apparent visible (>350 nm) absorption spectrum or
EPR spectral features in either its oxidized or reduced
states. The observation that iron was required for
induction of AOX activity in the fungus Hansenula
anomala originally led to the suggestion that the active
site contained iron. AOX sequence analyses later
revealed the presence of conserved iron-binding motifs
found in members of the family of diiron carboxylate
proteins that include the R2 subunit of ribonucleotide
reductase and the hydroxylase subunit of methane
monooxygenase. This led to the initial development
of a model of the AOX active site that contained a
four-helical bundle forming a hydroxo-bridged diiron-
binding site. The suggestion of a hydroxo-bridged
iron center accounted for the absence of any visible
absorbance, analogous to the diiron center in methane
monooxygenase. Recently, an EPR signal associated
with a mixed valence Fe(II)/Fe(Ill) hydroxo-bridged
binuclear iron center has been reported for an Arabi-
dopsis thaliana AOX expressed in Escherichia coli,
providing direct spectral evidence for the diiron carboxy-
late nature of the AOX (and, by analogy, PTOX)
active site.

Over time, the AOX structural model has been
refined. As currently envisioned (Figure 2A), the
C-terminal two-thirds of the AOX protein comprises a
four-helical bundle that makes up the diiron-binding
scaffold. Two short hydrophobic helical regions anchor
the protein in the inner leaflet of the bilayer, with the
bulk of the protein protruding into the mitochondrial
matrix. This C-terminal region is relatively conserved

among all AOXs, showing 85-90% sequence similarity
among plants and over 55% similarity between plants
and fungi.

While the C-terminal two-thirds of the AOX protein
is responsible for forming the catalytic diiron site, the
structure of the N-terminal third of the protein is
unknown. When plant and fungal amino acid
sequences in this region are compared, there is
considerable sequence conservation within each organ-
ism type but marked sequence variability between
them. Within the N-terminal third of the plant AOX,
there is a highly conserved block of ~38 amino
acids that includes a regulatory cysteine (cf. below).
Fungal sequences initially align with plant sequences
right after this block. From that point on, the plant
and fungal sequences are highly similar with two
exceptions: (1) an insertion of 20-25 amino acids
unique to fungi just before the first of the four iron-
binding helical regions and (2) an extension of the
fungal C terminus 20-50 amino acids beyond that
found in plants. AOX sequences in protozoa are
more similar to the fungal AOX than they are to that
of plants.

In plants, chemical cross-linking studies have estab-
lished that AOX exists in the membrane as a dimer
consisting of two AOX monomers (Figure 2B). How-
ever, the fundamental unit of catalytic activity based
on radiation—inactivation analysis is the monomer.
Consistent with the latter observation, AOXs dimers
are not universal; cross-linking studies with AOX in
both fungi and protozoa have established that they both
exist in the membrane as monomers.

Intermembrane space

HS-

Mitochondrial matrix

FIGURE 2 Diagrammatic representation of the structure of the AOX. (A) AOX monomer, (B) dimeric AOX structure found in plants. The two
red spheres in (A) represent the diiron center (shown in black in (B)). The inner mitochondrial membrane is delimited by the set of parallel

horizontal lines.
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Biochemical Regulation
of AOX Activity

While the N-terminal third of the AOX protein is less
well characterized structurally than the remainder of the
protein, this region has been found to confer regulatory
features on the plant AOX. The plant AOX homodimer
can exist in two forms, an oxidized state where the two
monomeric subunits are covalently linked by an inter-
molecular disulfide bond and a reduced state where the
AOX remains dimeric but the disulfide is reduced to its
component sulfhydryls (Figure 3). In the oxidized state,
AOX is inactive. When the disulfide is reduced, AOX
remains inactive but has the ability to become activated
in the presence of an a-keto acid, such as pyruvate
(Figure 3). In the absence of a-keto acids, AOX has
essentially no activity. AOX is activated by a-keto acids
through reaction with a cysteine residue to form a
thiohemiacetal. Site-directed mutagenesis of AOX has
established that a single cysteine residue (termed Cysl,
the more N-terminal of two highly conserved cysteines
located in the N-terminal region (Figure 2A)) is
responsible for both the inactivating disulfide bond
and interaction with a-keto acids to form the thiohe-
miacetal that activates AOX (Figure 3). As noted
previously, Cysl appears in the middle of a conserved
block of amino acids in plant AOXs. Given the close
proximity of the two regulatory Cysls on adjacent AOX
monomers it appears that AOX activation following a-
keto acid binding results from a conformational change
brought about by charge repulsion between the resulting
two proximal negative charges.

The regulatory features outlined above provide a
facile mechanism for activating AOX under conditions
when electron flow through the standard cyt pathway is

Oxidized

restricted. Under such conditions, electron transfer
would slow down leading to a buildup of reductant in
the mitochondrial matrix. The more reduced environ-
ment in the matrix would bring about the reduction of
the AOX regulatory disulfide, possibly via reduced
thioredoxin, which is found in the mitochondrial
matrix. As electron transfer becomes limiting, TCA
cycle activity would become restricted causing pyruvate
concentrations to increase, activating the AOX through
a feed-forward regulatory system.

Biochemical regulation of AOX activity in fungi
and protozoa is not as well characterized as in
plants, but purine nucleotides, particularly GMP, AMP,
and ADP, are known to markedly stimulate AOX activity
in fungi and protozoa. No stimulation of alternative
oxidase activity by a-keto acids has been seen in fungi.

Physiological Role(s) of AOX

The fact that the alternative pathway wastes much of the
free energy released during aerobic respiration must be
related to its metabolic role. AOX has been found in all
higher plants but there is only one instance where its role
is clearly established, thermogenesis during flowering in
certain members of the plant family Araceae (aroids).
Just prior to pollen release, high levels of mitochondria
found in club-like structures on the floral inflorescence
undergo very high rates of respiration, heating up the
inflorescence and volatilizing aromatic compounds that
serve to attract pollinating insects. Mitochondria from
this thermogenic tissue have extremely high levels of
AOX, allowing the high rates of respiration without
having to synthesize and use comparable amounts
of ATP.
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FIGURE 3 Biochemical regulation of plant AOX by the combined effects of reduction/oxidation of the redox active sulfhydryl/disulfide bond and

reaction with a-keto acids to form an activating thiohemiacetal.
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Most plant tissues do not respire at rates sufficient to
support even modest thermogenesis, so that cannot
represent its primary function in the vast majority of
plant tissues. Because AOX is not involved in proton
gradient generation, its activity is independent of the size
of the gradient, unlike the cyt pathway, whose activity
will be impaired as the proton gradient increases.
Therefore, the AOX is in a position to use mitochondrial
and cytoplasmic reductant in excess of that needed to
maintain ATP synthesis, or when either ATP synthesis or
the cyt pathway is impaired. Recognition of this fact
originally served as the basis for the suggestion that
the alternative pathway only operated when the activity
of the cyt pathway was saturated, the so-called “energy
overflow” hypothesis. Subsequent studies have estab-
lished that the alternative pathway can compete with
the cyt pathway for electrons from the ubiquinone pool
when the cyt pathway is not saturated. This eliminated
the overflow hypothesis in is purest form, but not from
the standpoint of the alternative pathway helping to
regulate mitochondrial electron flow and, as such
maintain mitochondrial redox homeostasis.

One outcome of the ability of the alternative pathway
to use excess mitochondrial reductant, resulting either
from increased input to the ubiquinone pool or decreased
use by the cyt pathway, is amelioration of the formation
of reactive oxygen species (ROS; superoxide, hydrogen
peroxide, hydroxyl radical) by the mitochondrial ubiqui-
none pool upon over-reduction. Operation of the
alternative pathway has been shown to decrease both
the reduction state of the ubiquinone pool in roots, and
the formation of ROS in plant culture cells. The ability of
AOX to decrease mitochondrial ROS formation is the
basis of a hypothesis suggesting that AOX plays a role in
plant response to environmental stresses. In several
circumstances where increased mitochondrial ROS levels
are predicted, including chilling stress, post-hypoxia-
induced reperfusion injury, and reduced Pi availability,
AOX gene expression and protein levels are observed to
increase markedly.

Similarly, enhanced AOX gene expression and protein
formation have been found to accompany oxidative
stresses in fungi, including treatment with hydrogen
peroxide. A survey of the appearance of the alternative
pathway among yeasts found it was only present in so-
called “Crabtree negative” yeast, that lack the presence
of alcoholic fermentation as an option to the cyt pathway
consistent with the concept of the alternative pathway
serving as a mechanism for eliminating excess reducing
equivalents in these organisms.

SEE ALSO THE FOLLOWING ARTICLES

ATP Synthesis in Plant Mitochondria: Substrates, Inhibi-
tors, Uncouplers e Cytochrome ¢ e Free Radicals,
Sources and Targets of: Mitochondria e Mitochondrial

Membranes, Structural Organization e Mitochondrial
Outer Membrane and the VDAC Channel

GLOSSARY

aerobic respiration The biochemical process whereby reduced
organic compounds are completely oxidized in three stages,
glycolysis, the TCA cycle, and oxidative phosphorylation with
the free energy released used to drive the synthesis of ATP.

alternative pathway The mitochondrial electron transfer pathway
that goes via a cyanide-resistant, alternative oxidase (AOX) and
transfers electrons from the ubiquinone pool to molecular oxygen
without storing any of the released free energy in the form of a
proton gradient.

cytochrome (cyt) pathway The mitochondrial electron transfer
pathway that goes from the ubiquinone pool to molecular oxygen
via Complex III and Complex IV (cytochrome ¢ oxidase) and is
coupled at each complex to the transport of protons across the
membrane to produce a proton gradient that subsequently drives
the synthesis of ATP.

diiron carboxylate protein Any member of a large family of proteins
that contain a diiron active site formed by a four-helix bundle, two
helices of which provide ligands to the two iron atoms via an E-X—
X-H sequence motif, and two of which, each provide a single
carboxylate ligand (i.e., Glu or Asp) to the irons. Family members
include the R2 subunit of ribonucleotide reductase and the
hydroxylase subunit of methane monooxygenase.

reactive oxygen species (ROS) Any of several highly reactive
chemical species that can be formed following the reduction of
molecular oxygen (O,), including superoxide anion (O3 ) hydrogen
peroxide (H,O;) and hydroxyl radical (OH).
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Autophagy refers to the processes by which portions of the
cytoplasm are sequestered by membranes and transported into
hydrolytic compartments to be degraded. This process occurs
by two modes. During macroautophagy, double- or multiple-
membrane vesicles, called autophagosomes, form in the
cytoplasm. Upon completion, the autophagosome outer
membrane fuses with the lysosome/vacuole or endosome.
Subsequently the inner membrane and the enclosed cyto-
plasmic materials are degraded by hydrolases. Microauto-
phagy entails the direct uptake of cytoplasm by invaginations
or arm-like extensions of the lysosomal/vacuolar membrane.
Autophagy is one of the major mechanisms for degradation
and recycling of macromolecules. It is highly regulated by both
physiological and environmental cues.

Autophagy in Mammals

MACROAUTOPHAGY IN MAMMALS

The phenomenon of macroautophagy has been observed
in virtually all eukaryotic cell types. Mammalian hepatic
tissues and cell cultures have been extensively studied,
and in these macroautophagy accounts for the majority
of macromolecular recycling once it is induced by
hormonal or other signals. The content of the autopha-
gosomes is indistinguishable from its surrounding
cytoplasm and often includes recognizable structures
such as mitochondria and ribosomes, suggesting that the
sequestration is nonselective. There also exists evidence
for selective sequestration of certain structures such as
peroxisomes, particularly when these organelles are
specifically induced to proliferate before the onset of
autophagy. Based on morphological and immunocyto-
chemical studies, macroautophagy proceeds through
distinct steps of autophagosome formation and matu-
ration (Figure 1). Each of these steps requires ATP.

Formation of Autophagosomes

The autophagosomes are distinct from most other
intracellular vesicles in that double or multiple delimit-
ing membranes are employed. In addition, formation of
these vesicles topologically converts the sequestered
cytoplasm to a lumenal or extracellular space. Although

Encyclopedia of Biological Chemistry, Volume 1. © 2004, Elsevier Inc. All Rights Reserved.

the membrane source of the sequestering vesicle has
been extensively investigated, the origin is still not
known. The autophagosomal membrane may be directly
derived from other organelles. Immunostaining of the
autophagosomal membrane identified organelle markers
of the smooth endoplasmic reticulum (ER), a ribosome-
free region of rough ER or the Golgi complex. However,
the autophagosomal membranes are extremely poor in
proteins, indicating that they do not have protein
profiles typical of most endomembranes. Accordingly,
it has been proposed that a novel organelle or membrane
is dedicated to generating the initial sequestering
membrane, termed the phagophore.

Maturation of the Phagophore

The maturation of phagophores into autophagosomes
proceeds in a stepwise manner. For example, early
phagophores may retain protein markers from the
membrane of origin. These proteins may be lost and
others acquired as the phagophore matures. Upon
completion, which is marked by closure of the phago-
phore membrane, the cytosolic vesicle is termed an
autophagosome. The autophagosomes fuse with lyso-
somes to acquire degradative enzymes. As a result of
fusion, the inner autophagosomal membrane is released
into the lysosome lumen, where it is broken down to
expose the sequestered cytoplasm to the lysosomal
hydrolases. The cytoplasmic cargo is subsequently
degraded and recycled for use by the cell. A population
of autophagosomes may fuse with endosomes to give
rise to amphisomes, an intermediate compartment
named for its dual role in both macroautophagy and
endocytosis. The amphisome ultimately fuses with a
lysosome to allow the degradation of its cargo.

Regulation of Macroautophagy in Mammals

The regulatory mechanism of macroautophagy is rather
complex. Hormones and metabolites may activate or
inhibit autophagy in different tissues. The intracellular
signaling pathway has been studied mainly by using
reagents that can alter the rates of autophagic protein
degradation. It is very likely that the cellular responses to
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FIGURE 1 Macroautophagy in mammals. The initial sequestering membrane is termed the phagophore. Upon closure, the resulting double-
membrane cytosolic vesicle is called an autophagosome. The origin of the phagophore or autophagosomal membrane is not known, but may
include the endoplasmic reticulum, the Golgi complex, or a novel compartment. The autophagosome may fuse with an endosome to form an
amphisome. The autophagosome or amphisome ultimately fuses with a lysosome, releasing the inner vesicle that is broken down to allow

degradation and recycling of the vesicle contents.

these reagents are pleiotropic. Various proteins have
been identified that play a role in regulating macro-
autophagy, including a phosphatidylinositol 3-kinase,
heterotrimeric G proteins, protein kinases, and phos-
phatases. The inhibition of membrane fusion and
cytoskeletal functions affects the final stages of cargo
delivery. Table I lists some of the factors and chemicals
that affect macroautophagy.

MICROAUTOPHAGY IN MAMMALS

Microautophagy refers to the direct import of cyto-
plasmic materials by lysosomal membrane protrusions
or invaginations. It is less well characterized in terms
of its mechanisms and its contribution to overall
protein degradation. In mammals, lysosomes with
appendages or intralysosomal vesicles have been

observed in vivo. Isolated lysosomes have shown the
ability to uptake and degrade proteins or incorporate
electron-dense markers into intralysosomal vesicles.
Microautophagy is also induced by environmental cues
such as nutrient deprivation.

Autophagy in Fungi

MACROAUTOPHAGY IN YEAST
Budding Yeast as a Model for Macroautophagy

During the last decade, autophagy has been studied
using the budding yeast Saccharomyces cerevisiae as a
model system. Nitrogen or carbon starvation induces the
formation of cytoplasmic autophagosomes that have the
characteristic double delimiting membranes. Similar to
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TABLE I

Inhibitors of Macroautophagy in Mammals

Compounds

Effects on autophagy

Mechanism/targets

Physiological effectors

Amino acids Decrease Charged tRNA,
surface receptors
Anabolic hormones Decrease Signaling
(insulin, IGF, EGF)
Catabolic factors/hormones Increase Signaling
(cyclic AMP, glucocorticoids)
Pharmacological agents
Okadaic acid Decrease Serine/threonine protein
phosphatases
Wortmannin, LY294002, Decrease Phosphatidylinositol 3-kinase
3-methyladenine
Cycloheximide Decrease Ribosome
Cytochalasin B Decrease Microfilaments
Colchicine, vinblastine Decrease Microtubules

the findings in mammalian cells, yeast autophagosomal
membranes are also protein-poor, as revealed by freeze-
fracture electron microscopy studies. Once formed in the
cytoplasm, the outer autophagosomal membrane will
fuse with the vacuole (equivalent to the mammalian
lysosome) membrane, leaving the inner vesicle, called
the autophagic body, in the vacuolar lumen. The
autophagic bodies are subsequently degraded by vacuo-
lar hydrolases (Figure 2).

Autophagic mutants (apg) were isolated that failed
to accumulate autophagic bodies when their vacuolar
degradation was blocked by a protease inhibitor or by
their decreased viability upon nitrogen starvation. An
independent group of autophagic mutants (aut) were
isolated by their inability to degrade a cytoplasmic
enzyme under autophagy-inducing conditions.

The Cytoplasm to Vacuole Targeting Pathway
and its Overlap with Macroautophagy

The cytoplasm to vacuole targeting (Cvt) pathway was
discovered as the biosynthetic targeting pathway of a
vacuolar resident enzyme, aminopeptidase I (Apel).
Precursor Apel (prApel) is synthesized in the cytosol.
It rapidly assembles into a dodecamer and remains in
an oligomerized form during its course of transport into
the vacuole (Figure 2). Cleavage of the N-terminal
propeptide of prApel by vacuolar proteases gives rise
to the mature, active form of the protein (mApel). A
group of cvt mutants were isolated that specifically
block prApel maturation.

Genetic analysis revealed that the apg and aur
mutants overlap with the cvr mutants that are defective
in prApel targeting. Recently, a unified nomenclature

has been adopted and the corresponding genes have all
been termed autophagy-related (ATG). Morphological
and biochemical studies further confirmed that prApel
is transported to the vacuole using a vesicular mode
similar to that of macroautophagy. Precursor Apel
exists in the cytoplasm as a morphological structure
that can be detected by electron microscopy. This
structure, which consists of multiple prApel dodeca-
mers bound to receptor proteins, is called the Cvt
complex. Under vegetative growth conditions, the Cvt
complex is specifically enwrapped by double-membrane
Cvt vesicles. When autophagy is induced, the Cvt
complex becomes a preferential cargo of autophago-
somes. Thus, uptake of prApel represents a type of
specific autophagy. Another hydrolase, a-mannosidase,
is also targeted to the vacuole via the Cvt and
autophagy pathways. The parallel studies of the Cvt
pathway complement the analysis of autophagy by
providing a specific cargo and the opportunity to study
selective uptake mechanisms of autophagy.

Molecular Mechanism of the Cvt and Autophagic
Pathways in Yeast

The molecular machinery was identified by cloning
the genes that complement the atg mutants. Additional
components were found by other approaches, includ-
ing two-hybrid studies and the identification of
homologues to pexophagy genes (see later discussion).
Table II lists the Atg proteins and their proposed
roles in these pathways. The molecular mechanism
for the Cvt pathway and macroautophagy is briefly
outlined next.
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FIGURE 2 Cytoplasm to vacuole targeting (Cvt) pathway and macroautophagy in yeast. (A) Cvt pathway. Precursor Apel (prApel) forms a
dodecamer that assembles into a higher-order Cvt complex. Recruitment of the Cvt complex to the PAS leads to the formation of a Cvt vesicle. The
completed Cvt vesicle fuses with the vacuolar membrane and releases the inner vesicle (Cvt body) into the vacuole lumen. Breakdown of the Cvt
body allows the maturation of Apel (mApel). (B) Macroautophagy. Under starvation conditions, the PAS is activated by specific signals resulting in
the formation of autophagosomes. The Cvt complex is enclosed along with bulk cytoplasm inside autophagosomes. The inclusion of the Cvt
complex is a specific process resulting from the action of receptor and adaptor proteins. Fusion between autophagosomes and the vacuole
membrane and the subsequent breakdown of the inner membrane (autophagic body) release the cytoplasmic contents into the vacuole lumen for
degradation and recycling or, in the case of the Cvt complex, maturation of precursor aminopeptidase L.

TABLE II
Proteins Involved in Autophagy and the Cvt Pathway

Function Proteins Molecular characteristics
Organization of the PAS Atg6, Atgl4 Phosphatidylinositol 3-kinase interacting proteins
Atg9 Transmembrane protein
Localized on PAS; may control Atgl, Atgll, Atgl3, Atgl7, Kinase or phosphorylated proteins
initiation of vesicle formation Atg20, Atg24 PX domain proteins bind phosphatidylinositol(3)P
Localized on PAS; vesicle formation Atg5, Atg8, Atgl2, Atglé Form conjugates or complexes conjugated
to phosphatidylethanolamine
Conjugating proteins; catalyze Atg7, Atg3, Atgl0, Atg4 E1l enzyme
formation of E2 enzymes
Atg12-AtgS or Atg8-PE Protease
Receptor protein of the Cvt Atgl9 Interacts with Atgl1 and Atg8
complex to mediate specific enclosure
of cargo
Degradation of intravacuolar vesicles Atgl5, Atg22 Lipase homologue

Permease homologue

Others Atg2, Atgl8, Atg21, Proteins involved in vesicle formation,
Atg23, Vps51 signaling and/or membrane retrieval
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A Novel Organelle for De Novo Vesicle Formation
In vivo fluorescence microscopy studies have colocalized
the autophagosomal membrane marker protein Atg8
with several other Atg proteins on a perivacuolar
structure. This structure is physiologically functional
and appears to play a pivotal role in autophagosome
formation; therefore, it has been termed the pre-
autophagosomal structure (PAS). Localized on the PAS
are two conjugates: Atgl2, covalently linked to Atgs,
and Atg8, covalently attached to phosphatidylethano-
lamine (Atg8-PE). These conjugates may directly par-
ticipate in the generation of autophagosomes.
Formation of the Atgl12-Atg5 and Atg8-PE conjugates
involves ubiquitin-like cascades. Recruitment of Atgl2-
Atg5 and Atg8 to the PAS depends on the function of the
transmembrane protein Atg9 and an autophagy-specific
phosphatidylinositol 3-kinase complex, underlying the
key role of specific lipids in autophagosome formation.

Regulation of Autopbagy The Cvt pathway operates
under vegetative conditions, whereas autophagy is
induced by starvation. Atgl is localized at the PAS and
is important in signaling Cvt vesicle or autophagosome
formation, possibly via its differential association with
other proteins such as Atg11 and Atg13. In particular, the
Atg1-Atg13 interaction is regulated by the TOR (target of
rapamycin) kinase. TOR also regulates autophagy at the
transcriptional level.

Mechanism for Cargo Selection in the Cvt Pathway and
Autophagy The Cvt complex is selectively sequestered
by Cvt vesicles or autophagosomes. Atgl9, a structural
component of the Cvt complex, mediates the recruitment
of the oligomerized prApel cargo and its recognition by
the PAS though protein-protein interactions with Atgl1
and Atg8. This may provide a prototype for other
selective autophagic targeting pathways.

Fusion and Breakdown The fusion between the Cvt
vesicles or autophagosomes and the vacuole membrane
is probably similar to vacuole homotypic fusion and
requires docking or tethering factors in addition to
SNARE and Rab proteins. The breakdown of the
inner vesicles requires the action of specific com-
ponents such as the Atgl$ lipase in addition to other
vacuolar hydrolases.

MICROAUTOPHAGY AND SELECTIVE
ORGANELLE DEGRADATION IN YEASTS

Nonselective Microautophagy

The morphological features of microautophagy have
been observed in yeasts. Microautophagic vacuole
invagination was also reconstituted in vitro. Interest-
ingly, the molecular components of macroautophagy,

the Atg proteins, were implicated to function at least
partly in microautophagy as well.

Selective Autophagy of Peroxisomes
in Methylotrophic Yeasts

Selective degradation of peroxisomes by autophagic
mechanisms has been well demonstrated in methylo-
trophic yeasts. Peroxisomes are necessary for using
methanol and are induced when methanol is the sole
carbon source. Upon shift of culture medium to preferred
carbon sources, superfluous peroxisomes are targeted to
the vacuole via either a macro- or microautophagic
mode, depending on nutrient conditions. The selective
degradation of peroxisomes is termed pexophagy. The
proteins involved in glucose-induced selective micro-
autophagy of peroxisomes (Gsa proteins) are generally
found to be homologous to the Atg proteins. This finding
suggests that macro- and microautophagy may be more
closely related at the molecular level than they appear to
be morphologically. Alternatively, the Atg proteins may
play a unique role in micropexophagy.

Autophagy, from Yeasts

to Mammals

Most of the Atg proteins are conserved in higher
eukaryotes, suggesting that the mechanism for auto-
phagy is similar in yeasts and mammals. A few
mammalian autophagy proteins have been directly
demonstrated to function in macroautophagy. Future
studies with mammalian cells may further benefit from
the molecular model provided by yeast systems. On the
other hand, abnormalities in autophagy have been
connected with various human diseases such as Parkin-
son’s disease and certain types of cancer. The importance
of autophagy in developmental or pathological macro-
molecular turnover has yet to be directly demonstrated
in higher eukaryotes, but promises to be an exciting area
of future research.

SEE ALSO THE FOLLOWING ARTICLES

Aminopeptidases ® G; Family of Heterotrimeric G
Proteins e N-Linked Glycan Processing Glucosidases
and Mannosidases e Peroxisomes e Phosphatidyl-
inositol Bisphosphate and Trisphosphate ® Vacuoles

GLOSSARY

autophagy A process in which the cell undergoes membrane
rearrangements to sequester a portion of cytoplasm, deliver it
to a degradative organelle, and recycle the macromolecular
constituents.



cytoplasm to vacuole targeting (Cvt) pathway A biosynthetic path-
way that transports resident hydrolases to the vacuole through a
specific autophagy-like process.

lysosome A degradative organelle in mammals that compart-
mentalizes a range of hydrolytic enzymes and maintains a
reduced pH.

macroautophagy An autophagic process involving the formation of a
double- or multiple-membrane cytosolic vesicle of nonlysosomal or
nonvacuolar origin.

microautophagy An autophagic process involving direct uptake of
cytoplasm at the lysosome or vacuole by protrusion, invagination,
or septation of the sequestering organelle membrane.

pexophagy A selective type of autophagy involving the sequestration
and degradation of peroxisomes.

vacuole A degradative organelle in fungi that compartmentalizes a
range of hydrolytic enzymes and maintains a reduced pH.
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Vitamin B;,, or cobalamin, was isolated from liver extracts
over 50 years ago as a red crystalline metabolite that cured
pernicious anemia in humans. The X-ray crystal structure of
the cofactor and various derivatives subsequently showed that
it has an elaborate organometallic structure. Cobalamin is
widely distributed in nature and biochemical studies have
shown that it facilitates enzymatic transformations that involve
methyl group transfer and radical-mediated rearrangements.
The biosynthesis of cobalamin, the molecular mechanisms of
the transformations that are catalyzed by cobalamin-dependent
enzymes, and the inherent chemical flexibility in this organo-
metallic cofactor that permit it to participate in these disparate
reactions, have fascinated chemists and biochemists for
decades. This entry highlights the chemical transformations
that are catalyzed by cobalamin-dependent enzymes.

The Cobalamin Cofactor

The central feature of the cobalamin cofactor (Figure 1A)
is a cobalt atom with octahedral geometry, which is
centered in the corrin macrocycle by coordination to
pyrrole nitrogens from the corrin in the four equatorial
coordination positions of the metal ion. A nitrogen atom
that is donated by a dimethylbenzimidazole moiety,
which in turn is ligated to the corrin ring, coordinates
the cobalt from the lower axial position. In some
eubacteria and Archaea, the dimethylbenzimidazole
substituent of the cobalamin is replaced by other
compounds (e.g., p-cresol); such cofactors are referred
to as corrinoids. The macrocycle is further adorned by
methyl, acetamide, and propionamide side chains. The
upper axial position of the cobalt ion is occupied by an
alkyl substituent specific to the type of reaction
catalyzed by the protein.

The upper face of the cobalamin is where the
chemistry takes place in all cobalamin-dependent
enzymes. The chemical versatility of cobalamin and
corrinoids lies in the carbon—cobalt bond of the cofactor,
which is susceptible to cleavage by heterolytic or
homolytic pathways (see Figure 1B). The upper coordi-
nation position of the cobalamin, in the enzymes that

*Current address: University of Arizona, Tucson, Arizona.
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catalyze methyl group transfer, is transiently occupied by
a methyl group en route from a donor molecule to an
acceptor molecule. In these enzymes, the cobalamin
serves both as a nucleophile, accepting the methyl group
from the donor, and as a leaving group, donating the
methyl group to an acceptor molecule. By contrast,
enzymes that catalyze radical-mediated transformations
require that the cobalamin have 5'-deoxyadenosine
coordinated to the cobalt on the upper face of the corrin.
In these enzymes, the organometallic bond between the
5’-methylene of the deoxyadenosyl moiety and the cobalt
is severed homolytically to generate a 5'-deoxyadenosyl
radical, which initiates the radical cascades that lead
to formation of product.

The identity of the ligand that occupies the lower
axial coordination position of protein-bound cobalamin
may differ significantly from that in solution. In some
proteins, in addition to the network of interactions with
the side chains of the corrin, the imidazole side chain of a
histidine residue substitutes for the dimethylbenzimida-
zole of the cofactor and donates a nitrogen ligand to the
cobalt. This latter form of binding is referred to as a
base-off binding mode. Most of the proteins that bind
the cobalamin in the base-off mode also contain a
DxHxxG sequence that contains the histidine residue
that donates the lower axial imidazole ligand. In other
proteins, binding of cobalamin to the protein backbone
is accomplished by extensive interactions with the corrin
and its side chains, and the dimethylbenzimidazole
remains coordinated to the cobalt atom. This is referred
to as base-on binding of the cofactor.

The cobalamin cofactor can exist in three oxidation
states, and each form of the cobalamin exhibits distinct
ultraviolet (UV)-visible spectra that allow one to follow
the course of the catalytic cycle. For instance, the cobalt
in alkyl cobalamins, such as adenosylcobalamin or
methylcobalamin, is in the + 3 oxidation state (formally,
the alkyl ligand is considered to be the anion R7).
Homolysis of the cobalamin to generate a deoxyadeno-
syl radical is accompanied by the formation of a reduced
cobalamin, cob(Il)alamin, in which the cobalt is in the
+2 oxidation state, and reformation of the C—Co bond
of the cofactor oxidizes the cobalt to the +3 state.
Therefore, adenosylcobalamin-dependent proteins cycle
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Structure and reactivity of alkylcobalamins. (A) The upper coordination position of cobalamin can be occupied by 5’-deoxyadenosine

or by a methyl group. (B) Homolysis of the C-Co bond in adenosylcobalamin-dependent enzymes generates a 5'-deoxyadenosyl radical and
cob(Il)alamin. By comparison, the cofactor is transiently methylated in enzymes that catalyze group transfer reactions.

between the +3 and +2 oxidation states during the
course of the catalytic cycle. By contrast, upon
nucleophilic displacement of methyl group from the
cobalamin during group transfer chemistry, the cobala-
min cycles between the +3 oxidation state in the
methylcobalamin form and the +1 state upon loss of
the alkyl group. Remethylation of the cobalamin
reoxidizes the cobalamin to the + 3 oxidation state.

In this entry we summarize the reactions that are
catalyzed by cobalamin-requiring enzymes, first high-
lighting the reactions in which cobalamin serves as a
source of the highly reactive 5'-deoxyadenosyl radical
and then discussing the reactions that involve methyl
transfer chemistry.

Reactions Catalyzed by
Cobalamin-Dependent Enzymes

RADICAL-MEDIATED REARRANGEMENT
REACTIONS

The enzymes that catalyze radical-mediated transform-
ation exploit the inherent weakness of the carbon-cobalt
bond of adenosylcobalamin (bond dissociation energy
~ 30 kcal mol ') to form the highly reactive 5'-deoxy-
adenosyl radical. Binding of the cobalamin to these
enzymes accelerates the rate of homolysis of the C-Co
bond =10">-fold. Homolysis of the carbon-cobalt
bond is triggered by the presence of the substrate or by
an allosteric effector. Presumably, the binding energy
derived from substrate/effector-enzyme interactions is
essential to elicit the conformational changes that are
required to facilitate homolysis of the relatively weak
organometallic bond. The 5'-deoxyadenosyl radical is a
primary radical and readily abstracts a hydrogen atom

from the substrate or from a residue on the protein.
Therefore, a hallmark of catalysis by the enzymes in this
group is formation of radical intermediates. Figure 2
shows the general catalytic cycles for these enzymes.
Adenosylcobalamin-dependent enzymes can be
divided into four groups based on the details of the
catalytic transformations (Table I). The reactions
catalyzed by enzymes in each group are discussed next.

Migration and Elimination Reactions

The enzymes in this group participate in the fermenta-
tion of short-chain organic compounds such as
ethanolamine, glycerol, 1,2-propanediol, and 1,2-etha-
nediol. The reactions catalyzed by these enzymes are
formally the interchange of a hydrogen atom on one
carbon with a group X ( = OH or NH3) at the adjacent
position. The catalytic mechanism of these enzymes is
quite similar to the mechanism of the carbon skeleton
mutase enzymes discussed later. These two groups, in
fact, differ only in that the mutases retain the rearranged
substituent.

The catalytic mechanisms of ethanolamine ammonia-
lyase and diol dehydratase have been studied
extensively and a generalized mechanism for these
enzymes is shown in Figure 2A. As with all cobalamin-
dependent enzymes, the carbon-cobalt bond of the
cofactor is homolyzed to generate 5'-deoxyadenosyl
radical and cob(IT)alamin in the first step of the catalytic
reaction. The deoxyadenosyl radical abstracts a hydro-
gen atom from the substrate (S-H) to generate a
substrate-like radical (S*) ~ 9-12A away from the
cob(Il)alamin. The rearrangement of S+ to a product-
like radical (P-) followed by return of a hydrogen atom
from the 5'-deoxyadenosine results in the formation of
the enol form of the product (P-H). The deoxyadenosyl
radical recombines with cob(II)alamin to regenerate
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FIGURE 2 Generalized reaction cycles for enzymes that catalyze radical-mediated rearrangements. (A) The catalytic cycles for enzymes that
catalyze rearrangements and eliminations, carbon skeleton rearrangements, and PLP-dependent aminomutase reactions. The structures on the right
are examples of the intermediates that would be expected in the conversion of ethanolamine acetaldehyde and ammonia by ethanolamine ammonia-
lyase. (B) The catalytic cycle of ribonucleotide triphosphate reductase differs from the cycle in (A) in that the 5'-deoxyadenosyl radical abstracts a
hydrogen atom from an active site cysteine thiol to generate a thiyl radical that subsequently generates a substrate-based radical species.
The structures on the right show some of the reaction intermediates that form in the course of conversion of ATP to dATP.

adenosylcobalamin. The initial gem-diol or gem-amino
alcohol that is formed in the course of these transform-
ations subsequently eliminates water or ammonia,
respectively, to generate the corresponding aldehydes.

Diol and glycerol dehydratases have the best charac-
terized structures in this group. Few sequence similarities
exist between the diol and glycerol dehydratases and
ethanolamine ammonia-lyase, despite the similarities in
the reactions that they catalyze. Nevertheless, members
of these groups of enzymes appear to retain coordination
of the cobalamin to dimethylbenzimidazole.

Diol dehydratase and glycerol dehydratase are
rapidly inactivated in the course of their catalytic cycle
by side reactions that lead the formation of tightly
bound inactive cofactor at the active site of these
enzymes. The gene clusters that code for the structural
genes for these proteins also contain open reading
frames whose products have been shown to catalyze

the ATP- and Mg*"-dependent exchange of inactive
cofactor with cofactor from solution. The generality of
the reactivation mechanism remains to be determined.

Carbon Skeleton Rearrangement Reactions

As with the enzymes that catalyze rearrangement and
elimination, the enzymes in this group catalyze the
interchange of a hydrogen atom on one atom with an
alkyl group on the adjacent carbon atom (see Table I).
The reactions catalyzed by these enzymes differ from the
others in several respects. First, the migrating alkyl
group is not eliminated from the product. Second, the
mutase reactions are reversible. Two significant struc-
tural differences have also been noted between these
enzymes. First, spectroscopic and structural studies
have shown that cobalamin binds in the base-off
conformation and that the histidine residue that donates
the imidazole ligand is conserved in the members of
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TABLE I

Adenosylcobalamin-Dependent Radical-Mediated Transformations

Rearrangement/Elimination
reactions

Group 1

Diol dehydratase

Glycerol dehydratase

Ethanolamine ammonialyase

Group 2 Carbon skeleton mutases

Methylmalonyl-CoA mutase
Isobutyryl-CoA mutase
Glutamate mutase
2-Methyleneglutarate mutase

Group 3 PLP-dependent aminomutases

Lysine 5,6-aminomutase

X OH

0,

1,2-propanediol — propionaldehyde + water
ethylene glycol — acetaldehyde + water
glycerol — 3-hydroxypropionaldehyde
ethanolamine — acetaldehyde + ammonia

4

(2R)-methylmalonyl-CoA < succinyl-CoA
isobutyryl-CoA < n-butyryl-CoA

S-glutamate < (28,35)-3-methylaspartate
2-methyleneglutarate < (R)-3-methylitaconate

+
HgN H
I W
H NH,

D-lysine < 2,5-diaminohexanoic acid

L-B-lysine < 3,5-diaminohexanoic acid

— S S

D-Ornithine 4,5-aminomutase

Group 4 Ribonucleotide reduction

Ribonucleotide triphosphate
reductase

D-ornithine & (2R,4S)-diaminopentanoate

SH S
. H —> H ; |+ o
SH HO OH HO H S

ribonucleotide triphosphate — deoxyribonucleotide triphosphate

the group. Second, the substrate-based radicals that are
formed in the course of the reaction reside ~6A away
from the cob(Il)alamin. However, despite these differ-
ences, the $’-deoxyadenosyl radical is involved in
generating a substrate-based radical and the catalytic
cycle of these enzymes resembles that of the enzymes
that catalyze rearrangement and elimination reactions
(see Figure 2A).

PLP-Dependent Aminomutase Reactions

Pyridoxal §'-phosphate (PLP)-dependent aminomutases
catalyze the interchange of a hydrogen atom with an
amino group on the adjacent carbon atom. These
enzymes (see Table I) have been purified from several
strict anaerobes that catabolize lysine or ornithine to
organic acids and ammonia. The salient features of the
generic aminomutase mechanism are the formation of a
Schiff base linkage between the substrate and PLP
and the use of 5'-deoxyadenosyl radical to initiate
catalysis. In these enzymes, the PLP may assist in the

intramolecular migration of the amino group. In
addition to the presence of PLP, these enzymes differ
from the enzymes that catalyze migration and elimin-
ation reactions in that aminomutases catalyze a revers-
ible interchange of a hydrogen atom with the amino
group on the adjacent carbon atom and the cofactor
binds in a base-off configuration. Despite these differ-
ences, the catalytic cycle shown in Figure 2A applies to
these enzymes as well.

Ribonucleotide Triphosphate Reductase Reaction

Ribonucleotide reductases catalyze the conversion of
nucleotides to deoxynucleotides in all organisms. The
prominent role of these enzymes in nucleotide metab-
olism has made them attractive targets of antiviral and
antitumor therapies. Ribonucleotide reductase can
synthesize all four DNA bases from the corresponding
nucleosides; however, the activity of the enzymes from
all sources is allosterically regulated by the ratio of
the deoxyribonucleotides and nucleotides. Four classes



of reductases have been described. Although the overall
reactions catalyzed by all of these enzymes are identical,
they differ in two respects. First, some use nucleoside
diphosphates as substrates, whereas others prefer
nucleotide triphosphates. Second, these enzymes differ
in the source of the species that initiates the radical
turnover cascade. In fact, ribonucleotide reductases have
been categorized into four classes based on the free-
radical initiators. Only one of these, the class II
ribonucleotide triphosphate reductase, is adenosylcoba-
lamin-dependent. However, the catalytic transform-
ations that ensue following the formation of the
substrate radical are remarkably similar. The ribonu-
cleotide triphosphate-specific enzyme from Lactobacil-
lus leichmannii is the best-characterized example of
adenosylcobalamin-dependent reductases.

The mechanistic details of the ribonucleotide
reduction differ significantly from the paradigms that
have been discussed in the previous sections for the
group migration and elimination, aminomutase, and
carbon skeleton mutase enzymes. First, ribonucleotide
reductases contain a pair of active-site cysteine residues
that are oxidized in the course of the reaction and must
undergo reduction between each catalytic cycle. Second,
a cysteine on the protein forms a thiyl radical that is
directly involved in the reaction. Figure 2B shows a
general catalytic cycle for the adenosylcobalamin-
dependent ribonucleotide reductase, highlighting the
differences between this enzyme and other radical-
mediated rearrangement reactions. The carbon—cobalt
bond of the cofactor is homolyzed by the protein in the
presence of allosteric effector; the resulting 5’-deoxy-
adenosyl radical abstracts a hydrogen atom from an
active-site cysteine residue to generate a thiyl radical,
which in turn abstracts a hydrogen atom from C3' of the
substrate. In the course of reduction of the substrate to
the product, a pair of active-site thiols is oxidized and
the active-site thiyl radical is reformed. Reformation of
the cofactor and reduction of the active-site thiols
prepare the active site for subsequent turnover.

Methyl Transfer Reactions

Enzymes that catalyze cobalamin-dependent methyl
transfer reactions use the potential for heterolytic
cleavage of the carbon-cobalt bond of the cofactor (see
Figure 1B). The cofactor in these enzymes serves both as
a nucleophile and as a leaving group, undergoing
transient methylation in the course of the reaction.
Although the identities of the donor and acceptor
molecules vary among the family of cobalamin-depen-
dent methyl transferase enzymes (Figure 3), the overall
catalytic cycles of these enzymes are similar. In this
section, we consider methionine synthase as a
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Methyl group donors Methyl group acceptors
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Methylthiols~§:
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Methyltetrahydrofolate Nickel

Methyltetrahydromethanopterin

FIGURE 3 Diversity of methyl group donors and acceptors in
cobalamin-dependent methyltransferase enzymes.

prototype of the cobalamin-dependent methyltransfer-
ases, highlighting the similarities and differences
among the members of the methyl transferase family
of enzymes.

COBALAMIN-DEPENDENT
METHIONINE SYNTHASE

Cobalamin-dependent methionine synthase is found in
mammals and in Caenorbabditis elegans, but not in
insects or in plants, which neither produce nor
transport cobalamin. It is also found in many prokar-
yotes, including Escherichia coli, but not in Archaea.
The enzyme catalyzes the transfer of a methyl group
from the tertiary amine methyltetrahydrofolate to the
thiol of homocysteine, and the cobalamin cofactor serves
as an intermediary in the methyl transfer. A catalytic
cycle for methionine synthase is shown in Figure 4.
Methionine synthase is a large monomeric protein
(1227 amino acid residues in the enzyme from E. coli)
containing four discrete modules. The N-terminal
module binds and activates homocysteine; the thiol of
homocysteine coordinates to a catalytically essential
zinc metal ion in this module. The next module in the
sequence binds and activates methyltetrahydrofolate.
Each of these substrate-binding modules communicates
with the third module in the sequence, the B{,-binding
module, to transfer methyl groups to and from the base-
off cofactor. The C-terminal module is required for
activation of methionine synthase when the cob(I)ala-
min cofactor becomes oxidized during turnover (~1 in
2000 turnovers results in oxidation iz vitro). Activation
of the inactive cob(Il)alamin form of the cofactor
requires both a methyl donor and an electron donor.
The methyl donor is S-adenosyl-L-methionine. In E. coli
the electron donor is reduced flavodoxin, and in
mammals it is methionine synthase reductase, a protein
containing a domain with homology to flavodoxin.
To allow methyl transfer during reductive activation, the
C-terminal domain must also access the cobalamin; a
structure of a fragment of methionine synthase in this
conformation has recently been determined.
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Methylcobalamin

Tetrahydrofolate
Homocysteine AdoMet Y
+e” AdoHcy
Cob(Il)alamin
Methionine [N Methyltetrahydrofolate
Cob(l)lalamin

FIGURE 4 Catalytic cycle of cobalamin-dependent methionine synthase. The dashed box shows the reactivation of the oxidized cofactor by

reductive methylation.

METHYL TRANSFERASES INVOLVED IN
METHANOGENESIS AND ACETOGENESIS

Although cobalamin-dependent methionine synthase is
the only B1,-dependent methyl transferase in eubacteria
and eukaryotes, a large number of enzymes catalyzing
similar methyl transfers that employ corrinoid cofactors
have been identified in Archaea and acetogenic eubac-
teria. The diversity in the methyl group donor-acceptor
pairs is illustrated in Figure 3. In general, in methano-
gens, corrinoid-dependent enzymes are involved in the
formation of methylcoenzyme M, the methyl thioether
that provides the methyl group destined to form
methane in methanogenesis. The methyl donors in
these reactions include methyltetrahydromethanopterin,
which is chemically similar to methyltetrahydrofolate.
The methyl group of methyltetrahydromethanopterin is
formed by the reduction of carbon dioxide using
reducing equivalents derived from molecular hydrogen.
Some methanogens can also use simple compounds such
as methylamines, methanol, or methylsulfides as the
source of methyl groups for methanogenesis. In contrast
to cobalamin-dependent methionine synthase, in which
a single protein catalyzes methyl transfer from methyl-
tetrahydrofolate to cobalamin and from methylcobala-
min to homocysteine, most of these methanogenic
methyl transferase reactions require three separate
proteins, a corrinoid-containing protein, a methyltrans-
ferase that transfers methyl groups from the donor
molecule to the corrinoid protein, and a second
methyltransferase that transfers methyl groups from
the methylcorrinoid protein to the acceptor.
Eubacterial acetogenesis also involves corrinoid-
dependent methyl transferases. In these organisms,
carbon dioxide and hydrogen are used to generate acetyl
CoA. The methyl group of acetyl CoA is generated by
reduction of carbon dioxide using reducing equivalents
from molecular hydrogen, as in methanogens, and is
transferred to a corrinoid cofactor that serves as the
direct methyl donor to the enzyme responsible for the
synthesis of acetyl CoA from a methyl group and
carbon dioxide. Additional acetogenic substrates
include vanillate, veratrol, and halogenated aryl or

alkene compounds. The precise nature of the chemistry
that is promoted by cobalamin with the last substrates
remains to be elucidated.

SEE ALSO THE FOLLOWING ARTICLES

DNA Methyltransferases, Bacterial ¢ DNA Methyl-
transferases: Eubacterial GATC e Pyridoxal Phosphate

GLOSSARY

Bi» A complex organometallic cofactor, also called cobalamin, that is
used by enzymes that catalyze group transfer or radical-mediated
rearrangement reactions.

cofactor A compound that is noncovalently associated with an
enzyme and is required for the catalytic activity.

radical A species that contains an unpaired electron.
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Bax and Bcl2 Cell Death Enhancers

and Inhibitors

David L. Vaux
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Apoptosis, the physiological cell death mechanism used by
metazoans to remove unwanted cells, is controlled by a family
of pro- and anti-apoptotic proteins that bear varying degrees of
similarity to a protein called Bcl2. Some members of this
family, such as Bcl2 itself, stop cells from activating their
suicide mechanism, whereas other members of this family, such
as Bax, activate the cell death process.

Identification of Bcl2 as a Cell
Death Inhibitor

A gene at the site of chromosomal translocations
associated with the common lymphoid cancer follicular
lymphoma was designated Bcl2 for B-cell leukemia/
lymphoma gene number 2. Rather than promoting cell
growth and proliferation like most cancer genes, Bcl2
does not stimulate cells to divide but prevents them from
activating their endogenous apoptotic cell suicide
mechanism. The association of activation of the
apoptosis inhibitor Bcl2 with lymphoma was the first
evidence that cell death is required to avoid the
development of cancer.

Genetics of Cell Death in
Caenorbabditis elegans

Although Bcl2 was the first component of the apoptosis
mechanism to be recognized at the molecular level in any
organism, genetic analysis of programmed cell death in
the nematode C. elegans revealed that in worms
developmental cell death is controlled and implemented
by a specific genetic program. Programmed cell death in
C. elegans fails to occur in egl-1, ced-4, and ced-3 loss of
function mutants, as well as in ced-9 gain of function
mutants, implying that egl-1, ced-4, and ced-3 encode
killer proteins and that ced-9 encodes a survival protein.
The expression of human Bcl2 in the worm, and the
cloning and sequencing of ced-9, showed that they are
structurally and functionally homologous. In the worm

Encyclopedia of Biological Chemistry, Volume 1. © 2004, Elsevier Inc. All Rights Reserved.

CED-9 prevents cell death by preventing the adaptor
CED-4 from activating the protease CED-3, and in mam-
malian cells Bcl2 stops apoptosis by indirectly preventing
activation of CED-3-like proteases, termed caspases.

Bcl2 Function

Exactly how Bcl2 prevents apoptosis is unresolved, but
there are two main models. In one, Bcl2 acts like CED-9
does in the worm, namely by preventing a mammalian
CED-4-like adaptor molecule from activating the
caspases. In the other, Bcl2 stops the release of pro-
apoptotic proteins from the mitochondria that are
sufficient to cause cell death and lead to the further
activation of caspases.

Three Classes of Bcl2
Family Members

Several mammalian proteins have been identified that
resemble Bcl2 and bear one or more Bcl2 homology
domains, designated BH1-4. These proteins fall into
three groups. The first group, to which belong Bcl-x,
Bcl-w, and Mcl-1, for example, like Bcl2, is anti-
apoptotic and carries three or more of the BH domains.
Bax and Bak are members of the second group, which
is pro-apoptotic and bears BH domains 1, 2, and 3.
The third group of the Bcl2 family is also pro-apoptotic,
but carries only the BH3 domain and is therefore often
referred to as BH3-only proteins. This class includes
proteins such as Bim, Bid, Bad, Bmf, Bik, Hrk, Noxa,
and Puma, as well as the C. elegans protein EGL-1
(see Figure 1).

Structure of Bcl2 Family Proteins

Structural studies have shown that Bcl2, Bcl-x, Bcl-w,
Bax, and Bid adopt similar three-dimensional folds,
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Anti-apoptotic Pro-apoptotic

BH3-onlys Bcl2 family members  Bcl2 family members
Bim
Bcl2
Bad Bax
Bcl-x Bak
EGL-1
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D CED-9 .
multimers
CED-4
FIGURE 1 Interactions between Bcl2 family members. (A) Follow-

ing death signals, BH3-only proteins (e.g., Bim, Bad, Bid, Noxa, Bik,
and EGL-1) become activated and can bind strongly to anti-apoptotic
family members (e.g., Bcl2, Bcl-x, Bel-w, and CED-9). (B) In some
circumstances anti-apoptotic family members can associate with Bax
and Bak. (C) Apoptosis has been associated with movement of Bax to
the mitochondria and the formation of multimers of pro-apoptotic Bax
and Bak. (D) In C. elegans, the anti-apoptotic protein CED-9 can bind
to and inhibit the caspase activator CED-4. CED-4 is liberated if
enough of the BH3-only protein EGL-1 is present.

composed almost entirely of a-helixes. On the surface is
a groove formed from parts of BH1, 2, and 3 that can be
occupied either by the carboxy terminus of the protein
itself or by the BH3 domain of another Bcl2 family
member. Binding of the pro-apoptotic, BH3-only pro-
tein EGL-1 via its BH3 domain to the C. elegans cell
death inhibitor CED-9 blocks its anti-apoptotic activity.
In mammals, BH3-only proteins are believed to promote
apoptosis by analogous interactions with other mam-
malian Bcl2 family members. For example, Bak can bind
to Bcl-x in an interaction whereby the BH3 domain of
Bak binds into the groove on the surface of Bcl-x
(Figure 1).

BH3-Only Family Members

The BH3-only proteins from mammals (Bim, Bad, Bid,
Hrk, Bmf, Noxa, Puma, etc.) and C. elegans (EGL-1)
transduce pro-apoptotic signals to the core cell death
machinery by binding, via their BH3 domains, to anti-
apoptotic members of the Bcl2 family.

To give a pro-apoptotic signal, the BH3-only proteins
can be activated in a wide variety of ways. Some are
regulated transcriptionally by proteins such as p53.
Others are under posttranslational control. For example,
Bid is activated by proteolytic cleavage, Bad is activated
by dephosphorylation, and Bim and Bmf are activated
when released from sequestration by components of the
cell’s cytoskeleton. In this way, pro-apoptotic signals
from various parts of the cell can be integrated into a
common cell death effector mechanism.

Bax and Bak

Bax and Bak are pro-apoptotic proteins that bear BH1-3
domains. The deletion of genes for either Bax or Bak
results in a very mild phenotype in mice, but the deletion
of both has very dramatic effects, suggesting that there is
a requirement for Bax or Bak for cell death in many
circumstances but that the presence of one can
compensate for absence of the other. Most mice lacking
both Bax and Bak die perinatally. Those that do survive
have persistent interdigital webs, imperforate vaginas,
and accumulate excess neurons and blood cells. The fact
that lymphocytes from these animals retain full sensi-
tivity to cell death stimulated by the ligation of the
tumor necrosis factor (TNF) receptor family member
Fas shows that in these cells apoptosis can be activated
by two independent pathways, only one of which is
regulated by Bcl2 family members.

How Bax and Bak function is not certain. Cells
lacking Bax and Bak are resistant to apoptosis caused by
the overexpression of BH3-only proteins, and BH3-only
proteins have been reported to bind to Bax and Bak, but
the interactions appear to be weak and may not occur
in vivo. Apoptosis is associated with the translocation of
Bax from the cytosol to the mitochondria and the
formation of multimers of Bax and Bak that can be
detected by cross-linking (Figure 1). Some believe that
these multimers can act as channels in the mitochondrial
membranes allowing release of proteins such as cyto-
chrome ¢ and Smac/Diablo.

Role of the Mitochondria

In almost all cases, apoptosis is associated with the release
of proteins such as cytochrome ¢ and Smac/Diablo from
the mitochondria. It has not yet been resolved whether
this is necessary or sufficient for cell death. Some groups
believe that Bcl2 prevents apoptosis by stopping the
release of these mitochondrial proteins, whereas Bax and
Bak cause apoptosis by enabling their release. Based on
comparisons of their 3D structure with that of diphtheria
toxin, it has been proposed that Bcl2, Bcl-xl, Bax, and
Bak form or regulate channels in the mitochondrial outer
membrane through which the proteins leave the mito-
chondria. The BH3-only proteins somehow cause Bax
and Bak to form these channels. According to this model,
cells subsequently die either because of the loss of
mitochondrial function or because cytochrome ¢ acti-
vates the CED-4 homologue Apaf-1, which in turn
activates the caspases.

Other groups believe that Bcl2 inhibits, whereas Bax
promotes, the activation of caspases that are sufficient to
cause apoptosis independently of the mitochondria.
According to this model, these caspases also cause
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secondary damage to the mitochondria, resulting in the
release of proteins such as cytochrome ¢ and Smac/Dia-
blo that accelerate the death process.

Roles of Bcl2 Family Members
in vivo

To determine their essential functions, many of the genes
for Bcl2 family members have been deleted in mice. The
deletion of Bcl-x results in death in early embryogenesis.
Mice lacking Bcl2 genes are healthy at birth but grow
poorly, turn gray, and usually die of renal failure caused
by cysts in their kidneys. White blood cells from these
mice are very sensitive to apoptotic stimuli.

Although mice lacking Bax or Bak have no major
abnormalities, mice lacking both these pro-apoptotic
proteins accumulate large numbers of white blood cells
and have extra neurons. Cells from these mice are
resistant to apoptosis triggered by BH3-only proteins,
but not that triggered by members of the TNF family of
receptors.

Mice lacking genes for Bim have excess white blood
cells, and these are resistant to some cell-death-inducing
drugs but not others. The fact that mice lacking genes for
both Bim and Bcl2 have different phenotypes from those
missing one or the other indicates that, although Bim can
be inhibited by Bcl2, it can also act independently of
Bcl2 and, conversely, although Bcl2 can be inhibited by
Bim, it can also act independently of Bim.

Therapeutic Implications

The association of Bcl2 with follicular lymphoma and
the ability of antiapoptotic Bcl2 family members to
inhibit chemotherapy-induced apoptosis have led to
speculation that antagonizing anti-apoptotic Bcl2 family
members or reducing their levels will promote the death
of cancer cells. Consequently, trials are underway to use
antisense against Bcl2 and to test novel drugs that mimic
BH3-only proteins against a variety of cancers.

SEE ALSO THE FOLLOWING ARTICLES

Caspases and Cell Death e Cell Death by Apoptosis and
Necrosis ® Cytochrome ¢

GLOSSARY

apoptosis A physiological form of cell death with a characteristic
morphology whose mechanism is shared by metazoans.

Bcl2 family proteins Proteins that have a structural similarity to the
apoptosis inhibitory protein Bcl2.

BH domains Bcl2 homology domains; there are four, BH1-4.

BH3-only proteins A group of pro-apoptotic proteins that have the
BH3 domain but no other BH domains.

caspases Cysteine proteases with aspartic acid specificity that are
related to the C. elegans caspase CED-3 that is essential for
programmed cell death in the worm.

ced genes  Genes that implement programmed cell death in the worm
C. elegans.
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B-Cell Antigen Receptor
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B-cell functions in the immune system are dependent on their
ability to recognize foreign antigens and to discriminate
between foreign antigens and self-antigens. The complex of
proteins responsible for the identification of foreign antigens is
the B-cell antigen receptor (BCR) complex. Signals originating
with the BCR can lead to a variety of cell fates, depending on
the developmental stage of the B-cell and the concentration
and avidity of the antigen. B-cell precursors in the bone
marrow require BCR signals for survival. Once a competent
signaling complex is formed, the BCR is tested to ensure that it
does not react with self-antigens. If the BCR is ligated by self-
antigens, it must either change its specificity or undergo cell
death. Later in B-cell development, basal BCR signaling is
required for the survival and homeostatic maintenance of the
B-cell pool. BCR stimulation of mature B-cells initiates an
immune response, characterized by the proliferation and
differentiation of B-cells into either antibody-producing
plasma cells or memory B-cells. Hence, a competent BCR
that recognizes foreign antigens and not self-antigens is critical
for the development and maintenance of B-cells and for the
initiation of humoral immune responses.

Structure of the B-Cell
Antigen Receptor

The BCR complex contains a membrane-bound immu-
noglobulin (mlg). mlg can be one of five isotypes: IgM,
IgD, IgA, IgG, or IgE. The isotype of mlg expressed on a
given B-cell varies with the stage of development and
activation. Immature and transitional B-cells express
mlgM, whereas mature resting B-cells express mostly
mlgD and some mIgM. Cells that have been activated
undergo a process called isotype class-switching and
may then express mIgG, mIgA, or mIgE in addition
to soluble IgG, IgA, or IgE. The process of isotype
class-switching results in the activation of other hemato-
poietic cells. Each molecule of mIgM contains two
heavy-chain (H) and two light-chain (L) proteins, that is
H,L, (Figure 1). Disulfide bonds link the heavy chains to
one another and each heavy chain is disulfide-bonded to
a light chain. At the membrane proximal end of the
heavy chain is a transmembrane domain followed by a
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short intracellular domain. mIgM and mIgD contain
only three intracellular residues that anchor the protein
in the membrane. Other classes of mlg contain slightly
longer intracellular domains and appear to mediate
functions only present in B-cells that express mlgG,
mlgA, or mIgE.

The short intracellular domains of mIgM and mlgD
alone cannot generate a signal; mlg-associated accessory
proteins fulfill this function. There are two such
accessory molecules, Iga (also called CD79a) and IggB
(CD79b). The interaction between mlg and Iga/IgB
depends on the transmembrane domains of each protein.
The transmembrane domains of mlg, Iga, and IgB are
a-helices and contain both polar and nonpolar regions.
The polar regions are critical for protein—protein
interactions among the BCR components. mlg contains
polar residues on both sides of the a-helix. One side is
conserved among all Ig isotypes and the other side is
isotype specific. The residues that are isotype specific
allow for oligomerization of the BCR complex. The
degree of oligomerization varies with each Ig isotype.
The side of the molecule that is conserved among all
isotypes participates in the association between mlg
and Iga/IgpB.

Like mlg, the transmembrane domain of Iga contains
polar residues on both sides of the a-helix. In contrast,
IgB contains polar residues on only one side of the
a-helix. Thus, a favored model for the structure of the
BCR complex is that Iga bridges mlg and Igg (Figure 1).
According to this model, when the BCR complex is
assembled, the polar residues within the transmembrane
domains are masked by protein—protein interactions.
This is essential for the surface expression and stability
of the BCR.

B-Cell Antigen Receptor Diversity

In order to contribute to protective immunity to a
range of pathogens, B-cells must be able to recognize a
vast array of antigens. The diversity of the Ig repertoire
is accomplished using three factors: combinatorial
diversity, junctional diversity, and somatic hypermuta-
tion. Combinatorial diversity occurs through the
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FIGURE 1 The structure of the BCR. The BCR consists of two heavy
chains disulfide-bonded to one another. Each heavy chain is disulfide-
bonded to a light chain. Iga and IgB are also disulfide-linked. mIg and
Iga/lgB are noncovalently coupled. Also shown is the ITAM motif on
IgB; Iga and IgB each have one ITAM motif.

recombination of sets of heavy- and light-chain gene
segments. Three gene segments, variable (Vyy), diversity
(Dy), and joining (Ji), recombine to form the variable
region of the heavy chain. There are many Vi gene
segments, Dy gene segments, and Jy gene segments.
Thus, sets of different segments recombine to form a
range of different VD]t genes. The light chain undergoes
a similar process of recombination. To generate the light
chain, two gene loci, k and A, undergo recombination.
Here, Vi and J;, gene segments recombine and result in
V]Ji. The combination of heavy-chain rearrangement
and light-chain rearrangement results in substantial
BCR diversity.

Junctional diversity also arises from the recombina-
tion of the gene segments. When a Vi gene segment
recombines, nucleotides may be added or subtracted.
This results in the addition or loss of amino acids or a
shift in the reading frame of the new gene. The third
mechanism by which diversity is introduced to the
BCR repertoire is through somatic hypermutation
(discussed later).

B-Cell Antigen Receptor Signaling

Ligation of the BCR complex triggers a series of events
that ultimately affects the fate of the cell. A B-cell
stimulated through the antigen receptor may proliferate,
differentiate, or undergo apoptosis. B-cells are also very

efficient antigen-presenting cells. BCR signaling is
essential for antigen internalization and processing
after the BCR binds and captures antigen.

ANTIBODY—-ANTIGEN INTERACTIONS

Antigens interact with the variable regions of mlg.
Within the variable region, there are framework regions
interspersed with three hypervariable regions, the areas
that contain the most variability. The framework
regions, folded as B-sheets, provide much of the
antibody structure. The hypervariable regions are
located on one edge of the B-sheets. To provide even
greater repertoire diversity, the hypervariable regions
of the heavy and light chain are within close proximity
to one another and together create the antigen-binding
site. Haptens and other small antigens bind the antibody
in the grooves between the hypervariable regions of
the heavy and light chains. Interactions between the
BCR and larger antigens may extend into the frame-
work region. The interactions between the antibodies
and antigens are noncovalent in nature. These inter-
actions may consist of electrostatic interactions, van der
Waals interactions, hydrophobic interactions, and
hydrogen bonding.

EARLY SIGNALING EVENTS

Iga and IgB each contains tyrosine residues that are
phosphorylated following BCR engagement. Two of the
tyrosine phosphorylation sites on Iga and IgB are
located within immunoreceptor tyrosine-based acti-
vated motifs (ITAMs) (Figure 1). These regions contain
six conserved residues in the specific configuration,
D/ExxxxxxxD/ExxYxxLxxxxxxxYxxL/I. The spacing
between the tyrosine residues in the ITAM results in
these residues being positioned on the same side of an
a-helix, facilitating the interactions with downstream
SH2-domain-containing signaling molecules. (SH2
domains are motifs that bind phosphotyrosine and the
surrounding residues.)

In addition to the ITAM tyrosine residues, Iga and
IgB contain other residues that become phosphorylated.
Non-ITAM tyrosine residues may also recruit SH2-
domain-containing signaling proteins. Serine/threonine
phosphorylation of Iga may negatively regulate phos-
phorylation of the ITAM tyrosine residues and, there-
fore, may negatively regulate downstream signaling.

Three families of protein tyrosine kinases (PTKs) play
key roles in the initiation of BCR signaling (Figure 2).
These kinases are Src-family PTKs, such as Lyn; the Syk/
ZAP-70-family PTKs, such as Syk; and the Tec-family
PTKs, such as Btk. Following BCR ligation, Lyn
becomes activated and phosphorylates the ITAM tyro-
sines. The phosphorylated ITAM becomes the docking
sites for Syk, which has two tandem SH2 domains.
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FIGURE 2 BCR-mediated signaling events. Following antigen
binding to the BCR complex, tyrosine residues on Iga and IgB become
phosphorylated and bound by the tandem SH2 domains of the Syk. Lyn
is also activated. The activation of these two PTKs trigger many
downstream signaling cascades, including the activation of PI3-K and
PLC-72.

The binding of the SH2 domains of Syk to the phospho-
ITAM contributes to its activation. Syk can also become
activated in the absence of Src-family PTKs. A small
amount of Syk is constitutively associated with the BCR
complex. Cross-linking the BCR leads to the clustering
of Syk, which then may transautophosphorylate and
become activated. Activation of Syk and Lyn, then, leads
to the activation of Btk. The combination of Syk, Lyn,
and Btk activity is necessary for optimal signaling
through the BCR.

DOWNSTREAM SIGNALING EVENTS

The activation of Syk-, Src-, and Tec-family PTKSs trigger
a number of downstream signaling pathways (Figure 2).
For example, phosphatidylinositol 3'-kinase (PI3-K) and

B-CELL ANTIGEN RECEPTOR 157

phospholipase C-y2 (PLC-y2) are two enzymes that
generate second messengers in BCR signaling. PI3-K is a
lipid kinase important for the recruitment and activation
of PH-domain-containing proteins. (PH domains are
motifs that bind phospholipids.) PLC-y2 generates
inositol-1,4,5-triphosphate (IP;) and diacylglycerol
(DAG), second messengers critical for calcium influx
and protein kinase C activation. The activation of these
signaling pathways, along with many other pathways,
leads to gene transcription and cell-fate decisions.

In addition to gene transcription, BCR signaling is
also critical for antigen internalization and processing.
When the BCR binds an antigen, the BCR complex is
internalized. The antigen is then processed and pre-
sented on the cell surface in order to activate antigen-
specific T cells.

The B-Cell Antigen Receptor

and the Immune Response

When antigen and other immune cells activate a B-cell, a
complex series of events takes place that can result in
proliferation, somatic hypermutation, isotype class-
switching, and differentiation. The BCR on mature
naive B-cells may be able to recognize more than one
antigen. This multispecific nature of the BCR results in
relatively low affinity to any specific antigen. Somatic
hypermutation is a process by which high-affinity BCRs
are generated. Under some conditions following BCR
ligation, a somatic hypermutation program is induced.
During somatic hypermutation mutations are intro-
duced into the V segment of the heavy- and light-chain
genes. After somatic hypermutation, B-cells expressing
BCRs with high affinity are selected for further expan-
sion. In this way, the immune system creates B-cells that
have produced high affinity antibodies tailor-made for
specific pathogens.

The other major changes in the BCR following B-cell
activation include isotype class-switching. The genomic
organization of mlg is the recombined variable region
followed by the constant genes of u, 9, y3, y1, ¥2b, y2a,
g, and « in mice and w, 9, y3, y1 al, y2, ¥4, &, and a2 in
humans. Following the activation of the B-cell through
certain key receptors such as CD40, DNA recombina-
tion can occur so that the Vi joins a Cy segment of
another isotype. This process is a guided repetitive DNA
sequence preceding each constant domain known as a
switch region. The precise mechanism of class-switching
is unknown, but probably involves DNA recombination
between homologous repeats in the switch regions of
different constant genes.

The result of somatic hypermutation and class-switch-
ing is the generation of highly specific antibodies of
an isotype that generates an effective immune response.
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In particular, the constant regions of the antibody bind
specific receptors on other immune cells. For example,
the constant region of IgGyl and IgGy3 bind Fcy
receptors on macrophages and neutrophils leading to
phagocytosis of the antigen, whereas the constant region
of IgE binds Fce receptors on mast cells and basophils
leading to the secretion of inflammatory agents.
Membrane-bound forms of IgG, IgA, and IgE may
function differently than mIgM and mIgD. Cross-linking
mlgG leads to the proliferation and antibody secretion
of mIgG-expressing B-cells. Although mIgG and mIgM
activate similar downstream signaling pathways, mlgG
cross-linking triggers a much more robust response than
does mIgM cross-linking. This may be due to the fact
that mlgG is resistant to down-regulation by certain
B-cell co-receptors, such as CD22. The mechanism for
this resistance may be related to differences in the
intracellular domains between mIgM and mlgG.

Summary

The BCR complex is a critical component of the
humoral immune response. The BCR repertoire must
be diverse enough to recognize an incredible number of
foreign antigens, but must also avoid targeting self-
antigens. Ligation of the BCR triggers a complex series
of events that include the activation of PTKs, the
phosphorylation of Iga and IgB, and the initiation of
multiple signaling cascades. These signaling pathways
lead to cell-fate decisions, antigen presentation, and an
immune response.

SEE ALSO THE FOLLOWING ARTICLES

Diacylglycerol Kinases and Phosphatidic Acid Phospha-
tases ® Inositol Phosphate Kinases and Phosphatases o
Phosphatidylinositol Bisphosphate and Trisphosphate
Protein Tyrosine Phosphatases ® Src Family of Protein
Tyrosine Kinases

GLOSSARY

antibody A protein that is produced in response to immune challenge
and binds specifically to a particular antigen.

antigen A molecule that specifically binds an antibody.

avidity The sum of the binding strengths of all points of interaction
between an antigen and an immunoglobulin.

humoral immune response The antibody-mediated response to a
specific antigen.

immunoglobulin A protein complex with a characteristic structure of
heavy and light chains.

isotype A class of immunoglobulin as determined by the constant
region.

somatic hypermutation The process by which mutations are intro-
duced into the heavy- and light-chain genes.
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Bile Salts and their Metabolism
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Bile salts originate from conversion of cholesterol in the liver, a
major pathway for elimination of cholesterol from the body.
Bile salts together with phospholipids and cholesterol are the
major organic solutes in bile and are the key driving force of
bile formation being actively secreted into bile canaliculi across
the apical membranes of hepatocytes. Bile salts undergo an
efficient enterohepatic circulation. Their structure is amphi-
pathic with a hydrophobic and hydrophilic side allowing them
to interact with both lipids and the aqueous environment.
Molecular self-aggregation occurs, by means of micelle
formation, above a critical micellar concentration. Bile salt
micelles can solubilize other lipophilic molecules such as
cholesterol, phospholipids, and monoglycerides to form mixed
micelles, acting as carriers for these lipids in bile and in the
intestine. Such micelle formation promotes absorption of
dietary lipids and fat-soluble vitamins in the small intestine.
Bile salts may become cytotoxic when their intracellular
concentrations increase beyond physiological levels due to
impairment of bile secretion as observed in a variety of
pathological conditions, particularly cholestatic liver diseases.
Therefore, bile salt homeostasis is tightly regulated. Bile salts
have recently been shown to represent potent intracellular
signaling molecules that activate nuclear receptors and
modulate cytosolic signaling cascades, thereby regulating
their own metabolism and transport.

Bile Salt Synthesis
and its Regulation

Bile salts consist of a steroid nucleus with its hydroxyl or
other substituents and an aliphatic side chain of variable
length. They are synthesized in pericentral hepatocytes
from cholesterol by different pathways, which involve up
to 17 enzymes located in the endoplasmatic reticulum,
mitochondria, cytosol, and peroxisomes (Figure 1). The
rate-limiting step of the classic bile salt biosynthetic
pathway, also known as the “neutral” pathway, is
7a-hydroxylation of cholesterol by a microsomal cyto-
chrome P-450 monooxygenase (CYP7A1). End products
of the complex biosynthetic steps are the two major
human primary bile salts, cholate (C; 3a,7a,12a-
trihydroxy-5B-cholanoate) and chenodeoxycholate
(CDC; 3,7 a-dihydroxy-5B-cholanoate). These primary
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bile salts undergo further modifications during entero-
hepatic cycling by bacterial enzymes in the distal intestine
which lead to dehydroxylation at C-7 of C or CDC
to form the secondary bile salts, deoxycholate (DC;
3a,12a-dihydroxy-5B-cholanoate) and lithocholate
(LC; 3a-hydroxy-5B-cholanoate), respectively, or to
epimerization of the hydroxy group at C-7 of CDC to
form ursodeoxycholate (UDC; 3a,78-dihydroxy-58-
cholanoate). A second pathway (commonly referred to
as the “alternative” or “acidic” pathway) is initiated
by the mitochondrial enzyme sterol 27-hydroxylase
(CYP27A1), which allows for the conversion of choles-
terol to both 27-hydroxycholesterol and 38-hydroxy-S5-
cholestenoic acid. Although CYP27A1 is expressed also
in peripheral tissues such as macrophages and vascular
endothelium, the liver remains the sole site for complete
bile salt formation. The acidic pathway provides a
mechanism by which excess oxidized cholesterol gener-
ated in peripheral tissues can be removed through
conversion to bile salts. The relative contribution of
CYP7A1 and CYP27A1 to overall bile salt synthesis is
unclear, but CYP7A1 has been estimated to account for
75% (mice) to 90-95% (human) of total bile salt
synthesis. Cholesterol 25-hydroxylase and cholesterol
24-hydroxylase (CYP46A1) may also initiate bile salt
synthesis in vitro, but their contribution to bile salt
formation in vivo may be limited.

Bile salt synthesis is highly regulated and subject to
feedforward and feedback control whereby bile salts
down-regulate their own synthesis and oxysterols up-
regulate bile salt synthesis, mainly by regulating
CYP7A1 gene transcription (Figure 2). Promoter ana-
lyses of the CYP7A1 gene have identified two bile acid
response elements, which are highly conserved among
different species, contain hexameric repeats of an
AGGTCA sequence, and are binding sites for nuclear
hormone receptors. Nuclear hormone receptors are
ligand-activated transcription factors with a highly
conserved DNA-binding domain (DBD) in the
N-terminal region and a moderately conserved ligand-
binding domain (LBD) in the C-terminal region. Upon
ligand binding to the LBD, nuclear receptors undergo
conformational changes that allow dissociation of
corepressors and recruitment of coactivator proteins to
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FIGURE 1 Major bile salt biosynthetic pathways in the liver. The initial and rate-determining step of the classic (“neutral”) pathway is the
conversion of cholesterol to 7a-hydroxycholesterol by microsomal cholesterol 7a-hydroxylase (CYP7A1) leading to formation of cholate and
chenodeoxycholate. The initial step of the alternative (“acidic”) pathway is the conversion of cholesterol to 27-hydroxycholesterol by mitochondrial
sterol 27-hydroxylase (CYP27A1) leading to formation mainly of chenodeoxycholate. These primary bile salts undergo further structural
modifications by bacterial enzymes during enterohepatic cycling resulting in the formation of the secondary and tertiary bile salts, deoxycholate,
lithocholate, and ursodeoxycholate. Only major biosynthetic steps are shown. CYP7B1, oxysterol 7a-hydroxylase; CYP8B1, sterol 12a-hydroxylase;
7a,27-diOH-C, 7a,27-dihydroxycholesterol; 7a,12a-diOH-C, 7a,12a-dihydroxy-4-cholestene-3-one.
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FIGURE 2 Regulation of bile salt transport and metabolism by nuclear bile salt receptors in hepatocytes. The transport of bile salts is
vectorial in liver. Bile salts are taken up by the Ntcp and Oatp in the sinusoidal membrane of hepatocytes and are excreted into bile via the
Bsep and the conjugate export pump (Mrp2) located in the canalicular membrane. The FXR acts as a bile salt sensor and represses the
transcription of cholesterol 7a-hydroxylase (CYP7A1) and Ntcp genes via up-regulation of small heterodimer partner-1 (SHP-1), thereby
inhibiting bile salt synthesis and uptake. FXR also stimulates expression of Bsep, Mrp2, and Oatp8. PXR represses bile salt synthesis by
down-regulation of transcription of CYP7A1. PXR also stimulates the expression of Mrp2 and Oatp2. 7a-OH-C, 7a-hydroxycholesterol
(— activation; - repression).



activate the expression of target genes. The nuclear
hormone receptor superfamily includes receptors for
steroid and thyroid hormones, retinoids and vitamin A
and D, as well as different so-called orphan receptors,
whose ligands were initially unknown. Analyses of
orphan receptor expression patterns in enterohepatic
tissue have identified bile salts, including CDC and C, as
the endogenous ligands of farnesoid X receptor (FXR).
In the liver, bile salt activation of FXR represses
CYP7A1 transcription by an indirect mechanism invol-
ving nuclear receptors small heterodimer partner (SHP)
and liver receptor homologue 1 (LRH1). Activation of
pregnane X receptor (PXR), a promiscuous bile salt
receptor, also results in repression of CYP7A1. The liver
X receptor a (LXRa), abundantly expressed in the liver
and bound by oxysterol ligands, has been shown to
mediate the feedforward cholesterol catabolism to bile
acids by up-regulation of CYP7A1. Nuclear hormone
receptor-independent pathways may also be involved in
bile salt feedback inhibition of gene transcription based
on protein kinase C (PKC) and mitogen-activated
protein kinase (MAPK) signaling pathways as well as
bile-salt-induced release of inflammatory cytokines.

Bile Salt Transport
and its Regulation

After their biosynthesis and conjugation mainly to
glycine and taurine in hepatocytes, bile salts are secreted
into bile and reach the intestinal lumen. More than 95%
of intestinal conjugated bile salts are actively reabsorbed
mainly from the distal ileum by an apical sodium-
dependent bile salt transporter (Asbt) and reach the liver
via the portal vein, the majority being bound to albumin.
Hepatic extraction followed by resecretion into bile
completes the enterohepatic circulation of bile salts. In
humans, the normal bile salt pool size averages 3—-4 g
recirculating 5—10 times each day. The hepatocyte plays
a key role in the vectorial transport of bile salts from
portal vein to the bile canaliculus, with distinct bile salt
transport systems at its basolateral (sinusoidal) and
apical (canalicular) plasma membranes (Figure 2).
Functional impairment of bile salt transport at any
level of the hepatocyte may be an important cause of
cholestasis, a syndrome characterized by a reduction in
bile flow and retention of biliary constituents in serum,
liver, and other organs leading to biochemical, morpho-
logical, and clinical alterations.

Hepatocellular uptake of bile salts at the basolateral
membrane is the first step in hepatic bile salt transport,
and is predominantly mediated by the Na*-tauro-
cholate-cotransporting polypeptide (Ntcp) and to a
lesser extent by the organic anion transporting protein
(Oatp) family. The 362-amino acid Ntcp with a
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molecular mass of 50 kDa has been cloned from
human liver and mediates secondary active transport
of bile salts, using an inwardly directed sodium gradient
generated by Na™-K"-ATPase and the intracellular
negative electrical potential generated in part by a
potassium channel. Members of the Oatp family
mediate sodium-independent uptake of organic anions
and mainly unconjugated bile salts. Tissue distribution
of Oatps is not restricted to the liver, where they are
exclusively located in the basolateral membrane of the
hepatocyte.

Little is known about the intrahepatocellular trans-
port of bile salts. Cytosolic proteins such as a 36 kDa
bile salt binding protein in human liver are considered to
play a major role in the intracellular trafficking of bile
salts, but rapid diffusion may also contribute to bile salt
trafficking across the cell. In addition, bile salt partition-
ing into organelles may be observed when the intra-
cellular bile salt load is increasing.

Under physiologic conditions, bile salt levels in the
hepatocyte remain low, indicating the existence of
efficient secretory mechanisms. Canalicular excretion
of bile salts is predominantly achieved by the ATP-
dependent bile salt export pump (Bsep), which trans-
ports monovalent bile salts against a steep gradient (up
to 1000-fold) across the apical liver cell membrane into
the canaliculus. This 60 kDa protein is a member of a
large family of ATP-binding cassette (ABC) transporters.
Mutations in the Bsep gene may lead to progressive
familial intrahepatic cholestasis type 2 (PFIC 2) in
childhood, a disorder with markedly elevated serum bile
salt levels and low content of bile salts in bile, which
carries a dismal prognosis. The conjugate export pump
(multidrug resistance-associated protein 2, Mrp2) is
another ABC-type transporter that has been shown to be
capable of transporting divalent sulfated and glucur-
onidated bile salts.

In experimental animal models of cholestasis induced
by application of endotoxin (model for inflammatory
cholestasis), ethinyloestradiol (cholestasis of pregnancy),
alpha-naphtylisocyanate (vanishing bile duct syndrome),
and common bile duct ligation (extrahepatic biliary
obstruction), most of the hepatic transporters are down-
regulated. Recent findings of up-regulation of basolateral
bile salt transporters in cholestasis such as Mrp3 and
Mrp4 may provide an escape route for bile salts out of the
hepatocyte when apical transport is defective. Choles-
tasis is also associated with retrieval of canalicular
transporters to pericanalicular vesicles. Thus, the func-
tion of most hepatobiliary transport systems is presumed
to decrease after exposure to cholestatic injury.

Active transport of bile salts across the canalicular
membrane represents the rate-limiting step in overall
transport from blood to bile and is under both short-
term and long-term regulation by posttranscriptional
and transcriptional mechanisms, respectively. On the
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transcriptional level, hepatic transporters have been
shown to be regulated by nuclear receptors (Figure 2).
FXR up-regulates Bsep expression in the canalicular
membrane of the hepatocyte. An FXR-dependent trans-
activation has also been demonstrated for the Mrp2 and
Oatp8 gene promoter. PXR stimulates expression of
Mrp2 and Oatp2. Short-term regulation on the post-
transcriptional level occurs via signaling cascades which
may involve cytosolic free calcium, adenosine 3,5-cyclic
monophosphate (cAMP), phosphatidylinositol 3-
kinases, PKC isoforms, and different MAP kinases.

Bile Salts in Therapy

UDC is a hydrophilic bile salt that is increasingly used for
the treatment of various cholestatic disorders. It is
normally present in human bile at a low concentration
of about 3% of total bile salts. It is the major bile salt in
black bear’s bile, which has been used in Chinese
traditional medicine for the treatment of liver diseases.
First reports on the beneficial effects of UDC in patients
with liver diseases came from Japan in the 1970s. A
number of controlled trials on the use of UDC in primary
biliary cirrhosis (PBC) and primary sclerosing cholangitis
(PSC) have been published in the Western literature since
the early 1990s. UDC improves serum liver tests and may
delay disease progression to cirrhosis and prolong
transplant-free survival in PBC. In PSC, UDC improves
serum liver tests and surrogate prognostic markers, but
effects on disease progression must further be evaluated.
Anticholestatic effects of UDC have also been reported in
a number of other cholestatic conditions. After oral
administration of unconjugated UDC, 30-60% of the
dose is absorbed by nonionic diffusion mainly in the
small intestine and to a small extent in the colon and
undergoes efficient hepatic uptake and conjugation
with glycine and to a lesser extent with taurine. A daily
dose of 13-15 mg kg~ ! UDC causes an enrichment of
~40-50% in biliary bile salts of patients with PBC. The
mechanisms underlying the beneficial effects of UDC in
cholestatic disorders are increasingly being unraveled.
Experimental evidence suggests three major mechanisms
of actions: (1) protection of cholangiocytes against
cytotoxicity of hydrophobic bile salts, resulting from
modulation of the composition of mixed phospholipid-
rich micelles, reduction of bile salt cytotoxicity of bile,
and possibly, decrease of the concentration of hydro-
phobic bile salts in the cholangiocytes; (2) stimulation of
hepatobiliary secretion, putatively via Ca**- and PKC-
dependent mechanisms and/or activation of p38MAPK
and extracellular signal-regulated kinases (Erk) resulting
in vesicular insertion of transporter molecules (e.g.,
bile salt export pump, Bsep, and conjugate export
pump, Mrp2) into the canalicular membrane of the
hepatocyte and, possibly, activation of the inserted

carriers; (3) protection of hepatocytes against bile-salt-
induced apoptosis, involving inhibition of the mitochon-
drial membrane permeability transition (MMPT), and
possibly, stimulation of a survival pathway.

SEE ALSO THE FOLLOWING ARTICLES
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GLOSSARY

bile salts Family of organic anions with a steroid nucleus formed
by enzymatic conversion of cholesterol (major human bile
salts: cholate, chenodeoxycholate, deoxycholate, lithocholate,
ursodeoxycholate).

bile salt transporters Membrane carrier proteins mediating the
transport of bile salts across cell membranes, among which the
Na*-taurocholate-cotransporting polypeptide (Ntcp) at the baso-
lateral hepatocyte membrane, the Bsep at the apical hepatocyte
membrane, and the Asbt at the apical membrane of ileocytes
represent key carriers for maintenance of an effective enterohepatic
circulation of bile salts.

nuclear hormone receptors Ligand-activated transcription factors
regulating gene expression by interaction with specific DNA
sequences. Bile salts have so far been identified to act as
physiological ligands of the farnesoid X receptor (FXR), the
pregnane X receptor (PXR), and the vitamin D receptor (VDR),
thereby modulating their own metabolism and transport.

FURTHER READING

Bouscarel, B., Kroll, S. D., and Fromm, H. (1999). Signal
transduction and hepatocellular bile acid transport: Cross talk
between bile acids and second messengers. Gastroenterology 117,
433-452.

Chiang, J. Y. L. (2002). Bile acid regulation of gene expression: Roles
of nuclear hormone receptors. Endocrine Rev. 23, 443-463.

Fuchs, M., and Stange, E. F. (1999). Metabolism of bile acids. In Oxford
Textbook of Clinical Hepatology (J. Bircher, J. P. Benhamou,
N. McIntyre, M. Rizzetto and J. Rodés, eds.) 2nd edition, pp.
223-256. Oxford University Press, New York.

Meier, P. J., and Stieger, B. (2002). Bile salt transporters. Annu. Rev.
Physiol. 64, 653-661.

Paumgartner, G., and Beuers, U. (2002). Ursodeoxycholic acid in
cholestatic liver disease: Mechanisms of action and therapeutic use
revisited. Hepatology 36, 525-531.

Paumgartner, G., Keppler, D., Leuschner, U., and Stiehl, A. (eds.)
(2003). Bile Acids: From Genomics to Disease and Therapy.
Kluwer, Dordrecht, Boston, London.

Russell, D. W. (2003). The enzymes, regulation and genetics of bile
acid synthesis. Annu. Rev. Biochem. 72, 137-174.

Trauner, M., and Boyer, J. L. (2003). Bile salt transporters: Molecular
characterization, function and regulation. Physiol. Rev. 83,
633-671.

BI1OGRAPHY

Ulrich Beuers is a Professor in the Department of Internal
Medicine II, University of Munich, Germany. His principal research



interest is in the field of bile acids and cholestasis with a
focus on bile acid-induced modulation of signaling and secretion
in liver cells and treatment of chronic cholestatic liver diseases. He
holds an M.D. from the University of Freiburg and received his
postdoctoral training at the Universities of Gottingen
(Department of Biochemistry), Munich (Department of Internal
Medicine II), and the Yale University, New Haven (Section of
Digestive Diseases).

BILE SALTS AND THEIR METABOLISM 163

Thomas Pusl is a resident in the Department of Internal Medicine II,
University of Munich, Germany. His special research interests include
mechanisms and effects of calcium signals in liver, and mechanisms
underlying cholestasis and treatment of chronic cholestatic liver
diseases. He holds an M.D. from the University of Munich and
received his postdoctoral training at the University of Munich
(Department of Internal Medicine II), and the Yale University, New
Haven (Section of Digestive Diseases).



Biliary Cirrhosis, Primary

Marshall M. Kaplan

Tufts-New England Medical Center and Tufts University School of Medicine, Boston, Masoachusetts, USA

Primary biliary cirrhosis (PBC) is a chronic cholestatic liver
disease that is characterized by a continuing destruction of
interlobular bile ducts, progressive fibrosis, and the eventual
development of cirrhosis and liver failure. In contrast to
patients seen more than a decade ago, most of whom had
symptoms of fatigue, pruritus (itching), or jaundice, more than
60% of PBC patients who are diagnosed now are asympto-
matic. Asymptomatic patients live longer than symptomatic
ones. However, most asymptomatic patients eventually
develop symptoms and their survival is reduced compared to
an age- and sex-matched healthy population. There is general
agreement that all patients with PBC should be treated but no
agreement about the best treatment or even whether any
treatment prolongs survival free of liver transplantation. Most
physicians initiate treatment with ursodeoxycholic acid
(UDCA), the only treatment for PBC approved by the U.S.
Food and Drug Administrations (FDA). Some, including the
author, believe that the addition of colchicine and/or
methotrexate to those who fail to respond fully to UDCA
provides an added benefit.

Epidemiology

Primary biliary cirrhosis (PBC) was once considered a
rare disease. However, increased awareness of PBC has
led to earlier and more frequent diagnoses. In some
series, it accounted for almost 2% of deaths due to
cirrhosis. In a study from England, there was an annual
incidence of 5.8 cases per million population and a point
prevalence of 54 cases per million. The prevalence in
the United States is at least that high. Estimates place
the number between 50,000 to 100,000 patients. The
etiology is unknown, but may be related to altered
immunoregulation. The lack of concordance of PBC in
identical twins suggests that some triggering event is
required to initiate PBC in a genetically susceptible
individual. PBC is much more likely to occur in families
of patients with an index case compared to the general
population. A number of environmental causes have
been implicated in the pathogenesis of PBC, including
bacteria and viruses. Some of the most compelling
evidence for an environmental factor has been derived
from an epidemiological study that demonstrated
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significant geographic clustering of PBC cases in urban
areas in northeast England.

Etiology

AUTOANTIBODIES AND
ANTIMITOCHONDRIAL ANTIBODY

Ninety to 95% of patients with PBC are women, a sex
distribution similar to that for other autoimmune
diseases such as systemic lupus. There is an increased
incidence of autoantibodies including antimitochondrial
antibody, antinuclear antibody, and antimicrosomal
antibody. Antimitochondrial antibody (AMA) is
detected in 95% of patients with PBC. The major
autoantibody found in PBC patients has been called
anti-M2. It is directed principally against the dihydro-
lipoamide acyltransferase component (E2) of the
branched keto-acid dehydrogenase and pyruvate
dehydrogenase complexes on the inner mitochondrial
membrane. Other antimitochondrial antibodies that
have been described in PBC, anti-M4, anti-M8, and
anti-M9, are most likely artifacts and were not found in
a study that employed highly purified human mitochon-
drial proteins as antigens. The relationship between
antimitochondrial antibodies and immunologic bile duct
injury is not clear. The mitochondrial antigens are not
tissuespecific, and their intracellular location should
reduce their immunogenicity. Repeated studies have
shown that there is no correlation between the presence
or titer of AMA and the severity or course of PBC.

MITOCHONDRIAL ANTIGENS AND
THE CELLULAR IMMUNE SYSTEM

Although there is little evidence that AMA plays a direct
role in the pathogenesis of PBC, an interaction between
the mitochondrial antigens and the cellular immune
system appears to be important. The E2 antigens
stimulate interleukin-2 production by peripheral blood
mononuclear cells and by T cells cloned from liver
biopsies of PBC patients. E2 antigens are recognized by
both helper and cytotoxic T cells in PBC and cytotoxic
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T cells appear to mediate bile duct epithelial cell necrosis.
The mitochondrial antigens are aberrantly expressed on
the luminal surface of biliary epithelial cells from PBC
patients, but not in control subjects or patients with
primary sclerosing cholangitis. These antigens are
expressed in bile duct epithelial cells before two other
antigens that are also required for T-lymphocyte-
mediated cell destruction, human leukocyte antigen
(HLA) class II antigens, and the cellular recognition
factor, BB1/B7. This chronology suggests that aberrant
expression of the E-2 autoantigen on the surface of
biliary epithelial cells initiates lymphocytic destruction
of bile ducts, the characteristic lesion in PBC.

ASSOCIATION WITH OTHER
AUTOIMMUNE DISEASES

There is an increased association of PBC with other
autoimmune diseases, such as thyroiditis, rheumatoid
arthritis, calcinosis cutis, Raynaud’s phenomenon, eso-
phageal dysmotility, sclerodactylyl and telangiectasia
(CREST) syndrome, Raynaud’s disease and Sjogren’s
syndrome. Although circulating immune complexes have
been demonstrated in some PBC patients, it is unlikely
that they play a role in pathogenesis. Only a small
percentage of PBC patients have immune complexes.
Some PBC patients have an IgM that can fix complement
in the absence of demonstrable antigen binding and will
give false positive results with many of the assays used to
detect immune complexes.

Pathophysiology

The signs and symptoms of PBC are due to long-
standing cholestasis. There is a gradual destruction of
small intrahepatic bile ducts that results in a decreased
number of functioning bile ducts within the liver. This,
in turn, causes retention within the liver of substances
that are normally secreted or excreted into bile, such as
bile acids, bilirubin, and copper. The increased concen-
tration of some of these substances (e.g., bile acids)
causes further damage to liver cells. Other substances
regurgitate from the liver into the blood and soft tissues
and cause symptoms such as pruritus. The identity of
the substance or substances that cause pruritus is
unknown. It is not any of the naturally occurring
primary and secondary bile acids. Most data suggest
that it is some substance that is secreted into bile and
that binds tightly to cholestyramine, a nonabsorbed,
quaternary ammonium resin. Possible pruritogens
include the naturally occurring opioids. Serum levels
of endogenous opioids (endorphins and encephalins)
are increased in PBC, and opioid antagonists
will relieve itching in some patients. The striking
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hyperlipidemia and xanthoma formations in some
PBC patients are also a consequence of longstanding
cholestasis. The impaired secretion of bile in patients
with clinically advanced PBC causes a diminished
concentration of bile acids within the intestinal
lumen. The bile acid concentration may fall below the
critical micellar concentration and thus be inadequate
for complete digestion and absorption of neutral
triglycerides in the diet. This causes the striking fat
malabsorption seen in some jaundiced PBC patients, as
well as malabsorption of the fat-soluble vitamins A, D,
E, and K. Some PBC patients with Sicca syndrome also
have pancreatic insufficiency. The pathogenesis of the
osteopenic bone disease that occurs in at least 25% of
PBC patients is still unclear. Some data suggest that
high concentrations of serum bilirubin may impede
osteoblast function. The clinically important bone
disorder is osteoporosis, not osteomalacia, as was
once believed.

Pathology

PBC is characterized by portal inflammation, the
destruction of interlobular bile ducts, progressive
fibrosis, and the eventual development of cirrhosis.
PBC is divided into four histologic stages, I to IV.
The disease is believed to progress from stage I to stage
IV. However, the liver is not affected uniformly in PBC.
One biopsy specimen may demonstrate lesions ranging
from normal to stage IV. By convention, the histologic
stage is the highest stage seen in a biopsy. There are two
widely used staging systems, those of Scheuer and
Ludwig, both well-known liver pathologists. In the
Scheuer classification, stage I is defined by the presence
of florid, asymmetric destructive bile duct lesions within
portal triads (Figure 1). These lesions are irregularly
scattered throughout the portal triads and are often seen
only on large surgical biopsies of the liver. The damaged
bile ducts are often surrounded by dense collections of
lymphocytes, histiocytes, plasma cells eosinophils, and
occasionally true giant cells, a pathologic lesion that is
called a granuloma (Figure 1A). In the Ludwig
classification, stage I is defined by the localization of
inflammation to the portal triads. In stage II in the
Scheuer classification, there are reduced numbers of
normal bile ducts within some portal triads and
increased numbers of poorly formed bile ducts with
irregularly shaped lumens in others, a lesion called
atypical bile duct hyperplasia (Figure 2). There is also
mononuclear cell inflammation in portal triads and the
beginning of portal fibrosis. In stage II in the Ludwig
classification, the inflammation and fibrosis extends
beyond portal triads and into the surrounding parench-
yma. A diminished number of bile ducts in an otherwise
unremarkable-appearing needle biopsy of the liver
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FIGURE 1 (A) Stage I florid bile duct lesion in primary biliary
cirrhosis. A damaged bile duct is at the center of a granuloma (masson
trichrome, X124). (B) Stage I florid bile duct lesion in primary biliary
cirrhosis. Epithelial cells have been dislodged from one quadrant of a
bile duct (masson trichrome, X310).

FIGURE 2 Stage II primary biliary cirrhosis. Atypical bile duct
hyperplasia. Bile ducts are tortuous. None is cut in cross section, and
there are no visible bile duct lumens (hematoxylin and eosin, X310).

should alert one to the possibility of PBC. In stage III in
both classifications, fibrous septa now extend
beyond triads and form portal-to-portal bridges
(Figure 3). The portal triads are otherwise similar to
those in stage II. Stage IV represents the end stage of the

FIGURE 3 Stage III primary biliary cirrhosis. Adjacent portal triads
are linked by septae that contain mononuclear inflammatory cells and
scar tissue (masson trichrome, X310).

FIGURE 4 Stage IV primary biliary cirrhosis. Cirrhotic liver
removed at the time of liver transplantation performed because of
end-stage primary biliary cirrhosis. Nodule formation is evident and
there are no visible bile ducts (masson trichrome, X 54).

lesion, frank cirrhosis, and regenerative nodules. It may
be difficult to distinguish this late lesion from other
types of cirrhosis. A paucity of normal bile ducts in areas
of scarring suggests PBC (Figure 4).

Clinical Findings

The earliest and most common complaint is fatigue.
Fatigue, however, is nonspecific and is found in many
diseases. The earliest specific complaint in PBC is
pruritus, usually worse at bedtime. In some patients,
the pruritus begins during the third trimester of
pregnancy and persists after delivery. Physical exami-
nation may reveal hepatomegaly and increased skin
pigmentation. The pigment is melanin, not bilirubin, at
this early stage. Excoriations, caused by intense itching
and an uncontrollable urge to scratch, may be wide-
spread. Jaundice usually presents later in the course of
the disease. Kayser-Fleischer rings have been observed
in a few PBC patients with long-standing jaundice.



Unexplained weight loss may also occur. Rarely,
patients with PBC may go undetected until late in the
course of the disease when they present with severe
jaundice, ascites, or bleeding from esophageal varices.
During the course of the disease, some jaundiced
patients may develop malabsorption and complain of
nocturnal diarrhea; frothy, bulky stools; or weight
loss in the face of a voracious appetite and increased
caloric intake. Fewer than 5% of patients will develop
xanthomas (a cutaneous tumor composed of lipid-
laden foam cells), but xanthelasmas (a planar
xanthoma of the eyelids) are common. Bone pain may
occur in PBC patients with osteoporosis, as well as
spontaneous collapses of vertebral bodies and hairline
fractures of the ribs. Fractures of the long bones are
less common.

Laboratory Tests

Liver function tests reveal a cholestatic pattern. The
serum alkaline phosphatase and gamma glutamyl
transpeptidase (GGT) are often strikingly elevated.
The serum aminotransferases are less elevated and may
be normal early in the course of PBC. Serum albumin
and prothrombin times are characteristically normal
early in the course of the disease. whereas IgM levels are
often elevated. The elevated alkaline phosphatase is
usually of liver origin. 5'-Nucleotidase and GGT levels
parallel the alkaline phosphatase. The serum bilirubin
is normal early in the course of the disease, but becomes
elevated in most patients as the disease progresses. Both
direct and indirect fractions are increased. Despite
strikingly high serum cholesterol values, occasionally
800-1600 mg/dl, atherosclerosis is uncommon, most
likely because serum high-density lipoprotein (HDL)
cholesterol levels are also elevated. Antimitochondrial
antibody is positive in 95% of patients. Serum cerulo-
plasmin is elevated, in contrast to Wilson’s disease,
another disorder with increased retention of copper
within the liver. There is an increased incidence of
hypothyroidism in PBC that is not always reflected by
routine tests of thyroid function. Elevated thyroid-
stimulating hormone (TSH) levels will usually identify
such individuals.

Diagnosis

The combination of a disproportionately elevated
alkaline phosphatase and a positive AMA is suffi-
cient evidence to make a diagnosis of PBC as long as
the liver biopsy is consistent with this diagnosis. It is
prudent to demonstrate that the bile ducts are patent.
Ultrasonography is usually adequate for this purpose.
Endoscopic cholangiography (ERCP) is recommended if
there is a suspicion of bile duct obstruction on imaging
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tests or if the AMA is negative in a patient with
inflammatory bowel disease. The ERCP is done in this
setting to detect primary sclerosing cholangitis. A
percutaneous needle biopsy of the liver will confirm
the diagnosis, allow histologic staging, and provide a
baseline for follow-up biopsies that are done to evaluate
the efficacy of medical treatment.

Treatment

TREATMENT OF SYMPTOMS
Pruritus

The nonabsorbed resin, cholestyramine, 4-8 g twice
daily with meals, will relieve pruritus in most patients.
Commonly prescribed anti-itch medicines such as
antihistamines are only helpful early in the course of
PBC when itching is not severe. Rifampin, 150 mg twice
daily, will control itching in most patients who fail to
respond to cholestyramine. Opioid antagonists, such as
naloxone and naltrexone, may be effective in the small
number of PBC patients who fail to respond to
ammonium resins and rifampin.

Malabsorption

Some patients with PBC and the Sicca syndrome may
have concomitant pancreatic insufficiency. This can be
treated with pancreatic enzyme preparations given
orally. Malabsorption of fat-soluble vitamins is irregular
and unpredictable, but deficiencies of vitamins A, D, E,
and K may occur in patients who are chronically
jaundiced. Patients with low levels of a specific vitamin
should be given supplements of it orally.

Anemia and Osteoporosis

PBC patients may develop iron-deficiency anemia. This
often reflects unrecognized gastrointestinal (GI) blood
loss. Upper endoscopy is indicated to detect esophageal
varices or congestive gastropathy. There is no proven
effective medical treatment for the osteoporosis other
than liver transplantation. Because bisphosphates are an
effective treatment for osteoporosis in postmenopausal
women and prevent steroid-induced osteoporosis, they
are often used in PBC.

TREATMENT OF THE UNDERLYING
DISEASE PROCESS

PBC, if untreated, is a progressive disease that eventually
ends in liver failure and the need for liver transplan-
tation. The median survival for symptomatic patients
without treatment is approximately 7-10 years. Patients
who are asymptomatic at the time of diagnosis have a
longer life expectancy than symptomatic patients.
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Medical Treatment

Ursodeoxycholic acid (UDCA), 12-15 mg/kg body
weight daily, is the only drug approved by the FDA for
the treatment of the PBC. It improves serum bilirubin,
alkaline phosphatase, alanine aminotransferase (ALT),
aspartate aminotransferase (AST), and IgM levels in
most patients. It also decreases pruritus and prolongs the
time before clinical deterioration and referral for liver
transplantation. It is safe and well tolerated. Colchicine
0.6 mg twice daily and/or methotrexate, 0.25 mg/kg
body weight per week in three divided doses, have been
effective in the author’s experience when given to
patients who do not respond adequately to UDCA.
Combination therapy (UDCA plus colchicine and/or
methotrexate) is still under study. At this time, there is
still debate about the effectiveness of medical treatment,
although the author’s experience suggests that medical
treatment is effective in most patients, particularly those
with precirrhotic PBC. Initiating treatment early in the
course of PBC is important because medical therapy is
less likely to help once cirrhosis and portal hypertension
develop. Liver transplantation is the only effective
treatment in patients with clinically advanced disease.
The author’s current approach is based on the obser-
vation that the response to medical treatment in PBC
varies among patients. Treatment is initiated with
UDCA. Colchicine is added if patients have not
responded adequately to UDCA after 1 year. Metho-
trexate is added if patients have not responded fully to
the combination of UDCA and colchicine after
another year. An adequate response to treatment
consists of the resolution of pruritus, a decrease in
serum alkaline phosphatase to values that are <50%
above normal, and improvement in liver histology of at
least two points on the necroinflammatory scale.
Methotrexate is discontinued after 1 year if patients
fail to respond to it. They are maintained on UDCA
and colchicine.

Liver Transplantation

Liver transplantation has improved the survival of PBC
patients with cirrhosis and liver failure. Patients who are
candidates for liver transplantation are those with
cirrhosis and (1) persistent jaundice that is unresponsive
to medical treatment, (2) fluid retention, (3) bleeding
from esophageal varices, (4) hepatic encephalopathy, or
any combination of these four. One-year survival after
liver transplantation is greater than 90% in most
transplant centers. Survival thereafter resembles a
control population matched for age and sex. Recurrence
of PBC after liver transplantation is uncommon, but has
been seen in a small percentage of patients. It has
responded to treatment with ursodiol and colchicine in
the author’s experience.

SEE ALSO THE FOLLOWING ARTICLES

Bile Salts and their Metabolism e Mitochondrial Auto-
Antibodies

GLOSSARY

cholestasis A liver disorder in which bile flow is impeded. Clinical
signs of cholestasis are a disproportionate increase in the serum
alkaline phosphatase or gamma glutamyl transpeptidase
compared to the serum alanine aminotransferase or aspartate
aminotransferase. The symptom most characteristic of cholestasis
is pruritus.

hepatic encephalopathy A disturbance in consciousness that occurs in
patients with advanced liver disease. Manifestations can range
from subtle changes in personality to frank coma.

micellar Pertaining to a colloid particle formed by the aggregation of
small molecules. Micelles in bile contain bile acids, phospholipids,
and cholesterol.

mitochondria Organelles important in energy metabolism that are
found in nucleated cells throughout the body.

necroinflammatory scale A method of evaluating liver biopsies
quantitatively. Scores from 0 to 4 are given for lesions, such
as portal inflammation, periportal inflammation, lobular inflamma-
tion, bile duct necrosis, and fibrosis, and added together to give a
final score.
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Bioenergetics: General Definition

of Principles
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“Bioenergetics” is the study of the molecular mechanisms by
which energy, made available by catabolic metabolic pathways
or by light capture in photosynthesis, is transformed and made
available for cellular processes of growth, motility, and
survival. Traditionally, the field has largely focused on studies
of bacteria, mitochondria, and chloroplasts, although the
principles, largely involving the generation and utilization of
ion gradients across membranes, are much more generally
applicable.

Thermodynamics

Two factors are required for a biochemical reaction to
occur spontaneously: the process should involve an
increase in the entropy of the system and its surround-
ings and there should be a mechanism, usually enzy-
matic, to lower the energy barrier sufficiently to allow
the transformation to occur at a significant rate. The
entropy difference is the realm of thermodynamics,
whereas the energy barrier helps to define the rate of
the process.

The simplest thermodynamics deals with the limiting
case of isolated systems that exchange neither material
nor energy across their boundaries and therefore have no
influence on their surroundings. Closed systems
exchange energy but not material with their surround-
ings, whereas real biological systems are open, i.e.,
exchanging both energy and material (substrates,
products). The treatment of open systems is complex
and requires non-equilibrium thermodynamics; how-
ever, the equilibrium thermodynamics of closed systems
can be used to obtain important information, such as the
conditions under which a given reaction would be at
equilibrium and the extent to which the actual reaction
in the cell is displaced from equilibrium. Although
equilibrium thermodynamics gives no information as to
the rate of a reaction, it can unequivocally exclude any
process that is energetically impossible.
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GIBBS FREE ENERGY

The entropic driving force is equally valid for closed and
isolated systems; however, analysis is complicated by the
effects of the energy transfer across the boundaries of
the system affecting the entropy of the surroundings. The
Gibbs free energy change, AG, is a function that, under
conditions of constant temperature and pressure,
corrects for the entropy change in the surroundings
and enables equilibrium to be calculated just using
parameters for the system itself. Gibbs energy changes
are used not only to study a reaction in solution, but also
to quantify reduction—oxidation (redox) reactions
occurring, for example, in the mitochondrial respiratory
chain, to calculate the available energy in an ion
gradient, and to compare the energy available from
absorption of light quanta in photosynthesis.

A basic understanding of bioenergetics is consider-
ably helped by the use of simple analogies. Figure 1
shows schematically the content of Gibbs energy (G) in
a closed system when the reaction A = B is displaced on
either side of equilibrium. The slope of the parabola at
any point represents the Gibbs energy change (AG).
The bottom of the parabola represents the equilibrium
condition: the content of Gibbs free energy is at a
minimum and the tangent to the slope, AG, is zero.
Equilibrium is the lowest energy state and a small
conversion of substrate to product at equilibrium
causes no free energy change. The left side of the
parabola represents reaction conditions that have not
yet proceeded as far as equilibrium. The slope AG is
negative, which indicates that the reaction can proceed
spontaneously (as long as a pathway exists). The
further from equilibrium, the greater the slope; i.e.,
the Gibbs energy change becomes more negative and
more energy is available from a conversion of substrate
to product at those concentrations. Beyond the
equilibrium point, the slope is “uphill.” Reactions
cannot proceed beyond equilibrium without some
independent energy input.
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FIGURE 1 Schematic representation of Gibbs energy in relation to
displacement from equilibrium. (a) Gibbs energy (G) is at a minimum
at equilibrium and Gibbs energy change (AG), given by the slope of the
parabola, is zero. (b) Before equilibrium, the slope (AG) is negative and
the reaction can proceed spontaneously. (c) Beyond equilibrium, the
slope is “uphill” and an additional energy input would be required. (d)
The further the reaction is displaced from equilibrium, the greater the
slope; i.e., AG becomes more negative. Adapted from Nicholls, D. G.,
and Ferguson, S. ]. Bioenergetics 3 Copyright 2002, with permission
from Elsevier.

The Gibbs free energy change can be quantified as a
function of the displacement from equilibrium

AG(k]J/mol) = —2.3RT10g10(§>, (1)
where R is the gas constant, T is the absolute
temperature, K is the equilibrium constant under the
conditions of the determination, and I' is the mass-
action ratio of the concentrations of substrates and
products measured in the cell or assay mixture. Put
more simply, AG changes by approximately 5.7 kJ/mol
for each 10-fold displacement from equilibrium. Note
that this equation corresponds to the more familiar
form that involves standard free energy, e.g.,

CI[D}?
[CI[D] ) )

AG = AG® +2.3RTI —
- Og“’( [AF[BIP

but is more logical and symmetrical, emphasizing dis-
placement from equilibrium, rather than the frequently
misused abstract concept of standard free energy.

ATP

ATP synthesis from ADP and phosphate (P;) and the
reverse hydrolysis reaction are the dominant reactions in
the distribution and utilization, respectively, of Gibbs
free energy in the cell. The ATP synthesis reaction is held
up to 10'%-fold beyond its equilibrium and thus requires
an input of Gibbs free energy of approximately
10 X 5.7 = 57 kJ/mol. Conversely, the hydrolysis of
1 mol of ATP can yield up to 57 kJ/mol. There is no
magic property associated with ATP (such as the myth of
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the “high-energy” bond) that fits it for this universal role,
except that the equilibrium constant of the reaction is
such that a sufficient concentration of ADP remains in a
functioning cell to bind to the ATP synthase (see below).

The ATP synthesis reaction is usually expressed in
short-hand form, ignoring water, ionization, pH, and
chelating ions such as Mg?*; i.e.,

ADP + P; = ATP

This may only be used as the basis for thermodynamic
calculations if the equilibrium constant is known under
exactly identical conditions, in which case the common
factors cancel out of the ratio I'/K in Eq. (1).

REDOX POTENTIALS

Redox reactions are those that involve coordinate
oxidation of one substrate and the reduction of
another. An example of a redox reaction occurring
in the cytoplasm is that catalyzed by lactate
dehydrogenase:

Pyruvate + NADH + H" = Lactate + NAD*. (3)

Redox reactions can be considered hypothetically as
the sum of two linked half-reactions:

NADH = NAD" + H" + 2¢~ 4)
and
Pyruvate + 2H' + 2¢” = Lactate. ®))

All biological redox reactions can be considered to
involve primary electron transfer, although in many
cases the increased negative charge on the reduced
component leads to the subsequent binding of one or
more protons; thus, ubiquinone reduction to ubiquinol
in the respiratory chain involves the addition of two
electrons followed by two protons, whereas NAD™
reduction to NADH requires the addition of two
electrons followed by one proton [Eq. (5)].

A reduced/oxidized pair, such as NADH/NAD™, is a
redox couple and the equilibrium of the half-reaction
can be defined in terms of its half-reduction redox
potential (the potential at which the concentrations of
oxidized and reduced species are equal). A redox
couple with a more negative redox potential will
tend to oxidize one with a more positive potential.
Zero is defined as the potential of a $H,/H" couple at
pH 0 when H, is 1atm. Important half-reduction
potentials include those for NADPH/NADP* and
NADH/NAD" (both —320 mV), fumarate/succinate
(+30 mV), ubiquinol/ubiquinone (+60 mV), and
reduced/oxidized cytochrome ¢ (+220 mV). The
important H,0/30, couple has a redox potential
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of + 820 mV when O, is present at 1atm and water
is 55 M.

Redox potentials are not constants, but vary with the
state of reduction of the couple. The redox potential of a
one-electron reduction couple becomes 60 mV more
negative for each 10-fold increase in the reduced/
oxidized ratio. Thus, although the standard hydrogen
electrode at pH 0 has a redox potential of zero, at pH 7
when the proton concentration is only 1077 M, the
redox potential is —420 mV. Two electron reductions
change by 30 mV per decade; thus, the NADH/NAD™"
couple in mitochondria is typically 10% reduced and
thus has a redox potential of approximately
—320 + 30 = —290 mV, whereas the NADPH/NADP*
pool is at least 90% reduced and so operates at
approximately —350 mV.

Although the historical origin of redox potentials
(in electrochemistry) may obscure the relationship,
redox changes are governed by Gibbs free energy
principles; indeed, the AG associated with the difference
in redox potential between two couples can be simply
calculated as

AG = —nFAE,,, (6)

where 7 is the number of electrons transferred and F
is the Faraday constant (0.965 k]J/mol/mV). As a
rough rule of thumb, a “mole” of electrons falling
through a potential of 1V makes 100 k] of Gibbs
free energy available, and 2 mol of electrons passing
from NADH to O, through the respiratory chain
corresponds to a AG of —224k]. Note that this
is compatible with the formation of approximately
3 mol of ATP.

JON ELECTROCHEMICAL
POTENTIAL DIFFERENCES

The concept of Gibbs free energy as displacement from
equilibrium can be extended to gradients of ions and
solutes across biological membranes. Two components
must be considered: that due to a difference in
concentration between the two aqueous compartments
and (if the species is charged) that due to the difference in
electrical potential between the compartments (usually
termed the membrane potential, not to be confused with
any surface charge on the membrane itself). The Gibbs
free energy is simply the sum of the two components
(hence “electrochemical”),

(X" g

AG(kJmol™") = —mFAy+ 2.3RTlogy X,
A

(7)

where m is the charge on the ion, Al is the membrane
potential in millivolts, and X™* is the concentration of
the ion in compartment A or B.

The ion of most interest in bioenergetics is the proton.
The equation for the proton electrochemical gradient
(Apgg+) is rather simple, due to the logarithmic nature
of pH:

Apgpe(kJ/mol) = —FAy+2.3RTApH.  (8)

The mitochondrial convention is that ApH is the pH
outside minus that in the matrix and is usually negative.

The proton electrochemical gradient is usually
expressed in units of voltage. This “proton-motive
force,” Ap, is defined as:

Ap(mV) = —(Apg)'F = Ap — 60ApH.  (9)

PHOTONS

The Gibbs free energy available from a single photon is
equal to Planck’s constant times frequency, i.e., bv, where
v is the frequency of the radiation. A mole (Avagadro’s
number) of photons corresponds to a AG of 120,000/\
k]J/mol, where \ is the wavelength in nanometers. For
600 nm red light, this corresponds to 200 k]J/mol. Note
that the absorption of such a photon would theoretically
be capable of lowering (making more negative) the
potential of an electron by 2 V.

The Thermodynamics of

Bioenergetic Interconversions

The bioenergetic processes occurring in mitochondria
involve the sequential conversion of redox energy into
proton-motive force and of proton-motive force into
the Gibbs free energy of the ATP pool. Since each
is based on Gibbs free energy, the interconversion is
very simple. Consider a respiratory chain complex that
transfers two electrons through a redox span of
AE, mV. If the complex pumps 7 protons against a
proton-motive force of Ap mV, equilibrium would be
reached when #Ap = 2AE;.. For the complex to work in
the forward direction, therefore, nAp = 2AE,. Roughly
speaking, the forward rate of the complex is pro-
portional to the disequilibrium for small displacements,
which is why respiration accelerates when the proton
gradient is lowered.

The equilibrium condition for the ATP synthase,
where Ap is expressed in kilojoules per mole and Ap is
expressed in millivolts, requires the Faraday constant,
AGatp = mFAp, where m represents the number of
protons required to generate 1 mol of ATP. Since the
ATP synthase is reversible, it can operate in the
forward direction (ATP synthesis) when AGpp <
mFAp and in the reverse direction (ATP hydrolysis)
when Gppp > mFAp.



Mitochondrial Respiration Rate:
The Proton Circuit

A simple but immensely powerful aid to understanding
the relationships between proton-motive force,
respiration, and proton re-entry pathways is to use a
simple electrical analogy (Figure 2). Because there is a
fixed stoichiometry between electron flow (and hence
respiration) and proton translocation, and because
protons must re-enter the mitochondrial matrix at
exactly the same rate that they are pumped out, the
“proton current,” Jy+, circulating around the “proton
circuit” will equal the rate of respiration times the H*/O
(protons pumped divided by oxygen utilized) stoi-
chiometry of the respiratory chain.

Because the current and potential (Ap) in the proton
circuit are known, Ohm’s law can be used to calculate
the resistance (or its reciprocal, i.e., the conductance,
CmH™) of the inner membrane to proton re-entry:

CuH™ = Ju+/Ap (10)

FIGURE 2 The analogy between the proton circuit and a simple
electrical circuit. (A) Open circuit. Zero current (no respiration),
potential (Ap) maximal. (B) Circuits completed, current flows
(respiration). Useful work done (ATP synthesized). Potential (Ap) less
than maximal. (C) Short-circuit introduced; energy dissipated,
potential low, respiration maximal. Adapted from Nicholls, D. G.,
and Ferguson, S. J. Bioenergetics 3 Copyright 2002, with permission
from Elsevier.
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Two major components of proton conductance are that
which occurs through the ATP synthase, which is tightly
coupled to the rate of ATP synthesis, and an endogenous
proton leak possessed by all mitochondria. One special-
ized tissue, brown adipose tissue, possesses an additional
controllable proton leak catalyzed by an uncoupling
protein that allows respiration, and heat production, to
occur without concomitant ATP synthesis.

SEE ALSO THE FOLLOWING ARTICLES

ATP Synthesis in Plant Mitochondria: Substrates, Inhibi-
tors, Uncouplers e Chloroplast Redox Poise and
Signaling e Energy Transduction in Anaerobic Prokar-
yotes ® Membrane-Associated Energy Transduction in
Bacteria and Archaea

GLOSSARY

electrochemical gradient The driving force inherent in an ion
gradient across a membrane, made up of two components: the
membrane potential and the ion concentration gradient.

Gibbs free energy A thermodynamic term that expresses the extent to
which a process is displaced from equilibrium and hence defines its
capacity to do work.

proton circuit The closed cycle comprising protons pumped across,
e.g., the mitochondrial inner membrane and re-entering via the ATP
synthase or a leak pathway.

proton conductance The conductance of a membrane to protons
calculated by applying Ohm’s law to the proton circuit.

redox couple A reduced/oxidized pair, such as NADH/NAD™.

redox potential A thermodynamic measure of the tendency of a
redox couple to gain or lose electrons.
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Biotin

Steven W. Polyak and Anne Chapman-Smith

The University of Adelaide, Adelaide, Australia

Biotin, or Vitamin H, is a member of the water-soluble class
of vitamins. It has been appreciated for some time that
biotin is an essential cofactor for a family of enzymes known
as the biotin-dependent enzymes. These enzymes are found
in all living organisms and catalyze several important
metabolic reactions. The cofactor actively participates in
the binding and transfer of carbon dioxide between
metabolites. Biotin is specifically attached to these enzymes
through the activity of another ubiquitous enzyme, biotin
protein ligase (BPL). In bacteria, this protein also behaves
as a transcriptional repressor of the biotin biosynthetic
operon, where biotin itself is an integral component required
for DNA binding.

Historical Perspective

At the end of the nineteenth century it was observed that
extracts from liver and meat could serve as effective
treatments for skin lesions induced by a diet of raw egg.
Earlier studies had identified a heat stable factor in the
same extracts that was also required for yeast growth.
In 1935 Kogl and Tannis isolated this factor from egg
yolk and called it biotin. The essential growth factor
present in the meat extracts, which had become known
as Vitamin H (Haut, German = skin), was found to be
identical to biotin. Later, it was discovered that avidin,
a biotin-binding glycoprotein, was the toxic component
of raw eggs. The structure of biotin was determined
in 1942 and confirmed by chemical synthesis and
X-ray analysis.

During the 1950s it became evident that biotin is
involved as a cofactor for a class of enzymes that
catalyze a variety of carboxyl transfer reactions. It
was first demonstrated that B-methylcrotonoyl-CoA
carboxylase, a biotin-requiring enzyme that catalyzes
a step in the degradation of leucine, was capable
of carboxylating free biotin. It soon became
apparent that, in the cell, biotin functions as a cofactor
only when bound to protein and that biotin is
covalently attached to the g-amino group of a specific
lysine residue of propionyl CoA carboxylase. Sub-
sequently, it was demonstrated for other biotin

Encyclopedia of Biological Chemistry, Volume 1. © 2004, Elsevier Inc. All Rights Reserved.

enzymes that the biotin prosthetic group is attached
in the same way.

Biotin

Biotin, a member of the water-soluble B-complex group
of vitamins, is synthesized by higher plants and most
fungi and bacteria. Humans, other mammals, and birds
cannot synthesize biotin de novo and therefore must
obtain this essential micronutrient from material syn-
thesized by intestinal microflora and from dietary
sources. In mammals, absorption of biotin occurs in
the small intestine. Other important sites that play a
role in normal biotin physiology include the liver (the
principal site of biotin utilization), the kidney (the site of
reabsorption of filtered biotin), and the placenta (the site
of transport of biotin from the maternal circulation to
the developing embryo). Biotin obtained from dietary
sources exists in both free and protein-bound forms.
Protein-bound biotin is digested by gastrointestinal
proteases and peptidases to biocytin and biotin-contain-
ing short peptides. Biotin present in these compounds
is recycled through the action of biotinidase to release
free biotin.

Biotin Enzymes

Biotin enzymes are a family of enzymes ubiquitously
found throughout nature. It appears that all organisms
contain acetyl coA carboxylase, reflecting the essential
role this enzyme plays in the synthesis of fatty acids
required for membrane biogenesis. While some organ-
isms, such as bacteria, possess only one biotin enzyme,
other organisms have multiple biotin enzymes. For
example, mammalian cells express pyruvate carboxylase,
propionyl-CoA carboxylase, and methylcrotonyl-CoA
carboxylase in addition to two isoforms of acetyl-CoA
carboxylase. These enzymes catalyze key metabolic
reactions in gluconeogenesis and amino acid metabolism,
in addition to fatty acid metabolism.

The members of this enzyme family utilize biotin as
a mobile carboxyl carrier in a conserved reaction
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mechanism that requires three domains: a biotin
carboxylase domain, a transcarboxylase domain, and a
biotin domain containing the covalently attached biotin
moiety. As shown in Figure 1, these enzymes catalyze
reactions in two partial reactions carried out at spatially
separate sites on the protein where biotin itself carries a
carboxyl group between the two sites. Biotin enzymes
can be divided into three classes depending on the nature
of the original donor and final carboxyl acceptor. These
are the carboxylases (Class I), decarboxylases (Class II),
and transcarboxylases (Class III). All eukaryotic
enzymes belong to Class I, while prokaryotes contain
enzymes from all three classes

The mechanism of biotin carboxylation in the Class I
enzymes has been extensively investigated. Experiments
on propionyl CoA carboxylase and pyruvate carboxy-
lase showed that the source of CO, in the reaction is
bicarbonate and the reaction is dependent upon the
presence of ATP:

MgATP + HCO3 + Enz-biotin = MgADP + Pi
+ Enz-biotin-CO; (D)

At the first partial reaction site, biotin is carboxylated at
the 1'-nitrogen probably after the formation of a very
labile enzyme-bound carboxyphosphate intermediate
that donates the activated carboxyl group to biotin.
Although no direct evidence of this reaction mechanism
has been reported, several observations suggest this as
the most likely scheme. Most notable are the similarities
between the biotin enzymes and carbamoyl phosphate
synthetase; an enzyme known to utilize a carboxy-
phosphate intermediate.

Subsequently, in the second partial reaction, the
transfer of the carboxyl group from carboxybiotin to
the acceptor molecule occurs. It has been proposed that
the decarboxylation of carboxybiotin proceeds along a
pathway where CO, and the enolate of biotin are
formed. Following protonation, carboxylated biotin
can again be formed at the first reaction site under

Site of 1st c
partial reaction o=c¢

1st Partial Reaction
Class I: Biotin Carboxylation
Class lI: Biotin Carboxylation
Class Ill: Transcarboxylase

Cc=0
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physiological conditions:

Enz-biotin-CO, + acceptor metabolite =

Enzyme-biotin + Carboxylated acceptor  (2)

The Class II decarboxylases differ from the Class I
carboxylases in that the reactions are ATP-independent.
The decarboxylases of anaerobic prokaryotes all cata-
lyze decarboxylation of a specific B-keto acid or
acyl-CoA coupled to sodium ion export against a
concentration gradient. Thus, this class of enzyme serves
as an important energy transducer that does not
require ATP. There is only one known member belong-
ing to the Class III biotin enzymes: Propionibacterium
freudenreichii subsp. shermanii transcarboxylase (TC).
TC catalyzes the formation of methylmalonyl-CoA from
propionyl-CoA using oxaloacetate as a carboxyl donor,
and it exists as a multimeric complex composed of
30 polypeptides of three different types.

Biotin Domains

The biotin prosthetic group is covalently attached via
the e-amino group of one specific lysine residue within
the biotin enzymes. This biotin-accepting lysine is found
in a tetrapeptide sequence, Ala—Met-Lys—Met, which
is extremely conserved among all biotin enzymes
(Figure 2). Additionally, the primary structure surround-
ing the target lysine residue shows a high degree of
homology between a wide range of enzymes and species
(Figure 2). Deletion studies have revealed that 30-35
amino acid residues either side of biocytin are necessary
to specify biotinylation. Collectively, these structures,
able to incorporate biotin in vivo, are termed biotin
domains. The removal of determinants necessary to
define the structure of a biotin domain by truncation
or mutation results in a molecule that is unable to
be biotinylated.

Site of 2nd
partial reaction

2nd Partial Reaction
Class I: Transcarboxylase
Class IlI: Biotin Decarboxylation
Class Ill: Transcarboxylase

FIGURE 1 Biotin mediated carboxyl transfer between reaction subsites of biotin enzymes. The biotin group attached to the target lysine is shown
located in the cleft of the biotin enzyme. The carboxylate anion, complexed to the biotin, is shown in the shaded circle. The arrow represents
movement of the mobile cofactor between the two partial reaction subsites during catalysis. The reactions performed at the separate subsites are

indicated for the three classes of biotin enzymes.
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BCCP E. coli HI VRSPWGTFYRTP  SPDAKAFI EVGQKVN
P. aerug. ACC  NWRSPWGTFYRAA  SPTSANFVEVGQSVK
rat PCC SVLRSPKPGVWAVS VKPGDWA
human PCC SVLRSPMPGVWVAVS VKPGDAVA
rat PC GQ GAPMPGKVI DI K VVAGAKVA
human PC GQ GAPMPGKVI DI K VVAGAKVA
chicken ACC SI LRSPSAGKLI QvV VEDGGHVF
human ACC SVVRSPSAGKLI QY1 VEDGGHVL
yeast ACC TQLKTPSPGKLVKFL VENGEHI |
P. sherm. TC GEl PAPLAGTVSKI L VKEGDTVK

VGDTLCl VEANKMWN
KGDI LCl VEAMKMVN
EGQEI CVI EAMKMON
EGQEI CVI EAMKMON
KGQPLCVLSAVKVET
KGQPL CVLSAMKVET
AGQCFAEI EVVKMW/M
AGQCYAE! EVNKMW/M
KGQPYAEI EVIKMQM
AGQTVLVLEANKNET

Q EADKSGTVKAI LV
HI EAEVSGTI ESI LV
SMIAGKMEKVKLVHC
SMIAGKTGTVKSVHC
WWTSPMVEGTVRKVHY
VWTSPMVEGTVRKVHY
TLTAGESGC! HYVKR
TLTAVESGC! GYVKR
PLVSQENG VQLLKQ
El NAPTDGKVEKVLY

ESGQPVEFDEPLWI E
ENGQPVEFDQPLFTI V
KAGDTVGEGDLLVEL—
QAGDTVGEGDLLVEL—
TKDMTLEGDDLI LEI E
TKDMTLEGDDLI LEI E
P—GAVLDPGCVI AKLQ
P—GAAL DPGCVLAKMY
P—GSTI VAGDI MAI MT
KERDAVQGGQGLI KI G

FIGURE 2 Sequence alignment of the biotin domains of biotin carboxylases from diverse organisms. Residues forming B-strands in the three-
dimensional structures of Escherichia coli biotin carboxyl carrier protein (BCCP) and Propionibacterium freudenreichii subsp. shermanii
transcarboxylase (TC) are underlined, and hydrophobic core residues are indicated by (M). The biotinylated lysine is marked (#). Shading indicates
residues very highly conserved in all biotin domains for which sequence data is available. Reproduced with permission from Chapman-Smith and

Cronan (1999), J. Nutr. 129, 4475-4848S.

The biotin domain participates in a number of
heterologous protein:protein interactions in the cell.
First, it serves as a substrate in the biotinylation reaction.
Here, the biotin prosthetic group is covalently attached
to the biotin domain through the enzymatic action of
biotin protein ligase (BPL). Subtle conformational
changes to the biotin domain that occur upon biotiny-
lation are thought to signal dissociation of the two
proteins and yield the biotinylated product. The
biotinylated or holo biotin domain is then free to
interact with each of the two partial reaction sites in the
carboxylase, shuttling carboxyl groups between sub-
strates in the enzyme complex.

The formation of multimeric protein complexes,
characteristic of all biotin enzymes, is not necessary for
substrate recognition by BPLs. Enzymatic biotinylation
experiments, performed using the biotin accepting
subunit of the P. shermanii TC or the biotin carboxyl
carrier protein (BCCP) of E. coli acetyl CoA carboxy-
lase, have shown that these domains function equally
well as BPL substrates as do the intact or multimeric
protein complex. Therefore, the information required
for association with BPL is present within the structured
biotin domain. BPLs from various sources have been
found to recognize and biotinylate acceptor proteins
from very different sources.

In 1966, McAllister and Coon first showed that
extracts containing BPLs from rabbit liver, yeast, and
P. shermanii were able to activate enzyme substrates
from rabbit and bacteria via the attachment of the biotin
prosthetic group. Evidence of cross species recognition
in vivo was demonstrated when the 1.3S subunit of TC
was recombinantly expressed in E. coli and shown to be
a substrate for the E. coli BPL. Truncation analysis of the
1.3S TC subunit revealed that the minimum amount of
information required to specify biotinylation was pre-
sent in the 75 C-terminal amino acid residues. This
minimal peptide, fused to B-galactosidase, was biotiny-
lated in vivo by the BPL from E. coli. Similarly, the

C-terminal 87 amino acid residue of BCCP (BCCP-87)
was shown to be a stable protein that can function as a
substrate for E. coli, insect, yeast, and human BPLs.
Together, these studies suggest that all biotin domains
fold into an essentially common tertiary structure
recognized by all members of the BPL enzyme family.

BI1oTIN DOMAIN STRUCTURE

The structures of two biotin domains have been
determined: that of the E. coli BCCP-87 (Figure 3) and
the 1.3S subunit of P. shermanii transcarboxylase. These
proteins are structurally related to the lipoyl domains of
2-oxo acid dehydrogenase multienzyme complexes,
which also undergo an analogous posttranslational
modification. These domains form a flattened B-barrel
structure comprising two 4-stranded B-sheets with the
N- and C-terminal residues close together at one end of
the structure. At the other end of the molecule, the
biotinyl- or lipoyl-accepting lysine resides on a highly
exposed, tight hairpin loop between B-strands four and
five. The structure of the domain is stabilized by a core
of hydrophobic residues, which are important structural
determinants. Conserved glycine residues (Figure 2)
occupy B-turns linking the B-strands.

BCCP-87 contains a seven amino acid insertion
common to prokaryotic acetyl-CoA carboxylases but
not present in other biotin domains. This region of the
peptide adopts a “thumb” structure between the 82 and
B3 strands and, interestingly, forms direct contacts with
the biotin moiety in both the crystal and solution
structures. The significance of this interaction is not
understood, but structural studies on the 1.3S subunit of
TC, which is a “thumbless” biotin domain, have
revealed that biotin also interacts with the protein.
Residues in the N-terminal region of the TC subunit,
independent of the biotin domain, functionally compen-
sate for the thumb structure by binding to biotin
only when the cofactor is in its carboxylated state.



FIGURE 3 Three-dimensional structures of two biotin domains.
The structures of the biotin domains from the biotin carboxyl carrier
protein (BCCP) of (left) Escherichia coli acetyl CoA carboxylase and
(right) the 1.3S subunit of Propionibacterium freudenreichii subsp.
shermanii transcarboxylase (TC) have been determined. The holo
forms of the two proteins with the biotin moiety specifically attached to
the target lysine residues at position 122 and 89, respectively, are
depicted. Solid arrows represent the B-strands in the fold. The amino
(N) and carboxyl (C) termini of the domain are indicated.
The molecules have been orientated to highlight the interaction of
biotin with the “thumb” structure in BCCP.

Therefore, it is possible that the mechanism employed
by the biotin-enzymes may involve non-covalent inter-
actions between the protein and the prosthetic group.

Biotin Ligase

REACTION MECHANISM

All BPLs catalyze biotinylation through the same
reaction mechanism:

Biotin + MgATP = Biotinyl-5'-AMP + PPi (3)

Biotinyl-5'-AMP + apo-protein
— biotinylated protein + AMP 4

In the first partial reaction, BPLs bind biotin and ATP in
an ordered manner (depending on the species) to form an
enzyme:biotinyl-5'-AMP complex or holo-BPL. At this
stage, the carboxyl group of inert biotin is activated by
the addition of an adenylate group forming the
intermediate biotinyl-5-AMP. In the second partial
reaction, holo-BPL complexes with an apo-biotin
domain. Nucleophilic attack upon the activated biotin
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by the amine group of the biotin-accepting lysine residue
results in the transfer of biotin from the adenylate onto
the biotin domain with AMP acting as the leaving group.
This two-step process is analogous to the tRNA
synthetase catalyzed linkage of amino acids to the 3
hydroxyl group of tRNAs.

E. coLr B1IOTIN LIGASE, BIRA

The best characterized BPL is the 35.3 kDa protein BirA
from E. coli. This protein is a bifunctional molecule
which, in addition to biotin protein ligase activity,
acts as the transcriptional repressor of the biotin
biosynthetic operon. By combining regulation of biotin
synthesis and metabolism through the actions of a
single protein, bacteria have evolved an exceptional
mechanism for maintaining biotin homeostasis. Recent
structural studies of BirA, together with enzymatic and
genetic studies, have provided powerful insights into
BirA action. The crystal structure of BirA shows that
the protein is composed of three domains: a DNA
binding N-terminal domain, a central catalytic domain,
and a C-terminal domain (Figure 4). The central domain
contains several poorly defined loops that become more
ordered upon binding of biotin or biotinyl-5'-AMP.

FIGURE 4 The three-dimensional structure of BirA. The diagram
shows the structure of Escherichia coli biotin protein ligase, BirA,
determined by X-ray crystallography. This figure highlights the three
functional domains in the bifunctional protein. The N-terminal
domain (N), shown in purple, contains a helix-loop-helix fold to
facilitate DNA binding. The central catalytic domain (shown in blue)
is depicted with biotin (ball and stick representation) bound at the
active site. Dots represent the unstructured loops around the active
site that become ordered during the reaction. The function of the
C-terminal (C) domain (shown in green) is not fully understood.
Modified with permission from Chapman-Smith et al. (2001), Protein
Sci. 10, 2608-2617.



178 BIOTIN

Ordering of these loops in the complex results in the
generation of an extended B-sheet which is required for
the interaction with other proteins. Thus, when com-
plexed with biotinyl-5-AMP, BirA is competent to
participate in one of two competing interactions: either
with apo-BCCP or with the 40 base pair operator
sequence within the biotin synthesis operon. In the
presence of apo-BCCP, monomeric BirA preferentially
interacts with this protein substrate and catalyzes
biotinylation. In the absence of apo-BCCP, the BirA
complex forms the homodimer structure required for
DNA binding and thus functions as a transcriptional
repressor. Therefore, when E. coli needs to produce
additional active acetyl-CoA carboxylase, its biotin
biosynthetic pathway can be derepressed by the
expression of apo-BCCP, thereby allowing the bacteria
to balance its nutritional requirements.

SEE ALSO THE FOLLOWING ARTICLES

Biotinylation of Proteins e Pyruvate Carboxylation,
Transamination and Gluconeogenesis

GLOSSARY

biocytin  Biotinylated lysine which is formed between the carboxyl
group of biotin and the epsilon amino group on the side chain
of lysine.

biotin A small, water soluble vitamin belonging to the B-complex
group; it is also known as vitamin H.

biotinidase A mammalian enzyme that can hydrolyze biotin from
either biocytin or short biotin-containing peptides thus facilitating
recycling of the vitamin.

biotin protein ligase The enzyme [E.C. 6.3.4.15] responsible for
covalent attachment of a biotin moiety onto a biotin-enzyme; it is
also known as the biotin inducible repressor (BirA) in some
prokaryotes and holocarboxylase synthetase in mammalian cells.
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Biotinylation of Proteins
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The biotinylation of proteins is the covalent coupling of biotin
to an amino acid or carbohydrate moiety of the protein.
Biotinylation occurs in a specific group of proteins known as
carboxylases. These are enzymes that are important in several
metabolic pathways, including amino acid metabolism, fatty
acid biosynthesis, and gluconeogenesis. Each of these carboxy-
lases is biotinylated on a single lysyl residue through the action
of a biotin:protein ligase, and are found in all organisms
(bacteria, plants, and animals). Biotinylation of proteins is also
done by in vitro chemical synthesis, whereby biotin can be cova-
lently coupled to any reactive functional group on the protein,
and is not necessarily restricted to a single amino acid residue.

Analytical and Clinical Applications

Chemically biotinylated proteins are important tools in
cell biology, and biochemistry, and have clinical applica-
tions. The uses of chemically biotinylated proteins have
evolved from the strong interaction between biotin (and
its derivatives) and avidin or streptavidin. The medical
importance of biotinylated proteins is twofold: (1) life-
threatening diseases result from failure to produce
adequate levels of endogenous biotinylated proteins.
These diseases are particularly serious in newborns and
early childhood and (2) the diagnosis and treatment of
tumors has been greatly facilitated by chemically
biotinylated proteins. As an analytical reagent in
cell biology and biochemistry, chemical biotinylation
of proteins is in widespread use not only primarily
for protein detection and assay, but also for
purification. These are considered in greater detail in
this article.

Biosynthesis and Degradation
of Natively Biotinylated Proteins

The biotinylated proteins native to cells are the biotin-
dependent carboxylases: acetyl CoA carboxylase, beta-
methylcrotonyl CoA carboxylase, proprionyl CoA
carboxylase, and pyruvate carboxylase. The first is a
cytosolic protein and the latter three are in the
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mitochondria. In bacteria, the biotinylated protein is
biotin carboxyl carrier protein which is a subunit of
bacterial carboxylases. The biosynthesis of naturally
biotinylated proteins occurs in two steps. Biotin is
activated by reaction with adenosine triphosphate
(ATP), releasing pyrophosphate and biotinyl
5'-adenosine monophosphate. The hydrolysis of pyro-
phosphate makes this step essentially irreversible under
physiological conditions. The transfer of biotin to an
g-amino group of a specific lysyl residue in the acceptor
protein is catalyzed by holocarboxylase synthetase (HS)
in eukaryotes, and biotin protein ligase (BPL) in
bacteria. The specific lysyl residue that is biotinylated
is found within a highly conserved structural motif of the
apoprotein — the biotin domain — that ranges in length
from 67 to 85 amino acids. The biotin domain is an
independently folding motif with a core structure of
eight B-strands forming two apposing antiparallel
B-sheets. Conservation of the catalytic portions of the
HS/BPL enzymes and of the biotin domains are so high
across evolution that bacterial BPL can recognize and
biotinylate mammalian biotin domains, and mammalian
HS can recognize and biotinylate bacterial biotin
domains. The consensus amino acid sequence surround-
ing the acceptor lysyl residue is Glu-Ala-Met-Lys-Met,
but only the Met-Lys-Met residues are invariant. The
conservation of the methionyl residues appears to be
dictated by evolutionary pressure to retain a catalytically
active carboxylase rather than a recognition site for the
synthetase, since Thr or Val can be substituted for these
Met residues with little loss of biotinylation but more
significant losses in catalytic efficiency of the
biotinylated product. In general, it appears that con-
servation of the B-sheet structure of the biotin domain is
as critical for recognition by the ligase as the consensus
sequence, but the latter is governed by the need to
conserve optimal enzymatic activity in the biotinylated
proteins. Thus the two aspects controlling specificity of
protein biotinylation are: first, recognition by the ligase
and second, enzymatic activity of the biotinylated
protein. Biotinylated proteins are degraded by cellular
proteases and the biotinylated lysyl residue (biocytin)
is the product of that degradation. Biotinidase is the
enzyme that cleaves biocytin to biotin and lysine.
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Medical Importance
of Biotinylated Proteins

Diseases caused by deficiencies in the biotin-dependent
carboxylases fall into two general categories based on
whether biotin administration is an effective treatment.
Those not treatable with biotin are due to genetic lesions
in the biotin-dependent carboxylases (OMIM 200350,
210200, 232050, 232000, and 266150 which are
described at the National Institutes of Health website
http://www.ncbi.nlm.nih.gov/omim), whereas those
treatable with biotin are the result of genetic lesions in
the synthetase (multiple carboxylase deficiency; OMIM
253270) or biotinidase (OMIM 25360). Clinically the
synthetase and biotinidase deficiencies are distinguished
by the early (up to three months post-partum) versus late
onset of symptoms, respectively. Mutations in holocar-
boxylase generally cause a raised Michaelis constant for
biotin. Thus the treatment with pharmacological doses
of biotin is probably successful because the enzyme only
requires higher concentrations of biotin for efficient
biotinylation of the apoprotein carboxylases. The
success of biotin administration when biotinidase is
lost indicates the biological importance of recycling
biotin from biocytin to maintain sufficient levels of
carboxylase activity. The other clinically significant
aspect of biotinidase is its ability to degrade radiolabeled
biotin derivatives, which are used in conjunction with
biotinylated antibodies to image and/or treat tumors.

Chemical Synthesis
of Biotinylated Proteins

The usual goal of protein biotinylation is to detect the
modified protein with avidin, where the avidin is itself
linked to a reporter group (a radionuclide, chromo-
phore, fluorophore, or an enzyme). The detection of
biotinylated proteins has been important in Western
blots in order to determine the expression of proteins in
diverse cells exposed to different stimuli or growth
conditions, for the immunocytochemical and immuno-
histochemical localization of proteins within subcellular
compartments or in tissues, and for the identification
and tracking of surface-biotinylated proteins. In
addition, the immobilized avidin (and derivatives) can
be used for affinity capture and purification of biotiny-
lated proteins, or in the capture of receptors using
biotinylated ligands. Biotinylation of proteins can be
achieved through covalent attachment of a biotin
derivative to any freely reactive functional group on a
protein. The most commonly used sites include primary
amines (a- or e-amino groups of the N-terminal or lysyl
residues, respectively, as illustrated in Figure 1B), thiol

(Brotein)- (CHy), -NH,
+ = (CH2)4—NH—CO— biotin
AMP-CO —biotin
A

(CH2)4—NH2
+ @ (CH2)4—NH—CO—(CH2 biotin

NHS-CO—(CHy,),—biotin
B

FIGURE 1 Biotinylation of proteins by enzymatic and chemical
reactions. (A) The transfer of biotin from AMP to the e-amino group of
a lysyl residue in a protein, catalyzed by holocarboxylase synthetase
(HS) forming an amide linkage. (B) The transfer of biotin, with a
hydrocarbon spacer of “n” methylene groups from an N-hydroxy-
succinimide ester (NHS) to an e-amino group of a protein in water.

groups (of cysteinyl residues), and carbohydrate groups.
The reactive derivatives of biotin for these reactions use
N-hydroxysuccinmide esters, iodoacetyl, or disulfide
derivatives of biotin, and hydrazide derivatives of
biotin, respectively. The critical factor in the useful
biotinylation of proteins is allowing avidin to bind
the biotinyl group after conjugation. This requires
sufficient distance between the surface of the biotiny-
lated protein and avidin, since biotin is bound in a
fairly deep pocket in avidin. This problem was solved by
Klaus Hofmann, who found that an & aminocaproyl
group offered a sufficiently long spacer group for this
purpose, as illustrated in Figure 1. The use of sulfo-N-
hydroxysuccinimidyl-esters (sulfo-NHSH esters) for
biotin derivitization introduced by James Staros further
simplified the use of biotin derivatives because it
increased the water-solubility and amine-specificity of
the reactive ester. Importantly, the sulfo-NHS esters
cannot cross cell membranes, and this permits the
selective labeling of cell surface proteins through
biotinylation of their extracellular domains.

Clinical Application
of Biotinylated Antibodies

Clinically, biotinylated antibodies are in current use
for the detection and treatment of tumors, with
success in many cases. The multistep procedure can
be summarized as follows: biotinylated antibodies
against a tumor-specific antigen are introduced into
circulation. Binding to the antigen concentrates the
biotinylated antibody at the site of the tumor. Avidin
or strepavidin is introduced, which binds the pre-
targeted antibody. Because these are tetramers, at least
one biotin-binding site is expected to remain unoccu-
pied in the avidin:biotinylated antibody complex.


http://www.ncbi.nlm.nih.gov/omim

A biotin derivative that chelates a radionuclide is then
introduced, which is trapped by the open biotin-
binding sites on avidin at the site of the tumor. This
protocol can be used to visualize the tumor in vivo by
immunoscintigraphy or positron emission tomography.
With the appropriate radionuclide, radiotherapy of
the tumor is also achievable. In such protocols,
circulating biotinidase plays a counter-productive
role, since it can and does break down biocytin
analogues. Thus knowledge of the “biotin cycle” of
endogenously biotinylated proteins has been import-
ant in the clinical application of chemically syn-
thesized biotinylated proteins.

SEE ALSO THE FOLLOWING ARTICLES

Biotin e Pyruvate Carboxylation, Transamination and
Gluconeogenesis

GLOSSARY

avidin A protein that binds “avidly” to biotin (Kq < 10~ M) and is
found in egg whites. A related bacterial protein is streptavidin, from
Streptomyces avidinii.

biocytin A biotin derivative formed between biotin and lysine. It is
formed by the catabolism of carboxylases, and is itself degraded to
biotin and lysine by the enzyme biotinidase.
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biotin A water-soluble vitamin that is used by carboxylases for
transfer of CO, groups in biosynthesis. It is bound tightly by the
proteins avidin and streptavidin.
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Bradykinin is an inflammatory nonapeptide, whose generation
in tissues and body fluids elicits numerous physiological effects
including vasodilation, edema, smooth muscle contraction,
as well as pain and hyperalgesia, by stimulating A- and
C-neurons. Bradykinin contributes to inflammatory responses
in acute and chronic diseases including allergic reactions,
arthritis, asthma, sepsis, viral rhinitis, and inflammatory bowel
diseases.

Overview

Most G protein agonists are hormones or neurotrans-
mitters synthesized intracellularly and stored in secre-
tory granules prior to release. In contrast, bradykinin is
a member of the kallikrein—kininogen—kinin system,
a complex of two substrates (kininogens) activated by
two enzymes (kallikreins) to produce four inflamma-
tory mediators (kinins) that bind to two bradykinin
receptors (Figure 1). The substrates, high molecular
weight (HMW) kininogen and low molecular weight
(LMW) kininogen, are a, macroglobulins produced by
alternative splicing of the same mRNA. HMW kinino-
gen circulates in blood in a 1:1 complex with plasma
prekallikrein. Upon tissue injury, factor XII, a com-
ponent of the coagulation cascade, cleaves plasma
prekallikrein to activate it. Plasma kallikrein acts on
HMW kininogen to release bradykinin (plasma kallik-
rein also activates LMW kininogen to produce brady-
kinin). Tissue kallikrein is synthesized by many types of
epithelial cells and secretory cells. Thus, unlike plasma
kallikrein, it acts locally. Tissue kallikrein acts only on
LMW kininogen and cleaves it one residue to the amino
terminus of the site of cleavage of plasma kallikrein to
produce a decapeptide, kallidin (or Lys-bradykinin).
Bradykinin and kallidin are equipotent agonists of
bradykinin B2 receptors and are usually referred to
generically as bradykinin or kinins. It should be noted
that bradykinin and kallidin are chemically hetero-
geneous since the proline residues within the peptides
may be partially hydroxylated.

Kinins are metabolized further by a variety of
enzymes, most of which inactivate them. The major
inactivating enzyme is kininase II, especially prevalent in
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the lungs and in vascular beds, and its activity is largely
responsible for the very short half-life of the kinins,
about 15 seconds. Kininase II removes the carboxyterm-
inal dipeptide from both bradykinin and kallidin.
Kininase II is also known as an angiotensin-converting
enzyme because it converts angiotensin I into the
vasoconstrictor angiotensin II. Of importance to the
present discussion, another enzyme, kininase I, removes
the carboxyterminal Arg from bradykinin and kallidin
to produce the other two inflammatory mediators, the
bradykinin B1 receptor agonists desArg’-bradykinin
and desArg'%-kallidin, respectively. Like the agonists of
B2 receptors, bradykinin and kallidin, the desArg
metabolites have similar potency as agonists of Bl
receptors.

Nearly all tissues express B2 receptors, and brady-
kinin-induced activation of B2 receptors is implicated in
many disease states. B1 receptors are expressed in only a
few tissues under normal conditions and only in very
small numbers. Several disease states are associated with
rapid induction of B1 receptors in specific tissues.

B1 Receptor

The existence of a B1 receptor activated by what had
been considered an inactive bradykinin metabolite, des-
Arg’-bradykinin, was a provocative proposal. This
receptor was not found in normal tissues, but was
found to be induced during incubation of tissues i vitro.
Identification of a synthetic B1 receptor antagonist,
desArg’, Leu®-bradykinin, added credence to the exist-
ence of a physiologic receptor. Later, induction of B1
receptors was found pharmacologically to be associated
with specific disease processes in vivo, and in 1994, the
existence of the B1 receptor was conclusively confirmed
with the cloning of the receptor protein.

B1 receptors have been implicated in hyperalgesia,
plasma extravasation, white blood cell activation and
accumulation, and in the control of blood pressure.
However, it seems certain that complete understanding
of the roles of this inducible receptor in pathophysiology
is not at hand. B1 receptors from several species have
been cloned. They are typical G protein-coupled
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FIGURE 1 Formation of endogenous bradykinin receptor ligands. Bradykinin and kallidin bind to B2 receptors, whereas, desArg’-bradykinin
and desArg'®-kallidin bind to B1 receptors. Both bradykinin and kallidin may contain some proline residues that are hydroxylated. If hydroxylated,
the most common residue is Pro’ in bradykinin and Pro* in kallidin (shown hydroxylated in the figure).

receptors in sequence. The human receptor has a
predicted sequence of 353 amino acids and is only
36% homologous to B2 receptors. The B1 receptor
activates phosphatidylinositol-specific phospholipase C
and possibly phospholipase A,.

The B1 receptor gene is composed of three exons.
The entire coding region for the receptor is contained
within the third exon. A variety of polymorphisms have
been identified. One, a G/C single nucleotide poly-
morphism in the promoter region has been associated
with disease. Expression of the C allele is higher than the
G allele, and patients with the G allele have greater
incidence of inflammatory bowel disease and end-stage
renal disease.

Bl RECEPTOR REGULATION

Most G protein-coupled receptors are internalized
quickly after the binding of their ligands. B1 receptors,
however, are not internalized following binding of
desArg-kinins. This results in very prolonged activation
of signal transduction, which translates into rather few
receptors per cell being necessary for biological activity
when compared to many other G protein-coupled
receptors. Ligand binding studies in a variety of tissues
reveal only hundreds to a few thousand B1 receptors per
cell, whereas most G protein-coupled receptors, includ-
ing B2 receptors, are found in the tens of thousands
per cell.

In contrast to prolonged phosphatidylinositol turn-
over, B1 receptor-mediated arachidonic acid release
and prostaglandin synthesis is short-lived, which is
similar to B2 receptors. The mechanism for this
differential desensitization is unknown, but it may be
linked to sequestered pools of arachidonate-containing

phospholipids or phosphorylation of an intracellular
binding site for a transduction protein.

B1 receptors have been shown by immunoprecipita-
tion studies to couple to Gaq and Gai. These G proteins
commonly couple receptors to phosphatylinositol-
specific phospholipase C and elevation of intracellular
free calcium activity. Activation of B1 receptors leads to
elevation of intracellular free calcium activity by
increasing calcium entry into the cell; this is in contrast
to the B2 receptor which acts primarily to release bound
intracellular calcium.

REGULATION OF Bl
RECEPTOR INDUCTION

Unlike many G protein-coupled receptors, the primary
regulation of the B1 receptor number appears to occur
by transcriptional induction. Biological studies have
found that B1 receptor expression is induced by a variety
of cytokines including endotoxin, interleukin 18, and
tumor necrosis factor. The specific domains affected by
these stimulating ligands have not been identified, but
activation of B1 receptor transcription has been corre-
lated to activation of the transcription factor NF-«B.

The regulation of the B1 receptor gene has also been
shown to be regulated by stabilization of mRNA.
Interleukin 1 treatment of cells has been demonstrated
to double the half-life of B1 receptor mRNA. In
addition, protein synthesis inhibitors increase B1 recep-
tor gene stability, suggesting the existence of a short-
lived protein that causes destabilization. This protein
may interact with the 3’ untranslated region, since
experimentally altering the 3’ untranslated region results
in B1 receptor mRNA’s with varying half-lives.
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Bl RECEPTOR KNOCKOUT ANIMALS

B1 receptor knockout mice have been reported to
develop normally and to have normal blood pressure.
In contrast, when inflammatory stimuli are applied, a
dramatic reduction in accumulation and apoptosis of
neutrophils have been reported, as well as hypoalgesia;
this is consistent with pharmacological evidence
presented in the past.

B2 Receptors

B2 receptors mediate bronchoconstriction, local blood
flow regulation, hypotension, acute inflammatory reac-
tions, pain, and hyperalgesia. B2 receptors from several
species have been cloned. Like B1 receptors, they are
typical G protein-coupled receptors in sequence. The
human receptor has a predicted sequence of 364 amino
acids. Both B1 and B2 receptors are found on
chromosome 14 in humans, only about 12 kb apart.
Like B1 receptors, B2 receptors activate phosphotidyli-
nositol-specific phospholipase C. In addition, in most
tissues, B2 receptor activation results in the produc-
tion of prostaglandins and other arachidonic acid
metabolites.

The B2 receptor gene is composed of three exons, of
which exon 2 and exon 3 provide the coding region for
the receptor. Bradykinin has been implicated in hyper-
tension for decades. To date, nearly 80 single nucleotide
polymorphisms have been identified for the B2 receptor.
The promoter region for the B2 receptor contains a
single nucleotide polymorphism, T/C. The C allele has
been demonstrated to be an independent risk factor for
essential hypertension in several ethnic groups. Several
other alleles have been reported and were found to be
differentially associated with several disease states.
Expansion of these observations promises the potential
to define the role of bradykinin in a variety of
physiologic and pathophysiologic states.

B2 RECEPTOR REGULATION

In contrast to the B1 receptor, B2 receptor number does
not seem to be significantly regulated by inducible gene
expression. Instead, B2 receptors are constitutively
expressed, as is the case for many G protein-coupled
receptors. Activation of the B2 receptor by binding of
bradykinin results in rapid internalization of the
receptor protein by endocytosis, occurring within a
few minutes. Internalization results in cessation of the
biological activity of the receptor. Thus, activation of a
particular B2 receptor results in a transient increase in
intracellular calcium activity and transient prostaglan-
din release. Receptors are recycled intracellularly, with
stripping of bradykinin and the return of a reactivated

B2 receptor to the cell surface where it may be
reactivated. Most G protein-coupled receptors are
internalized following attachment to arrestin and
dynamin-dependent clathrin-coated vesicles. In con-
trast, the B2 receptor becomes associated with caveolae.

B2 SiGNAL TRANSDUCTION

B2 receptors have been demonstrated to activate all of the
signal transduction mechanisms described for G protein-
coupled receptors (Figure 2). Any given cell type supports
only a few of the transduction pathways, and these are
primarily controlled by the specific G proteins expressed
by the given cell type. B2 receptors have been shown by
immunoprecipitation studies to couple to Gaq, which
mediates interaction with phosphatidylinositol-specific
phospholipase C. B2 receptors have also been shown
by immunoprecipitation to couple to Gai. G protein
depletion studies have suggested that Gai(2) and Geai(3)
couple B2 receptors to arachidonic acid release, pre-
sumably through the activation of phospholipase A,.
In contrast to B1 receptors, activation of B2 receptors
results in increased intracellular calcium activity from
the release of calcium from intracellular stores.

B2 RECEPTOR KNOCKOUT ANIMALS

Studies with B2 receptor knockout mice have shown
that the animals develop normally. However, one study
found that when animals are fed a high-salt diet, severe
hypertension occurs. It has also been reported that the

FIGURE 2 Signal transduction elicited by B2 receptors: BK,
bradykinin or kallidin; PLA,, phospholipase A,; IP3, inositol trispho-
sphate; DAG, diacylglycerol; PG, prostaglandin; LT, leukotriene. Not
shown is phospholipase D, which in some cells provides a shuttle for
arachidonic acid to appropriate subtrates for hormone-sensitive
phosphlipase A,. In most cells, bradykinin does not directly alter
cAMP concentration; often, this occurs as a consequence of PGE,
binding to its receptor.



renin—angiotensin system was abnormal (the kallikrein—
kinin system and the renin—angiotensin system are
antagonistic hemodynamic regulatory systems that
play important roles in blood pressure homeostasis)
and abnormal renal development occurred. A variety of
cardiac defects have also been reported as well as
chronically elevated heart rate.

Other Bradykinin Receptors

Many pharmacologic studies using bradykinin analogs
have yielded data suggestive of additional bradykinin
receptors, or at least heterogeneity of bradykinin
receptors. For example, in smooth muscle preparations
there is evidence for expression of different B2-like
receptors expressed by the smooth muscle and the
neuronal endings in the smooth muscle. Similarly, “B3”
receptors have been reported in trachea, and “B4” and
“BS” receptors have been reported in opossum esopha-
gus. A criticism of all of these studies is the use of rather
weak bradykinin analogs, with dissociation constants of
several nM, compared to pM dissociation constant for
bradykinin itself. No genetic evidence for additional
receptors beyond B1 and B2 has been obtained to date.

Bradykinin Receptor Antagonists
in Clinical Medicine

While highly potent peptide antagonists for B1 receptors
have been described, none to date have been evaluated in
clinical trials. In contrast, several peptide antagonists for
B2 receptors have been evaluated as anti-inflammatory
agents, including NPC 567 and Hoe 140. In addition,
several nonpeptide antagonists of B2 receptors have been
described. An issue that has slowed clinical development
of such antagonists is the observation that bradykinin
appears to play an important role in coronary artery
function. It has been suggested that antagonism of B2
receptors in patients with coronary artery disease may
have deleterious effects during ischemic events, perhaps
even triggering myocardial infarction.

SEE ALSO THE FOLLOWING ARTICLES
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Phosphatases o Phospholipase A, e Prostaglandins and
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GLOSSARY

angiotensin Peptide produced by the action of the enzyme renin on
the protein angiotensinogen.

Gprotein Trimeric complex of a, 8, and y subunits. Activation of a G
protein-coupled receptor results in dissociation of the Ga subunit,
which in turn activates signaling proteins such as adenylyl cyclase,
certain ion channels, and phospholipases. The activity of the Ga
subunit is terminated by endogenous GTPase activity, followed by
reassociation of the Ga with GBy subunit.

ischemia Loss of blood flow with resultant metabolic insufficiency of
a tissue bed.

myocardial infarction Death of heart muscle following prolonged,
complete ischemia.

prostaglandin  Autocoid (local hormone) produced by the action of
cyclooxygenase 1 or cyclooxygenase 2 on arachidonic acid. A
variety of prostaglandins may be produced, each with specific
biological actions elicited by binding to cell-surface receptors.

single nucleotide polymorphism Difference at a specific place in a
DNA sequence of a single nucleotide. The two gene variants are
alleles.
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The branched-chain a-ketoacids (BCKAs) comprise a-keto-
isocaproate (KIC), a-keto-B-methylisovalerate (KMV), and
a-ketoisovalerate (KIV) that are derived from branched-chain
amino acids (BCAAs) leucine, isoleucine, and valine, res-
pectively, through reversible transamination. The oxidative
decarboxylation of these three BCKAs is catalyzed by a single
branched-chain a-ketoacid dehydrogenase (BCKD) complex
to give rise to various branched-chain acyl-CoAs (reaction [1]).

R-CO-COOH + CoA-SH + NAD* — R-CO-S-CoA
+CO,1+ NADH + H* [1]

In patients with the inherited Maple Syrup Urine Disease
(MSUD), the activity of the BCKD complex is deficient. This
metabolic block results in the accumulation of BCAAs and
BCKAs. Clinical manifestations include neonatal or later
onset of often-fatal ketoacidosis, encephalopathy and other
acute and chronic neurological dysfunction as well as mental
retardation in survivors. A distinct phenotype is the strong
maple syrup odor in the urine of patients, and hence the name
of the disease. There are currently five clinical phenotypes
associated with MSUD: classic, intermediate, intermittent,
thiamin-responsive and E3-deficient. The prevalence of
MSUD is one in 185 000 live births worldwide.

Degradative Pathways of BCAAs

The oxidation of BCAAs leucine, isoleucine, and valine
begins with the transport of these amino acids into cells
through the Na'-independent L transporter in the
plasma membrane. In the cell, the BCAAs undergo the
first transamination step catalyzed by BCAA amino-
transferases (BCATs), which are either cytosolic or
mitochondrial, to produce BCKAs (Figure 1). The
second step, i.e., the oxidative decarboxylation of
BCKAs catalyzed by the mammalian BCKD complex,
occurs exclusively in mitochondria. The reaction pro-
ducts of KIC, KMV, and KIV are isovaleryl-CoA,
a-methylbutyryl-CoA, and isobutyryl-CoA, respectively.
These branched-chain acyl-CoAs subsequently undergo
the third step, i.e., dehydrogenation by specific acyl-CoA
dehydrogenases. The dehydrogenation of isovaleryl-
CoA is catalyzed by isovaleryl-CoA dehydrogenase;
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and of a-methylbutyryl-CoA as well as isobutyryl-CoA
is carried out by a-methyl branched-chain acyl-CoA
dehydrogenase. After these three steps, the degradative
pathways for each of BCKAs diverge. Leucine yields
acetyl-CoA and acetoacetate as end products, and is
therefore a ketogenic amino acid. Valine produces
succinyl-CoA, and is accordingly glucogenic. Succinyl-
CoA enters the Krebs cycle, and is eventually converted
to glucose by gluconeogenesis. Isoleucine is both
ketogenic and glucogenic since it is metabolized to
acetyl-CoA and succinyl-CoA.

Interorgan Relationships

Oxidation of BCAAs involves extensive interplay of
metabolites between muscle and liver in the rat. This is
due to the nonuniform distribution of BCATs and the
BCKD complex among organs and tissues. In rat skeletal
muscle, BCAT activity is high, but the BCKD complex
activity is low. A reverse situation exists in rat liver with
respect to levels of the two enzyme activities. Both rat
liver and heart degrade BCKAs at high rates, but in
hepatectomized rats leucine oxidation is decreased. This
led to the prevailing view, based on the rat model, that
the primary role of muscle is transamination of BCAAs,
which provides the major source of circulating BCKAs.
BCKAs are transported to liver, kidney, and heart, where
they are oxidized. However, the interorgan shuttling of
BCAA metabolites may not occur in humans. It was
shown recently that the BCKD complex activity in
human liver is similar to that in skeletal muscle. The
results confirm an earlier observation that BCKD
complex activity in human liver and kidney was
markedly lower than in the rat counterparts, but activity
in skeletal muscle was similar between two species. The
human liver exhibits twice as high BCAT activity as
human skeletal muscle. This finding suggests that human
liver is capable of oxidizing BCAAs in situ and does not
depend on BCAT activity in skeletal muscle for the
conversion of BCAAs to BCKAs. Since skeletal muscle
comprises 40% of the body mass, this tissue is likely the
major site for BCAA oxidation in humans.
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FIGURE 1 Catabolic pathways for the branched-chain amino acids (BCAAs) leucine, isoleucine, and valine. The first three common reactions are
catalyzed by the following enzymes: reversible transamination by BCAA aminotransferases (1), oxidative decarboxylation of BCKAs and
esterification of CoASH by the single mitochondrial branched-chain a-ketoacid dehydrogenase (BCKD) complex (2) and dehydrogenation by
isovaleryl-CoA dehydrogenase (3) or a-methyl branched-chain acyl-CoA dehydrogenase (4). After these steps the degradation pathway for each
amino acid diverges. As end products, leucine yields acetyl-CoA and acetoacetic acid; isoleucine produces acetyl-CoA and succinyl-CoA; and valine
is converted exclusively to succinyl-CoA. The solid horizontal bar (center) depicts the metabolic block imposed by Maple Syrup Urine Disease
mutations in the BCKD complex.
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Regulation of BCAA
and BCKA Oxidation

The oxidation of BCAAs and BCKAs is tightly regulated
but exhibits tissue-specific patterns. The plasma concen-
trations of BCAAs and BCKAs are elevated in starvation
and in clinical conditions such as diabetes mellitus,
obesity, and MSUD. Paradoxically, BCAA oxidation is
accelerated in muscles from fasted and diabetic rats.
Epinephrine (10 °=10"°¢ M) and glucagon (2 x 10~ -
5% 10°° M) were shown to also stimulate BCAA
oxidation in the heart and hemidiaphragms of rats.
Insulin decreases the oxidation of BCKAs in striated
muscle of fed rats, whereas the same hormone increases
oxidative decarboxylation of the ketoacids during
starvation. Clofibrate administration augments BCAA
oxidation in muscle, but inhibits their degradation in
liver. Carnitine, ketone bodies, hexanoate, and octanoate
increase the oxidation of leucine by skeletal muscle, while
pyruvate and decanoate exert inhibitory effects. The
metabolism of KIC in isolated rat hepatocytes is inhibited
by fatty acids, KIV, KMV, and pyruvate. The mechanism
of regulation for BCAA and BCKA oxidation was
not fully elucidated in the above earlier studies. However,
it has now become clear that these controls are
through alteration in activity state or the degree of
de-phosphorylation of the BCKD complex.

The Macromolecular Organization

of the BCKD Complex

The mammalian BCKD complex is a member of the
highly conserved a-ketoacid dehydrogenase complexes
comprising pyruvate dehydrogenase complex (PDC),
a-ketoglutarate dehydrogenase complex (a-KGDC), and
the BCKD complex with similar structure and function.
The mammalian BCKD multi-enzyme complex consists
of three catalytic components: a heterotetrameric (a,/3,)
branched-chain a-ketoacid decarboxylase or El1, a
homo-24 meric dihydrolipoyl transacylase or E2, and a
homodimeric dihydrolipoamide dehydrogenase or E3.
The E1 and E2 components are specific for the BCKD
complex, whereas the E3 component is common among
the three a-ketoacid dehydrogenase complexes. In
addition, the mammalian BCKD complex contains two
regulatory enzymes: the specific kinase and the specific
phosphatase that regulate activity of the BCKD complex
through phosphorylation (inactivation)/dephosphoryla-
tion (activation) cycles (Figure 2). The six subunits with
their cofactors and prosthetic groups that make up the
mammalian BCKD complex are shown in Table I. Three-
dimensional structures for the E1 and kinase components

cic © BCKA ©
ADP O ADP O
TPP O Clofibrate ©
ATP ADP

Kinase

(Active)

Ser-292a
Ser-302¢

Phosphatase

pi
NaF © Protamine @
NDP © Protein inhibitor ©
NTP © Acyl-CoA ©

FIGURE 2 Regulation of the BCKD complex by the phosphoryl-
ation—dephosphorylation cycle. Phosphorylation at Ser-292 and
Ser-302 of the Ela subunit by BCKD kinase in the presence of ATP
results in the inactivation of the BCKD complex. Removal of the
phosphate group on E1 converts the BCKD complex back to the active
form. Inhibitors (—) and activators (+) for each enzyme are shown.
CIC, a-chloroisocaproate; ArDP, arylidene pyruvate; NDP, nucleoside
diphosphate; NTP, nucleoside triphosphate.

and the lipoyl-bearing and subunit-binding domains of
the E2 component of the mammalian BCKD complex
have been determined. The BCKD complex is organized
around a cubic E2 core, to which 12 copies of E1, up to six
copies of E3, and unknown numbers of the kinase and the
phosphatase are attached through ionic interactions
(Figure 3). The molecular mass of the BCKD multienzyme
complex is estimated to be 4 x 10° Da. The purified
bovine E1-E2 subcomplex has a sedimentation coeffi-
cient (S50, ) of 40 S. The E3 component has low affinity
for the E2 core, and was mostly lost during purification of
the mammalian BCKD complex.

The reaction steps catalyzed by the three enzyme
components are also shown in Figure 3. The E1 com-
ponent catalyzes a thiamin diphosphate (ThDP)-
mediated decarboxylation of the a-ketoacids and the
subsequent reduction of the lipoyl moiety, which is
covalently bound to E2. The reduced lipoyl moiety and
the lipoyl domain serve as a “swinging arm” to transfer
the acyl group from E1 to CoA giving rise to acyl-CoA.
Finally, the E3-component with tightly bound flavin
adenine dinucleotide (FAD) reoxidizes the dihydrolipoyl
residue of E2 with NAD" as the ultimate electron



TABLE I

Component Enzymes and Subunit Composition of the Mammalian
Branched-Chain a-Ketoacid Dehydrogenase (BCKD) Complex

Prosthetic group
(P) and cofactor

Component Molecular mass (Da) (C)

BCKA decarboxylase (E1) 1.7 x 10° (a282) ThDP (C)
a-Subunit 46 500 Mgt (C)
B-Subunit 37200 K"

Dihydrolipoyl 1.1 X 10° (a24) Lipoic acid (P)
transacylase (E2)
Subunit 46 5187

Dihydrolipoyl 1.1 % 10° (as) FAD (C)
dehydrogenase (E3)
Subunit 55000

BCKD kinase 1.8 X 10° (o) Mg** (C)
Subunit 43 000

BCKD phosphatase 4.6 x10° (?) None
Subunit 33000

BCKA, branched-chain a-ketoacid; ThDP, thiamin diphosphate.

“Calculated from the amino acid composition deduced from a
bovine E2 ¢cDNA. The E2-subnit migrates anomalously as a 52 kDa
species in SDS-PAGE.

acceptor. The net or overall reaction is the production of a
branched-chain acyl-CoA, CO, and NADH from a a-
ketoacid, CoA and NAD™ (see reaction [1]).

Dietary and Hormonal Regulation
of the BCKD Complex

The regulation of BCKA oxidation was shown to be at the
BCKD complex step by using inhibitors such as oleate
and palmitoyl carnitine. The mammalian BCKD com-
plex is predominantly regulated by the reversible
phosphorylation of the Ser-292 and Ser-302 residues in
the E1a subunit. The activity state of the BCKD complex
in different tissues is the ratio of the actual activity of a
partially de-phosphorylated form to the maximal activity
of the fully de-phosphorylated form. Thus, the activity
state represents the percentage of the total BCKD
complex that is active in a given tissue or cell type.
Recent studies showed that the activity state of the
BCKD complex in human tissues is 40% in heart, 26 % in
skeletal muscle, 28% in liver, and only 14% in kidney.
Rats fed with low-protein diets show a reduction in the
activity state, but not the amount, of the BCKD complex
in hepatocytes, compared to chow-fed rats. The decrease
in activity state inversely correlates with an increase in the
amounts of the BCKD kinase protein and mRNA in rat
liver. Starvation, exercise, and diabetes stimulate the
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activity of the BCKD complex in skeletal muscle by
increasing the proportion of active or de-phosphorylated
enzyme. Recently, it was shown that glucocorticoids
cause a marked reduction in the BCKD kinase mRNA
level in rat hepatoma cells and rat liver with a concomi-
tant increase in the activity state of the BCKD complex.
Glucocorticoids and acidification also significantly
increase the activity state of the BCKD complex in pig
kidney cells expressing the hormone receptor.

Brain Neuropathology of BCKAs

The BCAAs, in particular leucine, are rapidly trans-
ported into the brain and actively metabolized. It was
proposed that a leucine—glutamate cycle which plays an
important role in maintaining a steady supply of
glutamate, a major excitatory neurotransmitter for
inter-neuronal communication. The BCAAs are nitrogen
donors for glutamate synthesis in astrocytes, a major site
of BCAA transamination. The amino group is trans-
ferred to a-ketoglutarate to yield glutamate. This amino
acid, in turn, is converted to glutamine. "*N-labeled
BCAA studies showed that at least one-third of the
amino groups of brain glutamate are derived from
BCAAs. The BCKAs may be released from astrocytes to
the extracellular fluid and taken up by neurons.
Although neurons can oxidize KIC, it is preferentially
reaminated to leucine. The flux of the reverse trans-
amination in rat cortical synaptosomes is several times
greater than the rate of nitrogen transfer from leucine to
glutamate. This is in contrast to the flux in astrocytes
which is mainly for glutamate synthesis. In the leucine
oxidative pathway, acetoacetyl-CoA is generated for
ketone synthesis or for cleavage to acetyl-CoA to enter
the tricarboxylic acid cycle.

In the classic form of MSUD, the excess BCAAs and
BCKAs are likely to interfere with the neuronal and
astrocytic metabolism. BCKAs accumulated in MSUD
compromise brain energy metabolism by blocking the
respiratory chain and inhibiting creatine kinase activity.
Perfusion by microdialysis with leucine and KIV has
created a microenvironment similar to that found in
MSUD. The infusion of leucine resulted in an increase of
large neutral amino acids in the extra-cellular space,
thereby a decreased concentration in neurons. The
infusion of KIC caused an 11-fold increase in leucine
and two- to threefold increase in other large neutral
amino acids in the extracellular space. This pattern is
consistent with active transamination of KIC to leucine.
These changes could affect biosynthesis of serotonin
and catecholamines, and alter the homeostasis of the
leucine/glutamate cycle and the glutamate/glutamine
cycle in brain.
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FIGURE 3 Model for structural organization and individual component reactions of the BCKD complex. The macromolecular structure
(4 x 10° Da in size) is organized about a cubic transacylase (E2) core (based on the structure of Azotobacter pyruvate dehydrogenase E2),
to which a decarboxylase (E1) (based upon Pseudomonas BCKD E1 structure), a dehydrogenase (E3) (according to the structure of
Azotobacter pyruvate dehydrogenase E3) are attached through ionic interactions. E2 of the BCKD complex contains 24 identical subunits
with each polypeptide made up of three folded domains: lipoyl (LD), E1/E3-binding (BD), and the E2 core domains that are linked
by flexible regions (represented by dotted lines). E1 a8, heterotetramers or E3 homodimers are attached to BD. The BCKD kinase and
BCKD phosphatase (not shown) bind to LD. E1 catalyzes the ThDP-mediated oxidative decarboxylation of «-ketoacids. The ThDP-
hydroxyacylidene moiety is transferred to a reduced lipoyl prosthetic group (in the box) on LD. The flexible LD carries
S-acyldihydrolipoamide to the active site in the E2 core to generate acyl-CoA. The reduced lipoyl moiety on LD is oxidized by E3 on
BD with the concomitant reduction of NAD". The sum of the above component reactions is the oxidative decarboxylation of BCKAs

(reaction [1] in the text).

SEE ALSO THE FOLLOWING ARTICLES

Amino Acid Metabolism e Pyruvate Carboxylation,
Transamination and Gluconeogenesis ® Pyruvate Dehy-
drogenase

GLOSSARY

activity state The ratio of the actual (partially de-phosphorylated)
activity to the maximal (fully de-phosphorylated) activity of the
mammalian mitochondrial branched-chain a-ketoacid (BCKD)
complex. The activity state represents % of the total BCKD
complex that is active in a tissue under defined physiological
conditions.

ketoacidosis A clinical condition associated with the accumulation of
the branched-chain a-ketoacids derived from branched-chain
amino acids leucine, isoleucine and valine present in dietary
proteins. This pathological state is presented by patients with the
Maple Syrup Urine Disease caused by congenital defects in the
BCKD complex.

oxidative decarboxylation The removal of a CO, group from a
molecule by a decarboxylase/dehydrogenase with a concomitant
transfer of electrons from the substrate to a biological electron
acceptor. For the branched-chain a-ketoacids, this reaction is

catalyzed by the BCKD complex coupled with the reduction
of NAD™.

phosphorylation The posttranslational modification of a protein or
enzyme molecule by a specific kinase, in which the y-phosphoryl
group from ATP is incorporated into a serine, threonine or tyrosine
residue of the protein/enzyme as a means to regulate its biological
activity.

transamination A reversible enzymatic reaction that converts an
amino acid into a corresponding a-ketoacid. For branched-chain
amino acids, this reaction is carried out by the distinct isozymes of
branched-chain aminotransferase both in the cytoplasm and the
mitochondrion.
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Brassinosteroids (BRs) are endogenous plant growth-
promoting hormones that function at low concentrations to
influence cellular expansion and proliferation, while inter-
acting with other plant hormones and environmental factors to
regulate the overall form and function of the plant. BRs are
found throughout the plant kingdom in seeds, pollen, and
young vegetative tissue, and the examination of the phenotype
of mutants affected in BR biosynthesis or signaling provides
genetic evidence that BRs are essential for normal organ
elongation, vascular differentiation, male fertility, timing of
senescence, leaf development, and responses to light. BRs are
unique among plant hormones in their close structural
similarity to vertebrate and invertebrate steroid hormones,
which have well-known roles in regulating embryonic and
postembryonic development and adult homeostasis in mam-
mals and insects.

Brassinosteroid Structure

and Natural Occurrence

BRs have been identified throughout the plant kingdom
as naturally occurring compounds in monocot and dicot
angiosperms, gymnosperms, algae, and pteridophytes.
At least 40 free BRs and four conjugates have been
rigorously characterized from plant tissue by a variety of
biochemical approaches.

DISCOVERY AND CHEMICAL STRUCTURE
OF BRASSINOLIDE

The discovery of brassinolide, the most active natural
BR currently identified, was preceded by three decades
of experiments at the United States Department of
Agriculture (USDA) in which organic extracts of pollen
from over 60 species were applied to a variety of crop
plants to identify new compounds with growth-promot-
ing properties. An extract from Brassica napus pollen
was extremely potent in promoting cell elongation and
division in bean second internodes and enhanced overall
growth of radishes, leafy vegetables, and potatoes when
young seedlings were sprayed in greenhouse
experiments. USDA researchers identified the active

Encyclopedia of Biological Chemistry, Volume 1. © 2004, Elsevier Inc. All Rights Reserved.

component of the B. napus extract in 1979 and named
the novel compound brassinolide. It was determined by
single-crystal X-ray analysis to be a polyhydroxylated
derivative of Sa-cholestane, namely (22R,23R,24S)-
20,30,22,23-tetrahydroxy-24-methyl-B-homo-7-oxa-
Sa-cholestan-6-one (Figure 1).

Other BRs differ from brassinolide by variations at
C-2 and C-3, the presence of a ketone or de-oxo function
instead of a lactone at C-6, various substitutions at
C-24, and the stereochemistry of the hydroxyl groups in
the side chain. Known BR conjugates include glycosy-
lated, myristylated, and laurylated derivatives of the
hydroxyls at C-2 and C-3 or in the side chain. Many BRs
are biosynthetic precursors or metabolic products of
brassinolide, although some of these BRs are believed to
have independent biological activity in specific plants.

ENDOGENOUS LEVELS OF BRS
IN THE PLANT KINGDOM

Endogenous levels of BRs vary according to plant organ
type, tissue age, and species, with pollen and immature
seeds containing the highest levels, followed by young
growing shoots. Pollen and immature seeds generally
show BR levels of 1-100 ng g~ ' fw; shoots and leaves
typically have lower amounts, 0.01-0.1 ng g~ ' fw. BRs
are isolated from plant tissues by organic solvent
extraction followed by reverse-phase high-performance
liquid chromatography (HPLC). Accurate quantification
of endogenous levels involves spiking with deuterated
forms of the BR of interest followed by gas chromatog-
raphy—mass spectrometry with selected ion monitoring
(GC-MS-SIM) analysis of derivatized BR samples.

Brassinosteroid Biosynthesis

The BR biosynthetic pathway can be divided into
general sterol synthesis (cycloartenol to campesterol)
and the BR-specific pathway from campesterol to
brassinolide. Details of the pathway have been obtained
by following the fate of labeled intermediates fed to cell-
suspension cultures and whole plants, and by measuring
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FIGURE 1 Structure of brassinolide and its sterol progenitor is compared with the animal steroid hormone testosterone and its sterol progenitor.

endogenous sterol and BR levels in biosynthetic mutants
blocked at various steps of the pathway.

MEVALONIC ACID TO CYCLOARTENOL

Like animal steroids, BRs are products of the isoprenoid
biosynthetic pathway beginning with acetyl-CoA and
proceeding through intermediates such as mevalonate,
isopentenyl pyrophosphate, farnesyl pyrophosphate,
and squalene-2,3-epoxide. It appears that the biosyn-
thetic steps from mevalonate to squalene-2,3-epoxide
are conserved among the phyla, but in animals and fungi
squalene-2,3-epoxide is converted to lanosterol, the
precursor of cholesterol, whereas in plants it is
converted to cycloartenol, the progenitor of the plant
sterols campesterol, stigmasterol, and sitosterol
(Figure 1).

CYCLOARTENOL TO CAMPESTEROL

The conversion of cycloartenol to campesterol begins
with C-24 alkylation of the side chain catalyzed by the
enzyme sterol methyl transferase 1 (SMT1) in the
presence of S-adenosylmethionine. The product, 24-
methylenecycloartenol, is converted to 24-methylenelo-
phenol in a series of steps including a C-14 sterol
reductase and a A”—A® sterol isomerase, encoded in
Arabidopsis by the FACKEL and HYDRA1 genes,

respectively. Mutants in the SMT1, FACKEL, and
HYDRAT1 genes show dwarfism and severe defects in
embryogenesis and vascular development that are not
rescued by BR treatment, possibly because the early sterol
pathway may produce a non-BR signaling molecule that
is critical for these developmental processes.

The conversion of 24-methylenelophenol to campes-
terol involves a A’-C-S-desaturase, encoded by
DWAREF7 (DWF7); a A’-sterol reductase, encoded by
DWARES (DWES); and a C-24 sterol reductase,
encoded by DWARF1 (DWF1). Arabidopsis dwf7,
dwf5, and dwf1 mutants are intermediate dwarfs with
altered vascular development and have reduced BR
levels. These developmental defects can be rescued by
treatment with exogenous BRs.

CAMPESTEROL TO BRASSINOLIDE

Four reactions lead from campesterol to campestanol via
reduction of the C-5 double bond (Figure 2). One of these
steps requires a Sa-steroid reductase (encoded by the
DE-ETIOLATED2, DET2, gene) that is an orthologue
of the mammalian enzyme that catalyzes the NADPH-
dependent reduction of testosterone to dihydrotestoster-
one. From campestanol, two biosynthetic routes are
possible: early C-6 oxidation, in which a ketone is
introduced at C-6 before the hydroxylation of the side
chain, and late C-6 oxidation, in which the side chain is
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FIGURE 2 Biosynthetic pathway leading from the plant sterol campesterol to brassinolide. From campestanol, two alternative pathways exist,
early C-6 oxidation (left) and late C-6 oxidation (right). Several points of interconnection are possible between the two pathways.



modified first and the ketone is introduced in the
penultimate step. Many plants, including Arabidopsis,
have both pathways functional, whereas others, such as
tomato, appear to use only late C-6 oxidation. Hydroxy-
lation of the side chain in either pathway occurs via
successive steps involving the cytochrome P-450 steroid
hydroxylases DWARF4 (DWF4) and CONSTITUTIVE
PHOTOMORPHISM AND DWARFISM (CPD).

The det2, dwf4, and cpd mutants of Arabidopsis are
extremely dwarf in stature; have dark-green, rounded,
and downward-curling leaves; and exhibit a prolonged
life span with reduced fertility and altered vascular
development. In the dark, these mutants show some of
the features of light-grown plants, including shortened
hypocotyls and open cotyledons. All these phenotypic
alterations can be rescued to wild type by exogenous
application of brassinolide or BR intermediates down-
stream of the biosynthetic block caused by the mutant.

Brassinosteroid Physiology

BRs have a dramatic positive effect on stem elongation,
promoting epicotyl, hypocotyl, and peduncle elongation
in dicots and enhancing coleoptile and mesocotyl
growth in monocots. Exogenous BRs also stimulate
tracheary element differentiation and numerous studies
in vivo suggest that endogenous BRs are essential for
normal vascular development. In many systems, BRs
increase rates of cell division, particularly under
conditions of limiting auxin and cytokinin. BRs also
promote seed germination, accelerate senescence, cause
hyperpolarization of membranes, stimulate ATPase
activity, and alter the orientation of cortical microtu-
bules. In addition to effects on growth, BRs also mediate
the effects of abiotic and biotic stresses, including
salt and drought stress, temperature extremes, and
pathogen attack.

Brassinosteroid Signal

Transduction

Recently it has been shown that animal steroids can be
recognized by cell-surface receptors. However, the classic
signaling pathway for these hormones involves binding
the steroid to an intracellular receptor consisting of a
variable N-terminal domain, a highly conserved DNA-
binding domain with two zinc-fingers, and a multi-
functional domain that mediates ligand-binding,
dimerization, and ligand-dependent transcriptional
activation. The completed genome sequence of Arabi-
dopsis thaliana indicates that plants do not contain
members of this superfamily of intracellular steroid
receptors, suggesting that cell-surface recognition is the
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primary, if not only, form of plant steroid perception.
Thus, plant and animal steroid hormones share many
structural and functional features, but differ in their
primary signaling pathways.

RECEPTOR KINASES AND
BR PERCEPTION

The best characterized component of BR signal transduc-
tion is BRASSINOSTEROID INSENSITIVE 1 (BRI1),
a single genetic locus in Arabidopsis encoding a leucine-
rich repeat receptor kinase. Homologous genes have been
identified in rice, tomato, and pea. Numerous bril
mutant alleles have been identified by various genetic
screens, most of which exhibit the extreme dwarfism and
other phenotypic characteristics of severe BR-deficient
mutants. In contrast to the biosynthetic mutants, bril
mutants cannot be rescued by BR treatment, consistent
with their role in signal transduction.

The BRI1 protein consists of a putative signal peptide
followed by the extracellular domain proper including a
leucine zipper and 25 leucine-rich repeats that are flanked
by short sequences containing paired cysteines. A 70-
amino-acid island that is critical for biological function
is embedded between repeats 21 and 22. Downstream
of the extracellular domain lies a short hydrophobic
single-pass transmembrane domain, followed by the
juxtamembrane region and the cytoplasmic Ser-Thr
kinase domain. Binding studies with radiolabeled
brassinolide and microsomal fractions of wild-type,
mutant, and transgenic Arabidopsis plants clearly
shows that BRI1 is an essential component of the BR
receptor complex. Whether it binds BR directly or in
association with other sterol-binding proteins is
currently unclear.

The mechanism of action of many animal receptor
kinases involves ligand-mediated homo- or heterodimer-
ization of the receptor followed by autophosphorylation
of the intracellular kinase domain. This activation of the
kinase results in the recognition and phosphorylation of
downstream signaling components, leading ultimately to
the regulation of specific gene expression. Plant receptor
kinases appear to follow the same general paradigm of
receptor kinase action, and mutational analysis shows
that both a functional extracellular domain and an active
cytoplasmic kinase are essential for BRI1 function.

With respect to BRI1 and BR signaling, recent
evidence suggests that heterodimerization with another
leucine-rich repeat receptor kinase may play an import-
ant role. BAK1 (BRI1 associated receptor kinase 1)
shares similar structural organization to BRI except that
it has only five leucine-rich repeats in its extracellular
domain and lacks the 70-amino-acid island of BRI1.
BAK1 is expressed in all tissues of the plant, similar to
the global expression pattern of BRI1, and confocal laser
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microscopy of transgenic plants expressing fusion
proteins shows plasma membrane localization for both
BRI1 and BAKI1. Direct physical interaction between
BRI1 and BAK1 was confirmed in yeast cells and
Arabidopsis plants by co-immunoprecipitation experi-
ments and genetic studies strongly suggest that BAK1
plays an important role in BR signaling.

DOWNSTREAM COMPONENTS

Both BRI1 and BAK1 have been shown to possess kinase
activity in vitro, and they can autophosphorylate
themselves and transphosphorylate one another. Other
in vitro substrates of the BRI1 kinase have been
identified, but no in vivo cytoplasmic substrates of
either BRI1 or BAK1 have been characterized thus far.

An element further downstream from BRI1/BAK1 is the
BIN2 (brassinosteroid insensitive 2) kinase, a negative
regulator of BR signal transduction. BIN2, which is
homologous to insect and mammalian shaggy-like
kinases involved in the Wingless/Wnt signaling path-
ways, most likely acts by phosphorylating two
related cytoplasmic proteins, BZR1 and BES1. Phos-
phorylation by BIN2 targets BZR1 and BES1 for
proteasome-mediated degradation. In the presence of
BR, BIN2 activity is apparently inhibited and the
nonphosphorylated forms of BZR1 and BES1 accumu-
late and move to the nucleus where they interact with
unknown transcription factors to regulate the
expression of specific genes involved in the BR response.
Our current knowledge of BR signal transduction is
summarized in Figure 3.

FIGURE 3 A model for BR signal transduction in Arabidopsis. BR binds to BRI1 or the BRI1/BAK1 heterodimer and initiates a signaling cascade
that inactivates the BIN2 kinase. This allows accumulation and nuclear localization of the unphosphorylated forms of the positive regulators BES1
and BZR1. Question marks indicate proposed but uncharacterized steps. Adapted from Molecular Cell, Vol. 10, S. D. Clouse, Brassinosteroid
Signal Transduction, pp. 973-982, Copyright 2002, with permission from Elsevier.
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Cholesterol Synthesis o G Protein-Coupled Receptor
Kinases and Arrestins

GLOSSARY

brassinolide The most active brassinosteroid. It affects cell elongation
and division at nanomolar levels. A unique polyhydroxylated
steroid with a C-6, C-7 lactone.

gas chromatography—mass spectrometry with selected ion monitoring
(GC-MS-SIM) Technique used with deuterated standards to
determine endogenous levels of brassinosteroids in plants.

receptor kinase A signal-transduction protein with multiple domains,
including an extracellular ligand-binding domain, a membrane-
anchoring region, and an intracellular kinase. Numerous receptor
kinases occur in various cell types in both plants and animals.
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Cadherin Signaling

David B. Sacks and Jonathan M.G. Higgins
Brigham and Women's Hospital and Harvard Medical School, Boston, Massachusetts, USA

The associations of cells with one another regulate many
cellular processes. Adherens junctions are specialized adhesive
structures between cells that are formed by cadherin-dependent
interactions. Cadherins are a family of Ca®*-dependent
intercellular adhesion molecules linked to the cytoskeleton.
Cadbherins are also signaling molecules that convey information
from the environment to the interior of the cell. In addition,
signals from inside the cell can modulate adhesion through
cadherins. These forms of cadherin signaling, together with
their ability to support adhesion, allow cadherins to participate
in coordinating many aspects of cellular organization.

The Cadherin Family

The cadherin superfamily includes six main subfamilies.
These are type-lI (or classical) cadherins, type-II
(atypical) cadherins, desmocollins, desmogleins, proto-
cadherins, and Flamingo cadherins.

CLASSICAL AND ATYPICAL CADHERINS

Classical cadherins like E-, N-, and P-cadherin are
components of adherens junctions between cells. The
most highly characterized is E-cadherin, which is
predominantly expressed in epithelium. The classical
cadherins are single-span transmembrane proteins with
a highly conserved carboxy-terminal cytoplasmic
domain and five extracellular domains, termed cadherin
repeats. Ca’" binding to the extracellular domain
induces homophilic adhesion with cadherin molecules
on adjacent cells. The cytoplasmic tail of cadherin
associates with the actin cytoskeleton via proteins called
catenins. Cadherin binds B-catenin or y-catenin (also
termed plakoglobin), which in turn bind to a-catenin
(Figure 1). The interaction of a-catenin with the actin
cytoskeleton strengthens the intercellular adherens
junction. Another catenin, termed p120°", also binds
to the cadherin tail in the cytoplasm. The closely related
atypical cadherins have similar properties.

DESMOSOMAL CADHERINS

Desmocollins and desmogleins are components of
desmosomes, which are sites of cell-cell adhesion in
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tissues subjected to mechanical strain (e.g., epidermis
and the myocardium). The overall structure of these
desmosomal cadherins resembles that of the classical
cadherins, but their cytoplasmic tails are linked to the
intermediate filaments of the cytoskeleton.

PROTOCADHERINS

The protocadherin family members have as many as
seven extracellular Ca**-binding domains, a transmem-
brane region and divergent cytoplasmic domains.
They appear to participate in development, and may
have a particularly important role in the central
nervous system.

OTHER CADHERINS

Other cadherins range from those with seven transmem-
brane segments (such as Flamingo) to T-cadherin, which
lacks both transmembrane and cytoplasmic regions.

Functions of Cadherin Signaling

Originally described exclusively as cell adhesion pro-
teins, cadherins have been shown to influence multiple
aspects of cell behavior. Indeed, cadherins can transmit
signals across the cellular membrane into the interior to
modulate cell function. While many members of the
cadherin family are likely to share this capacity, to date
only members of the classical and atypical cadherin
families have been studied in detail and they will be the
focus of this article.

SIGNALING TRIGGERED BY
CELL—-CELL CONTACT

Signaling can be triggered when cadherins attach to other
cadherins on adjacent cells, allowing information about
the external environment to be conveyed into the cell.
For example, most normal cells grown in culture dishes
will reproduce until they form a single continuous layer.
A process known as “contact inhibition” then prevents
further cell division. Cadherin—cadherin junctions
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FIGURE 1 Schematic model of a cadherin-mediated adherens
junction. Cadherins on adjacent cells interact with one another to
provide intercellular adhesion. The terminal portion of the cytoplasmic
tail of cadherin binds to B-catenin (B-ctn) or y-catenin (not shown),
which in turn binds to a-catenin (a-ctn). The interaction of a-catenin
with the actin cytoskeleton stabilizes the adherens junction. Another
catenin, p120°™ (p120), interacts with the cytoplasmic portion of the
cadherin tail near the cell membrane.

between cells produce a signal that leads to contact
inhibition and renders the cells insensitive to the
stimulatory effects of growth factors. Signals generated
by interactions between cadherins are also implicated in
the formation of desmosomal cell junctions, nerve
outgrowth, establishment of cell polarity, cytoskeletal
organization, tissue formation, cell differentiation, cell
movement, and regulation of gene expression.

INFLUENCE OF CADHERIN LEVEL
ON SIGNALING

The amount of cadherin present on the cell surface may
influence the signals generated. For example, expression
of high levels of E-cadherin can inhibit cell motility and
cell division and induce cell polarity. These effects have
led to the description of E-cadherin as a tumor
suppressor. In fact, loss of functional E-cadherin is
often associated with epithelial tumor progression and
invasion. Regulation of E-cadherin gene transcription
alters the total amount of E-cadherin protein in cells
during morphogenic processes such as hair follicle
development. The level of E-cadherin on the cell surface
also can be specifically regulated. These changes are

likely to modulate not only the adhesive properties of the
cell, but also the signals that the cell receives through
contacts with other cells. In some cases, alterations in
the level of cadherin may regulate cellular function even
in the absence of cadherin—cadherin interactions
between cells.

DIFFERENT SIGNALING PROPERTIES
OF VARIOUS CADHERINS

It is notable that the different types of cadherins induce
different changes in cell behavior. For example, while
E-cadherin usually reduces the motility of a cell, the
presence of N-cadherin or cadherin-11 has the opposite
effect, enhancing the ability of cells to crawl over
surfaces and invade tissue. It is clear that the various
cadherins trigger different signaling pathways. These
differences are likely to play a critical role in the
regulated changes in cell behavior that occur during
early animal development (“embryogenesis™). A striking
example of this sort of change occurs when cells undergo
“epithelial-mesenchymal transitions.” This process
occurs during tissue remodeling when relatively seden-
tary epithelial cells with stable adherens junctions
transform into more motile and invasive mesenchymal
cells in order to migrate and form new tissue structures.
These events are frequently accompanied by a switch in
cadherin expression, for example, from E-cadherin to N-
cadherin. Similar changes occur during malignant
transformation. Most human cancers arise from epi-
thelial cells. These cells normally express E-cadherin. In
many cases, expression of functional E-cadherin is lost
during malignant transformation, and anomalous
expression of N-cadherin or cadherin-11 occurs. These
changes may contribute to the increased growth rate,
and increased migratory and invasive capacity of
cancer cells.

INSIDE-OUT CADHERIN SIGNALING

It is also apparent that the adhesiveness of cell surface
cadherins can be modulated from within the cell in the
absence of changes in the level of cadherin expression.
Therefore, cadherins are able to transduce both “out-
side-in” and “inside-out” signals. Feedback between
these two types of signals is critical to allow the correct
formation and disassembly of cadherin—cadherin junc-
tions during morphogenesis and for the continuous
remodeling of adherens junctions that occurs even in
sedentary cells.

Mechanisms of Cadherin Signaling

Considerable progress has been made in describing
cadherin signaling. Classical and atypical cadherins



interact with several signaling molecules, but the
molecular mechanisms that constitute the signaling
pathways are not completely understood. Three major
signaling pathways have been described.

RHO FAMILY GTPASE SIGNALING

An important target of cadherin signaling is the
cytoskeleton. This dynamic scaffold of rod-like actin
must be rearranged to allow cells to form junctions
with other cells and for cells to move. Members of the
Rho family of small GTPases are vital regulators of
these events, and they are activated in response to
the formation of cadherin-mediated cell junctions.
Changes in the activity of the Rho family GTPases
also lead to alterations in the adhesive capacity of
cadherins. Thus, communication between cadherin and
Rho GTPases is bidirectional. In general, GTPases serve
as switches that are “on” when bound to GTP and
“off” when the bound GTP is hydrolyzed to GDP.
The best-characterized members of the Rho family are
Cdc42, Racl, and RhoA.
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Cdc42 induces the formation of filopodia or micro-
spikes, small finger-like projections from the cell that
are needed for the first steps of adherens junction
formation by cadherins. Cdc42 is activated upon the
assembly of E-cadherin-mediated cell junctions
(Figure 2). This mechanism perhaps allows E-cadherin
to initiate signals that in turn further stimulate
adherens junction formation. Cdc42 also activates
the so-called PAR/atypical protein kinase (aPKC)
complex and thereby stimulates cell polarity and tight
junction formation.

Racl is activated rapidly in response to cadherin
binding. Active Racl stimulates remodeling of the actin
cytoskeleton that leads to the formation of cell
membrane protrusions known as lamellipodia. This
change in morphology may help extend the contact zone
between cells, enhancing formation of stable adherens
junctions. Activated Cdc42 or Racl can also influence
the function of a protein known as IQGAP1. High levels
of IQGAP1 in a cell decrease E-cadherin-mediated
adhesion, perhaps by binding B-catenin, thus displacing
a-catenin from the E-cadherin—B-catenin complex.

Cadherins
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Inactive Active
‘ GDP . %
Actin
Filopodia
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‘ GDP . m
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FIGURE 2 Cadherin-mediated adhesion activates Rho family GTPases. The formation of cadherin contacts between cells leads to the activation
of Cdc42 and Racl (i.e., generation of GTP-bound forms). In the active state, Cdc42 and Rac1 cause alterations in the actin cytoskeleton that lead
to the generation of finger-like filopodia and membrane ruffles known as lamellipodia, respectively. These events lead to changes in both the ability
of cells to adhere to their surroundings and in cell migration, and can increase the stability of the cadherin-mediated junctions themselves.
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Activated Cdc42 or Racl can bind to IQGAP1 and
counteract this activity, thereby increasing the adhesive
capacity of cadherins.

Activation of RhoA leads to the formation of stress
fibers. Active RhoA influences E-cadherin function and
appears necessary for maintenance of adherens junc-
tions. Moreover, cadherin signals can modulate the
activity of RhoA. Thus, cadherin can regulate the actin
cytoskeleton by multiple mechanisms.

The transition from the off to the on state of GTPases
can be brought about by guanine nucleotide exchange
factors (GEFs) that cause the displacement of GDP from
the GTPase, and replacement with GTP. Conversely,
GTPase activating proteins (GAPs) enhance the
conversion of GTP to GDP, so inactivating the GTPase.
It is likely that cadherin-mediated adhesion leads to the
activation of GEFs, or perhaps the inactivation of GAPs,

for Cdc42 and Racl. RhoA may be regulated by direct
interactions with p120°™,

WNT/B-CATENIN SIGNALING

In addition to linking the cytoplasmic tails of cadherins to
the actin cytoskeleton (see Figure 1), B-catenin is an
important component of a signaling pathway involved in
both normal development and cancer. Normally, B-cate-
nin molecules not attached to cadherins are degraded in
the cytoplasm. When cells are exposed to an extracellular
growth factor known as Wnt, B-catenin is protected from
degradation and accumulates in the nucleus (Figure 3).
There, in association with the TCF/LEF family of
DNA-binding proteins, B-catenin activates the transcrip-
tion of genes that stimulate cell proliferation. Thus, the
extent to which B-catenin is “soaked up” by binding to
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FIGURE 3 Cadherins modulate Wnt/B-catenin signaling. In addition to its role as a component of adherens junctions, B-catenin (B-ctn)
increases the activity of the TCF/LEF transcription factor in the nucleus. The extent to which B-catenin accumulates in the nucleus depends in
part upon the level of free B-catenin in the cytoplasm. The amount of free B-catenin is normally low due to its phosphorylation by glycogen
synthase kinase-3 (GSK3), binding to adenomatous polyposis coli (APC) and Axin proteins, and subsequent destruction (P indicates the added
phosphate group). GSK3 activity is decreased by Disheveled (Dsh) when the growth factor Wnt binds to its receptor frizzled on the cell surface.
Therefore, Wnt can reduce degradation of B-catenin and increase the amount of B-catenin in the nucleus, thereby promoting transcription. In
contrast, the formation of cadherin—cadherin junctions, or an increase in the amount of cadherin, can lead to the sequestration of SB-catenin
due to its interaction with cadherin tails. In this way, cadherins are thought to decrease the amount of nuclear B-catenin, and act in opposition

to Wnt signals.



cadherins can potentially modulate the signal generated
by activation of the Wnt pathway. High expression levels
of E-cadherin can substantially reduce the amount of free
B-catenin, and lower the cellular response to Wnt. In the
absence of Wnt, increased adherens junction formation
recruits B-catenin, decreasing the nuclear pool of B-
catenin, and attenuating B-catenin-mediated transcrip-
tion. Conversely, disruption of cell-cell adhesion may
release B-catenin, thereby enhancing transcription. It is
noteworthy that mutations of proteins that regulate
turnover of B-catenin have been found in several
human cancers.

PHOSPHORYLATION AND
DEPHOSPHORYLATION

The phosphorylation of proteins (i.e., addition of
phosphate groups) by kinase enzymes is a common
mechanism for regulating numerous cellular processes.
Although the cadherins themselves do not have kinase
activity, a number of examples of cross talk have been
observed between cadherins and growth factor receptors
that contain intrinsic tyrosine kinases (Figure 4).
For example, N-cadherin interacts with the fibroblast
growth factor receptor FGFR1 and can boost the
phosphorylation cascade triggered by binding of fibro-
blast growth factor-2 to FGFR1. Analogous interactions
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may occur between E-cadherin and the epidermal
growth factor receptor, as well as VE-cadherin and the
vascular endothelial growth factor receptor-2. In this
way, cadherins can modulate changes in the survival,
proliferation and motility of cells in response to a variety
of growth factors.

Conversely, phosphorylation can modulate inside-out
signals to regulate cadherin activity. The association
between growth factor receptor tyrosine kinases and
cadherins allows growth factors to promote the phos-
phorylation of several adherens junction proteins
(Figure 4). A number of non-receptor kinases, including
Src, also can phosphorylate junction components.
Phosphorylation of B-catenin on tyrosine residues is
believed to induce dissociation of B-catenin from
cadherins and decrease adherens junction stability.
Phosphorylation of the cadherins themselves, and of
v-catenin and p120°™", also modulates adherens junction
assembly. In particular, the interaction of p120°™ with
the cytoplasmic domain of cadherins appears to be an
important regulator of cadherin activity, perhaps by
influencing the clustering of cadherins in the cell
membrane. Cadherins are also found in a complex with
selected protein phosphatases. These enzymes, which are
activated by cadherins, dephosphorylate (i.e., remove
phosphate from) B-catenin, allowing reversible regu-
lation of cadherin adhesive capacity (Figure 4).
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FIGURE 4 Cadherin crosstalk with kinases and phosphatases. Cadherins interact with a number of growth factor receptors that have
intrinsic kinase activity. By this mechanism, cadherins can modulate the signaling cascades triggered by growth factors that lead, for
example, to the activation of gene transcription. In addition, activation of receptor kinases can promote the phosphorylation on tyrosine
residues of B-catenin (dotted line; P indicates the added phosphate group), its dissociation from cadherin tails, and disassembly of the
adherens junction (not shown). Cadherins are also found in a complex with a number of protein phosphatases that can dephosphorylate
B-catenin. In this way, cadherins can modulate the reversible phosphorylation of adherens junction components that alter the activity of

cadherin itself.
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Cadherin-Mediated Cell-Cell Adhesion ¢ Rho GTPases
and Actin Cytoskeleton Dynamics

GLOSSARY

adherens junction Cadherin-dependent adhesive structures linked to
the actin cytoskeleton that mediate attachment of cells to one
another.

cadherins Family of homophilic adhesion molecules that mediate
Ca**-dependent cell—cell adhesion.

catenins Family of proteins comprising a-, 8-, y-, and p120 catenin,
that attach to the cytoplasmic tails of cadherins.

homophilic The preference of a molecule for interactions with
identical molecules.

Rho family GTPases Family of regulatory proteins that act as
molecular switches, alternating between active and inactive forms.
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Cadherin-Mediated
Cell —Cell Adhesion

Frauke Drees and W. James Nelson
Stanford University, Stanford, California, USA

Cell-cell adhesion is the process of establishment and
maintenance of contacts between adjacent cells in tissues and
organs of multicellular organisms. Cadherins comprise a
superfamily of transmembrane glycoproteins that mediate
calcium-dependent cell-cell adhesion and are found in all
metazoans. Cadherins are involved in a wide variety of
biological processes including development, tissue morpho-
genesis, and tumor metastasis. The cadherin family consists of
four major subfamilies: classical cadherins, desmosomal
cadherins, protocadherins, and atypical cadherins. Members
of the cadherin superfamily share a conserved extracellular,
calcium-binding domain (CD repeat) involved in specifying
cell—cell adhesion, but the number (5-34) and arrangement of
these domains differ between subfamily members.

Cadherin Subfamilies

CrassicAL CADHERINS

Classical cadherins comprise a small subfamily of
proteins with the simplest, prototypic organization of
cadherins: an extracellular domain comprising five EC
repeats, a single transmembrane domain, and a con-
served cytoplasmic domain that binds specific cytosolic
proteins that link cadherins to the actin cytoskeleton.
They are also the best understood of all cadherins in
terms of structure, mechanism of adhesion, and func-
tion. Generally, classical cadherins are expressed in
specific tissues, from which they were originally named
(e.g., epithelia, E-cadherin; nervous system, N-cadherin;
placenta, P-cadherin) although it is now recognized that
each is broadly expressed in most tissues. Classical
cadherins have been implicated in a variety of develop-
mental processes, particularly in cell sorting during
tissue remodeling. They are the major components of
adherens junctions, an ultrastructurally defined
adhesion site between opposing cells; note that other
adhesion proteins such as nectin, a member of the
immunoglobulin superfamily of adhesion proteins, have
also been shown to localize and contribute to the
formation and maintenance of adherens junctions.
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Classical cadherins mostly form homotypic adhesions
between the same type of cadherin on adjacent cells
(e.g., E—E, N=N, P—P).

DESMOSOMAL CADHERINS

Desmosomal cadherins, termed desmocollin and des-
moglein, are found in desmosomes, a structure morpho-
logically distinct from the adherens junction.
Desmosomal cadherins have five EC domains, a single
transmembrane domain, and a cytoplasmic domain that
interacts with cytosolic proteins different from those
that bind classical cadherins that link desmosomal
cadherins to the intermediate filament network. Desmo-
somes and desmosomal cadherins are typically found in
tissues that have to withstand high mechanical stress,
such as epithelia, and are well conserved throughout
most higher metazoans, but are absent in flies and
worms. There are three subtypes of desmocollins
and desmogleins, which are expressed in a tissue- and
differentiation-specific manner. Desmosomal cadherins
form heterotypic interactions, in contrast to the homo-
typic interactions of classical cadherins. Desmosomal
cadherins can initiate and maintain cell—cell adhesion in
the absence of classical cadherins, but adherens junc-
tions containing classical cadherins are generally
assembled before desmosomes in development.

PROTOCADHERINS

Protocadherins constitute the largest cadherin subfam-
ily, but its members are far less well characterized than
either classical or desmosomal cadherins. Protocadher-
ins are highly expressed in the mammalian brain and
nervous system. Genomically, they are organized in
three large gene clusters with a very large number of
exons encoding “variable” extracellular domains, and
three exons encoding “constant” intracellular domains;
combinations of extracellular and intracellular domains
can be assembled to potentially generate thousands of
different protocadherins. This has prompted speculation
that protocadherin genes might reorganize in a manner
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similar to that of immunoglobulins (hence the analogy to
immunoglobulin “variable” and “constant” domains),
and their resulting diversity might contribute to specify-
ing cell-cell connections during development of the
nervous system. This is substantiated by the fact that
protocadherins show  distinct spatio-temporal
expression patterns during brain development. How-
ever, a clear role for protocadherins in cell-cell adhesion
has not yet been demonstrated.

ATYPICAL CADHERINS

Atypical cadherins comprise the fat-like cadherins
(e.g., fat, dachsous, two related proteins expressed in
Drosophila), cadherins with a seven-pass transmem-
brane domain (e.g., flamingo), protein kinase cadherins,
Dcad102F-like cadherins, and T-cadherin. Fat-like
cadherins are a heterogeneous subfamily of proteins
with very large extracellular domains that contain up
to 34 EC repeats, in addition to EGF and laminin-G
domains. They have a single transmembrane domain,
and the cytoplasmic domains of fat and dachsous have
predicted binding sites for cytoplasmic proteins that bind
classical cadherins. The seven-pass transmembrane
cadherins, such as flamingo, were first identified in
Drosophila. The extracellular domain contains eight or
nine EC domains and EGFR- and laminin-like domains,
and mediates homotypic cell-cell adhesion. Amino acid
sequence analysis predicts seven transmembrane
domains, which show similarity to G protein-coupled
receptors (GPCR). The cytoplasmic domain is different
from those of classical and fat-like cadherins, and
interacting cytosolic proteins have not been found, but
due to their similarity to GPCR, flamingo-like cadherins
have been implicated in cell signaling pathways. In
Drosophila, flamingo-like cadherins are required for
establishment of planar cell polarity. T-cadherin differs
from all other cadherins because it lacks transmembrane
or cytosplasmic domains, but instead associates with
the membrane via a glycophosphidylinositol-anchor that
inserts directly into the outer leaflet of the plasma
membrane lipid bilayer. T-cadherin can mediate
calcium-dependent cell-cell adhesion, but does not
cluster in cell—cell contacts. T-cadherin has been impli-
cated in signaling events and might constitute a negative
guidance cue for neurons in the nervous system. Little is
known about the other members of this subfamily,
protein kinase cadherins, and Dcad102F-like cadherins.

Regulation of Cadherin Adhesion:

Role of the Extracellular Domain

Although it is broadly accepted that the main role of
cadherins is to mediate adhesion between cells, the exact

mechanism of how the adhesive contact forms is not
fully resolved. Analysis of this problem has focused
primarily on the classical cadherins: N- and E-cadherin.
Classical cadherins are believed to form two types of
dimers, lateral or cis-dimers between two cadherin
molecules on the same cell, and trans-dimers between
cadherins on opposite cells (Figure 1).

MECHANISMS OF CADHERIN
SPECIFICITY IN CELL SORTING

Specificity of adhesion appears to be determined in two
ways. Early cell-sorting experiments showed that when
two cell lines expressing N- and E-cadherin were mixed
the cells sorted out and formed separate aggregates each
of which expressed the same cadherin. In this case,
homotypic trans adhesion between extracellular
domains of the same cadherins appears to mediate
adhesion specificity. The specificity for homotypic
recognition is thought to be encoded in the EC1
extracellular domain, because when the EC1 domain
of N-cadherin is swapped onto EC domains 2-5 of E-
cadherin for example, the resulting chimeric protein
sorts like N-cadherin in the experiments described
earlier. More recent experiments showed that cells also
sort from each other in aggregates formed between cells
expressing different levels of the same cadherin. Thus,
cell sorting may also be mediated by differences in
adhesion strength that is proportional to the amount of
cadherin expressed. The exact mechanism involved in
adhesion specificity remains to be elucidated, but it will
probably be a combination of spatio-temporal
expression patterns of different cadherins, as well as
differences in adhesive properties (strengths) between
different cadherins.

EXTRACELLULAR DOMAIN STRUCTURE
(C1S- AND TRANS-DIMERS)

These early studies indicated that the outermost,
N-terminal cadherin domain (EC1) is important in
adhesion of E- and N-cadherin, and that a specific
tripeptide, histidine—alanine—valine (HAV), and a con-
served trytophan residue at position 2 (W2) in EC1
formed cadherin-binding motifs. Short peptides com-
prising the HAV sequence block adhesion in cell
aggregation assays, and mutations of W2 also decrease
adhesion. Both the EC1 domain and the EC1-EC2
domain of E- and N-cadherin have been crystallized.
The crystal structures reveal that EC domains comprise
an immunoglobulin-like fold with a seven-strand
B-sheet, and that 6 Ca’>"-ions associate with residues
in the linker region between EC1 and EC2. Calcium
binding stabilizes the extracellular domain into a rigid
bent rod-like structure that is resistant to proteolytic
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FIGURE 1 Schematic model of the linkage of protein—protein interactions between cadherins and cytoplasmic proteins. (A) Classical cadherins

form cis- and trans-dimers to mediate Ca®"-dependent adhesion. The cytoplasmic domain interacts directly with p120 and B-catenin. B-catenin in
turn binds a-catenin, which links the complex to the actin cytoskeleton both directly through interaction with actin filaments and indirectly through
the actin-binding proteins vinculin, ZO-1, a-actinin, and afadin. Other actin-associated proteins such as Rho-family GTPases, Vasp, Arp2/3, and
spectrin have been shown to localize at adherens junctions, but the molecular nature of their interactions is less well defined. IQGAP binds B-catenin
and has been suggested to negatively regulate adhesion by causing a-catenin to dissociate from B-catenin. (B) The desmosomal cadherins,
desmocollin and desmoglein, form heterodimers and are linked to the intermediate filament network through interaction with plakoglobin,

desmoplakin, and plakophilin.

cleavage, which may explain why cadherin adhesion is
dependent on extracellular Ca**. Several models have
been proposed for cis- and trans-dimerization. Mechan-
isms involved in cis-dimerization are poorly understood.
Early models favored trans-dimerization through inter-
action between two opposing EC1 domains, but
biophysical studies argue for trans-interaction involving
contact between several EC domains. Further analysis of
cadherin extracellular domains and their interactions
will be required to resolve the mechanism of interaction
and adhesion.

Regulation of Cadherin Adhesion:
Role of the Cytoplasmic Domain

LINKAGE TO B-CATENIN
FAMILY MEMBERS

Classical and desmosomal cadherins are linked to the
cytoskeleton via their intracellular domains through a
class of cytosolic proteins collectively called catenins:
B-catenin, plakoglobin (y-catenin), and p120 (Figure 1).
There are different binding sites on the cadherin
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cytoplasmic domain for p120 catenin, and B-catenin and
plakoglobin. p120 interacts directly with the juxtamem-
brane region of the cadherin intracellular domain, but its
role in adhesion is not clearly defined; it may negatively
modify adhesive strength of cadherin interaction, or
regulate cadherin clustering. B-catenin and plakoglobin
bind a conserved C-terminal domain of classical
cadherins in a mutually exclusive manner and, in turn,
interact with a-catenin to link the complex to the actin
cytoskeleton (Figure 1). Desmosomal cadherins also
bind plakoglobin, but not B-catenin; plakoglobin in turn
binds cytosolic proteins termed plakophillin and desmo-
plakin that link desmosomal cadherins to the intermedi-
ate filament cytoskeleton (Figure 1). How different
catenins specifically bind to different members of the
cadherin superfamily is poorly understood, but it may be
dependent on structural recognition between different -
catenin family members and the cytoplasmic domain of
different cadherin subtypes.

LINKAGE TO THE CYTOSKELETON

When cells initiate cell-cell contact, additional proteins
are rapidly recruited to the cadherin-B-catenin/plako-
globin-a-catenin complex, which results in clustering
of cadherins and strengthening of cell-cell adhesion.
a-catenin binds directly to actin filaments, but also
interacts with several actin-binding proteins including
a-actinin, vinculin, ZO-1, and afadin (Figure 1). Afadin
also binds the transmembrane adhesion protein nectin,
which is localized with cadherins to the adherens
junction, thereby interlinking the cadherin and nectin
adhesion complexes. Other proteins such as VASP,
IQGAP, fodrin, and members of the Rho family of
small GTPases are localized to cadherin-based adhesion
junctions and these proteins may further regulate actin
assembly and organization at sites on the plasma
membrane involved in cadherin-mediated adhesion
(Figure 1). The importance of these cytosolic proteins
to cell-cell adhesion is illustrated by the fact that
a-catenin-deficient tumor cell lines or cell lines expres-
sing E-cadherin lacking the intracellular domain adhere
very poorly despite the expression of E-cadherin and
other adherens junction proteins. Reintroduction of
a-catenin causes these cells to form fully developed
adhesion junctions.

REGULATION BY PHOSPHORYLATION

Cadherin complex assembly and disassembly is a highly
regulated process. Both cadherin and B-catenin can be
phosphorylated on serine/threonine and tyrosine resi-
dues, which modifies their binding affinity for each
other. Serine/threonine phosphorylation by casein
kinase II increases the binding affinities between
cadherin/B-catenin and B-catenin/a-catenin, thereby

stabilizing the cadherin/catenin complex and strength-
ening adhesion. Conversely, tyrosine-phosphorylation of
either cadherin or B-catenin appears to destabilize the
adhesion complex and weaken adhesion.

FUNCTIONS IN SIGNALING

In addition to the role as linkers between cadherins and
the cytoskeleton, B-catenin, plakoglobin and p120
function as co-activators of gene transcription with
members of the LEF/Tcf family of transcription factors
in the Wnt/wingless pathway. Whether functions of
B-catenin in the cytoplasm (cell-cell adhesion) and
nucleus (gene expression) are interchangeable or separ-
ate is not known.

Roles of Cadherins in Cell and

Tissue Morphogenesis

Classical cadherins are essential for embryonic develop-
ment and have long been implicated in cell sorting, and
in tissue formation and integrity. As noted above, two
cell populations expressing different types, or protein
levels of cadherins form separate aggregates when mixed
together, and in development cell populations sort from
one another by the same mechanism. To obtain evidence
of morphogenic roles of cadherin in development,
several cadherin genes have been deleted (Table I).
E-cadherin knockout mice exhibit the most severe
phenotype with very early lethality due to inability of
pre-implantation embryos to fully compact and to
develop into blastocysts. The N-cadherin knockout
results in embryonic death at embryonic days 9-10
due to heart defects and malformation of the neural
tube. In contrast, P-cadherin knockout mice are viable
and fertile with only slight abnormalities in mammary
glands. This demonstrates that while specific cadherins
are important in development and morphogensis, some
cadherins can be substituted by another. While the
phenotype of the E- and N-cadherin knockout mice can
be explained by adhesion defects, it is an open question
as to whether there are defects in induction of tissue
differentiation due to lack of a specific cadherin. In this
context it is noteworthy that embryonic stem (ES) cells
derived from E-cadherin —/— embryos form different
tissues depending upon which cadherin is used to rescue
cell—cell adhesion. When injected subcutaneously into
mice, wild-type ES cells form benign teratomas that are
highly differentiated and show a variety of tissue
subtypes. By contrast, the E-cadherin null ES cells
formed teratomas with no organized tissue structures.
Interestingly, null cells rescued with overexpressed
E-cadherin formed teratomas of almost exclusively
epithelia, whereas overexpression of N-cadherin in the



TABLE I

Effects of Gene Deletions of Selected Cadherins and Adherens Junction Components on Mouse Development

Gene/protein Subfamily Genetic defect Phenotype

E-cadherin Classical cadherin Knockout, deletion of Embryonic lethal at time of implantation, embryonic compaction
extracellular Ca>*-binding occurs, probably due to maternally deposited E-cadherin, but
and adhesion motif embryos fail to form trophectoderm or blastocyst cavity.

N-cadherin Classical cadherin Knockout Embryonic lethal E9-10, major heart defects and malformed neural
tube and somites.

P-cadherin Classical cadherin Knockout Viable and fertile, despite high expression of P-cadherin in placenta.
Virgin P-cadherin-null females exhibit precocious differentiation of
mammary gland. Hyperplasia and dysplasia of mammary epithelium
with age.

R-cadherin Classical cadherin Knockout Viable and fertile, dilated proximal kidney tubules, defects in
development of ureteric bud- and metanephric-mesenchymal-
derived cells during nephrogenesis.

Cadherin-6 Classical cadherin Targeted gene disruption Viable and fertile, transition of fraction of mesenchymal aggregates

(deletion of membrane into epithelial structures in nephrogenesis is delayed.
targeting sequence)

B-Catenin AJ component Knockout Embryonic lethal E7-9, at day 7 cells detach from ectodermal cell
layer, the three germlayers and amniotic folds fail to form, and
epithelial organization of ectoderm is completely lost.

Desmocollin Dsc1 Desmosomal cadherin Knockout Normal at birth, epidermal fragility and barrier defects, hyperproli-
feration and abnormal differentiation of epidermis, hair loss, hair
follicle degeneration, mice develop ulcerating lesions resembling
chronic dermatitis.

Desmoglein Dsg3 Desmosomal cadherin Knockout Normal at birth, disintegration of epidermis (Acantholysis), hair loss,
runting (probably due to oral lesions). Phenotype resembles
pemphigus vulgaris (caused by autoantibodies against Dsg3).

Desmoplakin Desmosome component Knockout Embryonic lethal E6.5 due to defects in extra-embryonic tissues and
failure of egg-cylinder expansion, abnormal desmosomes. Animals
rescued with wild-type chimeras in extra-embryonic tissue die at E10
with major defects in heart muscle, neuro-, and skin epithelium.

Plakoglobin Desmosome component Knockout Embryonic lethal E10.5-15 due to heart failure. Reduction in number

and size of desmosomes and abnormal structure. Some genetic
backgrounds delayed embryonic lethality, epidermal blistering.




210 CADHERIN-MEDIATED CELL-CELL ADHESION

ES cells led to the formation of neuroepithelia and
cartilage in the teratomas.

A crucial and reoccurring step during development
and tissue morphogenesis is the role of cell-cell
adhesion in the structural and functional polarization
of cells. One example is the development of polarized
epithelial cells. Cadherin-mediated cell-cell adhesion
between simple epithelial cells generates a cell mono-
layer that separates two biological compartments and
regulates homeostasis by vectorial transport of ions and
solutes between those compartments. This function
requires cells to generate and maintain two functionally
and structurally distinct plasma membrane domains,
termed apical and basal-lateral, which face these
different compartments. Cell-cell adhesion initiates
structural and biochemical asymmetries at the cell
membrane, through assembly of cytoskeleton and
vesicle docking complexes that initiate formation of
the (basal-) lateral membrane domain. Studies in
Drosophila have shown that cadherins play additional
roles in establishing planar polarity of ommatidia in the
eye and wing hairs (fat-like cadherins), and a role for
cadherins in migration has been proposed in oocyte
border cell migration.

Consequences of Disruption of
Cadherin Functions: Disease States

and Cancer

Loss of cell-cell adhesion, changes in cytoskeletal
organization, and aberrant adhesion-mediated signaling
are hallmarks of malignant transformation, tumors, and
cancer. Disruption of cell-cell adhesion might contrib-
ute to increased proliferation and migration of tumor
cells, thereby leading to invasion of surrounding tissue
and metastasis. Alterations of cadherin-mediated cell-
cell adhesion arise mainly through three mechanisms:
loss of adhesion complex function, most commonly
through inactivation of E-cadherin or a-catenin
expression or function; aberrant cadherin function due
to “cadherin switching”; and changes in cell signaling
through cadherins or catenins (Table I).

First, inactivating mutations in the E-cadherin gene
CDHI1 are frequently found in certain carcinomas such
as gastric or breast lobular carcinomas, and germ-line
mutations in CDH1 strongly predispose individuals to
gastric cancer. Loss of E-cadherin expression requires
inactivation of both CDH1 alleles, as would be expected
for a tumor suppressor gene, and reintroduction of E-
cadherin into tumor cell lines can reverse transformation
from an invasive to a benign, epithelial tumor cell
phenotype in culture. In addition to genetic mutation or
gene deletion, down-regulation of E-cadherin at the
transcriptional level has been observed in certain

tumors, for example through DNA hypermethylation
of the CDH1 promoter and/or up-regulation of tran-
scriptional repressors of E-cadherin.

Second, up-regulation of nonepithelial cadherins,
such as N-cadherin and cadherin-11, either with or
without loss of E-cadherin, may contribute to the
transformation and invasiveness of tumor cells. This
change in cadherin expression pattern is termed
“cadherin switch” and has been found in primary
tumors. In tissue cancer cell lines, it causes an
epithelial to fibroblast-like transition of cellular
phenotype.

Third, alterations in cell signaling pathways through
cadherins or catenins contribute to cancer formation.
Mutations in B-catenin generally inhibit B-catenin
degradation and thereby inappropriately activate
the Wnt signaling pathway. In addition, tyrosine
phosphorylation of E-cadherin and B-catenin destabi-
lizes the adhesion complex and, therefore, changes in
this signaling pathway, for example by activation of
tyrosine kinases, might contribute to tumor cell inva-
siveness by decreasing the amount of cell-cell adhesion.

Mutations in desmosomal cadherins and other
protein components of desmosomes, such as plakoglo-
bin or plakophilin, give rise to specific diseases of the
skin and, in some cases, heart defects, thereby
illustrating the importance of desmosomal adhesion
in tissues exposed to high mechanical stress. Patients
with the skin conditions Darier—White and Hailey-
Hailey disease suffer from defects in keratinocyte
adhesion due to breakdown of desmosomal adhesion.
In the blistering diseases pemphigus vulgaris and
pemphigus foliaceus, which affect skin and mucous
cell membranes, auto-immune antibodies against des-
moglein 1 and 3, respectively, interact with the
extracellular domain of these cadherins, thereby
functionally blocking adhesion and leading to the
disassembly of desmosomes in the skin.

In summary, the cadherin superfamily of adhesion
proteins plays important roles in development, and
cellular reorganization and polarization, and abnorm-
alities in cadherins and associated proteins are charac-
teristic of disease states and cancer. While cadherins are
known to regulate calcium-dependent cell-cell
adhesion, and many associated proteins that link
cadherins to the cytoskeleton have been identified,
there remain many unanswered questions about the
way cadherins form cell-cell contacts, regulate
assembly of the cytoskeleton, and determine cell
differentiation.
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GLOSSARY

adaptor proteins Cytosolic proteins that link protein complexes
together and allow for regulation of physiological responses. In the
example of cell adhesion proteins, adaptor proteins (catenins)
provide the linkage between cell adhesion transmembrane proteins
and the cytoskeleton.

cell-cell adhesion Process of establishment and maintenance of
contacts between adjacent cells in tissues and organs of multi-
cellular organisms.

cell-cell adhesion molecules Transmembrane glycoproteins that
mediate cell-cell binding. There are three major protein families:
selectins, immunoglobulin superfamily, and cadherins.

cell-cell junctions Specialized regions on the cell surface by which
cells are joined to each other. Tight junctions in epithelial cell layers
form a ribbon-like seal between compartments. Gap junctions are
protein-lined channels between two cells that allow diffusion of
small molecules from one cell to the next. Adherens junctions and
desmosomes are dense protein plaques connected to cytoskeletal
networks that link two adjacent cells together.

cytoskeleton Network of fibrous proteins found in the cytosol of
eukaryotic cells that provides structural support for the cell,
determines cell shape and motility, and allows directional move-
ment of organelles and vesicles inside the cell. There are three major
classes of cytoskeletal filaments: actin microfilaments, micro-
tubules, and intermediate filaments.
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Calcitonin gene-related peptide (CGRP) and adrenomedullin
are abundant, related peptides that share many biological
actions. Most prominently, both are very potent vasodilators.
CGRP is a neurotransmitter in sensory neurons and adreno-
medullin is a hormone that is locally released from tissues
including vascular endothelium and smooth muscle. Together
with calcitonin and amylin, they form a peptide family. For
some time, there was considerable controversy about the
nature of the receptors for this family. It has been established
that they define a new paradigm among G protein coupled
receptors (GPCRs), in that they are heterodimers of a seven-
transmembrane-spanning protein that resembles a classical
GPCR and a member of the single-transmembrane-spanning
receptor activity-modifying protein (RAMP) family. Although
there is still much to be learned, this discovery has clarified
the pharmacology of these peptides and may have impli-
cations for other GPCRs.

The Pharmacology of CGRP

and Adrenomedullin

THE STRUCTURE OF CGRP
AND ADRENOMEDULLIN

The primary sequences of CGRP and adrenomedullin
(Figure 1) share a low level of homology but the
secondary structure of these peptides is conserved.
For both peptides, an amino-terminal ring is important
for receptor activation; peptides that lack this
structure (CGRPg_3; and adrenomedullin,,_s,) are
antagonists.
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FIGURE 1 A comparison of the structure of human CGRP and adrenomedullin;s_s,. Note the disulfide bond in both peptides, indicated by a bar
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THE PHARMACOLOGY OF
ENDOGENOUS CGRP AND
ADRENOMEDULLIN RECEPTORS

CGRP Receptor-Selective Drugs and their
Pharmacological Properties

There are few high-affinity, selective drugs that can be
used to define CGRP and adrenomedullin receptors.
For CGRP, the only widely available antagonist is
CGRPg_35. This has only limited selectivity. A number
of high-affinity nonpeptide antagonists have been
developed. The most interesting of these appears to
be BIBN4096BS (Figure 2), which shows marked
selectivity for primate over rodent CGRP receptors
and has very little affinity for non-CGRP receptors.
Largely on the basis of work with CGRPg_3-, it has
been suggested that CGRP receptors should be
divided into two subtypes. CGRP; receptors have a
high affinity for CGRPg_3- (pA, > 7); CGRP; receptors
have a lower affinity for this antagonist. A number
of linear CGRP analogues have been suggested to
be CGRP;-selective agonists, but their usefulness has
been questioned.

The CGRP{/CGRP; classification has proved contro-
versial. CGRPg_3, reveals marked heterogeneity in
receptors that respond to CGRP in assays of physio-
logical function. However, this is not apparent in
radioligand-binding studies. The heterogeneity may
reflect the existence of bona fide receptor subtypes, it
may be due to cross-reactivity of CGRP at receptors
for other peptides, or it may be caused by other factors,

RS GG VYV KNNFWV T vV G K A F
QF TD KD KDNYVA R Kl PQ G Y

Conserved

over the sequences. The first 14 amino acids of adrenomedullin are not required for biological activity and are not shown.
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FIGURE 2 The structure of BIBN4096BS.

such as differential peptidase activity. The issue is likely
to be resolved with progress in the molecular character-
ization of CGRP receptors hand-in-hand with the
development of CGRP antagonists.

Adrenomedullin-Selective Drugs and their
Pharmacological Properties

The only adrenomedullin antagonist that has been
widely used is adrenomedullin,, _5,. This is not particu-
larly potent (pA, ~7) and does not antagonize all
adrenomedullin-mediated responses. Nonetheless, it has
proved useful in some circumstances in defining adre-
nomedullin receptors.

The Molecular Structure of CGRP

and Adrenomedullin Receptors

CRLR AND RAMPsS

CGRP and adrenomedullin receptors display a very
unusual molecular architecture. Both are composed of a
common seven-transmembrane-spanning protein called
calcitonin receptor-like receptor (CRLR or CL;
Figure 3). This is a member of the B-family of GPCRs
(related to other receptors, such as those for secretin
and calcitonin). Human CRLR is 461 amino acids long
and has 55.5% sequence identity with the human
calcitonin receptor. It has three potential glycosylation
sites, although only two appear to be utilized in the
mature protein. By itself, CRLR does not function as a
receptor for any peptide. However, when associated in
a dimer with a RAMDP, it functions as a high-affinity
receptor for either CGRP or adrenomedullin. The
RAMPs are a family of three proteins (Figure 4), each
with an extracellular amino terminus of approximately
100 amino acids, a single transmembrane section, and a
very short carboxy terminus of approximately 10
amino acids.

CRLR/RAMPI; A CGRP; RECEPTOR

CRLR and RAMP1 associate intracellularly and this
facilitates their transport to the cell surface. There, the
heterodimer functions as a CGRP; receptor, with a high
affinity for CGRP, CGRPg_37, and BIBN4096BS. The
complex binds adrenomedullin with an approximately
10-fold lower affinity than CGRP. Little is known about
the mechanism of ligand binding and receptor acti-
vation. CGRP can cross-link to both CRLR and
RAMP1, showing that both components create the
peptide-binding site. However, it is not clear whether
CGRP has specific contacts with both proteins or
whether RAMP1 indirectly contributes to the ligand-
binding site by modifying the structure of CRLR. Based
on studies with other members of the B-family of G
protein coupled receptors, it is likely that CGRP makes
contacts with both the extracellular domain of
CRLR/RAMP1 and the membrane-extracellular loop
interfaces of CRLR. The selectivity of BIBN4096BS for
primate over rodent CGRP receptors is due to a single
amino acid at position 74 in RAMP1,; this is tryptophan
in humans and lysine in rats.

CRLR/RAMP2 ANnD CRLR/RAMP3
ARE ADRENOMEDULLIN RECEPTORS

The heterodimers formed by RAMP2 and RAMP3 with
CRLR produce adrenomedullin receptors. Their forma-
tion is very similar to that of the CRLR/RAMP1 complex;
in the absence of CRLR, they are not expressed at the
cell surface. It was initially thought that RAMP2 might
work by modulating the glycosylation state of CRLR.
However, it is now thought that adrenomedullin
and CGRP both bind to the fully glycosylated form
of CRLR. As with the CRLR/RAMP1 complex, there
is little detailed information on mechanisms of adreno-
medullin binding to either the CRLR/RAMP2 or the
CRLR/RAMP3 complexes. Both complexes exhibit
higher affinity for adrenomedullin than CGRP. It
has been proposed that the CRLR/RAMP2 complex
should be designated as the AM; receptor and the
CRLR/RAMP3 complex as the AM, receptor. The
CRLR/RAMP2 complex has high affinities for adreno-
medullin and adrenomedulliny;_s, but low affinity for
CGRP. The CRLR/RAMP3 complex has not been
extensively characterized but has high affinity for
adrenomedullin and an intermediate affinity for CGRP,
leading to the suggestion that it may function as a mixed
adrenomedullin/CGRP receptor.

CELLULAR SIGNALING AND RCP

The CRLR/RAMP complexes all couple to stimulation
of adenylate cyclase production via the G protein known
as G,. However, as is the case with many related GPCRs,
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FIGURE 3 The structure of human CRLR, showing the postulated seven-transmembrane helices. The residues that are likely glycosylation sites
on the amino terminus are underlined.

RAMP3 ------------- METGALRRPQLLPLLLLLCG-=-=-=-=----------~ GCPRAGGCNETG

RAMP2 _MASLRVERAGGPRLPRTRVGRPAAVRLLLLLGAVLNPHEALAQPLPTTGTPGSEGGTVKN

RMAPl ------------- MARALCRLPRRGLWLLLAHH- == -=-=-=-=-=-------~- LFMTTACQEAN
* * Kk k

RAMP3 MLERL-PLCGKAFADMMGKVDVWKWCNLSEFIVYYESFTNCTEMEANVVGCYWPNPLAQG
RAMP2 YETAV-QFCWNHYKDQMDPIEK-DWCDWAMISRPYSTLRDCLEHFAELFDLGFPNPLAER
RAMP1 YGALLRELCLTQFQVDMEAVGETLWCDWGRTIRSYRELADCTWHMAEKLGCFWPNAEVDR

* * * % * * * * %

RAMP3 FITGIHRQFFSNCTVDRVHLEDPPDEVLIPLIVIPVVLTVAMAGLVVWRSKRTDTLL
RAMP2 IIFETHQIHFANCSLVQPTFSDPPEDVLLAMIIAPICLIPFLITLVVWRSKDSEAQA
RAMP1 FFLAVHGRYFRSCPISGRAVRDPPGSILYPFIVVPITVTLLVTALVVWQSKRTEGIV

* * * * % % * * * kkk*k k%
1

TM domain

FIGURE 4 Alignment of human RAMPs 1, 2, and 3. * Single, fully conserved residue. Underlined italic residues at the start of the sequence
represent signal peptides. Underlined boldface residues are potential glycosylation sites.
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coupling to Gi/G, and the Gq family of G proteins
(leading to changes in ion channel activity and elevation
of intracellular calcium) has also been reported.

A novel protein called receptor component protein
(RCP) is reportedly essential for coupling the
CRLR/RAMP complexes to stimulation of G,. Immu-
noprecipitation studies suggest that RCP is physically
associated with the CRLR/RAMP heterodimer. It has
been reported that inhibiting RCP expression disrupts
signaling mediated via CRLR/RAMP complexes. RCP is
very widely distributed in cell lines but a broader role
has not yet been demonstrated.

OTHER RECEPTORS THAT RESPOND
TO CGRP AND ADRENOMEDULLIN

There is pharmacological evidence for heterogeneity
among endogenous receptors for both CGRP and
adrenomedullin. However, the molecular basis for this
remains unclear. Adrenomedullin receptor heterogen-
eity may be explained at least in part by CRLR/RAMP2
and CRLR/RAMP3 dimers. As the CRLR/RAMP3
complex shows appreciable affinity for CGRP, it may
also contribute to the appearance of CGRP,-like
pharmacology. RAMPs can also dimerize with calcito-
nin receptors. These complexes are usually considered
to be amylin receptors; however, the RAMP1-contain-
ing dimer shows an appreciable affinity for CGRP. In
addition, the presence of completely novel receptors for
CGRP and adrenomedullin cannot be excluded.

The Distribution and
Physiology of CGRP and

Adrenomedullin Receptors

THE DISTRIBUTION OF BINDING SITES
FOR CGRP AND ADRENOMEDULLIN

CGRP-binding sites are present in both the central
nervous system (CNS) and peripheral tissues. In some of
the earlier literature, there was confusion due to cross-
labeling of what would now be considered amylin
receptors. Specific CGRP receptors show the potency
order: CGRP > adrenomedullin > amylin. In the rat
CNS, the highest densities of CGRP binding are in the
nucleus accumbens, caudate putamen, amygdaloid
body, pontine nuclei, cerebellum, spinal cord, and
inferior olive. In the periphery, CGRP receptors are
particularly associated with the cardiovascular system,
on blood vessels and in the atria. There are high densities
of these receptors in the spleen. However, receptors are
also found on nonvascular cells, for example, in the vas
deferens and secretory cells in the gastrointestinal tract.
In tissues, adrenomedullin receptors show a high level of

specificity for adrenomedullin over CGRP or other
peptides. Binding in the CNS is highest in the spinal
cord, but moderate to low levels are seen in many other
brain regions. In the periphery, it is closely associated
with the cardiovascular system, with very high levels in
the heart and lungs.

DISTRIBUTION OF RAMPs AND CRLR

Almost all information on the distribution of CRLR and
RAMPs comes from mRNA measurements. Generally,
there is fair agreement between the distribution of
RAMPs and CRLR and binding sites for CGRP and
adrenomedullin. Often RAMP2 appears to be more
abundant than RAMP1, with RAMP3 being expressed
at the lowest levels. However, there are many excep-
tions; RAMP1 is the most abundant transcript in the
brain and the pancreas and RAMP3 predominates in
liver. There are some anomalies; the nucleus accumbens
has strong CGRP binding and RAMP1 expression but
little CRLR; by contrast, the frontal cortex has very little
binding for CGRP, adrenomedullin, or amylin, but has
high levels of RAMP expression. It is unclear whether
this reflects problems of inferring protein expression
from mRNA abundance or whether it indicates
additional complexity in the field. There is some
preliminary evidence that RAMPs can associate with
other receptors in addition to those for calcitonin and
CRLR.

CHANGES IN EXPRESSION OF CGRP
AND ADRENOMEDULLIN RECEPTORS

There is good evidence for changes in CGRP and
adrenomedullin receptors during various (patho)physio-
logical processes. For example, adjuvant-induced arthri-
tis in rats leads to a decrease in CGRP binding in the
spinal cord. Changes in CRLR and RAMP expression
have also been noted in disease. In a mouse model of
sepsis, CRLR mRNA and RAMP2 mRNA show large
decreases but RAMP3 expression increases in the lung.
In a rat model of ischemic heart failure, RAMP2
expression is increased in the ventricles.

THE PATHOPHYSIOLOGY OF CGRP
AND ADRENOMEDULLIN RECEPTORS

Changes in receptor expression suggest that both
CGRP and adrenomedullin receptors are of import-
ance during normal physiological processes and also in
disease. Although receptor knockout models have not
yet been described, mice in which the gene for
adrenomedullin has been inactivated die in utero,
showing gross defects in their cardiovascular systems.
Heterozygote knockout mice, in which adrenomedullin
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production has been reduced, show an elevated blood
pressure. Thus, adrenomedullin appears to be vital
for normal operation of the cardiovascular system.
Similar studies on aCGRP-deficient mice have pro-
duced less dramatic effects, although some workers
have noted an increased blood pressure, decreased
pain sensitivity, and reduced hypersensitivity to anti-
gens in airways. The data are consistent with roles for
CGRP in the cardiovascular system and also as an
inflammatory mediator, involved in pain perception
and the activation of cells of the immune system.
Adrenomedullin and CGRP receptors are potentially
important therapeutic targets in cardiovascular and
inflammatory diseases.

SEE ALSO THE FOLLOWING ARTICLES

Calcitonin Receptor e G Protein-Coupled Receptor
Kinases and Arrestins

GLOSSARY

agonist A drug that activates a receptor.

antagonist A drug that blocks the action of an agonist at a receptor.

glycosylation The attachment of sugars to a protein.

pA, The negative logarithm of the antagonist concentration that
causes a twofold shift in the agonist dose-response curve. It is a
measure of antagonist affinity.
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Calcitonin Receptor
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The calcitonin receptor (CTR) is a cell-surface receptor on
which the peptide hormone calcitonin binds with high affinity
to exert its bio-effects. Calcitonin (CT) has a wide range of
effects, the most obvious of which is its effect on bone. CT is a
powerful inhibitor of bone resorption. It directly inhibits the
activity of the osteoclast (special bone cell responsible for bone
resorption). CT receptors are widely distributed and CT has a
much broader range of biological activities, including the
effects on the central nervous system (CNS), gastrointestinal
tract, and vascular and immune systems. Peptides that are
structurally similar to CT, known as the CT peptide family
bind with lower affinities to the CT receptors. The CTR has
seven transmembrane-domains, and belongs to the G protein-
coupled family of receptors (GPCRs).

Calcitonin Peptide Family

The calcitonin family of peptides comprises five known
members, which are structurally similar (Figure 1). They
have some overlapping biological effects due to cross-
reactivity at each other’s receptors. The CT peptide
family includes calcitonin, two calcitonin gene-related
peptides, amylin, and adrenomedullin, which are
discussed next.

CALCITONIN

Calcitonin (CT) is a peptide hormone secreted mainly by
special type of cells within the thyroid gland in
mammals, called C cells. CT was first identified as a
calcium-lowering factor. This calcium-lowering effect of
CT is mainly due to inhibition of osteoclast activity, and
to a lesser extent to increasing calcium excretion by the
kidney. As mentioned previously, CT also has a wide
range of biological activities, including its analgesic
effect, suppression of gastric acid secretion, and appetite.

Two CALCITONIN GENE-RELATED
PEPTIDES (CGRP 1 AND CGRP 2)

These are neuropeptides widely distributed throughout
the CNS and in peripheral nerves associated with the
cardiovascular system. The tissue distribution suggests
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a role in the transmission of sensory impulses and in the
regulation of vascular tone. Both are very potent
vasodilators.

AMYLIN

This is found in secretory granules in B-cells of the
pancreas (cells that secrete insulin) and is co-secreted
with insulin in response to a high blood glucose, e.g.,
after a meal. Amylin is a potent inhibitor of gastric
emptying and food intake. It also opposes the metabolic
actions of insulin in skeletal muscle.

ADRENOMEDULLIN (ADM)

This is produced predominantly by the vascular endo-
thelium. It is a potent vasodilator.

The CT Receptor (CTR)

DISTRIBUTION

Calcitonin receptors (CTRs) are widely distributed. They
are particularly numerous in osteoclasts, where there are
~ 1.3 million receptors per cell. They are found in lower
amounts in the CNS, in areas involved in the control of
appetite, pain perception, and lactation, e.g., hypothala-
mus and pituitary. CTRs are also found in peripheral
tissues, e.g., in cells of the distal nephron of the kidney,
testes, placenta, lung, prostate, and lymphocytes. Recep-
tors for CT have been identified in some human cancer
cells, including those of lung, breast, bone, and prostate.

PROTEIN STRUCTURE

The CTR was initially cloned from a pig kidney cell line.
Analysis of the predicted 482 amino acid sequence
demonstrated seven hydrophobic regions that could
generate transmembrane (TM)-spanning domains. The
CTR is a member of a subset of the G protein-coupled
receptors (GPCRs) family termed GPCRg. Members of
this family typically recognize regulatory peptides,
including parathyroid hormone (PTH), glucagon, and
secretin.
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r— 1
Human CGRPo
Human CGRPS
Human AMY
Human ADM

Human CT

ACDTATCVTHRLAGLLSRSGGVVKNNFVPTNVGSK AF-amide

ACNTATCVTHRLAGLLSRSGGMVKSNFVPTNVGSK AF-amide

KCNTATCATQRLANFLVHSSNNFGAILSSTNVGSNTY -amide
YRQSMNNFQGLRSF GCRFGTCTVQKLAH QIYQFTDKDKDNVAPRSKISPQGY -amide

CGNLSTCMLGTYTQDFNKFHTFPQTAIGV GAP -amide

FIGURE 1

The CT peptide family. The peptides share a six/seven amino acid ring structure, formed by a disulphide bridge at or close to the N

terminus. The peptides also have C-terminal amides, which are essential for full biological activity. (This material is from Calcitonin Gene-related
Peptide (CGRP), Girgis, S. I., and Maclntyre, I. (2002). In Encyclopedia of Molecular Medicine (T.E. Creighton ed.), Vol. 5, John Wiley & Sons Inc.

This family of receptors is characterized by seven
TM segments connected by three extracellular and
three intracellular loops (Figure 2). They all have an
extracellular amino (N)-terminal sequence and an intra-
cellular carboxy(C)-terminal sequence. The extended
extracellular N-terminal region contains multiple poten-
tial glycosylation sites and conserved cysteine residues.
Glycosylation is important for recognition and high-
affinity binding of CT. While the TM domain sequences
are conserved (40-60% identical), the N-terminal
domains are generally less than 25% identical. The
N-terminal domain fulfills the role for ligand binding
and receptor specificity.

MUuULTIPLE FORMS

The human CTR gene is localized to chromosome 7.
The CTR gene has a complex structural organization

FIGURE 2 Schematic representation of the porcine CTR. Seven
transmembrane regions span the cell membrane, and are connected by
three extracellular and three intracellular loops. The amino-terminal
extracellular loop contains three glycosylation sites (indicated by stars)
and is involved with CT recognition and binding. The intracellular
domain is involved with G protein coupling.

with several CTR protein isoforms derived from
alternative splicing of transcripts from a single gene.
These isoforms are functionally distinct in terms of
ligand-binding specificity and signal transduction
pathway utilization, and tissue distribution. In humans
at least five splice variants have been described
whereas two splice variants have been identified in
rodents (Cla and C1b), which differ by the presence or
absence of an additional 37 amino acids in the second
extracellular domain. The Cla is more widely distrib-
uted and is the predominant isoform found in osteo-
clasts. C1b isoform is primarily localized in the central
nervous system.

SIGNALING

The CTR is coupled to multiple signal pathways through
interaction with different members of the heterotrimeric
G protein family. These are a family of plasma
membrane regulatory proteins that many activated
receptors interact with and alter. The main signal
pathways are the adenylate cyclase/cAMP/protein
kinase A and the phosphoinositide-dependent phospho-
lipase C (PLC) pathway, which are discussed next.

The Adenylate Cyclase/cAMP/Protein Kinase A

The binding of CT to its receptor induces confor-
mational change in the receptor that allows it to bind
to an adjacent membrane G-protein, known as G
(the subscript s denotes stimulation). The binding causes
the G, protein to activate the membrane enzyme called
adenylate cyclase. The activated adenylate cyclase,
whose catalytic site is on the cytosolic site of the plasma
membrane, then catalyses the conversion of cytosolic
ATP to cyclic 3,5 adenosine monophosphate (cAMP).
Cyclic AMP can diffuse throughout the cell to trigger
the sequence of events leading to the cell’s ultimate
response to CT.



The Phosphoinositide-Dependent
Phospholipase C (PLC) Pathway

The PLC pathway results in both an increase in
intracellular Ca** and protein kinase C (PKC) activation
via G, protein. Both cAMP and intracellular Ca** are
important second messengers for mediating the actions
of CT on the osteoclast.

While adenylate cyclase, PLC and PLD are established
effectors for CTR, recently CTR mediated activation of
the mitogen-activated protein kinase (MAPK) pathway
has been described. MAPKs are a group of serine/
threonine protein kinases that are activated by several
distinct classes of cell surface receptors including
G-protein coupled receptors and tyrosine kinases.

REGULATION

Regulation of the level or affinity of cell-surface
receptors is a key component in the response to either
endogenous or administered agents. The CTR is subject
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to both homologous (CT-induced) and heterologous
regulation. Although CT effectively inhibits osteoclast-
mediated bone resorption after acute administration,
continuous exposure to CT results in a loss of respon-
siveness due to receptor down-regulation. Continuous
treatment of osteoclast-like cells with CT results in the
decrease in steady state levels of CTR mRNA and down-
regulation of CTR binding.

It is also known that glucocorticoids stimulate CTR
expression.

CTR-Like Receptor (CTRLR)

This receptor has a significant sequence homology
(55%) with the CTR and share similarities in general
structure and length. The CTRLR is expressed in a
variety of tissues, being most prevalent in the brain, and
in high densities in the pulmonary and cardiovascular
system (especially in blood vessels). It is also expressed

FIGURE 3 The role of RAMPs 1 and 2 and CRLR in generating CGRP or ADM receptors. (Reproduced from McLatchie L.M., Fraser, N.].,
Main, M.]., Wise, A., Brown, ]J., Thompson, N., Solari, R., Lee, M.G., and Foord, S.M. (1998). RAMPs regulate the transport and ligand specificity

of the CRLR. Nature (Lond.) 393, 333-339.)
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in the adrenal and pituitary glands, exocrine pancreas,
kidney, and bone. Surprisingly, it does not bind with
high affinity to any of the members of the CT peptide
family. It requires other cell membrane proteins called
receptor activity-modifying proteins (RAMPs) to modify
its affinity for the different peptide of the CT peptide
family (Figure 3).

RAMPs are single TM proteins. There are three
members: RAMP1, RAMP2, and RAMP3. RAMP I acts
to modify the glycosylation of CTRLR, enhance the
transport of the receptor protein to the cell surface and
potentially contribute to the cell surface phenotype of
the receptor. RAMP I-transported CTRLR is a CGRP
receptor. RAMP 2 and 3 also enhance the transport of
CTRLR to the cell surface, but do not alter the pattern of
glycosylation of the receptor. RAMP 2 or 3-CTRLR is
an ADM receptor (Figure 3). They also act to modify
the affinity of the CTR for the different peptide ligands
of the CT peptide family.

SEE ALSO THE FOLLOWING ARTICLES

Calcitonin Gene-Related Peptide and Adrenomedullin
Receptors ® Phospholipase C

GLOSSARY

affinity The strength with which a chemical messenger binds to its
receptor.

calcitonin (CT) A small peptide hormone and a potent inhibitor of
bone resorption.

down-regulation A decrease in receptor number resulting from
prolonged exposure to high concentration of the message.

G proteins A family of plasma membrane regulatory proteins that
many activated receptors interact with and alter.

osteoclast A large multinucleated bone cell that can destroy bone.

phospholipase C Enzyme that catalyzes the breakdown of a
plasma membrane phospholipid known as phosphatidyl-inositol
bisphosphate (PIP,) to inositol triphosphate (IP3;) and diacylgly-
cerol (DAG).

protein kinases Enzymes that phosphorylate other proteins by
transferring to them a phosphate group from ATP. Introduction
of a phosphate group alters the activity of the protein, often itself
an enzyme.

receptor-activity-modifying proteins (RAMPs) Single transmem-
brane-domain proteins that alter the phenotype of the calcitonin
receptor-like receptor.

second messengers Substances that serve as the relay from the plasma
membrane to the biochemical machinery inside the cell.
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The calbindins, calbindin D-9k and calbindin D-28k, belong
to a large family of intracellular Ca?*-binding proteins of
more than 300 members classified in 45 distinct EF-hand
subfamilies. Their names relate to their early discovery based
on calcium binding and vitamin-D responsive expression.
The calbindins are mainly localized in the cytosolic
compartment of the cells and exert their action after binding
ionized calcium (Ca®*). Calcium ions are important biolo-
gical regulators that trigger a wide array of processes.
Therefore, the handling of Ca", i.e., the Ca?*-absorption,
-transport, -buffering, -storage, -distribution, -signaling, and
-sensing are fundamental for higher life. Functionally, the
large family of EF-hand calcium-binding proteins can be
classified into (1) calcium-sensing proteins, which propagate
a cellular signal, (2) calcium transport proteins which are
involved in the cellular calcium transport, and (3)
calcium buffer proteins, that are believed to buffer the
intracellular free calcium, to prevent it from damaging the
cells. The calbindins are believed to be involved in some of
these essential processes but their exact physiological
function remains still to be determined.

Calbindin D-9k

HisTORY

Originally, calbindin D-9k and calbindin D-28k have
been identified during the study of vitamin-D-dependent
calcium absorption. In 1966 Wassermann and Taylor
reported an intracellular vitamin D-dependent calcium-
binding protein in the chicken intestine. One year later,
Kallfelz and colleagues observed that this 28 kDa
protein was not present in the mammalian intestine,
but instead they identified a vitamin D-regulated
9 kDa intestinal calcium-binding protein that was later
on called calbindin D-9k. Calbindin D-9k seems to be an
evolutionary younger protein, since it does not seem
to exist in birds. In mammals calbindins D-9k and
D-28k have a dissimilar tissue distribution. Calbindin
D-9k is highly abundant in the small intestine,
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whereas calbindin D-28k is absent, but it is predomi-
nant in brain and kidney. Vitamin D-induced
calbindin expression is only observed in organs involved
in Ca?" homeostasis like intestine and kidney, in
the brain calbindin D28 is present independent of
vitamin D.

After its identification in 1967 calbindin D-9k was
initially called calcium-binding protein 9 kDa, CaBP9k,
or intestinal calcium binding protein (ICBP). Five years
later the first polyclonal antibodies were generated that
allowed localization and tissue distribution studies of
calbindin D-9k. In 1983 the rat cDNA clone of calbindin
D-9k was isolated, whereas the human counterpart was
identified later in 1993. The calbindin D-9k protein is
characteristic for mammals but seems to be absent in
birds. It consists of two calcium-binding domains and
is more closely related to S100 proteins than to
calbindin D-28k. Members of the S100 protein family,
a subfamily of intracellular Ca**-binding protein family,
are typically small, acidic proteins containing two
Ca’*-binding sites. Each member of the S100 protein
family has a unique spatial and temporal expression
pattern. The structural relatedness seems not to coincide
with its location and function.

DISTRIBUTION AND LOCALIZATION

Calbindin D-9k is only found in mammals where it is
highly abundant in the small intestine, and at lower
levels also in placenta, uterus, kidney, yolk sac, fallopian
tube, lung, cartilage, bone, and teeth. In the intestine
the highest calbindin D-9k concentration is found in
the cytoplasma of duodenal villus enterocytes. The
expression levels in juvenile tissues are substantially
higher than in adult ones. Antisera raised against
intestinal calbindin D-9k from one species generally do
not crossreact with calbindin D-9k from other species.
This is likely due to the lower amino acid sequence
conservation of calbindin D9 in evolution as compared
to that of calbindin D28.
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GENE AND SEQUENCE

The human calbindin D-9k is a heatstable and
acidic (pI=4.52) protein consisting of 79 amino
acid (9016 Da). The human protein has an amino acid
sequence identity of 78% and 74% to that of the rat and
that of the mouse, respectively. The first cDNA clone
was identified in 1983 by differential iz situ ybridization
in the rat system. The structural organization of the
calbindin D-9k gene was determined five years later.
The chromosomal location was assigned to Xp22.2 and
the gene name was defined to CALB3. The CALB3 gene
is a small gene of 5.5 kb comprising three exons, the
coding region is contained in the exons two and three,
which code for the two Ca”>"-binding sites, respectively.

CALCIUM BINDING

The X-ray structure of the Ca’>"-binding sites of
calbindin D-9k was first resolved for the bovine protein.
Calbindin D9-k contains two helix-loop-helix structures
of 29 and 31 amino acids called EF-hands, each binding
one Ca’?" ion. These EF-hand structures are similar to
those found in the S100 proteins and thus, calbindin 9k
is considered to be a member of the S-100 protein family.
Characteristic for the S100 protein family members is
the atypical second EF-hand with a 14 amino-acid loop,
which is different to the prototype EF-hand having a
loop of 12 amino acids. Calbindin D-9k reportedly
binds Ca®" without a significant change in confor-
mation. The equilibrium binding constant for calbindin
D-9k is in the high nanomolar range.

REGULATION

Calbindin D-9k is believed to play an important role in
the Ca®" absorption by transporting and/or buffering
cytoplastic Ca*". Vitamin D plays a pivotal role in
this regulation. The hormonally active metabolite of
vitamin D, 1,25(OH),D3 (calcitriol), rapidly induces
calbindin D-9k synthesis in the mammalian intestine.
Calcitriol regulates the expression of calbindin D-9k not
only at the transcriptional but also at the translational
level. For transcriptional regulation calcitriol binds
the nuclear vitamin D receptor (VDR), which is a
DNA-binding protein that belongs to steroid receptor
superfamily. The liganded VDR recognizes a specific
VDR-response element in the promoter of the calbindin
D-9k gene and activates its expression. A similar
regulation of expression is believed to take place in the
kidney, placenta, bone, and teeth. In the uterus calbindin
D-9k is regulated by estradiol but not by vitamin
D. Expression of calbindin D-9k is undetectable in the
uterus in the absence of estradiol. If estradiol is present,
it binds to the estrogen receptor and activates expression
of the calbindin D-9k gene in a mechanism similar
to that described above for vitamin D. In the lung

calbindin D-9k is expressed independent of vitamin D
and estradiol.

SUMMARY AND OUTLOOK

Calbindin D-9k is a calcium-binding protein with two
calcium-binding domains which belongs to the S-100
EF-hand protein family. It has a characteristic tissue
distribution in mammals and does not seem to exist in
birds. Its expression is regulated by calcitriol, the active
metabolite of vitamin D, mainly in intestine and kidney,
whereas it is regulated by estrogens in the uterus. It is
thought to be involved in the transport of calcium.
To our knowledge, gene knockout mice have thus far not
yet been generated and no human genetic disease based
on a calbindin D-9k defect has been described, both of
which would allow to gain further insight on the
function of this protein.

Calbindin D-28k

HisTORY

In the chicken intestinal mucosa Wassermann and
co-workers identified a vitamin D-inducible 28 kDa
protein that makes up from 1% to 3% of all
cytosolic proteins. This protein was referred to vitamin
D-dependent calcium-binding protein or CaBP. Heat
treatment to 80°C did not result in significant alterations
of its immunological, electrophoretical, or calcium-
binding properties. As a matter of fact, a heating step
was used in some of the early calbindin D-28k
purification protocols. It took 20 years from its original
discovery until the calbindin D-28k cDNA was cloned
and sequenced. The amino acid sequence implied a 6
EF-domain structure of which two domains have lost
their Ca®*"-binding function. This finding confirmed
previous observations that calbindin D-28k binds 3-4
moles of Ca®". Calbindin D-28k shares only minimal
sequence homology with calbindin D-9k and the S-100
family, but is rather closely related to calretinin, another
6 EF-hand domain calcium-binding protein expressed
mainly in neuronal tissues. Calbindin D-28k is highly
conserved during evolution suggestive of an important
physiological function that allows only little sequence
divergence. The exact physiological function, however,
remains still unclear.

DISTRIBUTION AND LOCALIZATION

Calbindin D-28k is expressed in brain, kidney, bone,
pancreas, and less in some other tissues (pituitary
gland, salivary gland, adrenal gland, stomach, thymus,
bladder, ovary, heart, liver). The expression level
between tissues varies from 0.1% to 1.5% of the total
soluble protein. Calbindin D-28k is expressed in specific



regions throughout the central nervous system. The
highest calbindin D-28k levels are present in the
cerebellar Purkinje cells where it is located in the cell
bodies, axons, and dendrites, but not or to a much lesser
extent in the adjacent granular cell layer. Furthermore,
calbindin D-28k is localized in specific cells of the
sensory pathways in mammalian cochlear and vestibular
hair cells in the inner ear, as well as in the basilar papilla
of the chick cochlea. Calbindin D-28k concentrations of
up to 2 mM were reported to be present in the auditory
neurons. In the kidney, calbindin D-28k is exclusively
localized in the tubular regions of the distal nephron
(distal convoluted tubule, the connecting tubule, and the
cortical collecting tubule), where reabsorption of
calcium is known to occur. Calbindin D-28k is also
found to be expressed in the insulin-producing B cells of
the avian and mammalian pancreas.

Calbindin D-28k is expressed in the avian but not in
the mammalian intestine, where it is found by immuno-
cytochemical techniques to be present in the intestinal
absorptive cells whereas globlet cells are negative. The
subcellular distribution of calbindin D-28k was deter-
mined in chick duodenum by electron microscopy using
the protein A-gold technique. Calbindin D-28k was
found in the cytosol and the nuclear euchromatin of the
intestinal absorptive cells, but not in the mitochondria,
the lysosomes, or the cysternal spaces of the rough
endoplasmic reticulum nor in the Golgi apparatus.

An antiserum raised to chick intestinal calbindin D28
was found to also crossreact with calbindin D-28k from
other species. The antiserum revealed the presence of
calbindin D-28k in intestinal homogenates of duck,
robin, and Japanese quail and with a protein in the
duodenum of reptiles but not fishes and amphibia.
Similarly, calbindin D-28k was also identified in the
kidney and brain of amphibia, reptiles, birds, and
mammals and also in the nervous system of fish and
several mollusks. Since calbindin D-28k is found in fish
brain but not in fish intestine and kidney, one might
speculate that it was originally a neuronal protein.

GENE AND SEQUENCE

The rigid structure of calbindin D-28k is acidic
(pI=4.54) and contains 261 amino acids (30 025 Da).
The chicken ¢cDNA sequence was the first to be
cloned (1986). The deduced amino acid sequence of
this calbindin D-28k c¢DNA revealed surprisingly
the presence of six EF-hand domains. Of these
predicted six EF-hand domains only four were con-
sidered to be functional due to mutations within the
conserved calcium coordination sites in the loop
regions of domains 2 and 6. A protein sequence
comparison of calbindin D-28k showed a high degree
of conservation over all species. The human calbindin
D-28k gene was localized to the human chromosome
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8921.3-q22.1 and the gene name was annotated to
CALB1. CALB1 spans 24 kb interspersed by 10 introns
and 11 exons.

CALCIUM BINDING

EF-hand proteins play a crucial role to guide and
sustain the calcium signal. The designation “EF hand”
is derived from the structural orientation of the two
a-helices (E and F) that form together with the
calcium-binding loop of 12 amino acids the highly
conserved metal-binding consensus sequence. The loop
contains five oxygen-containing amino acids at defined
positions that are important for coordinating the
calcium ion. Da Silva and Reinach proposed to
classify the EF-hand members into proteins with
regulatory roles called Ca®" sensor proteins and
those involved in Ca?" buffer and transport were
entitled Ca?" buffer proteins. The Ca”*-binding
affinities of EF-hand proteins have a wide equilibrium
constant range (Kyq= 107*=10"° M). This large bind-
ing range is coded in the amino acid sequence, in
particular within the 12-residues consensus loop that
directly coordinates the Ca>" ion. The four EF-hands
domains of calbindin D-28k bind calcium with high
affinity. The binding is Ca**-specific with marginal
Ca’*/Mg?" antagonism. Therefore, under resting
intracellular calcium concentrations (<100 nM) the
calcium-binding sites of calbindin D-28k are largely
empty and are thus immediately available for a fast
buffering of nerve stimulation evoked Ca®" transients.
Two K4 values have been determined calbindin D-28k.
The first K4(1) value ranges from 175 to 237 nM
and the second K4(2) ranges from 411 to 513 nM,
respectively. Ca?" binding seemingly causes a confor-
mational change in the molecule, which could trigger
an interaction with another protein, thereby propagat-
ing a calcium signal.

KNOCKOUT ANIMALS

The evaluation of the physiological role of calbindin
D-28k has been facilitated by the recent generation
of mouse strains deficient in this protein. Calbindin
D-28k-nullmutant (—/—) mice are viable and appeared
phenotypically normal in their general development.
There was no evidence of any major changes in the
histology neither of their nervous system nor of any
other organ. However, calbindin D-28k knockout mice
showed a distinct motor coordination problem that
could not be overcome by continuous learning.
These animals lack the calbindin D-28k in the Purkinje
cells of the cerebellum, a center for motor coordination.
This result points towards a critical physiological role of
calbindin D-28k in controlling Purkinje cell-dependent
motor behavior.
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Due to its presence in Purkinje cells calbindin
D-28k was also thought to be associated with other
neurological disorders such as ataxia. Patients with
spinocerebellar ataxia type 1 (SCA1) show a decreased
calbindin D-28k staining in Purkinje cells and an
aggregation of ataxin-1 in the nucleus, leading
eventually to Purkinje cell death. A similar decrease
in calbindin D-28 staining of Purkinje cells was found
In transgenic mice overexpressing mutant ataxin-1, an
animal model for SCA1. Calbindin D-28k knockout
mice on the other hand did not show any Purkinje cell
loss, suggesting that the lowered calbindin D-28k
levels in SCA1 patients are unlikely the cause but
rather the consequence of the Purkinje cell damage due
to the high ataxin-1 levels. The fact that the Purkinje
cells and other calbindin D-28k positive neurons of
wild type mice also survive in the calbindin
knockout mice, shows that the lack of calbindin
D-28k is not per se detrimental to these cells. Thus,
this finding argues against a general calcium-mediated
excitotoxicity preventive role of calbindin D-28k. The
functional data available thus far suggests that in the
cerebellum calbindin D-28k plays a role in motor
coordination. To our knowledge, no human genetic
disease is known where the root cause is a calbindin
D-28k gene defect.

REGULATION

Calbindin D-28k has a unique tissue-specific expression
pattern indicating a highly specialized function. Calbin-
din D-28k is regulated in a vitamin D-dependent fashion
in kidney and pancreas, whereas its presence in the
specific brain regions is independent of the vitamin D
status. There are, however, reports showing a brain
region-specific regulation by gluccocorticoids, by sex
steroids and by nerve growth factor.

The initial finding that calbindin D-28k is induced
by vitamin D in tissues involved in calcium transport,
suggested that calbindin D28 might have an
important role in vitamin D regulated calcium
absorption. The intestine, the kidney, and the bone
are target organs for the biologically active form of
vitamin D, the 1a, 25-dihydroxyvitamin D3, that is
known to regulate the calcium demand of the body.
The active vitamin D metabolite regulates the
expression of calbindin D-28k in these tissues by the
steroid hormone mechanism of action as described
earlier for calbindin D-9k.

SUMMARY AND OUTLOOK

The fact that antibodies to chicken calbindin D-28k
crossreact with calbindin D-28k of evolutionary far-
diverged species suggest a high conservation of this
protein in evolution. This finding is further evidenced

by sequence comparison among the different species. The
four intact and the two degenerated EF-hands show
similarly a high degree of conservation, suggesting, apart
from Ca”>"-binding, an additional functional conserva-
tion pressure. Such an additional function could be
triggered by protein—protein interaction in a
Ca”*-dependent manner. Indeed, there is increasing evi-
dence that similar to calmodulin, also calbindin D-28k
could act as calcium sensor, undergoing a conformational
change upon Ca’"-binding. Such a conformational
change could unmask new domains and allow calbindin
D-28k to interact with other yet to be identified intra-
cellular effectors thereby propagating the Ca®"-signal.
Another intriguing question regarding calbindin
D-28k function is the partial substitution during
evolution by calbindin D-9k. In mammals calbindin
D-9k substitutes for calbindin D-28k in the intestine and
in part in the kidney. This raises the intriguing
hypothesis that in the evolutionary older species
calbindin D28k could have a dual function, one
for calcium absorption in the intestine (vitamin D
dependent), the other as calcium sensor in neurons
(vitamin D-independent). With the evolution of
mammals, the calcium absorption function apparently
was delegated the “newly invented” calbindin D-9k.

SEE ALSO THE FOLLOWING ARTICLES

Calcium-Binding Proteins: Cytosolic (Annexins, Gelso-
lins, C,-Domain Proteins) e Calcium Buffering Proteins:
ER Luminal Proteins e Calcium Sensing Receptor e
Calcium Signaling: Cell Cycle e Calcium Transport in
Mitochondria e Vitamin D e Vitamin D Receptor

GLOSSARY

EF-hand calcium-binding site A specific protein sequence constisting
of two a-helices connected by a sequence of 12—14 amino acids
that constitute a high affinity calcium-binding site (K4 in the nM
range). Depending on the protein sequence, the binding site is either
specific for calcium (e.g., calbindin) or can also accept magnesium
(e.g., parvalbumin).

gene family A number of closely related genes that arose by a series of
gene duplications during evolution. Gene families can have from
only very few up to several hundred members. The EF-hand family
of calcium-binding proteins has more than 300 members grouped
in several subfamilies.
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Calcium Buffering Proteins:
ER Luminal Proteins

Jody Groenendyk and Marek Michalak
University of Alberta, Edmonton, Alberta, Canada

Ca®* buffering endoplasmic reticulum (ER) proteins are ER
resident proteins that bind Ca?* with a high capacity.
They play an important role in the maintenance of resting
free Ca>" concentration in the lumen of ER and subsequently
in the modulation of cellular Ca** homeostasis. This is critical
because Ca®* is a universal intracellular signaling molecule,
which controls numerous developmental and cellular path-
ways. Changes in Ca®* concentration affect processes as
diverse as learning and memory, secretion, contraction and
relaxation, membrane excitability, cell motility, cytoplasmic
and mitochondrial metabolism, protein and lipid synthesis, cell
cycle, apoptosis, organellar trafficking, and protein folding and
quality control. Therefore, it is of the utmost importance
that Ca®* homeostasis is tightly regulated in all cells. This is
accomplished by a variety of Ca?* transporting, binding, and
buffering proteins, which are found in many cellular
compartments.

The Endoplasmic Reticulum

2+ .
and Ca”" Homeostasis

The ER is one of the most important intracellular Ca®™
buffering and storage organelles. In response to a variety
of external stimuli, Ca*" is released from the lumen of
the ER into the cytosol, via the inositol-1,4,5-triphos-
phate receptor (InsP3R) and/or the ryanodine receptor
(RyR) Ca*" channels. Some Ca" also enters the cytosol
from the extracellular environment, via Ca>* channels in
the plasma membrane. Most of the released Ca™ is taken
up back into the lumen of the ER via the sarcoplasmic—
endoplasmic-reticulum Ca?T-ATPase (SERCA). Some of
the Ca?™ is also removed from the cytosol by the plasma
membrane Ca*"-ATPase and the Na™—Ca®" exchanger.
Within the ER, Ca*" is bound to and buffered by high
concentrations of luminal Ca*" binding proteins.

CaZt Buffering in the ER Lumen

In total, the lumen of the ER contains 1-3 mM Ca*™,
a concentration similar to that in the extracellular space.
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A small portion of this ER lumenal Ca*™ is not buffered
by Ca®" binding to proteins and is considered free.
Resting free Ca®" concentrations in the ER vary from
100 to 400 uM, while those in the cytosol are in the
nanomolar range. The actual resting free Ca** concen-
tration in the ER is determined by the balance between
the rates of Ca®" uptake and Ca®" leak and by the extent
of buffering by the resident Ca*" binding proteins.
Most Ca®" in the lumen of the ER is bound to the
Ca®" binding molecular chaperones that are resident
there. These proteins maintain specific concentration
gradients of Ca®" in the ER and localize Ca*" to the sites
of release. They also directly affect both the Ca®"
storage capacity of the ER and the free Ca** concen-
tration under resting conditions and after cellular
stimulation. Table I shows a list of ER proteins that
are involved in buffering Ca®" in the ER lumen. There
are two major classes of ER Ca®" binding proteins.
Class I, the larger of the two, represents proteins which
bind Ca** with relatively high capacity and low affinity.
These proteins contain a large proportion of acidic
amino acid residues that are involved in the high
capacity and low affinity Ca®*" binding. Their Ca2*
binding capacity varies from as little as 2 moles of Ca**
per mole of protein to as much as 50 moles of Ca*" per
mole of protein. The high capacity Ca** binding sites
have a relatively low affinity for Ca*™ (Kq = 1-2 mM),
which parallels the relatively high content of Ca?* in the
ER lumen. These Ca binding proteins are responsible for
Ca’* storage in the lumen of the ER/sarcoplasmic
reticulum (SR), and they effectively determine the
capacity of these intracellular organelles for Ca®".
In contrast, class II represents Ca?* binding proteins in
the lumen of the ER that bind Ca®" with relatively
high affinity and low capacity. The function of these high
affinity binding sites is not obvious, given the high
concentrations of Ca®" in the lumen of the ER. It is
thought that they might play a structural role, or that
they might be responsible for the regulation/mainten-
ance of specific protein—protein interactions. Several
of the class II proteins contain a classic EF-hand

226



CALCIUM BUFFERING PROTEINS: ER LUMINAL PROTEINS 227

TABLE I

Ca’* Binding Proteins of the Endoplasmic Reticulum Lumen

Ca™ binding

Protein name (mole/mole of protein)

CLASS I proteins
(high capacity and low affinity Ca>* proteins)

Calreticulin 25
Grp 94/endoplasmin 10
Grp 78/BiP binds Ca®*
PDI family
PDI 20
ERp72 12
ERCalcistorin/PDI 20
Ps binds Ca**
ERp57 not investigated
ERp44 not investigated
ERp29 not investigated
Calsequestrin 50

CLASS II proteins
(contain EF-hand Ca®" binding motifs and bind 6-7 moles of
Ca**/mole of protein with high affinity)

Reticulocalbin
Cab45s

Calumenin
ERCS5
Crocalbin/CBP-50

Ca’" binding site, previously identified in many
cytoplasmic proteins that bind Ca>" with high affinity.

A characteristic common to proteins in both classes is
that they contain an N-terminal signal sequence that
targets them to the lumen of the ER. They also terminate
with a KDEL-like amino acid sequence that is respon-
sible for their continual retrieval back to the ER lumen.
Finally, most of the proteins resident in the lumen of the
ER are multifunctional, regardless of their Ca®" binding
properties. They are involved in maintaining Ca*"
homeostasis and they assist in both protein folding and
assembly, and lipid synthesis and transport.

Class I Ca2* Binding Proteins
in the ER Lumen

The class I ER luminal proteins are those that bind Ca*"
with high capacity and low affinity. In most of these
proteins, specific regions of the amino acid sequence
contain a high proportion of acidic residues, and it is
these acidic residues that are involved in the high
capacity Ca®" binding. The following ER proteins
belong to class I: calreticulin, Grp94, BiP, the PDI-
family, and calsequestrin.

CALRETICULIN

Calreticulin (46 kDa) is a major Ca** storage protein in
the ER lumen, which contains both high affinity/low
capacity and low affinity/high capacity Ca** binding
sites. Specifically, it binds up to 25 moles of Ca*" per
mole of protein with Kg=1mM (low affinity) and
1 mole of Ca*" per mole of protein with a Kg =1 uM
(high affinity). Calreticulin, one of the most extensively
studied ER luminal proteins, is responsible for binding
approximately 50% of the Ca®" stored in the lumen
of the ER. As observed for other ER luminal proteins,
the expression of calreticulin is up-regulated by stress,
Ca®" depletion, and metabolic starvation. The over-
expression of calreticulin in the ER significantly affects
the ER Ca”" storage capacity, Ca>" uptake via SERCA,
and release via InsP; receptor, indicating an important
role for calreticulin in ER Ca?" buffering.

Calreticulin is composed of three structural and
functional domains. The N-domain has the most
conserved amino acid sequence and binds both Zn*"
and ATP. In conjunction with the central, P-domain of
the protein, it enables calreticulin’s chaperone function.
The central, P-domain of the protein is very rich in
proline residues and contains several repeated amino
acid sequences. It forms a highly unusual hairpin-like
structure that involves the entire proline-rich region, and
it is stabilized by a three-strand antiparallel B-sheet that
is formed by the amino acid repeat sequences. The
P-domain binds Ca?" with high affinity and low
capacity. It also interacts with other ER chaperones
and their substrates. The carboxyl-terminal C-domain of
calreticulin contains a large number of acidic amino
acid residues, and it is responsible for the high capacity
Ca”" binding behavior of calreticulin.

In addition to binding and buffering Ca** in the
lumen of ER, calreticulin also plays a significant role as a
molecular chaperone with a specificity for glycosylated
proteins. Specifically, calreticulin binds N-linked,
monoglucosylated carbohydrates on newly synthesized
proteins. In conjunction with calnexin, an integral
membrane protein and also a chaperone in the ER,
calreticulin facilitates protein folding and oligomeriza-
tion, and it supports quality control in protein folding
processes. As components of the calreticulin/calnexin
cycle, calreticulin might prefer secretory proteins and
calnexin integral membrane proteins. Calreticulin and
calnexin both form heterodimeric complexes with
ERpS57 and other chaperones. The formation of these
chaperone—chaperone and chaperone-substrate inter-
actions is regulated by changes in Ca*" concentration
in the lumen of the ER.

GRP94 (GLUCOSE-REGULATED PROTEIN)

Grp94 (94 kDa) is another major Ca*" binding protein,
and one of the most abundant proteins in the lumen
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of the ER. It binds 8—10 mol of Ca*" per mol of protein
with low affinity (Kg = ~600 pM). Like calreticulin,
Grp94 contains an acidic C-terminal region that
comprises the low affinity Ca”?* binding site. Because
of their relatively high capacity for Ca®>" binding and
their abundance, Grp94 and calreticulin are the most
significant Ca** binding/buffering proteins in the ER
lumen. The expression of Grp94 is up-regulated upon
glucose starvation, hence its name (glucose-regulated
protein). It binds ATP, but has only very low ATPase
activity. It also functions as a molecular chaperone but
binds to limited numbers of nascent proteins, most of
them advanced folding intermediates or misfolded
proteins that have been previously associated with
other chaperones; it has a relatively low affinity for
early folding intermediates. It appears that Grp94 is a
chaperone specific for advanced intermediates in protein
biosynthesis and that it works downstream of, or in
conjunction with, other chaperones. Ca** binding to
Grp94 may play a role in the iz vivo interactions of the
protein with other chaperones and with its substrates.

BIP (IMMUNOGLOBULIN
BINDING PROTEIN)

BiP is a 78-kDa ER chaperone that binds immuno-
globulins. It is a monomeric protein with two distinct
functional domains, an ATP-binding domain and a
peptide-binding domain. While it has a relatively low
capacity for binding Ca*" (1-2 mole of Ca*" per mole of
protein), it contributes possibly as much as 25% of the
total Ca®" storage capacity of the ER, and its elevated
expression causes an appreciable increase in ER Ca®™
storage capacity. BiP assists in the folding of newly
synthesized polypeptides by binding to exposed hydro-
phobic side chains and subsequently coordinating the
formation of their correct tertiary and quaternary
structure. BiP binds ATP and has high ATPase activity
essential for its chaperone function. Its association with
nascent polypeptides is stabilized by the high concen-
trations of Ca>" in the ER lumen and likely involves
Ca”" binding. The expression of BiP is up-regulated by a
variety of stress conditions, including ER Ca** depletion.

THE PROTEIN DISULFIDE ISOMERASE
(PDI) FAMILY OF PROTEINS

Several members of the protein disulfide isomerase (PDI)
family are well-characterized. Each is folded similarly to
thioredoxin, with a “typical” sequence of « helices and
B strands. PDI proteins also contain one or more active
sites (typically two), again similar to that of thioredoxin.
The main function of the PDI family of proteins is to
catalyze the oxidation of disulfide bonds and to
isomerize incorrectly formed disulfide bonds in newly

synthesized polypeptides. Recent studies indicate that
some members of this family (PDI, ERp72, and
ERcalcistorin/PDI) also contribute to Ca*" buffering in
the ER lumen.

PDI

PDI is a 58-kDa Ca’"-binding chaperone. It binds
19 mol of Ca®" per mol of protein with low affinity
(Kq = 2-5 mM). The C-terminus of the protein contains
numerous pairs of acidic residues that form the low
affinity, high capacity Ca?* binding sites. PDI is an
abundant and widely distributed ER luminal protein. Its
major function is to catalyze disulfide bond formation in
newly synthesized proteins and, importantly, high
concentrations of Ca”" augment this activity. PDI
contains a typical thioredoxin active site, which contains

two cysteines separated by two other amino acid
residues (the CXXC motif).

ERp72

ERp72 is a 72-kDa member of the PDI family that binds
12 mol of Ca*" per mol protein with low affinity. Its
amino acid sequence includes an acidic C-terminus that
is involved in the high capacity Ca®>" binding. ERp72
contains 3 thioredoxin-like active sites and has PDI-like
activity. The expression of ERp72 is induced under stress
conditions, including ER Ca*" depletion.

ERcalcistorin/PDI

ERcalcistorin/PDI, a 58-kDa protein, also has high Ca**
binding capacity and low affinity. ERcalcistorin/PDI
binds 23 mol of Ca** per mol of protein with low
affinity (Kq= ~1mM). Like other class I ER Ca**
binding proteins, the high-capacity Ca*" binding sites in
ERcalcistorin/PDI are localized to a C-terminal stretch
of acidic amino acid residues. As noted previously for
members of the PDI family, high concentrations of Ca**
augment the protein’s isomerase activity. ERcalcistorin/
PDI has 55% amino acid sequence identity to PDI, and it
shows PDI-like chaperone activity.

Other PDI Family Members

Other members of the PDI family have also been
iden