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To so many fine memories of my brother, Mohsen, for his
uncompromising belief in the power of education.






About the Editor-in-Chief

Hossein Bidgoli, Ph.D., is Professor of Management
Information Systems at California State University. Dr.
Bidgoli helped set up the first PC lab in the United
States. He is the author of 43 textbooks, 27 manuals, and
over four dozen technical articles and papers on various
aspects of computer applications, e-commerce, and

information systems, which have been published and
presented throughout the world. Dr. Bidgoli also serves
as the editor-in-chief of Encyclopedia of Information
Systems.

Dr. Bidgoli was selected as the California State Univer-
sity, Bakersfield’s 2001-2002 Professor of the Year.



Editorial Board

Eric T. Bradlow
The Wharton School of the University of
Pennsylvania

Kai Cheng
Leeds Metropolitan University,
United Kingdom

Mary J. Cronin
Boston College

James E. Goldman
Purdue University

Marilyn Greenstein
Arizona State University West

Varun Grover
University of South Carolina

Ephraim R. McLean
Georgia State University, Atlanta

David E. Monarchi
University of Colorado, Boulder

Raymond R. Panko
University of Hawaii at Manoa

Norman M. Sadeh
Carnegie Mellon University

Judith C. Simon
The University of Memphis

Vasja Vehovar
University of Ljubljana, Slovenia

Russell S. Winer
New York University



Contents

Chapter List by Subject Area
Contributors

Preface

Guide to the Internet Encyclopedia

Volume 1

Active Server Pages
J. Christopher Sandvig

ActiveX
Roman Erenshteyn

ActiveX Data Objects (ADO)
Bhushan Kapoor

Application Service Providers (ASPs)
H.-Arno Jacobsen

Authentication
Patrick McDaniel

Benchmarking Internet
Vasja Vehovar and Vesna Dolnicar

Biometric Authentication
James. L. Wayman

Bluetooth™_—_A Wireless Personal

Area Network
Brent A. Miller

Business Plans for E-commerce Projects
Amy W. Ray

Business-to-Business (B2B) Electronic

Commerce
Julian J. Ray

Business-to-Business (B2B) Internet
Business Models
Dat-Dao Nguyen

Business-to-Consumer (B2C) Internet
Business Models
Diane M. Hamilton

Capacity Planning for Web Services
Robert Oshana

Cascading Style Sheets (CSS)
Fred Condo

CIC++
Mario Giannini

Circuit, Message, and Packet Switching
Robert H. Greenfield

xii
XV
xxiii
XXVi

11

25

36

48

57

72

84

96

106

120

129

139

152

164

176

Click-and-Brick Electronic Commerce
Charles Steinfield

Client/Server Computing
Daniel J. McFarland

Collaborative Commerce (C-commerce)
Rodney J. Heisterberg

Common Gateway Interface (CGI) Scripts
Stan Kurkovsky

Computer Literacy
Hossein Bidgoli

Computer Security Incident Response
Teams (CSIRTs)
Raymond R. Panko

Computer Viruses and Worms
Robert Slade

Conducted Communications Media
Thomas L. Pigg

Consumer Behavior
Mary Finley Wolfinbarger and Mary C. Gilly

Consumer-Oriented Electronic Commerce
Henry Chan

Convergence of Data, Sound, and Video
Gary J. Krug

Copyright Law
Gerald R. Ferrera

Customer Relationship Management
on the Web
Russell S. Winer

Cybercrime and Cyberfraud
Camille Chin

Cyberlaw: The Major Areas, Development,
and Provisions
Dennis M. Powers

Cyberterrorism
Charles W. Jaeger

Databases on the Web
A. Neil Yerkey

Data Compression
Chang-Su Kim and C.-C. Jay Kuo

Data Mining in E-commerce
Sviatoslav Braynov

185

194

204

218

229

242

248

261

272

284

294

303

315

326

337

353

373

384

400



viii

Data Warehousing and Data Marts
Chuck Kelley

Denial of Service Attacks
E. Eugene Schultz

Developing Nations
Nanette S. Levinson

DHTML (Dynamic HyperText Markup
Language)
Craig D. Knuckles

Digital Communication
Robert W. Heath Jr., and Atul A. Salvekar

Digital Divide
Jaime J. Ddvila

Digital Economy
Nirvikar Singh

Digital Identity
Drummond Reed and Jerry Kindall

Digital Libraries
Cavan McCarthy

Digital Signatures and Electronic Signatures
Raymond R. Panko

Disaster Recovery Planning
Marco Cremonini and Pierangela Samarati

Distance Learning (Virtual Learning)
Chris Dede, Tara Brown-L'Bahy, Diane Ketelhut,
and Pamela Whitehouse

Downloading from the Internet
Kuber Maharjan

E-business ROI Simulations
Edwin E. Lewis

E-government
Shannon Schelin and G. David Garson

Electronic Commerce and Electronic

Business
Charles Steinfield

Electronic Data Interchange (EDI)
Matthew K. McGowan

Electronic Funds Transfer
Roger Gate and Alec Nacamuli

Electronic Payment
Donal O’'Mahony

Electronic Procurement
Robert H. Goffiman

E-mail and Instant Messaging
Jim Grubbs

E-marketplaces
Paul R. Prabhaker

CONTENTS

412

424

434

444

457

468

477

493

505

526

535

549

561

577

590

601

613

624

635

645

660

671

Encryption
Ari Juels

Enhanced TV
Jim Krause

Enterprise Resource Planning (ERP)
Zinovy Radovilsky

E-systems for the Support of
Manufacturing Operations
Robert H. Lowson

Extensible Markup Language (XML)
Rich Dorfman

Extensible Stylesheet Language (XSL)
Jesse M. Heines

Extranets
Stephen W. Thorpe

Feasibility of Global E-business Projects
Peter Raven and C. Patrick Fleenor

File Types
Jennifer Lagier

Firewalls
James E. Goldman

Fuzzy Logic
Yan-Qing Zhang

Volume 2

Game Design: Games for the World Wide Web
Bruce R. Maxim

Gender and Internet Usage
Ruby Roy Dholakia, Nikhilesh Dholakia,
and Nir Kshetri

Geographic Information Systems (GIS)
and the Internet
Haluk Cetin

Global Diffusion of the Internet
Nikhilesh Dholakia, Ruby Roy Dholakia,
and Nir Kshetri

Global Issues
Babita Gupta

Groupware
Pierre A. Balthazard and Richard E. Potter

Guidelines for a Comprehensive
Security System
Margarita Maria Lenk

Health Insurance and Managed Care
Etienne E. Pracht

Health Issues
David Lukoff and Jayne Gackenbach

History of the Internet
John Sherry and Colleen Brown

686

695

707

718

732

755

793

803

819

831

841

12

23

38

52

65

76

89

104

114



HTML/XHTML (HyperText Markup
Language/Extensible HyperText
Markup Language)

Mark Michael

Human Factors and Ergonomics
Robert W. Proctor and Kim-Phuong L. Vu

Human Resources Management
Dianna L. Stone, Eduardo Salas,
and Linda C. Isenhour

Information Quality in Internet and
E-business Environments
Larry P. English

Integrated Services Digital Network (ISDN):

Narrowband and Broadband Services and
Applications
John S. Thompson

Intelligent Agents
Daniel Dajun Zeng and Mark E. Nissen

Interactive Multimedia on the Web
Borko Furht and Oge Marques

International Cyberlaw
Julia Alpert Gladstone

International Supply Chain
Management
Gary LaPoint and Scott Webster

Internet Architecture
Graham Knight

Internet Censorship
Julie Hersberger

Internet Etiquette (Netiquette)
Joseph M. Kayany

Internet Literacy
Hossein Bidgoli

Internet Navigation (Basics, Services, and Portals)

Pratap Reddy

Internet Relay Chat (IRC)
Paul L. Witt

Internet Security Standards
Raymond R. Panko

Internet2
Linda S. Bruenjes, Carolyn J. Siccama,
and John LeBaron

Intranets
William T. Schiano

Intrusion Detection Techniques
Peng Ning and Sushil Jajodia

Inventory Management
Janice E. Carrillo, Michael A. Carrillo,
and Anand Paul

CONTENTS

124

141

150

163

180

192

204

216

233

244

264

274

286

298

311

320

334

346

355

368

Java
Judith C. Simon and Charles J. Campbell

JavaBeans and Software Architecture
Nenad Medvidovic and Nikunj R. Mehta

JavaScript
Constantine Roussos

JavaServer Pages (JSP)
Frederick Pratter

Knowledge Management
Ronald R. Tidd

Law Enforcement
Robert Vaughn and Judith C. Simon

Law Firms
Victoria S. Dennis and Judith C. Simon

Legal, Social, and Ethical Issues
Kenneth Einar Himma

Library Management
Clara L. Sitter

Linux Operating System
Charles Abzug

Load Balancing on the Internet
Jianbin Wei, Cheng-Zhong Xu,
and Xiaobo Zhou

Local Area Networks
Wayne C. Summers

Machine Learning and Data Mining on the Web
Qiang Yang

Managing a Network Environment
Haniph A. Latchman and Jordan Walters

Managing the Flow of Materials Across
the Supply Chain
Matthias Holweg and Nick Rich

Marketing Communication Strategies
Judy Strauss

Marketing Plans for E-commerce Projects
Malu Roldan

Medical Care Delivery
Steven D. Schwaitzberg

Middleware
Robert Simon

Mobile Commerce
Mary J. Cronin

Mobile Devices and Protocols
Julie R. Mariga and Benjamin R. Pobanz

Mobile Operating Systems and Applications
Julie R. Mariga

379

388

401

415

431

443

457

464

477

486

499

515

527

537

551

562

574

586

603

614

627

635



Multimedia
Joey Bargsten

Multiplexing
Dave Whitmore

Nonprofit Organizations
Dale Nesbary

Online Analytical Processing (OLAP)
Joseph Morabito and Edward A. Stohr

Online Auctions
Gary C. Anders

Online Auction Site Management
Peter R. Wurman

Online Banking and Beyond: Internet-Related
Offerings from U.S. Banks
Siaw-Peng Wan

Online Communities
Lee Sproull

Online Dispute Resolution
Alan Gaitenby

Online News Services (Online Journalism)
Bruce Garrison

Online Public Relations
Kirk Hallahan

Online Publishing
Randy M. Brooks

Online Religion
T. Matthew Ciolek

Online Stalking
David J. Loundy

Open Source Development and Licensing
Steven J. Henry

Organizational Impact
John A. Mendonca

Volume 3
Passwords

Jeremy Rasmussen

Patent Law
Gerald Bluhm

Peer-to-Peer Systems
L. Jean Camp

Perl
David Stotts

Personalization and Customization Technologies
Sviatoslav Braynov

Physical Security
Mark Michael

CONTENTS

642

664

675

685

699

709

720

733

745

755

769

784

798

812

819

832

14

25

34

51

64

Politics
Paul Gronke

Privacy Law
Ray Everett-Church

Propagation Characteristics of Wireless

Channels
P. M. Shankar

Prototyping
Eric H. Nyberg

Public Accounting Firms
C. Janie Chang and Annette Nellen

Public Key Infrastructure (PKI)
Russ Housley

Public Networks
Dale R. Thompson and Amy W. Apon

Radio Frequency and Wireless

Communications
Okechukwu C. Ugweje

Real Estate
Ashok Deo Bardhan and Dwight Jaffee

Research on the Internet
Paul S. Piper

Return on Investment Analysis

for E-business Projects
Mark Jeffery

Risk Management in Internet-Based
Software Projects
Roy C. Schmidt

Rule-Based and Expert Systems
Robert J. Schalkoff

Secure Electronic Transactions (SET)
Mark S. Merkow

Secure Sockets Layer (SSL)
Robert J. Boncella

Securities Trading on the Internet
Marcia H. Flicker

Software Design and Implementation in the
Web Environment
Jeff Offutt

Software Piracy
Robert K. Moniot

Speech and Audio Compression
Peter Kroon

Standards and Protocols in Data Communications
David E. Cook

Storage Area Networks (SANs)
Vladimir V. Riabov

84

96

124

135

145

156

166

177

192

201

211

229

237

247

261

274

286

297

307

320

329



Strategic Alliances
Patricia Adams

Structured Query Language (SQL)
Erick D. Slazinski

Supply Chain Management
Gerard J. Burke and Asoo J. Vakharia

Supply Chain Management and the Internet
Thomas D. Lairson

Supply Chain Management Technologies
Mark Smith

Supply Networks: Developing and Maintaining
Relationships and Strategies
Robert H. Lowson

Taxation Issues
Annette Nellen

TCP/IP Suite
Prabhaker Mateti

Telecommuting and Telework
Ralph D. Westfall

Trademark Law
Ray Everett-Church

Travel and Tourism
Daniel R. Fesenmaier, Ulrike Gretzel,
Yeong-Hyeon Hwang, and Youcheng Wang

Universally Accessible Web Resources:
Designing for People with Disabilities
Jon Gunderson

Unix Operating System
Mark Shacklette

Usability Testing: An Evaluation Process
for Internet Communications
Donald E. Zimmerman and Carol A. Akerelrea

Value Chain Analysis
Brad Kleindl

Video Compression
Immanuel Freedman

Video Streaming
Herbert Tuttle

Virtual Enterprises
J. Cecil

Virtual Private Networks: Internet Protocol (IP)
Based
David E. McDysan

Virtual Reality on the Internet: Collaborative
Virtual Reality
Andrew Johnson and Jason Leigh

CONTENTS

340

353

365

374

387

398

413

424

436

448

459

477

494

512

525

537

554

567

579

591

Virtual Teams
Jamie S. Switzer

Visual Basic
Dennis O. Owen

Visual Basic Scripting Edition
(VBScript)
Timothy W. Cole

Visual C++ (Microsoft)
Blayne E. Mayfield

Voice over Internet Protocol (IP)
Roy Morris

Web-Based Training
Patrick J. Fahy

Webcasting
Louisa Ha

Web Content Management
Jian Qin

Web Hosting
Doug Kaye

Web Quality of Service
Tarek Abdelzaher

Web Search Fundamentals
Raymond Wisman

Web Search Technology
Clement Yu and Weiyi Meng

Web Services
Akhil Sahai, Sven Graupner, and Wooyoung Kim

Web Site Design
Robert E. Irie

Wide Area and Metropolitan Area
Networks
Lynn A. DeNoia

Windows 2000 Security
E. Eugene Schultz

Wireless Application Protocol (WAP)
Lillian N. Cassel

Wireless Communications Applications
Mohsen Guizani

Wireless Internet
Magda El Zarki, Geert Heijenk and Kenneth S. Lee

Wireless Marketing
Pamela M. H. Kwok

XBRL (Extensible Business Reporting
Language): Business Reporting with XML
J. Efrim Boritz and Won Gyun No

xi

600

608

620

635

647

661

674

687

699

711

724

738

754

768

776

792

805

817

831

850

863



Chapter List by Subject Area

Applications

Delivery of Medical Care

Developing Nations

Digital Libraries

Distance Learning (Virtual Learning)

Downloading from the Internet

Electronic Funds Transfer

E-mail and Instant Messaging

Enhanced TV

Game Design: Games for the World Wide Web

GroupWare

Health Insurance and Managed Care

Human Resources Management

Interactive Multimedia on the Web

Internet Relay Chat (IRC)

Law Enforcement

Law Firms

Library Management

Nonprofit Organizations

Online Banking and Beyond: Internet-Related Offerings
from U.S. Banks

Online Communities

Online Dispute Resolution

Online News Services (Online Journalism)

Online Public Relations

Online Publishing

Online Religion

Politics

Public Accounting Firms

Real Estate

Research on the Internet

Securities Trading on the Internet

Telecommuting and Telework

Travel and Tourism

Video Streaming

Virtual Enterprises

Virtual Teams

Web-Based Training

Webcasting

Design, Implementation, and Management

Application Service Providers (ASPs)

Benchmarking Internet

Capacity Planning for Web Services

Client/Server Computing

E-business ROI Simulations

Enterprise Resource Planning (ERP)

Human Factors and Ergonomics

Information Quality in Internet and E-business
Environments

xii

Load Balancing on the Internet

Managing a Network Environment

Managing Risk in Internet-Based Software Projects

Peer-to-Peer Systems

Project Management Techniques

Prototyping

Return on Investment Analysis for E-business Projects

Software Design and Implementation in the Web
Environment

Structured Query Language (SQL)

Universally Accessible Web Resources: Designing for
People with Disabilities

Usability Testing: An Evaluation Process for Internet
Communications

Virtual Reality on the Internet: Collaborative Virtual
Reality

Web Hosting

Web Quality of Service

Electronic Commerce

Business Plans for E-commerce Projects
Business-to-Business (B2B) Electronic Commerce
Business-to-Business (B2B) Internet Business Models
Business-to-Consumer (B2C) Internet Business Models
Click-and-Brick Electronic Commerce

Collaborative Commerce

Consumer-Oriented Electronic Commerce
E-government

Electronic Commerce and Electronic Business
Electronic Data Interchange (EDI)

Electronic Payment

E-marketplaces

Extranets

Intranets

Online Auction Site Management

Online Auctions

Web Services

Foundation

Computer Literacy

Digital Economy

Downloading from the Internet

Electronic Commerce and Electronic Business
File Types

Geographic Information Systems (GIS) and the Internet
History of the Internet

Internet Etiquette (Netiquette)

Internet Literacy

Internet Navigation (Basics, Services, and Portals)
Multimedia



CHAPTER LIST BY SUBJECT AREA xiii

Value Chain Analysis
Web Search Fundamentals
Web Search Technology

Infrastructure

Circuit, Message, and Packet Switching

Conducted Communications Media

Convergence of Data, Sound, and Video

Data Compression

Digital Communication

Integrated Services Digital Network (ISDN):
Narrowband and Broadband Services and
Applications

Internet Architecture

Internet2

Linux Operating System

Local Area Networks

Middleware

Multiplexing

Public Networks

Speech and Audio Compression

Standards and Protocols in Data Communications

Storage Area Networks (SANs)

TCP/IP Suite

Unix Operating System

Video Compression

Voice over Internet Protocol (IP)

Virtual Private Networks: Internet-Protocol (IP)
Based

Wide Area and Metropolitan Area Networks

Legal, Social, Organizational, International,

and Taxation Issues

Copyright Law

Cybercrime and Cyberfraud

Cyberlaw: The Major Areas, Development,
and Provisions

Cyberterrorism

Digital Divide

Digital Identity

Feasibility of Global E-business Projects

Gender and Internet Usage

Global Issues

Health Issues

International Cyberlaw

Internet Censorship

Internet Diffusion

Legal, Social, and Ethical Issues

Online Stalking

Open Source Development and Licensing

Organizational Impact

Patent Law

Privacy Law

Software Piracy

Taxation Issues

Trademark Law

Marketing and Advertising on the Web
Consumer Behavior

Customer Relationship Management on the Web
Data Mining in E-commerce

Data Warehousing and Data Marts

Databases on the Web

Fuzzy Logic

Intelligent Agents

Knowledge Management

Machine Learning and Data Mining on the Web
Marketing Communication Strategies
Marketing Plans for E-commerce Projects
Online Analytical Processing (OLAP)
Personalizations and Customization Technologies
Rule-Based and Expert Systems

Wireless Marketing

Security Issues and Measures

Authentication

Biometric Authentication

Computer Security Incident Response Teams (CSIRTS)
Computer Viruses and Worms

Denial of Service Attacks

Digital Signatures and Electronic Signatures

Disaster Recovery Planning

Encryption

Firewalls

Guidelines for a Comprehensive Security System
Internet Security Standards

Intrusion Detection System

Passwords

Physical Security

Public Key Infrastructure (PKI)

Secure Electronic Transmissions (SET)

Secure Sockets Layer (SSL)

Virtual Private Networks: Internet Protocol (IP) Based
Windows 2000 Security

Supply Chain Management

Electronic Procurement

E-systems for the Support of Manufacturing Operations

International Supply Chain Management

Inventory Management

Managing the Flow of Materials Across the Supply Chain

Strategic Alliances

Supply Chain Management

Supply Chain Management and the Internet

Supply Chain Management Technologies

Supply Networks: Developing and Maintaining
Relationships and Stratedies

Value Chain Analysis

Web Design and Programming
Active Server Pages (ASP)
ActiveX

ActiveX Data Objects (ADO)



xiv CHAPTER LIST BY SUBJECT AREA

C/C++

Cascading Style Sheets (CSS)

Common Gateway Interface (CGI) Scripts

DHTML (Dynamic HyperText Markup Language)

Extensible Markup Language (XML)

Extensible Stylesheet Language (XSL)

HTML/XHTML (Hypertext Markup Language/Extensible
HyperText Markup Language)

Java

Java Server Pages (JSP)

JavaBeans and Software Architecture

JavaScript

Perl

Visual Basic Scripting Edition (VBScript)

Visual Basic

Visual C++ (Microsoft)

Web Content Management

Web Site Design

XBRL (Extensible Business Reporting Language):
Business Reporting with XML

Wireless Internet and E-commerce
Bluetooth™—A Wireless Personal Area Network
Mobile Commerce

Mobile Devices and Protocols

Mobile Operating Systems and Applications
Propagation Characteristics of Wireless Channels
Radio Frequency and Wireless Communications
Wireless Application Protocol (WAP)

Wireless Communications Applications

Wireless Internet

Wireless Marketing



Contributors

Tarek Abdelzaher
University of Virginia
Web Quality of Service
Charles Abzug
James Madison University
Linux Operating System
Patricia Adams
Education Resources
Strategic Alliances
Carol A. Akerelrea
Colorado State University
Usability Testing: An Evaluation Process
for Internet Communications
Gary C. Anders
Arizona State University West
Online Auctions
Amy W. Apon
University of Arkansas
Public Networks
Pierre A. Balthazard
Arizona State University West
Groupware
Ashok Deo Bardhan
University of California,
Berkeley
Real Estate
Joey Bargsten
University of Oregon
Multimedia
Hossein Bidgoli
California State University,
Bakersfield
Computer Literacy
Internet Literacy
Gerald Bluhm
Tyco Fire & Security
Patent Law
Robert J. Boncella
Washburn University
Secure Sockets Layer (SSL)
J. Efrim Boritz
University of Waterloo, Canada

XBRL (Extensible Business Reporting Language):

Business Reporting with XML
Sviatoslav Braynov
State University of New York at Buffalo
Data Mining in E-commerce
Personalization and Customization
Technologies
Randy M. Brooks
Millikin University
Online Publishing
Colleen Brown
Purdue University
History of the Internet

Tara Brown-L'Bahy
Harvard University
Distance Learning (Virtual Learning)
Linda S. Bruenjes
Lasell College
Internet2
Gerard J. Burke
University of Florida
Supply Chain Management
L. Jean Camp
Harvard University
Peer-to-Peer Systems
Charles J. Campbell
The University of Memphis
Java
Janice E. Carrillo
University of Florida
Inventory Management
Michael A. Carrillo
Oracle Corporation
Inventory Management
Lillian N. Cassel
Villanova University
Wireless Application Protocol (WAP)
J. Cecil
New Mexico State University
Virtual Enterprises
Haluk Cetin
Murray State University
Geographic Information Systems (GIS) and
the Internet
Henry Chan
The Hong Kong Polytechnic University, China
Consumer-Oriented Electronic Commerce
C. Janie Chang
San José State University
Public Accounting Firms
Camille Chin
West Virginia University
Cybercrime and Cyberfraud
T. Matthew Ciolek
The Australian National University, Australia
Online Religion
Timothy W. Cole
University of Illinois at Urbana-Champaign
Visual Basic Scripting Edition (VBScript)
Fred Condo
California State University, Chico
Cascading Style Sheets (CSS)
David E. Cook
University of Derby, United Kingdom
Standards and Protocols in Data Communications
Marco Cremonini
Universita di Milano, Italy
Disaster Recovery Planning

Xv



Xvi

Mary J. Cronin
Boston College
Mobile Commerce
Jaime J. Davila
Hampshire College
Digital Divide
Chris Dede
Harvard University
Distance Learning (Virtual Learning)
Victoria S. Dennis
Minnesota State Bar Association
Law Firms
Lynn A. DeNoia
Rensselaer Polytechnic Institute
Wide Area and Metropolitan Area Networks
Nikhilesh Dholakia
University of Rhode Island
Gender and Internet Usage
Global Diffusion of the Internet
Ruby Roy Dholakia
University of Rhode Island
Gender and Internet Usage
Global Diffusion of the Internet
Vesna Dolnicar
University of Ljubljana, Slovenia
Benchmarking Internet
Rich Dorfman
WebFeats! and Waukesha County Technical
College
Extensible Markup Language (XML)
Magda El Zarki
University of California—Irvine
Wireless Internet
Larry P. English
Information Impact International, Inc.
Information Quality in Internet and E-business
Environments
Roman Erenshteyn
Goldey-Beacom College
ActiveX
Ray Everett-Church
ePrivacy Group, Inc.
Privacy Law
Trademark Law
Patrick J. Fahy
Athabasca University
Web-Based Training
Gerald R. Ferrera
Bentley College
Copyright Law
Daniel R. Fesenmaier
University of Illinois at Urbana—Champaign
Travel and Tourism
C. Patrick Fleenor
Seattle University
Feasibility of Global E-business Projects
Marcia H. Flicker
Fordham University
Securities Trading on the Internet
Immanuel Freedman
Dr. Immanuel Freedman, Inc.
Video Compression

CONTRIBUTORS

Borko Furht
Florida Atlantic University
Interactive Multimedia on the Web
Jayne Gackenbach
Athabasca University, Canada
Health Issues
Alan Gaitenby
University of Massachusetts, Amherst
Online Dispute Resolution
Bruce Garrison
University of Miami
Online News Services (Online Journalism)
G. David Garson
North Carolina State University
E-government
Roger Gate
IBM United Kingdom Ltd., United Kingdom
Electronic Funds Transfer
Mario Giannini
Code Fighter, Inc., and Columbia
University
C/C++
Julia Alpert Gladstone
Bryant College
International Cyberlaw
Mary C. Gilly
University of California, Irvine
Consumer Behavior
Robert H. Goffman
Concordia University
Electronic Procurement
James E. Goldman
Purdue University
Firewalls
Sven Graupner
Hewlett-Packard Laboratories
Web Services
Robert H. Greenfield
Computer Consulting
Circuit, Message, and Packet Switching
Ulrike Gretzel
University of Illinois at Urbana-Champaign
Travel and Tourism
Paul Gronke
Reed College
Politics
Jim Grubbs
University of Illinois at Springfield
E-mail and Instant Messaging
Mohsen Guizani
Western Michigan University
Wireless Communications Applications
Jon Gunderson
University of Illinois at Urbana-Champaign
Universally Accessible Web Resources: Designing
for People with Disabilities
Babita Gupta
California State University, Monterey Bay
Global Issues
Louisa Ha
Bowling Green State University
Webcasting



CONTRIBUTORS

Kirk Hallahan
Colorado State University
Online Public Relations
Diane M. Hamilton
Rowan University
Business-to-Consumer (B2C) Internet Business Models
Robert W. Heath Jr.
The University of Texas at Austin
Digital Communication
Geert Heijenk
University of Twente, The Netherlands
Wireless Internet
Jesse M. Heines
University of Massachusetts Lowell
Extensible Stylesheet Language (XSL)
Rodney J. Heisterberg
Notre Dame de Namur University and
Rod Heisterberg Associates
Collaborative Commerce
Steven J. Henry
Wolf, Greenfield & Sacks, P.C.
Open Source Development and Licensing
Julie Hersberger
University of North Carolina at Greensboro
Internet Censorship
Kenneth Einar Himma
University of Washington
Legal, Social, and Ethical Issues
Matthias Holweg
Massachusetts Institute of Technology
Managing the Flow of Materials Across the Supply Chain
Russ Housley
Vigil Security, LLC
Public Key Infrastructure (PKI)
Yeong-Hyeon Hwang
University of Illinois at Urbana-Champaign
Travel and Tourism
Robert E. Irie
SPAWAR Systems Center San Diego
Web Site Design
Linda C. Isenhour
University of Central Florida
Human Resources Management
H.-Arno Jacobsen
University of Toronto, Canada
Application Service Providers (ASPs)
Charles W. Jaeger
Southerrn Oregon University
Cyberterrorism
Dwight Jaffee
University of California, Berkeley
Real Estate
Sushil Jajodia
George Mason University
Intrusion Detection Techniques
Mark Jeffery
Northwestern University
Return on Investment Analysis for E-business Projects
Andrew Johnson
University of Illinois at Chicago
Virtual Reality on the Internet: Collaborative
Virtual Reality

Ari Juels
RSA Laboratories
Encryption
Bhushan Kapoor
California State University, Fullerton
ActiveX Data Objects (ADO)
Joseph M. Kayany
Western Michigan University
Internet Etiquette (Netiquette)
Doug Kaye
RDS Strategies LLC
Web Hosting
Chuck Kelley
Excellence In Data, Inc.
Data Warehousing and Data Marts
Diane Ketelhut
Harvard University
Distance Learning (Virtual Learning)
Chang-Su Kim
Seoul National University, Korea
Data Compression
Wooyoung Kim
University of Illinois at Urbana-Champaign
Web Services
Jerry Kindall
Epok Inc.
Digital Identity
Brad Kleindl
Missouri Southern State University—Joplin
Value Chain Analysis
Graham Knight
University College London, United Kingdom
Internet Architecture
Craig D. Knuckles
Lake Forest College
DHTML (Dynamic HyperText Markup
Language)
Jim Krause
Indiana University
Enhanced TV
Peter Kroon
Agere Systems
Speech and Audio Compression
Gary J. Krug
Eastern Washington University
Convergence of Data, Sound, and Video
Nir Kshetri
University of North Carolina
Gender and Internet Usage
Global Diffusion of the Internet
C.-C. Jay Kuo
University of Southern California
Data Compression
Stan Kurkovsky
Columbus State University
Common Gateway Interface (CGI) Scripts
Pamela M. H. Kwok
Hong Kong Polytechnic University, China
Wireless Marketing
Jennifer Lagier
Hartnell College
File Types

xvii



xviii

Thomas D. Lairson
Rollins College
Supply Chain Management and the Internet
Gary LaPoint
Syracuse University
International Supply Chain Management
Haniph A. Latchman
University of Florida
Managing a Network Environment
John LeBaron
University of Massachusetts Lowell
Internet2
Kenneth S. Lee
University of Pennsylvania
Wireless Internet
Jason Leigh
University of Illinois at Chicago
Virtual Reality on the Internet: Collaborative
Virtual Reality
Margarita Maria Lenk
Colorado State University
Guidelines for a Comprehensive Security System
Nanette S. Levinson
American University
Developing Nations
Edwin E. Lewis Jr.
Johns Hopkins University
E-business ROI Simulations
David J. Loundy
DePaul University
Online Stalking
Robert H. Lowson
University of East Anglia, United Kingdom
E-systems for the Support of Manufacturing
Operations
Supply Networks: Developing and Maintaining
Relationships and Strategies
David Lukoff
Saybrook Graduate School and Research Center
Health Issues
Kuber Maharjan
Purdue University
Downloading from the Internet
Julie R. Mariga
Purdue University
Mobile Devices and Protocols
Mobile Operating Systems and Applications
Oge Marques
Florida Atlantic University
Interactive Multimedia on the Web
Prabhaker Mateti
Wright State University
TCP/IP Suite
Bruce R. Maxim
University of Michigan-Dearborn
Game Design: Games for the World Wide Web
Blayne E. Mayfield
Oklahoma State University
Visual C++ (Microsoft)
Cavan McCarthy
Louisiana State University
Digital Libraries

CONTRIBUTORS

Patrick McDaniel
AT&T Labs
Authentication
David E. McDysan
WorldCom
Virtual Private Networks: Internet Protocol (IP)
Based
Daniel J. McFarland
Rowan University
Client/Server Computing
Matthew K. McGowan
Bradley University
Electronic Data Interchange (EDI)
Nenad Medvidovic
University of Southern California
JavaBeans and Software Architecture
Nikunj R. Mehta
University of Southern California
JavaBeans and Software Architecture
John A. Mendonca
Purdue University
Organizational Impact
Weiyi Meng
State University of New York at Binghamton
Web Search Technology
Mark S. Merkow
E-commerce Guide
Secure Electronic Transactions (SET)
Mark Michael
King’s College
HTML/XHTML (HyperText Markup Language/
Extensible HyperText Markup Language)
Physical Security
Brent A. Miller
IBM Corporation
Bluetooth™—A Wireless Personal Area Network
Robert K. Moniot
Fordham University
Software Piracy
Joseph Morabito
Stevens Institute of Technology
Online Analytical Processing (OLAP)
Roy Morris
Capitol College
Voice over Internet Protocol (IP)
Alec Nacamuli
IBM United Kingdom Ltd., United Kingdom
Electronic Funds Transfer
Annette Nellen
San José State University
Public Accounting Firms
Taxation Issues
Dale Nesbary
Oakland University
Nonprofit Organizations
Dat-Dao Nguyen
California State University, Northridge
Business-to-Business (B2B) Internet Business
Models
Peng Ning
North Carolina State University
Intrusion Detection Techniques



CONTRIBUTORS

Mark E. Nissen
Naval Postgraduate School
Intelligent Agents
Won Gyun No
University of Waterloo, Canada
XBRL (Extensible Business Reporting Language):
Business Reporting with XML
Eric H. Nyberg
Carnegie Mellon University
Prototyping
Jeff Offutt
George Mason University
Software Design and Implementation in the
Web Environment
Donal O’Mahony
University of Dublin, Ireland
Electronic Payment
Robert Oshana
Southern Methodist University
Capacity Planning for Web Services
Dennis 0. Owen
Purdue University
Visual Basic
Raymond R. Panko
University of Hawaii at Manoa
Computer Security Incident Response Teams (CSIRTS)
Digital Signatures and Electronic Signatures
Internet Security Standards
Anand Paul
University of Florida
Inventory Management
Thomas L. Pigg
Jackson State Community College
Conducted Communications Media
Paul S. Piper
Western Washington University
Research on the Internet
Benjamin R. Pobanz
Purdue University
Mobile Devices and Protocols
Richard E. Potter
University of Illinois at Chicago
Groupware
Dennis M. Powers
Southern Oregon University
Cyberlaw: The Major Areas, Development,
and Provisions
Paul R. Prabhaker
Illinois Institute of Technology
E-marketplaces
Etienne E. Pracht
University of South Florida
Health Insurance and Managed Care
Frederick Pratter
Eastern Oregon University
JavaServer Pages (JSP)
Robert W. Proctor
Purdue University
Human Factors and Ergonomics
Jian Qin
Syracuse University
Web Content Management

Zinovy Radovilsky
California State University, Hayward
Enterprise Resource Planning (ERP)
Jeremy Rasmussen
Sypris Electronics, LLC
Passwords
Peter Raven
Seattle University
Feasibility of Global E-business Projects
Amy W. Ray
Bentley College
Business Plans for E-commerce Projects
Julian J. Ray
Western New England College
Business-to-Business (B2B) Electronic Commerce
Pratap Reddy
Raritan Valley Community College
Internet Navigation (Basics, Services, and Portals)
Drummond Reed
OneName Corporation
Digital Identity
Vladimir V. Riabov
Rivier College
Storage Area Networks (SANs)
Nick Rich
Cardiff Business School, United Kingdom
Managing the Flow of Materials Across the
Supply Chain
Malu Roldan
San Jose State University
Marketing Plans for an E-commerce Project
Constantine Roussos
Lynchburg College
JavaScript
Akhil Sahai
Hewlett-Packard Laboratories
Web Services
Eduardo Salas
University of Central Florida
Human Resources Management
Atul A. Salvekar
Intel Corp.
Digital Communication
Pierangela Samarati
Universita di Milano, Italy
Disaster Recovery Planning
J. Christopher Sandvig
Western Washington University
Active Server Pages
Robert J. Schalkoff
Clemson University
Rule-Based and Expert Systems
Shannon Schelin
North Carolina State University
E-government
William T. Schiano
Bentley College
Intranets
Roy C. Schmidt
Bradley University
Risk Management in Internet-Based Software
Projects



E. Eugene Schultz
University of California-Berkley Lab
Denial of Service Attacks
Windows 2000 Security
Steven D. Schwaitzberg
Tufts-New England Medical Center
Medical Care Delivery
Kathy Schwalbe
Augsburg College
Project Management Techniques
Mark Shacklette
The University of Chicago
Unix Operating System
P. M. Shankar
Drexel University
Propagation Characteristics of Wireless
Channels
John Sherry
Purdue University
History of the Internet
Carolyn J. Siccama
University of Massachusetts Lowell
Internet2
Judith C. Simon
The University of Memphis
Java
Law Enforcement
Law Firms
Robert Simon
George Mason University
Middleware
Nirvikar Singh
University of California, Santa Cruz
Digital Economy
Clara L. Sitter
University of Denver
Library Management
Robert Slade
Consultant
Computer Viruses and Worms
Erick D. Slazinski
Purdue University
Structured Query Language (SQL)
Mark Smith
Purdue University
Supply Chain Management Technologies
Lee Sproull
New York University
Online Communities
Charles Steinfield
Michigan State University
Click-and-Brick Electronic Commerce
Electronic Commerce and Electronic Business
Edward A. Stohr
Stevens Institute of Technology
Online Analytical Processing (OLAP)
Dianna L. Stone
University of Central Florida
Human Resources Management
David Stotts
University of North Carolina at Chapel Hill
Perl

CONTRIBUTORS

Judy Strauss
University of Nevada, Reno
Marketing Communication Strategies
Wayne C. Summers
Columbus State University
Local Area Networks
Jamie S. Switzer
Colorado State University
Virtual Teams
Dale R. Thompson
University of Arkansas
Public Networks
John S. Thompson
University of Colorado at Boulder
Integrated Services Digital Network (ISDN):
Narrowband and Broadband Services and Applications
Stephen W. Thorpe
Neumann College
Extranets
Ronald R. Tidd
Central Washington University
Knowledge Management
Herbert Tuttle
The University of Kansas
Video Streaming
Okechukwu C. Ugweje
The University of Akron
Radio Frequency and Wireless Communications
Asoo J. Vakharia
University of Florida
Supply Chain Management
Robert Vaughn
University of Memphis
Law Enforcement
Vasja Vehovar
University of Ljubljana, Slovenia
Benchmarking Internet
Kim-Phuong L. Vu
Purdue University
Human Factors and Ergonomics
Jordan Walters
BCN Associates, Inc.
Managing a Network Environment
Siaw-Peng Wan
Elmhurst College
Online Banking and Beyond.: Internet-Related
Offerings from U.S. Banks
Youcheng Wang
University of Illinois at Urbana—Champaign
Travel and Tourism
James. L. Wayman
San Jose State University
Biometric Authentication
Scott Webster
Syracuse University
International Supply Chain Management
Jianbin Wei
Wayne State University
Load Balancing on the Internet
Ralph D. Westfall
California State Polytechnic University, Pomona
Telecommuting and Telework



Pamela Whitehouse
Harvard University
Distance Learning (Virtual Learning)
Dave Whitmore
Champlain College
Multiplexing
Russell S. Winer
New York University
Customer Relationship Management on the Web
Raymond Wisman
Indiana University Southeast
Web Search Fundamentals
Paul L. Witt
University of Texas at Arlington
Internet Relay Chat (IRC)
Mary Finley Wolfinbarger
California State University Long Beach
Consumer Behavior
Peter R. Wurman
North Carolina State University
Online Auction Site Management
Cheng-Zhong Xu
Wayne State University
Load Balancing on the Internet

CONTRIBUTORS

Qiang Yang
Hong Kong University of Science and
Technology, China
Machine Learning and Data Mining on
the Web
A. Neil Yerkey
University at Buffalo
Databases on the Web
Clement Yu
University of Illinois at Chicago
Web Search Technology
Daniel Dajun Zeng
University of Arizona
Intelligent Agents
Yan-Qing Zhang
Georgia State University
Fuzzy Logic
Xiaobo Zhou
University of Colorado at Colorado Springs
Load Balancing on the Internet
Donald E. Zimmerman
Colorado State University
Usability Testing: An Evaluation Process for
Internet Communications

xxi






Preface

The Internet Encyclopedia is the first comprehensive
examination of the core topics in the Internet field.
The Internet Encyclopedia, a three-volume reference work
with 205 chapters and more than 2,600 pages, provides
comprehensive coverage of the Internet as a business
tool, IT platform, and communications and commerce
medium. The audience includes the libraries of two-year
and four-year colleges and universities with MIS, IT, IS,
data processing, computer science, and business depart-
ments; public and private libraries; and corporate li-
braries throughout the world. It is the only comprehensive
source for reference material for educators and practition-
ers in the Internet field.

Education, libraries, health, medical, biotechnology,
military, law enforcement, accounting, law, justice, manu-
facturing, financial services, insurance, communications,
transportation, aerospace, energy, and utilities are among
the fields and industries expected to become increasingly
dependent upon the Internet and Web technologies. Com-
panies in these areas are actively researching the many
issues surrounding the design, utilization, and implemen-
tation of these technologies.

This definitive three-volume encyclopedia offers cov-
erage of both established and cutting-edge theories and
developments of the Internet as a technical tool and busi-
ness/communications medium. The encyclopedia con-
tains chapters from global experts in academia and in-
dustry. It offers the following unique features:

1) Each chapter follows a format which includes title
and author, chapter outline, introduction, body, con-
clusion, glossary, cross references, and references.
This unique format enables the readers to pick and
choose among various sections of a chapter. It also
creates consistency throughout the entire series.

2) The encyclopedia has been written by more than 240
experts and reviewed by more than 840 academics
and practitioners chosen from around the world.
This diverse collection of expertise has created the
most definitive coverage of established and cutting
edge theories and applications in this fast-growing
field.

3) Each chapter has been rigorously peer reviewed. This
review process assures the accuracy and complete-
ness of each topic.
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Each chapter provides extensive online and offline
references for additional readings. This will enable
readers to further enrich their understanding of a
given topic.

5) More than 1,000 illustrations and tables throughout
the series highlight complex topics and assist further
understanding.

6) Each chapter provides extensive cross references.
This helps the readers identify other chapters within

the encyclopedia related to a particular topic, which
provides a one-stop knowledge base for a given topic.

7) More than 2,500 glossary items define new terms and
buzzwords throughout the series, which assists read-
ers in understanding concepts and applications.

8) The encyclopedia includes a complete table of con-
tents and index sections for easy access to various
parts of the series.

9) The series emphasizes both technical and manage-
rial issues. This approach provides researchers, ed-
ucators, students, and practitioners with a balanced
understanding of the topics and the necessary back-
ground to deal with problems related to Internet-
based systems design, implementation, utilization,
and management.

10) The series has been designed based on the current
core course materials in several leading universi-
ties around the world and current practices in lead-
ing computer- and Internet-related corporations. This
format should appeal to a diverse group of educators,
practitioners, and researchers in the Internet field.

We chose to concentrate on fields and supporting tech-
nologies that have widespread applications in the aca-
demic and business worlds. To develop this encyclope-
dia, we carefully reviewed current academic research in
the Internet field at leading universities and research in-
stitutions around the world. Management information
systems, decision support systems (DSS), supply chain
management, electronic commence, network design and
management, and computer information systems (CIS)
curricula recommended by the Association of Informa-
tion Technology Professionals (AITP) and the Association
for Computing Management (ACM) were carefully inves-
tigated. We also researched the current practices in the
Internet field used by leading IT corporations. Our work
enabled us to define the boundaries and contents of this
project.

TOPIC CATEGORIES

Based on our research we identified 11 major topic areas
for the encyclopedia:

* Foundation;
 Infrastructure;

* Legal, social, organizational, international, and taxation
issues;

* Security issues and measures;

* Web design and programming;

* Design, implementation, and management;
* Electronic commerce;

* Marketing and advertising on the Web;
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* Supply chain management;
» Wireless Internet and e-commerce; and
* Applications.

Although these 11 categories of topics are interrelated,
each addresses one major dimension of the Internet-
related fields. The chapters in each category are also inter-
related and complementary, enabling readers to compare,
contrast, and draw conclusions that might not otherwise
be possible.

Although the entries have been arranged alphabeti-
cally, the light they shed knows no bounds. The encyclope-
dia provides unmatched coverage of fundamental topics
and issues for successful design, implementation, and uti-
lization of Internet-based systems. Its chapters can serve
as material for a wide spectrum of courses, such as the
following:

* Web technology fundamentals;
¢ E-commerce;

« Security issues and measures for computers, networks,
and online transactions;

* Legal, social, organizational, and taxation issues raised
by the Internet and Web technology;

* Wireless Internet and e-commerce;

* Supply chain management;

* Web design and programming;

* Marketing and advertising on the Web; and

 The Internet and electronic commerce applications.

Successful design, implementation, and utilization of
Internet-based systems require a thorough knowledge of
several technologies, theories, and supporting disciplines.
Internet and Web technologies researchers and practition-
ers have had to consult many resources to find answers.
Some of these sources concentrate on technologies
and infrastructures, some on social and legal issues,
and some on applications of Internet-based systems.
This encyclopedia provides all of this relevant informa-
tion in a comprehensive three-volume set with a lively
format.

Each volume incorporates core Internet topics, practi-
cal applications, and coverage of the emerging issues in
the Internet and Web technologies field. Written by schol-
ars and practitioners from around the world, the chapters
fall into the 11 major subject areas mentioned previously.

Foundation

Chapters in this group examine a broad range of topics.
Theories and concepts that have a direct or indirect effect
on the understanding, role, and the impact of the Internet
in public and private organizations are presented. They
also highlight some of the current issues in the Inter-
net field. These articles explore historical issues and basic
concepts as well as economic and value chain concepts.
They address fundamentals of Web-based systems as well
as Web search issues and technologies. As a group they
provide a solid foundation for the study of the Internet
and Web-based systems.

Infrastructure

Chapters in this group explore the hardware, software, op-
erating systems, standards, protocols, network systems,
and technologies used for design and implementation of
the Internet and Web-based systems. Thorough discus-
sions of TCP/IP, compression technologies, and various
types of networks systems including LANs, MANS, and
WAN s are presented.

Legal, Social, Organizational, International,
and Taxation Issues

These chapters look at important issues (positive and neg-
ative) in the Internet field. The coverage includes copy-
right, patent and trademark laws, privacy and ethical is-
sues, and various types of cyberthreats from hackers and
computer criminals. They also investigate international
and taxation issues, organizational issues, and social is-
sues of the Internet and Web-based systems.

Security Issues and Measures

Chapters in this group provide a comprehensive discus-
sion of security issues, threats, and measures for com-
puters, network systems, and online transactions. These
chapters collectively identify major vulnerabilities and
then provide suggestions and solutions that could signif-
icantly enhance the security of computer networks and
online transactions.

Web Design and Programming

The chapters in this group review major programming
languages, concepts, and techniques used for designing
programs, Web sites, and virtual storefronts in the e-
commerce environment. They also discuss tools and tech-
niques for Web content management.

Design, Implementation, and Management

The chapters in this group address a host of issues, con-
cepts, theories and techniques that are used for design,
implementation, and management of the Internet and
Web-based systems. These chapters address conceptual
issues, fundamentals, and cost benefits and returns on in-
vestment for Internet and e-business projects. They also
present project management and control tools and tech-
niques for the management of Internet and Web-based
systems.

Electronic Commerce

These chapters present a thorough discussion of elec-
tronic commerce fundamentals, taxonomies, and appli-
cations. They also discuss supporting technologies and
applications of e-commerce inclining intranets, extranets,
online auctions, and Web services. These chapters clearly
demonstrate the successful applications of the Internet
and Web technologies in private and public sectors.

Marketing and Advertising on the Web

The chapters in this group explore concepts, theories, and
technologies used for effective marketing and advertising
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on the Web. These chapters examine both qualitative and
quantitative techniques. They also investigate the emerg-
ing technologies for mass personalization and customiza-
tion in the Web environment.

Supply Chain Management

The chapters in this group discuss the fundamentals con-
cepts and theories of value chain and supply chain man-
agement. The chapters examine the major role that the
Internet and Web technologies play in an efficient and ef-
fective supply chain management program.

Wireless Internet and E-commerce

These chapters look at the fundamental concepts and
technologies of wireless networks and wireless computing
as they relate to the Internet and e-commerce operations.
They also discuss mobile commerce and wireless market-
ing as two of the growing fields within the e-commerce
environment.

Applications

The Internet and Web-based systems are everywhere. In
most cases they have improved the efficiency and effec-
tiveness of managers and decision makers. Chapters in
this group highlight applications of the Internet in several
fields, such as accounting, manufacturing, education, and
human resources management, and their unique applica-
tions in a broad section of the service industries including
law, law enforcement, medical delivery, health insurance
and managed care, library management, nonprofit orga-
nizations, banking, online communities, dispute resolu-
tion, news services, public relations, publishing, religion,
politics, and real estate. Although these disciplines are dif-
ferent in scope, they all utilize the Internet to improve pro-
ductivity and in many cases to increase customer service
in a dynamic business environment.

Specialists have written the collection for experienced and
not-so-experienced readers. It is to these contributors that
I am especially grateful. This remarkable collection of
scholars and practitioners has distilled their knowledge

into a fascinating and enlightening one-stop knowledge
base in Internet-based systems that “talk” to readers. This
has been a massive effort but one of the most rewarding
experiences I have ever undertaken. So many people have
played a role that it is difficult to know where to begin.

I should like to thank the members of the editorial
board for participating in the project and for their ex-
pert advice on the selection of topics, recommendations
for authors, and review of the materials. Many thanks to
the more than 840 reviewers who devoted their times by
proving advice to me and the authors on improving the
coverage, accuracy, and comprehensiveness of these ma-
terials.

I thank my senior editor at John Wiley & Sons,
Matthew Holt, who initiated the idea of the encyclopedia
back in spring of 2001. Through a dozen drafts and many
reviews, the project got off the ground and then was man-
aged flawlessly by Matthew and his professional team.
Matthew and his team made many recommendations for
keeping the project focused and maintaining its lively cov-
erage. Tamara Hummel, our superb editorial coordinator,
exchanged several hundred e-mail messages with me and
many of our authors to keep the project on schedule. T am
grateful to all her support. When it came to the produc-
tion phase, the superb Wiley production team took over.
Particularly I want to thank Deborah DeBlasi, our senior
production editor at John Wiley & Sons, and Nancy J.
Hulan, our project manager at TechBooks. I am grateful
to all their hard work.

Last, but not least, I want to thank my wonderful wife
Nooshin and my two lovely children Mohsen and Morva-
reed for being so patient during this venture. They pro-
vided a pleasant environment that expedited the com-
pletion of this project. Nooshin was also a great help
in designing and maintaining the author and reviewer
databases. Her efforts are greatly appreciated. Also, my
two sisters Azam and Akram provided moral support
throughout my life. To this family, any expression of
thanks is insufficient.

Hossein Bidgoli
California State University, Bakersfield



Guide to the Internet Encyclopedia

The Internet Encyclopedia is a comprehensive summary
of the relatively new and very important field of the In-
ternet. This reference work consists of three separate vol-
umes and 205 chapters on various aspects of this field.
Each chapter in the encyclopedia provides a comprehen-
sive overview of the selected topic intended to inform a
board spectrum of readers ranging from computer pro-
fessionals and academicians to students to the general
business community.

In order that you, the reader, will derive the greatest
possible benefit from The Internet Encyclopedia, we have
provided this Guide. It explains how the information
within the encyclopedia can be located.

ORGANIZATION

The Internet Encyclopedia is organized to provide maxi-
mum ease of use for its readers. All of the chapters are
arranged in alphabetical sequence by title. Chapters titles
that begin with the letters A to F are in Volume 1, chap-
ter titles from G to O are in Volume 2, and chapter titles
from P to Z are in Volume 3. So that they can be easily
located, chapter titles generally begin with the key word
or phrase indicating the topic, with any descriptive terms
following. For example, “Virtual Reality on the Internet:
Collaborative Virtual Reality” is the chapter title rather
than “Collaborative Virtual Reality.”

Table of Contents

A complete table of contents for the entire encyclopedia
appears in the front of each volume. This list of titles
represents topics that have been carefully selected by the
editor-in-chief, Dr. Hossein Bidgoli, and his colleagues on
the Editorial Board.

Following this list of chapters by title is a second com-
plete list, in which the chapters are grouped according to
subject area. The encyclopedia provides coverage of 11
specific subject areas, such as E-commerce and Supply
Chain Management. Please see the Preface for a more de-
tailed description of these subject areas.

Index

The Subject Index is located at the end of Volume 3. This
index is the most convenient way to locate a desired topic
within the encyclopedia. The subjects in the index are
listed alphabetically and indicate the volume and page
number where information on this topic can be found.

Chapters

Each chapter in The Internet Encyclopedia begins on a new
page, so that the reader may quickly locate it. The author’s
name and affiliation are displayed at the beginning of the
article.

xxvi

All chapters in the encyclopedia are organized accord-
ing to a standard format, as follows:

« Title and author,

* Outline,

» Introduction,

* Body,

» Conclusion,

¢ Glossary,

» Cross References, and
* References.

Outline

Each chapter begins with an outline indicating the
content to come. This outline provides a brief overview
of the chapter so that the reader can get a sense of
the information contained there without having to leaf
through the pages. It also serves to highlight important
subtopics that will be discussed within the chapter. For
example, the chapter “Computer Literacy” includes sec-
tions entitled Defining a Computer, Categories of Com-
puters According to Their Power, and Classes of Data Pro-
cessing Systems. The outline is intended as an overview
and thus lists only the major headings of the chapter. In
addition, lower-level headings will be found within the
chapter.

Introduction

The text of each chapter begins with an introductory sec-
tion that defines the topic under discussion and summa-
rizes the content. By reading this section the readers get
a general idea about the content of a specific chapter.

Body

The body of each chapter discusses the items that were
listed in the outline section.

Conclusion

The conclusion section provides a summary of the mate-
rials discussed in each chapter. This section imparts to the
readers the most important issues and concepts discussed
within each chapter.

Glossary

The glossary contains terms that are important to an un-
derstanding of the chapter and that may be unfamiliar to
the reader. Each term is defined in the context of the par-
ticular chapter in which it is used. Thus the same term
may be defined in two or more chapters with the detail of
the definition varying slightly from one to another. The en-
cyclopedia includes approximately 2,500 glossary terms.
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For example, the article “Computer Literacy” includes the
following glossary entries:

Computer A machine that accepts data as input, pro-
cesses the data without human interference using a
set of stored instructions, and outputs information. In-
structions are step-by-step directions given to a com-
puter for performing specific tasks.

Computer generations Different classes of computer
technology identified by a distinct architecture and
technology; the first generation was vacuum tubes, the
second transistors, the third integrated circuits, the
fourth very-large-scale integration, and the fifth gal-
lium arsenide and parallel processing.

Cross References

All the chapters in the encyclopedia have cross references
to other chapters. These appear at the end of the chap-
ter, following the text and preceding the references. The
cross references indicate related chapters which can be

consulted for further information on the same topic. The
encyclopedia contains more than 2,000 cross references
in all. For example, the chapter “Java” has the following
cross references:

JavaBeans and Software Architecture; Software Design
and Implementation in the Web Environment.

References

The reference section appears as the last element in a
chapter. It lists recent secondary sources to aid the reader
in locating more detailed or technical information. Re-
view articles and research papers that are important to an
understanding of the topic are also listed. The references
in this encyclopedia are for the benefit of the reader, to
provide direction for further research on the given topic.
Thus they typically consist of one to two dozen entries.
They are not intended to represent a complete listing of all
materials consulted by the author in preparing the chap-
ter. In addition, some chapters contain a Further Reading
section, which includes additional sources readers may
wish to consult.
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INTRODUCTION

Active server pages (ASP) and ASP.NET are server-
side programming technologies developed by Microsoft
Corporation. Server-side programs run on Web servers
and are used for dynamically generating Web pages.
Many data-intensive Web applications, such as Web-based
e-mail, online banking, news, weather, and search en-
gines, require the use of server-side programs. Server-side
programming is also useful for many other applications,
such as collecting data, processing online payments, and
controlling access to information. Server-side programs
are executed each time a Web user requests a dynami-
cally generated Web page. ASP and ASP.NET Web pages
are identified by the file extensions .asp and .aspx, respec-
tively.

The primary advantage of server-side programming
technologies is their ability to utilize databases. Databases
are very efficient and powerful tools used for storing and
retrieving data. Most sophisticated Web applications uti-
lize databases for storing their data. Server-side program-
ming is also very reliable. Servers provide a more stable,
secure, and controllable programming environment then
the client’s browser.

In addition to ASP and ASP.NET other popular
server-side Web technologies include Perl, PHP, J2EE,
Java server pages, Python, and ColdFusion. All of these
technologies run on the Web server and generate their
output in HTML (hypertext markup language). The
Web server sends the HTML to the client’s browser,
which interprets it and displays it as formatted text.
Most server-side technologies have similar capabilities;
the primary functional differences between them are
scalability and programming complexity. These issues
are discussed later in the chapter.
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Server-side technologies may work in conjunction with
client-side technologies. Client-side technologies are exe-
cuted by the user’s browser and include JavaScript, Java
applets, and ActiveX controls. Client-side technologies are
typically used for controlling browser display features,
such as mouse rollovers, dynamic images, and opening
new browser windows.

The advantage of client-side technologies is that the
processing is done on the client’s machine, thus reduc-
ing the load on the Web server. Client-side technologies
can execute more quickly because they do not require the
back-and-forth transmission of data between the client
and the server. However, the functionality of client-side
technologies is limited due to their inability to access
databases. They also require sending more data to the
client, which can increase the time required to load a Web
page.

Server-side technologies are more reliable than client-
side technologies. Because client-side technologies run on
the user’s browser, they are dependent on the capabili-
ties of the browser. Because browsers vary in their capa-
bilities, client-side code that works well on one browser
may not work on another. Server-side technologies, on the
other hand, are always executed on the server. Because de-
velopers know the capabilities of their server, the results
are very predictable. They send only HTML to the client’s
browser, which all browsers support fairly consistently.

Introduction of ASP and ASP.NET

Microsoft introduced ASP in December 1997 as a feature
of its Internet Information Server (IIS) 3.0. Most of the
other popular server-side technologies were introduced
prior to 1995, making ASP a relatively late entrant into
the world of server-side technologies. One year later, in
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2 ACTIVE SERVER PAGES

December 1998, Microsoft released ASP 2.0 as part of the
Windows NT4 option pack (a free download). Two years
later, IIS 3.0 was introduced as part of Windows 2000.
Each release introduced modest improvements in both
functionality and performance.

Despite its late introduction, ASP quickly became a
popular server-side technology. Its popularity was driven
by both its ease of programming and the widespread avail-
ability of the IIS server, which is bundled free with sev-
eral versions of Microsoft's Windows operating system.
Major Web sites that use ASP include Barnes and Noble
(http://www.bn.com), Dell Computer (http://www.dell.
com), JC Penney (http://www.jcpenney.com), MSNBC
(http://www.msnbc.com), Ask.com (http://www.ask.com),
and Radio Shack (http://www.radioshack.com).

ASP.NET 1.0 was introduced by Microsoft in February
2002. ASP.NET differs significantly from ASP in its syntax,
performance, and functionality. In many ways ASP.NET
is a new product rather than simply an upgrade of ASP.
ASP.NET was designed to support Microsoft’s .NET strat-
egy and has extensive support for two technologies that
are at the core of the strategy: XML (extensible markup
language) and SOAP (simple object access protocol). It
was also designed to overcome some of the weakness of
ASP in the area of scalability and reliability. The differ-
ences between ASP and ASP.NET are discussed in greater
detail later in this chapter.

At the time of this writing, ASP.NET had been just re-
cently introduced and had not yet been adopted by any
major Webs sites. However, it has received many positive
reviews from developers and is expected to capture 30%
of the enterprise development market by 2004 (Sholler,
2002).

ASP and ASP.NET are both supported by Microsoft’s
IIS server. ASP is supported by all versions of IIS from 3.0
up and later. ASP engines are also available from third-
party developers that support ASP on a number of non-
Microsoft operating systems and Web servers. Vendors in-
clude ChilliSoft and Stryon.

The ASP.NET framework is a free download from Mi-
crosoft and runs with IIS under Windows 2000 and later.
It is designed for portability between operating systems,
and it is expected that third-party vendors will provide
ASP.NET compilers for non-Microsoft servers and oper-
ating systems.

Framework

Both ASP and ASP.NET are programming frameworks
rather than programming languages. A framework is a
bundle of technologies that work together to provide the
tools needed for creating dynamic Web pages.

The ASP framework provides support for two scripting
languages, seven server objects, and Microsoft’s ActiveX
data objects (ADO). The two scripting languages sup-
ported by Microsoft’s IIS server are VBScript and Jscript,
of which VBScript is the most popular because of its sim-
ilarity to the widely used Visual Basic programming lan-
guage. Third-party vendors offer ASP scripting engines
that support other scripting languages, such as Perl and
Python.

Much of ASP’s functionality is derived from a collection
of seven server objects. These intrinsic objects provide the

tools for sending output to the user’s browser, receiving
input from the client, accessing server resources, storing
data, writing files, and many other useful capabilities.
The seven objects are application, ASPerror, objectcon-
text, request, response, session, and server. Each object
has a set of properties, methods, and events that are
employed by the ASP programmer to access the object’s
functionality. A detailed description of ASP’s server ob-
jects is beyond the scope of this chapter, but an excellent
reference is available from Microsoft’s developer library:
http: // msdn.microsoft.com / library / default.asp ? URL=/
library/psdk/iisref/vbob74bw.htm.

The ASP framework provides database access through
the recordset object, which is a member of Microsoft’s Ac-
tiveX data objects (ADO). The recordset allows ASP scripts
to utilize most commercial database products, including
Microsoft Access, Microsoft SQL Server, Informix, and
Oracle (Mitchell and Atkinson, 2000).

The ASP.NET framework supports a large number
of programming languages and operating systems. Mi-
crosoft’s .NET framework provides native support for
VB.NET, C# (pronounced C sharp), and Jscript.NET.
Third-party vendors have announced plans to produce
“NET-compliant” compilers for over a dozen other lan-
guages, including Eiffel, Pascal, Python, C++, COBOL,
Perl, and Java (Kiely, 2002; Ullman, Ollie, Libre, & Go,
2001).

The ASP.NET framework replaces ASP’s seven server
objects with an extensive “base class library.” The class
library contains hundreds of classes and offers consider-
ably more functionality than do ASP’s seven server objects.
ASP.NET programmers access this code by initiating ob-
jects from the class library. All ASP.NET programs utilize
the same base class library regardless of the programming
language used.

Scripting Versus Object-Oriented
Programming Languages

An important difference between ASP and ASP.NET is
that ASP uses scripting languages whereas ASP.NET sup-
ports object-oriented programming languages. Scripting
languages are generally easier to write and understand,
but their simple structure does not lend itself well to
complex programs. Scripting languages are usually inter-
preted languages, meaning that the server compiles them
each time a page is served.

ASP.NET supports object-oriented event-driven pro-
gramming languages. Object-oriented languages organize
computer code into small units of functionality, called ob-
jects. The advantage of these languages is that they encap-
sulate functionality into small reusable objects. Writing
and understanding object-oriented programs can be more
difficult than understanding scripts, but the encapsulation
of program functionality into discrete, reusable objects of-
fers considerable advantages in complex programs.

CODE EXAMPLES
ASP

The following two code samples illustrate how ASP
and ASP.NET work. The ASP code in Listing 1 displays
a time-of-day message. The scripting language used is
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Figure 1: ASP example: code Listing 1 viewed through a Web browser.

VBScript and the file is saved on the Web server as
TimeGreeting.asp. The code enclosed by the <% and%>
tags is executed on the server and is a mixture of VB-
Script and ASP server objects. The code inside the < >
tags is HTML, which describes how the output should be
formatted on the user’s browser.

A close look at Listing 1 illustrates how ASP works. The
first tag, <% @LANGUAGE=VBScript %>, tells the server
which scripting language is used. Because VBScript is
ASP’s default language, this tag is not required, but it is
considered good programming practice to include it.

The second set of server tags, <% response.write
Time () %>, instructs the server to insert the current time
into the output. Time() is a VBScript function that returns
the current time of day from the server’s internal clock.
The response object’s write method is used to direct the
output to the user’s browser.

The third set of tags, <% response.write hour
(time () ) %>, is similar to the previous line but the time
function is nested inside the VBScript hour() function.
The hour() function strips the minutes and seconds from
the time and returns only the hour portion of the time as
an integer value between 0 and 23.

The fourth set of tags uses an “If then . .. End If” state-
ment to send an appropriate time-of-day message. The If
then...End If statement evaluates expressions as either
true or false. If an expression is true, then the statements
that immediately follow it are executed, otherwise exe-
cution jumps to the next conditional statement (Elself).
Each successive statement is evaluated until the first true
one is found. If none of the conditions is true, then the
statements following the “Else” statement are executed. If
more than one expression is true, then only the first is eval-
uated and its associated statements are executed. Figure 1

shows the output of this script displayed on a Web
browser.

Listing 1: Source code for TimeGreeting.asp.

<% @LANGUAGE=VBScript %>
<HTML>
<HEAD>
<TITLE>Time of Day Greeting</TITLE>
</HEAD>
<BODY>
<center>
<hl>Time of Day Greeting</hl>
<h3>The current time is
<% response.write Time () %$></h3><br>
<p>The current hour is
<% response.write hour (time()) %>
</p><br>
IF Hour (time) < 12 then
response.write "Good Morning"
ElseIf hour(time) < 18 then
response.write "Good Afternoon"
ElseIf hour(time) < 22 then
response.write "Good Evening"
ELSE
response.write "Good Night"
END TIF

A
oo

%>
</center>
</body></html>

Listing 2 shows the HTML output generated by the
ASP code in Listing 1. (This output was obtained by view-
ing the page on a browser, clicking on the right mouse
button, and selecting “View Source.”) Note that all of
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Figure 2: ASP.NET example: code Listing 3 viewed through a Web browser.

the code inside the <%%> tags has been processed by
the server and replaced with the appropriate output. The
client can view the HTML output that results from execut-
ing the server-side code enclosed within the <%%> tags
but cannot view the server-side code that generated the
output.

Listing 2: HTML sent to the browser after the server has pro-
cessed TimeGreeting.asp.

<HTML>
<HEAD>

<TITLE>Time of Day Greeting</TITLE>
</HEAD>

<BODY>
<center>
<hl>Time of Day Greeting</hl>
<h3>The current time is
8:29:22 AM</h3><br>
<p>The current hour is 8</p><br>
Good Morning
</center>
</body>
</html>
ASP.NET

ASP.NET code differs from ASP code in many important
ways. The most visible difference is the separation of the
server-side code and the HTML. This is illustrated in List-
ing 3. The server-side code is located at the top of the
page within <script> tags and the HTML is located below
it. ASP.NET uses “Web controls” to insert the output of
the server-side code into the HTML. The Web controls are
themselves objects with properties, methods, and events.

The first line of code in Listing 3 contains a <script>
tag. This tag instructs the compiler that the programming
language is VB.NET and that the code enclosed within the
<script> tags should be executed on the server.

The second line of Listing 3 defines a subroutine named
Page_Load(). The Page_Load subroutine runs automati-
cally each time the page is loaded. The first line within
the Page_Load subroutine,

1bTime.text = DateTime.Now.ToString("T")

obtains the current time from the system clock and for-
mats it as a string. The DateTime object is a member of
ASP.NET’s base class library. The current time obtained
from the DateTime object is assigned to the text property
of a label named IbTime. The label object is instantiated
and named in the HTML portion of the page with the
statement

<asp:label id=1bTime runat="server"/>

The current hour and time greeting are assigned to the la-
bel controls named lbHour and IbGreeting, respectively.
This output is inserted into the HTML as before. The out-
put produced by TimeGreeting.aspx is shown in Figure 2.
Note that despite the differences in the code, the out-
put is same as that produced by the ASP code shown in
Listing 1. Underscore (_) indicates continuation of a line.

Listing 3: ASP.NET source code for TimeGreeting.aspx.

<script language="vb" runat="server">
Sub Page_Load()
1bTime.text = _
DateTime.Now.ToString ("T")
1bHour.text = _
hour (DateTime.Now.ToString ("T"))
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If hour (DateTime.Now. _
ToString ("T"))<12 then
1bGreet.text = "Good Morning"

ElseIf hour (DateTime.Now.
ToString ("T"))<18 then
1bGreet.text = "Good Afternoon"

ElseIf hour (DateTime.Now.
ToString ("T"))<22 then

1bGreet.text = "Good Evening"
ELSE
1bGreet.text = "Good Night"
End If
End Sub
</script>
<html>
<head>

<title>Time of Day Greeting</title>
</head>
<body>
<center>
<hl>Time of Day Greeting</hl>
<h3>The current time is
<asp:label id=1bTime runat="server"/>
</h3><br>
<p>The current hour is
<asp:label id=1bHour runat="server"/>
<br>
<p><asp:label id=1bGreet runat="server"/>
</center>
</body></html>

This example illustrates how ASP.NET separates the
code from the presentation by placing all the code inside
<script> tags and assigning the code output to Web con-
trols. In this example, only one Web control is used, the
label control, but ASP.NET’s base class library contains
dozens of Web controls. Many of them are quite sophis-
ticated and offer a wide variety of options for displaying
data.

The example also illustrates how ASP.NET encapsu-
lates code within subroutines. The subroutines are called
by events, such as the page being requested by a client
or a client clicking a button on the page. Encapsulating
code into discrete objects and then calling them when
needed is advantageous for complex programs. Contrast
this method to ASP, which executes code in a linear fash-
ion starting at the top of the script.

ASP.NET is a central feature of Microsoft’s .NET strat-
egy and is expected to play a large role in the future
of both Microsoft and the Internet. The following sec-
tions of this chapter overview the major features of
ASP.NET.

MICROSOFT’S .NET STRATEGY

Microsoft’s .NET strategy evolved from a series of e-mail
messages sent from Microsoft President Bill Gates to
Microsoft employees during the mid-1990s. The central
point of the e-mail messages was that the world of com-
puting was expanding from the desktop to the Internet
and that Microsoft’s new products were going to lead the
way. By 2001, this strategic direction had evolved into
Microsoft’s .NET strategy.

The .NET strategy is articulated in an open letter, dated
June 18, 2001, from Bill Gates to all information technol-
ogy professionals (Gates, 2001). In this letter, Gates ob-
serves that the Internet is similar to the old mainframe
world in which information is stored in large centralized
databases. There is little communication between appli-
cations, creating “islands of functionality and data.” This
“server-centric computing model” results in huge ineffi-
ciencies because programs and data are replicated many
times on different servers and because the functionality of
many applications is diminished by their limited access to
information.

A primary objective of the .NET strategy is to create
the tools that allow applications to talk to each other.
Gates’ vision is that programs using the .NET model “will
run across multiple Web sites, drawing on information
and services from each of them and combining and de-
livering them in customized form to any device” (Gates,
2001).

The ASP.NET framework is a central feature of Mi-
crosofts .NET strategy. The following sections of this
chapter discuss the distinctive features of the ASP.NET
framework.

Web Services

Web Services is a name given to a bundle of technologies
that allows applications to communicate with each other.
Web services create connections between the “islands of
functionality and data.”

An address validation service illustrates the benefits of
Web services. Currently, a merchant wishing to validate
customer-supplied shipping addresses needs to maintain
a large database of valid addresses. Many merchants in-
cur the high cost of maintaining such databases. Each
merchant’s database is accessible only to its owner and
represents an “island of data.”

Web services eliminate the need for merchants to in-
cur the cost of maintaining such databases. Instead they
can subscribe to a Web-based “address validation service.”
When a customer enters a shipping address on the mer-
chant’s Web site, the merchant’s Web server sends the in-
formation to the Web service. The Web service immedi-
ately validates the address and returns the results. Invalid
addresses are flagged, and the user is asked to correct it
before his or her order is accepted. The service can even
send a list of valid alternatives.

The entire transaction can be completed between the
merchant’s computer and the service provider’s computer
in a fraction of a second. The Web service can be shared
by thousands of merchants, eliminating the cost of main-
taining multiple databases.

Web services are already becoming available. United
Parcel Service (UPS) offers several Web services, includ-
ing address validation, shipping rate calculations, and
package tracking. UPS provides these services as a free
service to its customers. Providing Web services to its
customers saves UPS money because fewer packages are
shipped to incorrect address. They are also very conve-
nient for UPS customers, provide them with an incentive
to ship via UPS. More information on the Web services
offered by UPS is available at http:/www.ec.ups.com/
ecommerce/solutions/c1.html.
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ASP.NET'’s base class library provides many classes for
supporting Web services. Microsoft hopes that ASP.NET’s
powerful tools for deploying and consuming Web services
will provide it with an entrée into the profitable high-
end corporate software market (Buckman & Bulkeley,
2002).

XML and SOAP

ASP.NET provides extensive support for the two key
technologies underlying Web services: XML (extensible
markup language) and SOAP (simple object access pro-
tocol). XML is similar to HTML in the sense that both
are used to describe text. The difference is that HTML
formats text for human consumption whereas XML for-
mats text for machine consumption. HTML defines how
data is displayed on a page, specifying, for instance, the
fonts, font sizes, font color, and layout of the text used
to display the data. XML describes the content of the
data. For example, if the data consists of a book title
and author, XML will label the data <title> and <author>,
respectively. SOAP defines the protocols used for pass-
ing XML documents between computers. Both XML and
SOAP are open industry standards managed by the World
Wide Web Consortium (http://www. W3C.org). More infor-
mation about XML and SOAP is available from the Orga-
nization for the Advancement of Structured Information
Systems (http://www.xml.org).

Compiled Code

Animportant difference between ASP and ASP.NET is that
ASP uses interpreted languages whereas ASP.NET uses
compiled languages. Interpreted languages are translated
from human-readable source code to machine-readable
compiled code each time a program is called. This has
the advantage of simplicity, because only one copy of the
program needs to be stored on the computer. A major dis-
advantage of interpreted languages is that frequent com-
piling can cause performance problems on high-volume
sites.

Compiled languages, such as those used by ASP.NET,
are compiled once and stored in a compiled form. This
eliminates the need to recompile the code each time the
page is served. ASP.NET stores the compiled code as Mi-
crosoft intermediate language (MSIL), which is portable
between operating systems. Each time an ASP.NET page
is called, the MSIL code undergoes a final stage of com-
pilation, called JIT (just in time) compilation. ASP.NET’s
compiled code is considerably more efficient than ASP’s
interpreted code, resulting in a significant increase in per-
formance.

Another advantage of compiled code is that it can
protect code from being plagiarized. Software compa-
nies make large investments in developing computer ap-
plications and usually do not want others to view their
source code. Applications are typically distributed in a
compiled format so that they will execute on computers
but are unreadable to potential thieves. ASP scripts can be
compiled, but the resulting components must go through
an installation process on the server before they may be
executed.

Common Language Run Time

The common language run time (CLR) manages the exe-
cution of ASPNET code. The CLR checks to make sure
that the MSIL reflects the most recent version of the
source code. If the source code has been updated, the CLR
recompiles the source code to MSIL before serving the
page to the client. The CLR also provides such services
as error handling, security features, and cross-language
integration (Sussman, 2001; Payne, 2002). Code that is
managed by the CLR is called managed code. The auto-
mated management features provided by the CLR saves
ASP.NET developers the time and effort needed to manage
their code manually.

Language and Platform Independence

An important feature of MSIL is that it provides both lan-
guage and platform independence. An ASP.NET page can
be written in any one of several CLR-supported program-
ming languages. MSIL is independent of the program-
ming language in which the source code is written.

MSIL can be compiled to run on any operating system
for which a .NET-compliant JIT compiler is available. Mi-
crosoft’s ASPNET framework supports only Windows op-
erating systems (9x, NT, 2000, and XP), but it is widely
expected that third-party vendors and open development
initiatives will produce JIT compilers for a variety of op-
erating systems, including the popular UNIX and Linux
operating systems. An open development initiative named
the Mono Project has developed an open source, Unix ver-
sion of the Microsoft .NET development platform (Mono
Project).

Separation of Code and Content

Listing 3 illustrates how server-side code is separated from
the HTML. The advantage of this structure is that the code
is cleaner and easier to read. This division of code and
output eliminates the infamous “spaghetti code” that can
occur when program logic and formatting logic are inter-
mingled.

Support for Multiple Client Types

The delivery of Web content is expanding to a broad range
of digital devices, including personal digital assistants
(PDAs), cell phones, and Internet appliances. The prolif-
eration of Web-capable output devices makes it increas
ingly important that server-side technologies be able to re-
cognize the output device and format their output appro-
priately. ASP.NET automatically checks the client’s output
device and modifies the format of its output to match the
device. This eliminates the need for developers to custo-
mize each application to handle different output devices,
thereby reducing the cost of application development.

Modularity

ASP.NET uses event-driven object-oriented programming
languages. One of the primary advantages of object-
oriented languages is that they encapsulate program
functionality into discrete reusable modules. Such mod-
ules can be written once, thoroughly tested, and reused
many times. Because modules are self-contained and have
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well-defined inputs and outputs, they have the effect of
reducing overall program complexity. Well-planned and
programmed modules are easier to debug and more ro-
bust than non-object-oriented programs. The benefits of
modularity are especially pronounced in large, complex
applications.

Base Class Library

ASP.NET derives much of its functionality from an
enormous library of prewritten code called the base
class library. The library is organized into a hierar-
chal structure of namespaces and classes. Namespaces
contain groupings of related classes. For instance, the
Namespace System.Web.UL.WebControls contains over
90 classes that provide Web user interface controls.
The label control used in Listing 3 is a member of
the WebControl namespace, as are controls for creating
text boxes, check boxes, radio buttons, and many other
user interface controls. The .NET framework contains
nearly 100 namespaces and provides a tremendous
amount of functionality. Microsoft’s base class library
documentation may be viewed at the Microsoft devel-
oper’s library (http://msdn.microsoft.com/library/default.
asp?url = /library/en-us/cpref/html/cpref-start.asp).

Session-State Management

One limitation faced by Internet applications is that the
client and the server communicate only intermittently.
Communication occurs only when the client is sending
a request to the server or when the server is responding.
Between these short bursts of activity there is no commu-
nication between the client and the server (Bidgoli, 1999).
This model of communication was quite satisfactory in
the early days of the Internet, when most Web content
was static, much like the page in a book. However, as the
uses for the Web have expanded into transaction-oriented
activities, such as online banking, e-mail, and stock trad-
ing, it has become increasingly important that the server
be able to keep track of the status of each client. Keep-
ing track of the status of each client’s session is known as
session-state management.

Online shopping carts are a good example of session-
state management. Most online e-commerce sites offer
shopping carts that allow customers to keep a list of items
that they wish to purchase. This list is known as a virtual
shopping cart. From the perspective of the server, each
client is a session and all the information specific to the
clients, such as what they have in their carts, is their
session state. To manage the clients’ shopping carts, the
server must be able to keep track of which clients have
added which items to their carts. Session state may also in-
clude client-specific information, such as credit card infor-
mation, passwords, and account numbers. A single Web
server may be managing hundreds of clients at one time.

There are several tools that can be used for manag-
ing session state including cookies, session objects, and
the ASP.NET view state. Cookies are one of the most pop-
ular tools used for managing session state. Cookies are
small text files that the server writes to the client’s hard
drive. The information contained within the cookies is
sent to the server each time a client sends a request. The

server can check the cookie information to identify which
client sent the request and to retrieve session state that it
has stored in the cookie. Cookies are supported by most
server-side programming technologies.

Session objects allow developers to store client-specific
information in the server’s memory. This is useful when
the developer does not want the client to be able to view
or change the data. ASP also supports session objects, but
it requires that they be used in conjunction with cookies.
ASP.NET supports session objects without the use of cook-
ies by embedding a unique session ID into the page URL.

View state is a powerful new tool available to ASP.NET
developers and is the subject of the next section of this
chapter.

View State

ASP.NET also introduced a new method of maintaining
page state, called view state. All the information contained
within a Web page’s Web controls, such as text boxes, radio
buttons, labels, and data grids, is saved in the page view
state. ASP.NET automatically stores each page’s view state
in a hidden field, named -VIEWSTATE.

Figure 3 illustrates how view state works. In this ex-
ample, the user has typed the name “Bill Adams” into the
text box and clicked the submit button. He then typed the
name “John Smith” into the text box and clicked the sub-
mit button again. The ASP.NET program is able to com-
pare the name saved in the view state to the name in the
text box and to determine that the user has changed the
name in the text box.

Listing 4 shows the server-side source code that pro-
duced Figure 3. This page contains four Web controls: a
text box, a button, and two labels. The Web controls are
created in the HTML portion of the page. The text box
and the button are both HTML-form elements and are en-
closed within <form> tags. The contents of the Web con-
trols are accessed programmatically within the <script>
tabs at the top of the page.

When the user clicks the submit button, the page is
submitted to the server. The server automatically exe-
cutes the code within the Page_Load subroutine. The IF
THEN statement then checks to see whether the text in
the text box has changed by comparing its current value
to its previous value, stored in tbCustomerName.text and
ViewState(“Name”), respectively. If the text has changed,
a message is sent to the user that lists the original text
stored in the view state.

The view state saves the data within all the Web con-
trols, such as text boxes, check boxes, radio buttons, and
text areas. That is why the name “John Smith” still appears
in the text box in Figure 3 even after the user has clicked
the submit button and the page has reloaded. Without the
ASP.NET'’s view state feature, the text box would be empty.

Listing 5 show the source code that the ASP.NET has
sent to the browser to produce Figure 3. This code shows
how ASP.NET has stored the view state in a hidden form
field, named “_-VIEWSTATE.” The view state contains an
encrypted version of the information contained in the Web
controls when the page was last submitted to the server.
View state is useful to developers because it automatically
helps maintain many types of session-state information.
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Figure 3: View-state example: user has changed text in textbox.

Listing 4: ASP.NET view state example of a server-side source code.

<script language="vb" runat="server">
Sub Page_Load()

lbMessagel.text = "Name you typed in is: " & tbCustomerName.text
If tbCustomerName.text <> ViewState("Name") then
1bMessage2.text = "Text in textbox has changed. It was: " & _
ViewState ("Name")
ViewState ("Name") = tbCustomerName.text
else
lbMessagel.text = "Name in textbox has NOT changed"
end if
End Sub
</script>
<html>
<body>
<center>

<hl>Viewstate Example</hl>
<form runat="server" >
Name:
<asp:textbox id=tbCustomerName runat="server"/><br><br>
<asp:button id=btSubmit
text="Submit"
runat="server"/><br><br>
</form>
<asp:label id=1bMessagel runat="server"/><br>
<asp:label id=1bMessage2 runat="server"/>
</center>
</body>
</html>
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Listing 5: ASP.NET view state example of a client-side source code for Figure 3.

<html>
<body>
<center>
<hl>Viewstate Example</hl>
<form name="_ctl0" method="post" action="viewstate.aspx" id="_ctl0">
<input type="hidden" name="__VIEWSTATE"
value="dDwxNDg0OMDY40Tg003Q8cDxsPEShbWU7PjtsPEpvaG4gU21pdGg7Pj47bDxpPDM+02k8NT47
PJjtsPHQ8cDxwPGw8VGV4dDs+02w8TmFtZSB5b3UgdH1wzZIWQgaWdgaXM6IEpvaG4gU21pdGg7Pj47P]s
7Pjt0PHA8cDxsPFR1eHQ7PjtsPFR1eHQgaW4dgdGvV4dGIveCBoYXMgY2hhbmdlZzC4gIE10IHdhczogQm
1sbCBBZGFtczs+Pjs+0zs+0z4+0z5gY/hOu0jX7bLkR2EIrWhP915gQw=="/>
Name :
<input name="tbCustomerName" type="text" value="John Smith"
id="tbCustomerName" /><br><br>
<label for="cbSendInfo">Send More Information</label><br><br>

<input type="submit" name="btSubmit" value="Submit"

id="btSubmit" /><br><br>

</form>

<span id="lbMessagel">Name you typed in is: John Smith</span><br>
<span id="lbMessage2">Text in textbox has changed. It

was: Bill Adams</span>
</center>
</body>
</html>

Scalability and Reliability

ASP.NET is designed to meet the needs of high-volume,
mission-critical applications. Such applications require
software that is both scalable and reliable. A scalable ap-
plication is one that can handle high transaction volumes.
ASP.NET provides scalability through its use of compiled
code, which reduces its demands on the server’s central
processing unit (CPU). Another important scalability fea-
ture is its ability to maintain session states across both
Web farms (multiple servers) and Web gardens (single
servers with multiple CPUs).

ASP.NET's scalability is also enhanced through its sup-
port for page caching. Caching is the ability to save the
output from running a program and then reusing the
saved output on subsequent requests without the need to
rerun the underlying code. Caching can dramatically in-
crease the efficiency of serving pages that are frequently
viewed but whose content changes infrequently. For in-
stance, a news Web site that is viewed thousands of times
per day but is only updated once a day would be a good
candidate for caching. ASP.NET allows caching of entire
pages or portions of pages.

Reliability is an important performance criteria for
Web applications. ASP.NET includes several features de-
signed to minimize both the number of failures and the
impact of failures when they do occur. Frequent garbage
collection (removal of unused code from memory)
prevents performance degradation caused by insuffi-
cient memory. System management tools monitor per-
formance and can automatically restart failing processes.
ASP.NET minimizes the impact of failures with central-
ized session-state management that can hand off fail-
ing processes without loss of data or disruption to the
user.

Debugging and Error Handling

Even the best programmers occasionally write programs
with errors. Errors can also be caused by incorrect user
inputs, hardware failures, network failures, and myr-
iad other causes. A good programmer anticipates such
problems and writes programs that respond gracefully
when they occur. ASP.NET provides programmers with a
number of powerful tools for debugging and error han-
dling. ASPNETs Try-Catch blocks allow programmers
to write custom error-handling routines for problem-
atic code, such as database accesses. When errors occur
Try-Catch automatically redirects program execution to
specific error-handling code blocks. The feature can be
used to provide a graceful response to the user and to re-
port the problem to the system administrator.

ASP.NET's trace object provides developers with a use-
ful tool for debugging and fine-tuning code during de-
velopment. The trace object provides detailed analysis of
code execution, including order of execution, CPU time,
and memory usage (Homer, 2000).

FUTURE OF ASP AND ASP.NET

ASP.NET is the cornerstone of Microsoft’s .NET strategy
and the company has committed tens of millions of dollars
to promoting it. It is a full-featured enterprise-scale devel-
opment framework that provides Web developers with a
rich array of powerful tools for creating Web sites and
Web services. It is still in its infancy but there is little
doubt that it will play an important role in the future of
Web development.

The introduction of ASP.NET makes the long-term out-
look for ASP uncertain. The large base of existing appli-
cations virtually assures that Microsoft will continue to



10 ACTIVE SERVER PAGES

support ASP for many years. Although ASP does not sup-
port many of ASPNET'’s advanced capabilities, it is an
easy-to-use technology and an excellent developmental
tool for Web sites that do not require ASP.NET’s advanced
features. Both technologies have made a significant con-
tribution to the advancement of server-side programming
technologies.

GLOSSARY

Browser Software programs that run on the user’s com-
puter that are used to view Web pages.

Caching (pronounced CASH-ing) A technique comput-
ers use to save frequently accessed files.

Client An application that runs on a computer that relies
on a server to perform some operations.

CLR Common language run time; responsible for man-
aging code within Microsoft’s ASP.NET framework. It
also manages security and other tasks.

IIS Internet information server by Microsoft Corpora-
tion, one of the most widely used Web server applica-
tions on the market. It incorporates all the tools re-
quired by high-traffic commercial Web sites, such as
security, extensions, logging, and database interfaces.
It is included with several versions of Microsoft’s Win-
dows operating system.

MSIL Microsoft intermediate language is an intermedi-
ate level of code compilation between source code and
machine code. It facilitates ASP.NET'’s ability to sup-
port a wide number of programming languages and
operating systems.

.NET A flexible platform introduced by Microsoft that
allows programs written in different languages to be
compiled to run under .NET environments. The .NET
platform can be used to develop programs for the Web,
for desktops, for PDAs, or for any other Web-enabled
device. ASP.NET is part of .NET and runs on Web
servers.

Script An executable list of commands created by a
scripting language, such as VBScript, JavaScript, PHP,
Perl, or JScript.

Server A computer that serves Web pages and other files
to a client via the Internet.

Tag Intermixed with text to describe the document’s
structure or its visual formatting. They are used with
markup languages such as HTML and XML.

View State A hidden control used by ASP.NET to store
form data in an encrypted format between page loads.

Web Services Technologies that allow computer appli-
cations to communicate via the Internet. Web services
are built upon XML and SOAP technologies.

XML Etensible markup language; allows users to create
their own tags to describe data content.

CROSS REFERENCES

See ActiveX; Client/Server Computing; Extensible Markup
Language (XML); HTML/XHTML (HyperText Markup
Language/Extensible HyperText Markup Language); Web
Services.
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INTRODUCTION

ActiveX is a well-established technology that Microsoft
developed in the early 1990s, and the ActiveX technolo-
gies have become an essential part of Microsoft applica-
tions and tools. Briefly, ActiveX is a term used to refer to a
wide range of client/server technologies and components.
ActiveX controls, formerly known as OLE (Object Linking
and Embedding) objects, are components that one can in-
sert into a Web page or other application. ActiveX controls
enhance Web design with sophisticated features, such as
advanced formatting or animation.

ActiveX components are incorporated in Microsoft’s
Component Object Model, which allows objects to inter-
act with each other. ActiveX controls are an integral part
of all current Windows operating systems. The technol-
ogy is popular, and, because ActiveX is language indepen-
dent, many traditional development tools (but not all of
them) can build and deploy ActiveX controls. One of the
most important and attractive features of ActiveX is its
reusability. ActiveX controls extend the concept of classes,
which was introduced in object-oriented programming
languages to enable a programmer to reuse code easily in
later projects. ActiveX takes this concept further, allowing
programmers to package a control, reuse it in later appli-
cations, distribute it as a solution to other developers, or
even develop a composite control—a control over other
controls.

Thousands of ActiveX controls can be found on the In-
ternet; some of them are freeware and some shareware,
so a developer can easily download and include them
into an application or Web design. ActiveX controls run
in the same memory space as a browser. They must be
downloaded and registered on the user’s computer be-
fore the controls can be used. A number of ActiveX con-
trols come as built-in objects with Windows. Other sets of
ActiveX controls come with Internet Explorer, Microsoft
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FrontPage, ActiveX Control Pad, Microsoft Visual Studio
6.0, Microsoft Visual Studio.NET, and so on.

WHAT IS AN ACTIVEX CONTROL?
Historical Notes

Chappell and Linthicum (1997) reviewed processes and
reasons that led to the development of ActiveX. It started
with the introduction to OLE. The first release of Object
Linking and Embedding (OLE 1) was developed as a
technology that enabled users to create and to work
with compound documents. A compound document con-
tains elements created by two or more applications. For
example, a user can combine pictures created using Adobe
PhotoShop, text created using Microsoft Word, and a
spreadsheet created using Microsoft Excel under a single
document created using Microsoft PowerPoint. It enables
users to focus more on the information they have to work
on and less on the applications they use. The idea behind
this was to link several documents together or to embed
one document in another. The second version, OLE 2, pro-
vided users with the solution to a more general problem:
how to connect different software components, that is,
how software of different types should interact. This gen-
eralization produced what was called Component Object
Model (COM). COM “establishes a common paradigm
for interaction among all sorts of software—libraries, ap-
plications, system software, and more” (Chappell, 1996).
Then Microsoft revised the definition of OLE, and this
term was applied to anything that has been built using
COM.

In the beginning of 1996, the definitions were changed
again. Microsoft chose a new name—ActiveX. Primarily,
this new term was associated with technologies related to
the Internet and its applications. ActiveX was directly con-
nected to OLE. Microsoft redefined the term OLE to mean

11
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only the technology used for creating the compound doc-
uments. As a result, new COM-based technologies labeled
by OLE are now tagged with ActiveX.

An introduction to ActiveX controls can be found
at  http://msdn.microsoft.com/library/default.asp?url=/
workshop/components/activex/intro.asp. ActiveX is de-
fined as simply another term for “OLE object,” or, more
specifically, “COM object.” A control is a COM object
that at least supports the IUnknown interface and allows
any control to be as lightweight as possible. Controls
should actually support an interface, as well as methods,
properties, and events.

OLE Control

ActiveX controls are often defined as OLE controls that
support additional features. Chappell (1996) specified that
OLE refers only to the technologies for creating com-
pound documents: for embedding documents created by
one application within a document created by a differ-
ent application. For example, an Excel spreadsheet can
be embedded within a Word document. In this case, the
word processor doesn’t need to build in the functions of
a spreadsheet. The standard interfaces defined by OLE
enable this interaction among all sorts of applications.
Applications act as containers or servers, so one applica-
tion always serves as the container (Word, for example)
and another (Excel) acts as a server, which can place its
documents within the container’s document. Using OLE,
a server’s document can be linked to or embedded in the
container’s document.

The minimal requirement for an OLE control is a sup-
port of IUnknown and IClassFactory interfaces; however,
an OLE control also supports a number of other inter-
faces that provide additional features, such as automation
(methods, events, and properties) or user interface for the
control. Every interface inherits from IUnknown that con-
tains only three methods, the most important of which is
QuerylInterface. The IClassFactory interface allows pro-
grammers to create instances of a particular class. The
following list is a sample OLE interfaces:

* I0leObject—supports communication between contai-
ner and the control

+ I0leInPlaceObject—supports in-place activation
+ IDataObject—supports data transfer

IDispatch—supports a control’s methods and properties
* IPersist—includes six interfaces that support functions
that enable a control to read or write its persistent data
to storage, stream, or file

IExternalConnections—supports functions that a con-

trol uses to track external connections

» IPerPropertyBrowsing—supports functions that allow
container to retrieve individual control properties

 The complete description of these and other OLE inter-

faces can be found in MSDN on-line library (see refer-

ences)

Additional features supported for ActiveX controls
are initialization security, scripting security, run-time li-
censing, reduced footprint (for quick downloading), and
digital certification.

COM Control

There are many sources of technical information, re-
sources, and training on COM and COM-based technolo-
gies available on the Web. The Microsoft Developer Net-
work (MSDN) is the first place to look for information on
all Microsoft developer resources and Internet technolo-
gies (MSDN Library, n.d.). Some conceptual presentations
from the 1998 Microsoft Professional Developers Confer-
ence in Denver are available (Microsoft, 1998). The Com-
ponent Object Model defines how objects interact with
each other. Charlie Kindel from Microsoft (1998) defined
ActiveX simply as “A marketing name for a set of tech-
nologies and services, all based on the Component Ob-
ject Model.” ActiveX controls are using COM technologies
to provide interaction with other types of COM compo-
nents and technologies. Microsoft COM is the most widely
used component software model. It provides a variety of
integrated services, easy-to-use tools, and a lot of appli-
cations. Maloney (1998) defined COM as “a framework
for creating and using components with a wide choice of
tools, languages and applications.” COM provides choice
in the area of security because it provides common in-
terface (SSPI, security support provider interface) where
security providers can be plugged in. COM also provides
the major elements necessary for technology to succeed:
a solid specification and a single reference implementa-
tion that has been ported to multiple platforms (Maloney,
1998).

ACTIVEX FAMILY
ActiveX Controls

One of the most attractive features of ActiveX technology
is the variety of ways that is components can be created.
Figure 1 illustrates the ActiveX family, including tools that
can be used to develop controls:

Chappell (1996) defined an ActiveX control as “a soft-
ware component that performs common tasks in stan-
dard ways.” The ActiveX controls specification specifies
a standard set of interfaces that COM objects can sup-
port to carry out particular actions. Components need to
interact with the code that uses them, and the ActiveX

ActiveX
Windows Container
(Internet Explorer)
Macintosh
UNIX Java Virtual Java
Machine Applets
ActiveX ActiveX ActiveX
Scripting Controls Documents
Scripting Tools: Development Applications:
Tools:
VBSecript MS Word
JavaScript Visual Basic MS Excel
Jscript Visual C++ OLE-compliant
PERL........ Visual Java++ applications
VB.Net........ | | .ceeiiiians

Figure 1: ActiveX family.
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Figure 2: ActiveX control’s functionality.

controls specification and also determines rules for cre-
ating so-called control containers. A control container is
client software that knows how to use an ActiveX control
(Chappell, 1996). Applications developed using different
computer languages, such as Visual Basic and C++, Java,
can serve as control containers. Web browsers, such as
Microsoft Internet Explorer, also are examples of contai-
ners. Netscape Navigator is not originally an ActiveX con-
tainer; therefore, Web pages containing ActiveX controls
may not function properly in Netscape browsers.

ActiveX controls for the Web are simple objects on a
Web page that provide a user interface and support these
interfaces. They add an interactive component to the page
and allow users to communicate with the page. The code
for a control can also be stored on a Web server and down-
loaded and executed when the browser or Web page re-
quests them. An ActiveX control is compiled code with file
extension.ocx.

Chappell (1996) also described the functionality of Ac-
tiveX control’s specification as consisting of four main
tasks:

1. Providing a user interface
2. Allowing the container to invoke control’s methods

3. Exposing specific properties of the control and support-
ing modification of these properties

4. Examining the control’s properties and modifying them

Each task is implemented by its own group of interfaces.
This functionality is shown in Figure 2 (Chappell, 1996).

A variety of interfaces are implemented by an ActiveX
control. This set of interfaces is available to ActiveX con-
trol developers so they can choose what they need. For
example, Chappell (1996) described standard interfaces
for an ActiveX control, and they support the control’s

functionality, which includes user’s interface, methods,
events, and properties. There are also a set of standard
interfaces that ActiveX control containers support.

When the control is developed, it can be added to
the Web page using the hypertext markup language
(HTML) object tag <OBJECT> </OBJECT> and its at-
tributes. (HTML is a simple language used to display infor-
mation.) The following six attributes are important parts
of control (Gilmore, 1999): CLASSID, CODEBASE, ID,
WIDTH, HEIGHT, and BORDER. The CLASSID attribute
contains the control’s class ID, a unique identification tag
generated when the control is compiled, and this allows
recognizing and referencing the control. On a user’s com-
puter the control is then registered in the system registry
with the class ID. The CLASSID attribute is the only one
that is required; all others are optional. The following is
an example of the <OBJECT> tag with its attributes for the
Microsoft Animation Button Control. This button is an al-
ternative to the common Command Button, and the Ani-
mated Button has a moving picture on it. In addition, the
user can specify various start and end frames for condi-
tions such as “mouse move,” “mouse click,” or “got focus”
(the user presses the tab key until the button becomes the
object on the document with the “focus”). This permits
the user to display various visuals based on what the user
is doing in relation to the button.

<OBJECT ID = "anbtnl" WIDTH = 127 HEIGHT = 71
CLASSID = "CLSID:0482B100-739C-11CF-
A3A9-00A0C9034920">

<PARAM NAME = "_ExtentX" VALUE =
"3360">

<PARAM NAME = "_ExtentY" VALUE =
"1879">

<PARAM NAME = "defaultfrstart"
VALUE = "0">
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<PARAM NAME "defaultfrend" VALUE

"-1">

<PARAM NAME = "mouseoverfrstart"
VALUE = "0">

<PARAM NAME = "mouseoverfrend"
VALUE = "-1">

<PARAM NAME = "focusfrstart" VALUE =
"0">

<PARAM NAME = "focusfrend" VALUE =
T—1n>

<PARAM NAME = "downfrstart" VALUE =
"o">

<PARAM NAME = "downfrend" VALUE =
"-1">

</OBJECT>

DefaultFrStart, DefaultFrEnd, DownFrStart, Down-
FrEnd, FocusFrStart, FocusFrEnd, MouseoverFrStart,
and MouseoverFrEnd are the control’s properties. The
events for this control are Click, DblClick, Enter, Focus,
Leave. Events are triggered when the user moves the
mouse into the button (Enter) or off the button (Leave).
Almost all editing tools today will automatically gen-
erate the correct HTML <OBJECT> tag code, including
CLASSID information when ActiveX control is added to
the Web page. The Class ID of a control can also be
found by manually searching for the control in a sys-
tem registry using the registry editor, REGEDIT.EXE. The
CODEBASE attribute is used to specify a relative or abso-
lute URL from where the control should be downloaded.
An ID attribute works with the <OBJECT> tag the same as
it works with other HTML tags, allowing the user to refer-
ence the element from scripting languages. The WIDTH,
HEIGHT, and BORDER attributes specify the con-
trol’s size and border. The <PARAM> tags, together with
its NAME and VALUE attributes, are placed within
<OBJECT> and </OBJECT> tags to assign initial values to
a control’s properties.

Gilmore (1999) also discussed the protection of con-
trols from being used without permission. So-called run-
time licenses allow controls to be executed, but not used
for the development; design-time licenses allow controls
to be used in the development stage. Different developers
use different approaches to control licensing. Some devel-
opers require only design-time license, and some require
both licenses. All the required licenses need to reside in the
computer where the control is used. The License Manager
ensures that run-time licenses (for controls that require
them) are included in a license package file. The License
Manager is included with Internet Explorer, and a refer-
ence to it should be included within the <OBJECT> tag.
Another technology used for security is digital signature
and code marking (Gilmore, 1999).

ActiveX Documents

ActiveX technology allows a user to work with embed-
ded documents within a Web page as if the user were
working in the original application. For example, a per-
son using Web can activate an Excel spreadsheet, for ex-
ample (see Figure 2), and use all Excel commands. Ac-
tiveX documents technology is based on OLE documents.

The Web browser can serve as an ActiveX document con-
tainer, whereas applications like Word, Excel and others
are ActiveX document servers. Supporting ActiveX doc-
uments requires a number of additional user interfaces
for an embedded document. For example, an interface is
required to allow users to print the document in the same
way it would be printed from the server application. Inter-
net Explorer relies completely on ActiveX documents. For
example, an HTML page is downloaded, the browser in-
terprets it and displays the page, and, if a user downloads
an Adobe Acrobat file, the browser also displays that infor-
mation. A user may view the browser as one application,
but the browser is actually built from several components
that are linked together. Web browser objects can host any
ActiveX document server, and it treats different servers
(HTML viewer, Word, Excel, PowerPoint, Adobe Acrobat,
etc.) identically.

ActiveX Scripting

Web browsers support HTML. Advanced user inter-
face controls are not implemented. As the standard for
creating a complete interface, Microsoft has provided
ActiveX Scripting. Hillier (1996) defined ActiveX scripting
as a language-independent standard that defines the rela-
tionship between a scripting host and a scripting engine.
A scripting engine is an ActiveX component that conforms
to the ActiveX specification (for example, Java Virtual
Machine). A scripting host is an application that uses the
scripting engine (an example of scripting host: Internet
Explorer). The script is placed inside the actual HTML
code between two tags <SCRIPT> and </SCRIPT>. After
script is loaded into the engine, the host runs it.

Producing interactive Web pages is a primary goal for
Web developers. Scripting languages is just one method of
providing interactivity, but the use of scripting languages
offers a number of advantages for developers. Scripts can
be defined as a set of program instructions that a devel-
oper can embed in the HTML code, which is then executed
by the browser. The most popular scripting languages
are JavaScript and VBScript, but ActiveX Scripting is an
open standard that allows other scripting languages to be
used.

Server-Side ActiveX Controls

Dietel, Dietel, and Nieto (2001) described how server-
side script or Active Server Pages (ASP) functionality can
be extended with server-side ActiveX components. These
types of ActiveX controls reside on the Web servers and
lack a graphical user interface. Some of these controls
included with Internet Information Server and Personal
Web Server are the following:

* MSWC.BrowserType—ActiveX control for gathering in-
formation about the client’s browser

« MSWC.AdRotator—ActiveX control for rotating adver-
tisements on a Web page

¢ MSWC.NextLink—ActiveX control for linking Web
pages together

« MSWC.ContentRotator—ActiveX control for rotating
HTML content on a Web page
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* MSWC.PageCounter—ActiveX control for storing the
number of times a Web page has been requested

* MSWC.Counters—ActiveX control that provide general-
purpose persistent counters

* MSWC.MyInfo—ActiveX control that provides infor-
mation about a Web site Scripting.FileSystemObject—
ActiveX control that provides an object library for ac-
cessing files on the server

* ActiveX Data Objects (ADO) Data Access Components—
ActiveX controls that provide an object library for ac-
cessing databases

Java Virtual Machine

Java is a programming language that is similar to C++
but also provides exciting capabilities for the Internet
and component technologies. Java Virtual Machine (Java
VM) is implemented as an ActiveX control included with
Internet Explorer and is used to execute Java programs
and applets. Chappell (1996) specified that with Java VM
these applets are treated as ActiveX controls, and because
controls can be driven by scripts, Java applets can also
be scripted. Then, using the ActiveX scripting interfaces,
scripting languages can be used to access the methods
exposed by an applet. In reality, when Internet Explorer
encounters the <APPLET> tag, it internally converts it to
an <OBJECT> tag with the CLSID of the Java VM'’s ActiveX
control.

Security Features of ActiveX

As mentioned earlier, there are several security concerns
related to ActiveX technology: initialization security,
scripting security, run-time licensing, and digital certifi-
cation.

After a control is initialized, it can receive data from
a local or remote URL for initializing its state. Data
can come from an untrusted source, and this is a secu-
rity hazard. Several methods can be applied to ensure
the control’s security for initialization. Component Cat-
egories Manager creates the appropriate entries in the
system registry. Microsoft Internet Explorer examines the
registry before loading a control to determine whether
these entries appear. Another method implements an
interface I0bjectSafety. If Internet Explorer determines
that control supports this interface, it calls IObject-
Safety::SetInterfaceSafetyOptions method before loading
control to determine whether it is safe for initialization.

ActiveX controls can be accessed from scripts. Code
signing can guarantee that the code is trusted. But even if
a control is known to be safe, is not necessarily safe when
automated by an untrusted script. The methods to ensure
scripting security are identical to ones described earlier
for initialization security.

Some ActiveX controls are distributed free of charge,
but most of these should support design-time and run-
time licensing. Design-time licensing ensures that a devel-
oper is building an application or Web page with a legally
purchased control. In contrast, the run-time licensing en-
sures that a user is running an application or displaying
a Web page that contains a legally purchased control.
Design-time licensing is verified by control containers.

Before these containers allow a control to be placed on
Web page, they first verify that the control is licensed. This
is achieved by calling certain functions in the control that
validate the license. For run-time licensing the process is
similar.

At the default security settings in Internet Explorer any
object on an HTML page must be digitally signed. Digital
signatures are created using Signing Code with Microsoft
Authenicode Technology. It is a set of tools that can be
downloaded from MSDN. A digital signature associates a
software vendor’s name and a unique public key with a
file that contains an ActiveX object.

WHAT ARE THE ALTERNATIVES

TO ACTIVEX?

Client-Side Scripting and Component
Technologies

Component technologies are used in the Internet world
to extend the functionality of Web pages. ActiveX is not
the only way to accomplish this. Gilmore (1999) em-
phasized the role of component technologies in building
e-business and other Web sites. Component technologies
allow developers to create a flexible and user-friendly in-
terface for Web pages. This interface can contain a large
number of input fields, graphics, animations, event con-
trols, and so on. As mentioned earlier, the component
functionality is defined through the set of its properties,
methods, and events. Components also make it possible
to add a complex logic to a Web page in the same way it
can be done for applications written in C++ or Visual Ba-
sic. The component technologies other than ActiveX con-
trol are Java applets and DHTML scriplets. Alternatives
to component technology are client-side scripting and
DHTML (Gilmore, 1999). Java applets can be created
using Java language and they can run on any browser that
has Java Virtual Machine, which serves as an interpreter
for Java applet’s code. DHTML scriplets (Gilmore, 1999)
are Web pages with DHTML functionality. Similar to
ActiveX controls, they can be used in COM applica-
tions, other then Web. DHTML scriplets are supported by
Windows, Mac, and UNIX platforms.

ASP as a Server-side Alternative to ActiveX

There are several server-side alternatives to ActiveX, and
most of these are covered in other chapters. Briefly, ASP
(and its most recent version, ASP.NET; Kalata, 2002) is
Microsoft’s implementation of Web server programming
technology. ASP makes it easier for Web developers to
create dynamic Web applications. Active Server Pages
are Web pages that contain server side scripting. When
the client requests an ASP page, the Web server passes
the request to the ASP application. The ASP application
then detects if there are any global scripts that need to
be processed. The ASP application inserts the code from
any server-side include pages. ASP.NET is a language-
independent technology that is used to develop Web appli-
cations. The two main types of Web resources created with
ASP.NET applications are WebForms and Web Services.
WebForms allow users to develop and process forms on
Web pages, as well as to develop cross-browser Web
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applications. Web Services are ASP.NET pages that con-
tain publicly exposed code so the other applications can
interact with them. ASP applications run much faster than
CGI scripts and can incorporate HTML pages and forms,
scripts written in VBScript or JavaScript, as well as Ac-
tiveX components

ActiveX Strengths and Limitations

Gilmore (1999) provided a detailed analysis of the ad-
vantages and limitations of component technologies and
client-side scripting, highlighting the main benefits of us-
ing components in the Web pages:

* Robustness. Traditionally used Web technologies can-
not compete with what is possible using programming
languages such as C++, Java, and Visual Basic. The code
written in one of these languages can be included in a
component and then into a Web page;

* No duplicated scripts. The same component can be
used in different pages instead of duplicating scripts.

* Maintenance and reusability. In the case when several
Web pages use the same component, its source code is
stored only once. This modular approach makes main-
tenance simple. Code encapsulation in a single entity
allows reusing the component in other applications.

* Implementation hiding. Developers need to know only
what the component does, not how it does it. Because
developers do not need to worry about the specifics of
component’s code, they only need to know how to inter-
act with the component’s interface.

The biggest limitation for ActiveX is that there many
products on the market that lack of the tools necessary for
designing ActiveX controls.

Chappell (1996) and Linthicum (1997) discussed the
debate over ActiveX and Java applet component technolo-
gies. Gilmore (1999) offered a detailed comparison of Ac-
tiveX versus Java applets and versus DHTML scriplets
and client-side scripting. ActiveX controls can be devel-
oped using different programming languages and are not
limited to Web browsers; they can run on different plat-
forms, including Macintosh and UNIX, as well. Java ap-
plets must be created using the Java language, but they
can run on any platform that has a Java VM. This is possi-
ble because a Java VM shields the applets from the details
of the host operating system. Today Java applets are used
more frequently in Web applications than ActiveX con-
trols. ActiveX controls have to register themselves with
the Windows registry and execute as native Windows ap-
plications. This allows the controls access to all native
features, such as file I/O (input/output) and devices and
even memory.

ActiveX controls are fully supported by Internet Ex-
plorer and partially supported by Netscape Navigator.
Users of Netscape Navigator need an ActiveX plug-in, and
because most of them don'’t have it, they may prefer other
alternatives. ActiveX controls run faster than alternative
technologies because the controls are compiled into code.
Client-side scripting and DHTML scriplets are the slowest
options because they must be interpreted. The function-
ality of ActiveX is almost unlimited, while Java applets

ActiveX
Control

Figure 3: ActiveX integrates different Web technologies.

functionality is limited by Java language abilities. Client-
side scripting and scriplets are also limited by scripting
language features. Both ActiveX controls and Java ap-
plets provide similar levels of security. An important fea-
ture is the download speed. The download of ActiveX re-
quires users to wait. ActiveX controls remain on the client,
however, and therefore subsequent downloads are not re-
quired. The Java applet download is the slowest because
class files have to be downloaded every time the Web page
that contains an applet is opened. Client-side script down-
load speed is the fastest. The set of skills required to create
ActiveX controls includes C, C++, Visual Basic, Java, or
other tools that can create them. The Java language is the
only skill needed to develop a Java applet. All component
technologies can be reused and maintained easily. ActiveX
controls maintenance requires a development tool for the
language used to create it. DHTML scriplets can be main-
tained with any text editor. An important feature is the
security of business logic. The logic programmed using
client-side script, DHTML, or DHTML scriplets can be
seen using a Web browser. Source code developed for Ac-
tiveX control and Java applet is compiled and not acces-
sible.

The answer to the question of which approach is bet-
ter is simple. Developers must consider the strengths and
weaknesses of ActiveX controls, Java applets, DHTML
scriplets, and other technologies before making a choice.
These technologies are not mutually exclusive; each is
suited to particular situations. Nonetheless, one advan-
tage ActiveX controls is obvious: They can be used in a
wide variety of applications and are not limited to use
in Web applications. This makes it easy to integrate and
reuse a component from a variety of existing technolo-
gies used for Web design and development., a concept is
illustrated in Figure 3.

ActiveX and Microsoft’s .NET Framework

The next-generation platform introduced by Microsoft is
called .NET, and it is closely related to COM and Ac-
tiveX. In general, .NET Framework “is a component of
the Microsoft Windows operating system that provides
the programming model for building, deploying, and run-
ning Web-based applications, smart client applications,
and XML Web services” (“Top 10 Reasons,” 2002). This
technology has many features that improve existing com-
ponent technologies, including COM and ActiveX. It pro-
motes interaction with COM components and generates
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Figure 4: ActiveX Control Pad.

a wrapper around existing components, so the pro-
grammer not needed to rewrite them. Applications built
using the .NET Framework can connect with existing sys-
tems and packaged applications, regardless of their un-
derlying platform, via XML Web services or via other
system-specific connectors (“Top 10 Reasons,” 2002). The
.NET Framework technology for interacting with data,
Microsoft ADO.NET, is designed for todays Web-based
style of data access. ADO.NET is a new version of Ac-
tiveX Data Object Model that provides objects that allow
programmer to interface with the database. With .NET
Framework ADO.NET is installed, and XML is a standard
that allows programmers to describe and store data within
text files. ADO.NET also allows programmers to retrieve
data from a variety of sources, including XML data. By
using these technologies programmers can exchange data
across products and platforms (Kalata, 2002). The future
of .NET Framework is promising, but this is not directly
related to the main subject of this chapter.

BASIC AND ADVANCED
ACTIVEX TOOLS
Microsoft ActiveX Control Pad

Microsoft ActiveX Control Pad is a smart Web develop-
ment tool that allows adding ActiveX controls and ActiveX
scripting (VBScript or Jscript) to Web pages. It also in-

cludes the Microsoft HTML Layout Control. Using this
tool, a developer can include advanced layout and mul-
timedia features, such as exact object placement, lay-
ering, and other effects. At the time of this writing,
setuppad.exe file can be downloaded from the MSDN
library page (msdn.microsoft.com/library/default.asp). It
looks similar to HTML editors, extended to insert Ac-
tiveX controls. Figure 4 illustrates the use of ActiveX Con-
trol Pad to insert calendar control (shows the object and
properties).

Microsoft FrontPage 2002

Microsoft Front Page also allows adding ActiveX controls
to existing or new Web pages. To insert ActiveX control to
the Web page, a developer has to open this page and then
follow the following sequence: Insert—Web Component—
Advanced Controls—ActiveX Controls. It opens a list
of available controls. Figure 5 shows an example of in-
serting a control. The figure shows the Multimedia Con-
trol itself and a properties window that includes several
tabs, such as General, Parameters, Controls (it is open),
Object Tag.

Text and Graphics Editors

Important components of ActiveX Control development
tools are decent text and graphics editors. The simplest
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Figure 5: Multimedia control inserted with Microsoft FrontPage.

text editor that can be used for this purpose is Notepad,
which comes with Windows. HTML editors, such as
CoffeeCup HTML Editor (www.cofeecup.com) or Web
Edit, contain shortcuts for automatic insertion of a large
number of HTML tags. There are also hundreds of graph-
ics editors available on the market. The following list
contains only a small sample of available graphics edi-
tors: Adobe PhotoShop, Microsoft Photo Editor, Microsoft
Image Composer, ArcSoft Photo Studio, MGI Photo Suite,
and Paint Shop Pro 6.2.

ActiveX Software Development Kit

The Microsoft Platform Software Development Kit (SDK)
provides the documentation, samples, header files, li-
braries, and tools a user needs to develop Windows-based
applications. The applications developed with this edition
of the SDK can run on Windows .NET Server, Windows
XP, Windows ME, Windows 2000, Windows 98, Windows
95, and Windows NT.

Microsoft Visual Basic Control

Creation Edition

Visual Basic Control Creation Edition, a member of the
Microsoft Visual Basic programming system family, is de-
signed specifically to be the fastest and easiest way to
create ActiveX controls. There are three general usage

scenarios for creating ActiveX controls with the 1996 Con-
trol Creation Edition:

1. Creating ActiveX controls from scratch. Everything
is included in the Control Creation Edition to allow
the creation of complete, stand-alone ActiveX controls
from scratch. It is expected that the following two us-
age scenarios will be more common, however.

2. Subclassing and customizing an existing ActiveX con-
trol. Developers can take advantage of the variety of
commercially available and free ActiveX controls. An
existing control can be subclassed, customized, and
then compiled, creating a custom version of the same
control.

3. Aggregating multiple ActiveX controls into a control
“assembly.” Developers can take advantage of the large
market of commercially available ActiveX controls by
aggregating multiple controls together into an ActiveX
control project, customizing their look and behavior,
and then compiling the group of controls together into
a single control. The resultant control can then be in-
serted into a Web page or a client/server application to
“wrap” or contain the entire user interface elements of
that application.

Microsoft Visual Studio Visual Basic comes with a va-
riety of ActiveX controls that can be easily included in
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different applications. The instructions and scenarios for
almost all of them can be found in MSDN. The following
is a list of several controls:

Communications Control—provides an interface to a
standard set of communication commands (establish a
connection to a serial port, connect to another commu-
nication device, exchange data, monitor and respond to
various events and errors)

CoolBar Control—allows creation of user-configurable
toolbars

DayTimePicker Control—displays date and time infor-
mation and acts as the interface through which users
can modify this information (see Figure 4);

DataRepeater Control—functions as a data-bound con-
tainer of any other user control. It allows the user to
create a catalog that includes images and descriptions
of each product and to create bankbook applications
to track personal finances (can be found in almost all
banks’ online services)

ImageCombo Control—has the ability to include a pic-
ture with each item in the list portion of the combo

Internet Transfer Control—implements hypertext trans-
fer protocol (HTTP) and file transfer protocol (FTP),
which allows a user to add an FTP browser to any ap-
plication, to create an application that automatically
downloads files from a public FTP site, to parse a Web
site for graphics references and download graphics only,
among other things

MSChart Control—allows a user to plot data in charts
according to specifications (e.g., dynamic data, such as
current prices of selected stocks)

Multimedia Controls—manages the recording and play-
back of MCI (Media Control Interface) devices (see
Figure 5)

PictureClip Control—creates an image resource bitmap
that stores all the images needed for an animation

Microsoft Foundation Classes (MFC) and
ActiveX Template Library (ATL)

ActiveX controls can be also developed using Visual C++.
Microsoft offers some tools that help a C++ program-
mer to create an ActiveX control. MFC is a set of C++
classes that support COM, OLE, and ActiveX (among
other things). An existing OLE control can be converted
into ActiveX control adding additional features (typical
for ActiveX), such as safety, run-time licensing, and digi-
tal certificates. This technology allows for creating small
controls, but it requires the correct MFC dynamic link
library to be installed.

An ActiveX Template Library (ATL) is a set of C++ tem-
plate classes designed to create small and fast ActiveX con-
trols (COM objects). If a control is developed using ATL,
the end user needs to download only the object, because
the control doesn’t need a run-time dynamic link library to
be resident. With ATL developers can create several con-
trol types. The use of ATLs minimizes the number of in-
terfaces that a control needs; the control will draw itself.
More detailed information about ATL and its downloads
can be found at msdn.microsoft.com/visualc/prodinfo/.

Online ActiveX Services

Thousands of ActiveX Controls are available on the Web,
including freeware that can be used for private purposes
and is helpful for developers. The following are the links
to the most attractive and useful sites at the time of this
writing.

+ www.webdeveloper.com/activex This site contains
useful information and links for developers, including
technical articles, downloads, development guides, and
more.

download.cnet.com/downloads/0-10081.html This
site features ActiveX Controls grouped into the fol-
lowing clusters: application development, browser
enhancements, control development, database connec-
tivity, online applications, and tools and utilities.

.

browserwatch.internet.com/activex.html This site is
called BrowserWatch—ActiveX Arena. It is the place
where users can find the links to all of the ActiveX Con-
trols available on the Web. There are links to a variety
of form design controls, multimedia controls, graphic
controls, sound controls, document viewer controls, and
productivity controls—to almost everything a user may
need for Web design and development.

* www.geocites.com/SiliconValley/Park/3545 This site
features new and interesting ways to use ActiveX con-
trols and contains directions to do-it-yourself, step-by-
step guides on how to use these controls. The informa-
tion and examples from this site are especially useful for
beginners.

+ www.vision-factory.com/activex.htm This site offers
several ActiveX Controls downloads free of charge
for private use, including rounded buttons control,
text scrolling, Outlook-like user interface, a Windows
Explorer-style tree, list view of files and directories,
among others.

+ www.webexpressions.com/resource/registry/activex.
cfm This site contains helpful information about using
ActiveX Controls on the Web as well as downloadable
samples. Many of the samples are useful for almost any
type of site; others of them are just for fun. Short ex-
planations of how each one works and can be modified
are included. There are also links to hundreds of sites
that are using these to make their pages interactive.
There are ActiveX Controls for simple and dual pop-up
menus, cascading popup menus, text and button
menus, marquees, stock and news tickers, info buttons
and various text effects.

* www.active-x.com This is a large repository of ActiveX
Controls developed by different companies. It includes a
variety of useful controls (some are free). The following
is the list of top downloads in mid-2002:

1. TILISOFT—These Internet ActiveX Controls allow
users to retrieve HTML pages from the Net, to post
data to or retrieve data from an HTTP server, and to
transfer files over the Net using Transmission Control
Protocol and Internet Protocol.

2. BetterButton—This replaces the standard Windows
button to add many more effects, such as color, pic-
tures, drop shadows, and various styles. It also creates
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new styles that break from tradition, such as Visual
Studio.NET and active (hover button) styles. It can
create various picture styles, set alignment, wrap text,
and more.

3. Active Image—These ActiveX Controls features in-
clude the ability to create or modify images on the fly,
to perform text drawing with font styles and angles,
and to use drawing tools such as rectangles, polygons,
pie charts, arcs and circles, and linear image transfor-
mations.

4. Animation GIF ActiveX—This ActiveX Control allows
users to display animation GIF files.

5. FreeLink ActiveX—This is a label control that is high-
lighted when the user moves the mouse over it. It will
also start a URL in the user’s default Web browser or
e-mail client if it is clicked. It is freeware and includes
complete source code.

www.vbfreeware.com/download.asp?type=ax66
This site offers ActiveX Controls for different tastes and
purposes that can be downloaded for free. Controls
are available for a variety of applications, including
communication, multimedia, Web development, and
more.

shop.store.yahoo.com/componentone-llc/
comstudenful.html ComponentOne Studio Enterprise
is the most comprehensive collection of components for
ActiveX, .NET, and ASP.NET. It is subscription service
that provides more than 30 components, including grid
components, reporting components, charting compo-
nents, data components, user interface components,
and e-commerce components.

ACTIVEX CONTROL EXAMPLES

The following examples have been taken from a Web
site, Actives Controls examples (members.tripod.com/
~activecontrol/index.htm, developed by Greg Jarol, Uni-
versity of British Columbia, Canada) and can be viewed
there.

The structured graphics control comes as a default
with Internet Explorer and allows the user to create
powerful three-dimensional graphics using simple vec-
tor primitives that can then by animated using scripting
(such as VBScript or JavaScript). This particular example
(Figure 6) uses JavaScript.

Source code for structured graphics control:

<OBJECT ID = "piechart"
CLASSID = "clsid:369303C2-D7AC-11d0-
89D5-00A0C90833E6"

Figure 6: Example of the structured graphics control.

1 IHI IL: JUIDL LI DL IO
the document inside too
large, or Active X may
have trouble scrolling it!

This is an external
document embedded

Figure 7: Example of the docu-
ment scroller.

STYLE = "position:relative; Width:125;
height:100">

<PARAM NAME = "Line0001l" VALUE =
"SetFillColor(0,0,255) ">

<PARAM NAME = "Line0002" VALUE =
"SetFillStyle(1l)">

<PARAM NAME = "Line0003" VALUE =
"SetFont ('Verdana',40,650,0,0,0) ">

<PARAM NAME = "Line0004" VALUE =
"Text'Arc',40,650,0,0,0) ">

<PARAM NAME = "Line0005" VALUE =
"SetLineColor(0,0,0) ">

<PARAM NAME = "Line0006" VALUE =
"SetLineStyle(1,3)">

<PARAM NAME = "Line0007" VALUE =
"SetFillColor(0,0,255) ">

<PARAM NAME = "Line0008" VALUE =
"SetFillStyle(1l)">

<PARAM NAME = "Line0009" VALUE =
"Pie(-150,-70, 200,200,15,22,0)">

</OBJECT>
<SCRIPT LANGUAGE = "JavaScriptl.2">

if (document.all)
setInterval ("piechart.
Rotate(5,5,5)",100)
</SCRIPT>

The document scroller (Figure 7) control allows you
not only to embed another HTML document inside the
main document, but also to have the “internal” document
scroll up-down or left-right all by itself. Note that there
are no scroll bars.

Source code for document scroller:

<OBJECT ID = test2 CLASSID = "clsid:
1A4DA620-6217-11CF-BE62-0080C72EDD2D"
WIDTH = 220 HEIGHT = 150>

<PARAM NAME = "gszURL" VALUE =
"pagel.htm">
<PARAM NAME = "ScrollDelay" VALUE = 7>
<PARAM NAME = "ScrollPixelsY"
VALUE = -2>
<PARAM NAME = "ScrollPixelsX"
VALUE = 0>
<PARAM NAME = "LoopsY" VALUE = -1>
<PARAM NAME = "DrawImmediately"

VALUE = 1>
</OBJECT>
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Flying button!

Figure 8: Screen capture example of the path control.

The path control (Figure 8) is an advanced control
available in Internet Explorer that allows the user to ani-
mate visual objects (images, text, etc.). Objects can move
around inside the document freely following complex,
predetermined paths. The example in Figure 8 animated
an HTML form button.

Source code for path control:

<INPUT TYPE = BUTTON NAME = btnSpline

VALUE = "Flying button!"

STYLE = "position:absolute;LEFT: 20;
TOP: 200">
<OBJECT ID = "pthPolygon" CLASSID = "CLSID:

D7A7D7C3-D47F-11D0-89D3-00A0C90833E6">
<PARAM NAME = "AutoStart" VALUE = "-1">
<PARAM NAME = "Repeat" VALUE = "-1">
<PARAM NAME = "Bounce" VALUE = "0">
<PARAM NAME = "Duration" VALUE = "10">
<PARAM NAME = "Shape" VALUE =

"Polygon(8,50,100,50,150,100,100,100,
250,50,250,50,275,25,150,0,150) ">
<PARAM NAME = "Target" VALUE =
"btnSpline">
</OBJECT>

The drop-down menu control (Figure 9) creates a con-
textual menu that can be further enhanced with extra
functionality, such as going to the selected URL when
clicked on. VB Script is used for this control.

Source code for the drop-down menu control:

<OBJECT ID = "IEMenul" CLASSID = "clsid:
7823A620-9DD9-11CF-A662-00AA00C066D2"
WIDTH = 1 HEIGHT = 1 ALIGN =
LEFT HSPACE = 0 VSPACE = 0>

<PARAM NAME = "Menuitem[O]" VALUE =
"This is the first item">

<PARAM NAME = "Menuitem[1l]" VALUE =
"This is the second item">

<PARAM NAME = "Menuitem[2]" VALUE =
"This is the third item">

<PARAM NAME = "Menuitem[3]" VALUE =

"This is the fourth item">

This is the first item
This iz the zecond item
Thiz iz the third itEm

This i the fifth tem

Figure 9: Screen capture ex-
ample of the drop-down menu
control.

<PARAM NAME = "Menuitem[4]" VALUE =
"This is the fifth item">
</OBJECT>
<SCRIPT LANGUAGE = "VBScript">

sub IEMenul_Click(ByVal x)
Alert "You clicked on menu item:
"& X
end sub
sub ShowMenu_onClick
call IEMenul.PopUp ()
end sub
</SCRIPT>
<DIV onClick = "IEMenul.PopUp() ">
<B>Drop down menu!</B></DIV>

Gilmore (1999) offered another interesting and useful
example of ActiveX Controls. Often Web page contains a
number of ActiveX controls that interact with each other.
In this example, a Web page contains two controls—a cal-
endar control and a list box control, as well as an HTML
button. The calendar and list box ActiveX controls are
included into Microsoft Visual Studio. The Web page is
shown in Figure 10.

When the date is checked on the calendar, it appears in
the list box. This happens because the calendar’s Value
property is passed as a parameter to the list box’s Ad-
dItem method, and this takes place in an event handler
for the calendar’s Click event. The VBscript for is as fol-
lows:

sub Calendarl_Click()
ListBoxl.AddItem Calendarl.Value
end sub
The list box entries can be cleared
by clicking on an HTML button, the OnClick
event of the button invokes the ClearList
subroutine:
sub ClearList ()
ListBox1l.Clear
end sub
Finally, a list box item and its
value are displayed in a message box when
that item is clicked:
sub ListBoxl_Click()
msgbox "Item" & ListBoxl.ListIndex
+ 1 & " in the list box has a
value of " &
ListBoxl.Value
end sub
The control for the ListBoxl:
<OBJECT ID = "ListBoxl" WIDTH = 160
HEIGHT = 60
CLASSID = "CLSID:8BD21D20-EC42-
11CE-9EOD-00AAO006002F3 ">
<PARAM NAME = "ScrollBars" VALUE =
"3
<PARAM NAME = "DisplayStyle"
VALUE = "2">
<PARAM NAME = "Size" VALUE =
"4233;1588">
<PARAM NAME = "MatchEntry" VALUE =
"o">
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This Web page consists of two ActiveX controls and an HTML button
element that mnteract with each other. The Web contams three subroutines
to handle the following functionality:

» Move the date selected on the Calendar control directly into the Listbox control
s Display a Listbox item and its value when the item is clicked
o Clear the Listbox control by clicking an HTML button element
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Sun |Mon | Tue |Wed | Thu | Fri | Sat
1 2 3 4
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[ Clear Listbox Dates ]
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5220 J
- C -

T b 3003

Itern 5 inthe listhox has a value of 5/4/2002

QK

Figure 10: Web page with multiple ActiveX controls (Gilmore, 1999).

<PARAM NAME = "FontName" VALUE =
"Courier">

<PARAM NAME = "FontHeight" VALUE =
"200">

<PARAM NAME = "FontCharSet" VALUE =
Q">

<PARAM NAME = "FontPitchAndFamily"
VALUE = "2">

<PARAM NAME = "FontWeight" VALUE =
"Q">

</OBJECT>

This example clearly shows how simple it is to develop
multiple controls on a Web page and how they can com-
municate with each other.

CONCLUSION

ActiveX controls have grown from OLE technology and
become very efficient for use in a number of different
containers. A variety of software development tools, as
well as user-productivity tools facilitate the coding of Ac-
tiveX controls. ActiveX controls make it easy for software
developers to create, reuse, and integrate different soft-
ware components. ActiveX allows Web developers to build
multimedia rich and productive Web sites quickly. Web
browsers serve as ActiveX containers, and therefore Web
page developers are able to include ActiveX objects and

documents. These objects establish a variety of useful in-
terfaces that make a Web page interactive. This is espe-
cially important for e-commerce Web sites on which inter-
action with customers is a key feature. ActiveX technology
is flexible; it can easily be combined with other Web de-
sign technologies such as HTML, Java applets, JavaScript,
VBScript, and others. There are thousands of ActiveX con-
trols available online as freeware or shareware. Web devel-
opment software and tools, such as Microsoft FrontPage
or Macromedia Dreamweaver, make it easy to include
ActiveX controls in Web pages.

GLOSSARY

ActiveX A broad range of client/server technologies
that are part of Microsoft's Component Object Model.
ActiveX technology is frequently incorporated on Web
pages but can also be used in a variety of applications
in the Windows environment (and occasionally in the
Mac environment but not in Unix or Linux environ-
ment).

ActiveX Control A component that can be easily in-
serted into a Web page to enhance design. Controls
can also be used in other Microsoft’s applications not
related to Web.

ActiveX Documents The document contained in an
ActiveX container (Internet Explorer). Whereas a
traditional document (such as a Word document) is
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static, ActiveX documents need not be. Using Visual
Basic, the user can create a complete application with
the semantics of a traditional document. In other
words, users have the functionality of the application
but the flexibility of a document. Thus, the “document”
is truly active. The concept can be found at http://msdn.
microsoft.com/library/default.asp?url=/library/en-us/
vbecon98htmlivbcondocumentobjectsthefutureofforms.
asp

ActiveX Scripting Any use of VBScript and Jscript
within Internet Explorer that controls the integrated
behavior of active controls.

Class A data structure that specifies the properties and
behavior of objects.

Component Object Model (COM) Microsoft’s frame-
work for developing and supporting program compo-
nent objects.

Component A unit of compiled or scripted code that
encapsulates a set of functionalities (e.g., a set of func-
tions).

Container An application that defines the outermost
document that embeds another document; an appli-
cation that can run components.

Event A notification sent by one object to another that
an action has occurred. The receiving object executes
an associated method.

Java Virtual Machine A component that enables a Web
page to run Java applets.

Method Code that is executed when an object receives
an event message.

Object An instance of a class. The object consists of the
data variables (properties) declared in the class defini-
tion along with any methods or procedures that act on
this data.

Object Linking and Embedding (OLE) Microsoft’s
framework for a compound document technology.
Briefly, a compound document is something like a dis-
play desktop that can contain visual and information
objects of all kinds: text, calendars, animations, sound,
motion video, continually updated news, controls, and
so forth. Part of Microsoft’s ActiveX technologies, OLE
takes advantage and is part of a larger, more general
concept, the Component Object Model.

OLE custom control (OLX) A special-purpose program
that can be created for use by applications running on
Microsoft Windows systems. The file extension for
ActiveX controls is .olx.

Properties An attribute (or characteristic) of a control
(size, fonts, color, etc.).

CROSS REFERENCES

See Active Server Pages; Client/Server Computing; Java,
Visual Basic; Visual Basic Scripting Edition (VBScript).
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INTRODUCTION

The field of Web applications development has seen sig-
nificant changes over the past several years. Early Web
applications consisted of simplistic static Web pages with
text, graphics, and hyperlinks to other Web pages and had
no database access. Over time, Web applications were de-
veloped that were dynamic in nature and could access
traditional databases. Many organizations also developed
e-commerce applications to do business on the Inter-
net. These applications utilized databases to perform
such tasks as storing and tracking customer informa-
tion, purchases, and preferences, as well as monitoring
company inventory and updating product catalogs and
sales tax rates. Customers are now able to remotely ac-
cess e-commerce applications and databases at negligi-
ble communication costs. Overall, these applications and
databases have brought tremendous benefit and cost sav-
ings to the organizations that have installed them.

Having realized the gains from these new Web-based
applications, organizations want to expand their Web
applications base. They want to enrich and expand their
information systems not only by converting or rewrit-
ing their existing traditional client/server applications
to make them Web enabled, but also by creating new
Web applications to take advantage of new opportuni-
ties created by intranets and the Internet. Organizations
want to convert most, if not all, of their existing applica-
tions to Web-based applications because they are keenly
aware that it will be very productive if their employees
and business associates, including customers, suppli-
ers, and salespeople, could access company applications
and databases and do their work remotely as efficiently
and cheaply as they could locally. In addition, they
want to write additional Web-based applications that ex-
ploit the opportunities offered by their intranets and the
Internet.

This is the information age, and the size and com-
plexity of information continues to grow. Further, orga-
nizations have their important information distributed
in various forms and locations. The information is more
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than likely stored not just in different types of traditional
databases, such as Access, MS SQL Server, DB2, Oracle,
and Sybase, but also in other data stores, including e-mail
files, legacy flat files, spreadsheets, and Web-based text
and graphics files. The latter set of data stores is likely
to contain unstructured information, and new strategies
and technologies are needed to access the information
they contain. The easy and seamless exchange of informa-
tion, irrespective of its form and data store, both within
an individual organization and between various organi-
zations, increases efficiency and effectiveness. This chap-
ter intends to explain Microsoft’s strategy for universal
data access (UDA) and the technologies, including Ac-
tiveX data objects (ADO), used for implementing this
strategy.

Over the past several years, Microsoft has developed or
patronized several tools and technologies to access data
from a wide range of data stores in order to comply with
its UDA strategy. These technologies range from an early
technology, namely open database connectivity (ODBC),
to the Object Linking & Embedding Database (OLE DB),
to the latest ActiveX data objects. Following a general
description of these Microsoft technologies, this chapter
will present a detailed discussion of ActiveX data objects.
Microsoft UDA technologies can be effectively applied to
both traditional client/server applications and Web-based
applications. In this chapter, however, we concentrate
primarily on ADO and its role in developing Web-based
applications.

This chapter is divided into several sections. Follow-
ing the introduction, we introduce the three generations
of UDA technologies. In the next section, we take up the
first generation of UDA technologies, including ODBC.
Next, we take up the second-generation UDA technology,
namely OLE-DB. The next four sections are devoted to
the third-generation UDA technology, namely ADO. We
devote next section to a brief discussion of advantages of
the ADO technology. Following that, we discuss the ba-
sic elements of the ADO object model. We also take up,
in that section, built-in ADO objects and collections, and

25
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their significant properties and methods. Next, we discuss
the role of ADO in developing Web-based applications
written with active server pages (ASP). The following sec-
tion focuses on combining HTML, VB Script, ASP, and
ADO for developing interactive Web-based applications.
This topic is explained with the help of several examples.
The final section summarizes the topics covered in this
chapter.

UNIVERSAL DATA ACCESS

UDA is a strategy employed by Microsoft that is designed
to provide a comprehensive means of accessing data from
a wide range of data stores across intranets or the Inter-
net. The data stores may be traditional structured data-
bases, such as relational databases, or nonstructured data
stores, such as text documents, spreadsheets, images, or
pictures, supplied by various vendors. These data stores
may also reside on heterogeneous computing platforms,
including Windows-based and non-Windows-based oper-
ating systems. In summary, UDA provides high-perfor-
mance, easy-to-use, transparent, and seamless access
from a variety of client devices, programming languages,
and scripts to a wide range of data stores, irrespective of
their type, location, or platform.

Unlike other approaches, this strategy is designed to
access data directly from their sources. Alternate ap-
proaches to UDA, called datacentric database strategies,
require that data be transformed or converted into a com-
mon format, location, and platform before can be ac-
cessed by applications. UDA applications do not require
costly data transformations or conversions and, therefore,
accelerate development.

Because UDA is based on open industry specifica-
tions, it enjoys broad industry support. The UDA tech-
nologies can be grouped into three generations. The first
generation of UDA technologies include open database
connectivity, remote data objects (RDO), and data
access objects (DAO). The second generation UDA tech-
nology consists of the Object Linking & Embedding
Database. The third, and latest, generation of UDA tech-
nologies is composed of ActiveX data objects.

Although the first-generation technologies were de-
veloped before Microsoft formally announced its UDA
strategy, they contain several important features of the
UDA approach and they continue to be widely used in
the industry. The second-generation technology, OLE DB,
significantly extends the functionality of the first-gen-
eration technologies. Similarly, the third, and most recent,
generation of UDA technologies, ADO, significantly ex-
tends the functionality present in the first two generation
of UDA technologies.

ADO is built upon and works in close conjunction
with some first- and second-generation technologies,
especially ODBC and OLE DB. Because ODBC, OLE DB,
and ADO are the primary and interrelated UDA technolo-
gies, Microsoft has bundled them together to a unified
software package called the Microsoft data access com-
ponents (MDAC). The MDAC software package may be
downloaded from http://www.microsoft.com/data/default.
htm.

FIRST-GENERATION UDA
TECHNOLOGIES—ODBC,
RDO, AND DAO

The ODBC technology continues to be a very important
and successful data access standard. It provides a com-
mon interface to data stored in almost any relational
database management system (DBMS) or even some flat-
file systems, including ISAM/VSAM file systems. ODBC
uses structured query language (SQL) as a standard
means of accessing data. This has enabled applications,
through a common set of codes built into the SQL lan-
guage, to access information stored in any database or
file that has an ODBC driver. Such a data store is some-
times called a SQL database, an ODBC data source, or
simply a data source. Use of the SOL language and ODBC
drivers has enabled applications to be independent of the
data sources. Thus, a developer can build and distribute a
client/server or a Web-based application without targeting
a specific data source.

The following are the key software components of
ODBC.

ODBC API: A library of function calls, error codes, and
SQL syntax for accessing data.

ODBC database drivers: A set of dynamic link library (DLL)
programs that process ODBC API function calls for spe-
cific data sources.

ODBC driver manager (ODBC32.DLL): Loads ODBC
driver(s) specific to the data source(s) and keeps track
of which database drivers are connected to which data
sources. When an application creates a connection to a
data source, this component works in the background,
completely transparent to the application.

ODBC cursor library (ODBCCR32.DLL): Resides between
the ODBC driver manager and the ODBC database
drivers and handles cursoring within recordsets. We
discuss cursoring and recordsets in detail later.

ODBC administrator: Allows the configuring of a database
management system or a flat-file system to make it
available as a data source for an application. Mi-
crosoft has included this important tool within its Win-
dows operating systems. We discuss it in further detail
later.

An application achieves independence from data stores
by working through an ODBC driver written specifically
for the database management system or the file system
rather than by working directly with the system. The
driver translates the ODBC API function calls and SQL
into commands its database or file system can execute,
making it available for a wide range of data stores.

Despite such advantages, ODBC has shortcomings.
Two significant examples are the fact that ODBC is lim-
ited to relational database management systems and some
flat-file systems, and ODBC API function calls are complex
and difficult to use.

In response to the complexity of ODBC API func-
tion calls, Microsoft has developed two high-level pro-
gramming models: data access objects and remote data
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objects. These high-level models have simplified the
ODBC model and enhanced programmers’ productivity.
DAO and RDO, like ODBC, are limited to working with
relational database management systems and flat-file sys-
tems only. But unlike ODBC, DAO and RDO are simple
and easy to use.

DAO is designed to work primarily with file-server-
based systems, such as Microsoft access database and
legacy file systems. In a file-server-based system, the client
(or workstation) is responsible for executing all process-
ing logic components, including the presentation, the
business, and the data access logic. The file-server’s role
is simply to provide shared access of files to the client.
When a client requests particular data in a file, the server
responds by sending an entire copy of the file. File-server
models work well where file transfers are infrequent and
file sizes are small.

Although DAO is designed to work with the file-server-
based systems, RDO is developed to work with modern
(client/server) database-server systems, such as MS SQL
Server, DB2, Sybase, and Oracle databases. In a database-
server model, the data access logic is executed at the
database server and the presentation logic is performed
at a client’s computer.

In two-tier client/server applications, both the client
and the database server participate in the execution of
business logic execution. A portion of the business logic
is executed at the server, while the remaining part is com-
pleted at the client.

In multi-tier applications, the client, database, and ap-
plication servers are responsible for the execution of the
business logic.

For Web-based applications, the business logic pro-
cessing is shared among the Web server, database server,
and client. The client-side processing code is executed at
the client and the server-side processing code is executed
at the Web server. The database server executes business
logic using stored procedures. A stored procedure is made
up of precompiled SQL statements that carry out a series
of tasks on the database server. These procedures are writ-
ten, stored, and executed on the database server. Although
the file-server systems are mostly suited to small-scale ap-
plications, the database-server systems are designed for
mission critical applications, requiring scalability, flexi-
bility, maintainability, and better performance.

Although DAO is optimized to work with file-server-
based systems, later versions of DAO also support client/
server database systems. However, the performance is
not satisfactory. RDO, on the other hand, is tuned for
database-server systems and is well suited for developing
large-scale multi-tier applications.

SECOND-GENERATION UDA
TECHNOLOGY—OLE DB

OLE DB is a low-level programming interface to di-
verse sources of data, ranging from flat files, to relational
databases, to object-oriented databases. OLE DB is based
on Microsoft’s Object Linking & Embedding and on the
component object model (COM), both of which provide
applications with uniform access to diverse data sources.
Another important advantage of the OLE DB model is

its high-performance design and support for multi-tier
client/server and Web-based applications.

There are three key software components of OLE DB:
OLE DB data providers, OLE DB services, and OLE DB
data consumers.

OLE DB data providers are software components that
allow access to diverse data stores. These include struc-
tured data stores, such as relational databases, and un-
structured data stores, such as e-mail files, legacy flat files,
spreadsheets, and Web-based text and graphics files. They
provide access to each data store within a standard level
of uniformity and functionality.

The OLE DB programming interface interacts with
OLE DB data providers similarly to the way the ODBC
API interacts with ODBC drivers—both OLE DB data
providers and ODBC drivers provide direct access to spe-
cific data stores. Although there are a large number of
ODBC drivers available for most popular database man-
agement systems, OLE DB data providers are available
for a limited set of popular data stores, such as Microsoft
access, MS SQL server, Oracle, and Exchange server. How-
ever, Microsoft has written an OLE DB provider for ODBC
drivers, effectively providing OLE DB programmers ac-
cess to both ODBC and OLE DB data source. Thus, OLE
DB applications can be written for data stores that have
ODBC drivers but no OLE DB providers.

OLE DB services are components that extend the func-
tionality of data providers. Some database systems, for
example, may lack cursoring features in their native data
provider software. An OLE DB service, called the Mi-
crosoft cursor service, will add cursor functionality, al-
lowing OLE DB data consumer applications to use this
feature, irrespective of whether the native data provider
software supports this feature.

OLE DB data consumers are software components
that consume OLE DB data. Important data consumers
are high-level data access models, such as ActiveX data
objects.

THIRD-GENERATION UDA

TECHNOLOGY—ADO

OLE DB, like ODBC, is a low-level, complex interface for
accessing data. Although ODBC provides access to any
SQL data store, OLE DB provides universal data access to
SQL and non-SQL data stores. Just as DAO and RDO were
developed to simplify access to SQL data stores, ADO was
developed to provide a simple and easy-to-use interface
for SOL and non-SQL data stores. ADO was developed as
an OLE DB data consumer and provides a consistent high-
level interface between applications and data stores. A tra-
ditional client/server or a Web-based application interacts
with ADO to provide data required by the application.
The are several key advantages to ADO.

Programming language independence: ADO can be used
with a wide range of languages, including Visual Ba-
sic, C++, Delphi, Java, J++, Java Script, Jscript, and VB
Script. It can be used with any language that supports
OLE and COM.

Support for traditional and Web-based applications: For
developing traditional client/server and Web-based
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applications, ADO is an excellent mechanism for ac-
cessing data. It is required for developing Web-based
applications with scripting languages, such as Java
Script, Jscript, and VB Script, whenever they need to
access data.

Easy to use and learn: ADO is easy to use and learn because
it is based on a COM object interface, and it provides
the ability to perform data queries and data manipu-
lation using familiar commands, such as select, insert,
update, and delete.

Universal data: ADO applications can access data from any
OLE DB and ODBC data source. Applications that use
ADO can use the OLE DB interface without losing any
of the underlying OLE DB functionality.

ADO OBJECT MODEL

The ADO object model is made up of five top-level built-in
objects: Connection, Recordset, Command, Record, and
Stream. In addition to these top-level objects, ADO also
contains four subordinate collections: Parameters, Fields,
Properties, and Errors. These ADO collections contain
Field, Property, Parameter, and Error objects, respectively.
A collection consists of one or more objects referred to
collectively.

Each top-level ADO object can exist independent of the
other top-level objects. These top-level objects may con-
tain subordinate collections that, in turn, contain their
associated objects. For example, the Connection object
has two subordinate collections, Errors and Properties,
which, in turn, contain Error and Property objects. Sim-
ilarly, the Recordset object has two subordinate collec-
tions, Fields and Properties, which, in turn, contain Field
and Property objects (see Figure 1).

Each ADO object has two types of properties: ADO-
defined built-in properties and provider-defined dynamic
properties. ADO-defined built-in properties are available
to the ASP (active server pages) programmer regardless
of the particular data provider in use. Properties that are
specific to a particular data provider are contained in the
Properties collection as Property objects. Each top-level
object has its own Properties collection.

In the ADO model, the subordinate objects relative to
their parent object cannot be created independently. The
top-level object must be created before its subordinate

objects are created. The only exception is the Parameter
object. The Parameters collection may be created inde-
pendently of the Command object; however, it must be
associated with a Command object before it can be uti-
lized. A brief description of each ADO top-level objects
and some of its associated collections and objects follows
below.

Connection Object

The main purpose of the Connection object is to establish
a link between an application and a data source. Once a
connection is established the Execute method of this ob-
ject can also be used to execute SQL queries, commands,
and stored procedures against the target data source. For
each query, a Recordset object is created and the result
of the query execution, called a recordset or a cursor, is
stored in this object. Recordsets, or cursors, are further
examined later in this section.

The Connection object is also responsible for retriev-
ing errors. An Error object contains details about a single
operation involving data access. The Error collection con-
tains all the Error objects.

In establishing a link between an application and a data
source, the Connection object uses one of the following
two types connections: a DSN connection or a DSN-less
connection.

DSN Connection

A DSN connection is established in two steps: (a) Create
an ODBC data source name (DSN), (b) execute “Open”
method of the connection object. The DSN connection is
created outside the ADO application using the ODBC ad-
ministrator program. The ODBC administrator program
is referred to by different names in different Windows
operating systems. The program is called ODBC Data
Sources (32-bit) on a Windows 95 or 98 systems, ODBC
on a Windows NT system, and Data Sources (ODBC) on
a Windows 2000 system. The shortcut used to execute
the ODBC administrator program is located in the con-
trol panel (or administrative tools folder within the con-
trol panel) of the Windows operating system. To set up an
ODBC DSN, the ODBC administrator program requires
the following information: a unique name that represents
the DSN; the selection of an ODBC driver, such as the

ADO Object Model

Connection Recordset

| Command | | Record | | Stream |
| Errors | | Properties | | Fields | | Properties | |Parameters| | Properties | | Fields |
| Error | | Property | | Field | | Property | | Parameter| | Property | | Field |

Figure 1: ADO object model.
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Microsoft access driver (*.mdb), Microsoft ODBC for
Oracle, SQL server, or Microsoft Excel driver (*.xls); he
name of the data store (database or data file) to which
the DSN will connect; and additional information, such
as Userld and password, if required by the data provider
to access the data store.

The Selection of a DSN Type. There are three types of
DSNs: user DSN, system DSN, and file DSN. User DSN
is limited to one user. The only user who will be able to
connect to the data store with a user DSN is the user who
creates it. A data store with a system DSN is available to
all authorized users of the machine, including Windows
NT and Windows 2000 services. A data store with a file
DSN is available to each user who has the same driver
installed. User and system DSN information is stored in
the Window's registry. File DSN information is not part of
the Window’s registry but, instead, is held as a separate
text file.

After creating an ODBC DSN, the ASP programmer
may establish a DSN connection by passing the name of
the ODBC DSN as a parameter to the “Open” method of
the Connection object.

DSN-less Connection

In some cases the programmer may not be able or autho-
rized to get physical or remote access to execute the ODBC
administrator program needed to set up a DSN connec-
tion. This is especially true in the case of Web applications
development. Developers of Web applications, generally,
do not have physical or remote access for establishing a
DSN connection on the Web server or the database server.
In such cases, a DSN-less connection is suitable.

A DSN-less connection can be established explicitly or
implicitly. An explicit DSN-less connection is established
by providing connection information through the Con-
nectionString property of the Connection object. This in-
formation would vary depending on the data store and
whether the connection uses an ODBC driver or an OLE
DB provider, but it is similar to the information provided
when setting up DSN connections in the ODBC adminis-
trator program. An implicit DSN-less connection is estab-
lished with the Recordset object or the Command object.

Some of the methods built into the Connection object
include Open, Close, and Execute. The Open method es-
tablishes a connection to the target data source while the
Close method terminates the link. The Execute method al-
lows the ASP programmer to perform basic SQL database
operations, such as select, insert, delete, and update, on
the data source specified by the Connection object. The
Connection object is also capable of executing simple
stored procedures. For stored procedures with dynamic
parameters, the Command object is more suitable.

Some of the built-in properties of the Connection
object are CommandTimeout, ConnectionString, Con-
nectionTimeout, Provider, State, and Version. The Com-
mandTimeout property stores a number representing the
number of seconds the Connection object will wait for
a response from the data source after using the Execute
method. The default CommandTimeout value is 30 sec-
onds. If the Connection object does not receive a response
within the CommandTimeout interval, it terminates the

command and generates an error. The ConnectionTime-
out property is similar to the CommandTimeout property
but contains the time interval, in seconds, that the Con-
nection object will wait for a connection after using the
Open method. The default ConnectionTimeout value is
15 s. If no connection is established during the Connec-
tionTimeout period, the Connection object terminates the
command and generates an error. The Provider property
holds the name of the OLE DB provider for the Connec-
tion object. The State property is a read-only property that
indicates whether the connection is open and the Version
property is a read-only property that represents the ADO
version number.

Recordset Object

Recordsets or cursors allow one to navigate through
records and change data. Forward and backward nav-
igation through records is performed in relation to the
current record in a recordset. By default, the first record
in a recordset is its current record. A recordset can be
created with the help of the Recordset, Connection, or
Command object. A recordset is made available when the
Open method of the Recordset object is executed, the Ex-
ecute method for the Command object is executed, or the
Execute method for the Connection object is executed.

In the first two methods, there may be either an implicit
or an explicit connection to the data store. In the third
method, an explicit connection to the data store must be
set prior to creating the recordset. In general, when us-
ing multiple recordsets within the same program, greater
efficiency is achieved by creating an explicit connection
to the data store prior to creating recordsets. Unlike im-
plicit connections, when a connection is explicitly created,
you have a handle for closing the connection. The implicit
connection continues to remain open until the connection
times out.

The Recordset object also provides control over the
type of cursor and locking mechanism used. There are
four different types of cursors, or recordsets. The cursor
type must be specified before creating a recordset. Each
cursor type is assigned a unique number between 0 and 3,
as described below:

Cursor Type Description
0 Forward only or read only cursor
1 Keyset cursor
2 Dynamic cursor
3 Static cursor

Type 0 (the forward only or read only) cursor is the de-
fault cursor. You can step through the recordset sequen-
tially one by one using the MoveNext method. This cursor
type does not support scrolling or updating.

Type 1 (keyset) cursor is a set of keys only. The other
information is not duplicated in the recordset. In this type,
records updated or deleted by other users are reflected in
the recordset. However, new additions are not reflected in
the recordset.

Type 2 (dynamic) is a scrollable cursor. All changes
such as additions, updates, and deletions made by other
users are reflected in the recordset.
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Type 3 (static) is also a scrollable cursor; however,
changes made by other users are not reflected in the
recordset.

There are also several different lock types that can be
used on a recordset when making changes such as addi-
tions, updates, and deletions to its records. The lock type
must be specified before creating a recordset. Each lock
type is assigned a unique number between 1 and 4, as
described below:

Lock Type Description
1 Read only
2 Pessimistic
3 Optimistic
4 Batch optimistic

Type 1 (read only) is the default lock type. It returns a
read-only recordset and its records are available to other
users.

Type 2 (pessimistic) lock type returns an updateable
recordset. Before a particular record is updated, it is
locked to other users. Update consists of two operations:
read and write. The record is locked before the read oper-
ation is performed and is released just after it is written
back.

Type 3 (optimistic) lock type returns an updateable
recordset. As stated earlier, update consists of two oper-
ations: read and write. The record is not locked until the
read operation is completed and is released just after the
write operation is completed.

Type 4 (batch optimistic) is similar to lock type 3 cur-
sors but updates are made to a batch of records at a
time.

Built-in methods of the Recordset object include Add-
New, Clone, Close, Delete, Move, MoveFirst, MoveLast,
MoveNext, MovePrevious, Open, and Update. AddNew
creates a new record to be added to the recordset. Clone
creates a new recordset identical to the current record-
set. Close method closes the recordset. Delete method
removes the current record. MoveFirst method moves the
position of the current record to the first record. MoveLast
method moves the position of the current record to the
last record. MoveNext method moves the position of the
current record to the next record. MovePrevious method
moves the position of the current record to the previous
record. Open method opens a recordset; this method pop-
ulates a recordset with records. Update saves any changes
made to the recordset.

Built-in properties of the Recordset object include
BOF, CursorType, EOF, LockType, and MaxRecords. BOF
returns a Boolean value of true if the location of the cur-
rent record is moved in front of the first record of the
recordset. Otherwise, BOF returns false. CursorType in-
dicates the type of cursor used in the recordset, such as
forward only or read only, keyset, dynamic, and static.
EOF returns a Boolean value of true if the location of the
current record is moved past the last record of the record-
set. Otherwise, BOF returns false. LockType indicates the
type of lock used in the recordset, such as read only, pes-
simistic, optimistic, and batch optimistic. MaxRecords
control the maximum number of records to return to a
recordset from a query.

The Fields collection is created when the Recordset
object’s Open method executes. Field objects contain the
metadata regarding the columns in the Recordset or the
Record object, such as the name, type, length, precision,
and data values.

Command Object

The Execute method of the Command object, similar to
the Execute method of the Connection object, allows one
to issue SQL queries, commands, and stored procedures
against the target data source. However, the Command
object is most useful when there is need to use a parame-
terized command or a stored procedure in an application
repeatedly, passing in different values for the parameters
each time. A collection of Parameter objects exposes the
parameters associated with a Command object, based on
a parameterized command or a stored procedure.

Record Object

The Record object is essentially a one-row Recordset ob-
ject. The Record object can be created by (a) the execution
of a query, a command, or a stored procedure that returns
one row of data, (b) a row obtained from a Recordset, or
(c) a row returned directly from a provider. Record ob-
jects facilitate access to information stored in nontradi-
tional data stores. The row returned from the nontradi-
tional data store may contain unstructured data, such as
e-mail files, Web-based text, and directories, subdirecto-
ries, and files in a file system or folder. The directories, sub-
directories, and files represented by Record objects can be
copied or moved to another location with its CopyRecord
or MoveRecord methods. Similarly, the directories, sub-
directories, and files represented by Record objects can be
deleted with its DeleteRecord method.

Stream Object

The Stream object provides the means of reading, writing,
and managing a stream of bytes or text. The Stream object
can be created from (a) a URL pointing to a file containing
a stream of bytes or text data, (b) the default Stream object
associated with a Record object, or (¢) the independently
created Stream object. The independently created Stream
object is opened in memory. Data stream of bytes and text
can be written to it and later saved in another stream or
data store.

A stream of bytes or text data can be written to a Stream
object with the Write and WriteText methods. Similarly, a
stream of bytes or text data can be read to a Stream ob-
ject with the Read and ReadText methods. The directories,
subdirectories, and files represented by Record objects
can be copied or moved to another location by its Copy-
Record or MoveRecord methods. Similarly, the directo-
ries subdirectories, and files represented by Record ob-
jects can be deleted by its DeleteRecord method.

ADO AND ACTIVE SERVER PAGES (ASP)

The ADO provides a data model for Web-based appli-
cations that use active server pages (ASP). ASP is an
open, compile-free, scripting model based on Microsoft
technology. It is incorporated into and run as a part of
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Microsoft Internet information server (IIS), which in turn
is built into and runs on Windows NT server, Windows
2000 professional, or Windows 2000 server. ASP 3.0 is
the latest version compatible with IIS 5.0 under Windows
2000 operating systems. Some earlier versions of ASP also
run on the personal Web server (PWS), which in turn runs
on Windows NT Workstation 4.0 or Windows 95/98 oper-
ating systems.

ASP allows client-side and server-side scripting in the
same ASP page. It also contains text, HTML tags, and
Java applets. However, only server-side scripts are exe-
cuted on the server. The client-side code consists of scripts,
ActiveX controls, and Java applets. These are sent to the
client for its execution there. Two commonly used script-
ing languages are VB script and Java script. The default
language of a server-side script is VB script. ASP inter-
acts with data stores through ADO commands coded in
server-side scripts.

The ASP files are saved as ASCII or text-only files and
have an .asp file name extension. When the Web server re-
ceives a request for a Web page, the server first examines
the file extension of the requested document. If the file ex-
tension is .asp, the Web server directs this ASP document
to the ASP script host (ASP.DLL). The ASP script host
sends out any server-side script it finds in the ASP file to
the appropriate script engine. For example, the ASP script
host sends server-side VB scripts to the VB script engine
and server-side Java scripts to the Java script engine.

Each script engine interprets scripts submitted to it.
When a script includes ADO commands, the script engine
executes the command. The script engine returns an out-
put consisting of HTML tags to the script host. The script
host places all these outputs together and returns it, along
with the client-side processing code, to the browser as an
HTML stream.

ADO AND WEB-BASED APPLICATIONS
DEVELOPMENT

Use the following steps to access and manipulate a
database from an ASP Web page.

Create and open an ADO connection to a data store.
Create and open an ADO recordset from the data store.

Create one or more recordsets and manipulate their
records.

Close the connection and recordsets.

These steps will be explained with the help of some
examples. In these examples, the following information is
used.

Database: C:\group4\SampleDb.mdb
DSN name: dsnDb

Driver: Microsoft Access Driver (*.mdb)
Provider: Microsoft.Jet. OLEDB.4.0

Table: Customers

Fields: CustName, CustPhone

User Id: bkapoor

Password: SECRET

Throughout these examples, <% and %> tags are used
to indicate server-side scripts. The scripts included in
these examples are written in VB script.

Step 1: Create and Open an ADO Connection

This step contains three examples, using DSN connection
to a database, DSN-less connection with an ODBC driver,
and DSN-less connection with an OLE DB driver.

DSN Connection to a Database

Before finalizing code that creates and opens a data source
name (DSN) connection to the database, create a system
DSN. A system DSN is created by the execution of the
ODBC administrator shortcut from the control panel of
the Windows operating system. During execution of the
ODBC administrator program, the programmer will be
asked to assign a unique name that represents the DSN.
This name is referred to when creating a DSN connection.
The following snippet contains code to create and open a
DSN connection:

<%

Dim conn

Set conn = server.CreateObject
("ADODB.connection")

Conn.open "dsn=dsnDb; uid=bkapoor;

pwd=SECRET; "

>

o

DSN-less Connection to a Database
In this method, the programmer creates a connection
string that contains information needed to create a con-
nection to the database. The information includes an
ODBC driver or an OLE DB provider, the database name,
and user ID and password. The DSN-less connection to a
database can be created either by using an ODBC driver
or an OLE DB provider.

The following snippet contains code to create and open
a DSN-less connection that uses an ODBC driver:

<%

Dim Conn, ConnString

Set Conn = Server.CreateObject
("ADODB.Connection")

ConnString = "DRIVER={Microsoft Access
Driver (*.mdb)}; DBQ=C:\group4\
SampleDb.mdb; "

Conn.ConnectionString=ConnString

Conn.Open

%>

The following snippet contains code to create and open
a DSN-less connection that uses an OLE DB provider:

<%

Dim Conn, ConnString

Set Conn = Server.CreateObject
("ADODB.Connection")

ConnString="Provider=Microsoft.Jet.
OLEDB.4.0; Data Source=C:\group4\
SampleDb.mdb; "
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Conn.ConnectionString=ConnString
Conn.Open
%>

Step 2: Create and Open an ADO Recordset
to a Database

The following snippet contains code to create and open
a DSN-less connection with an OLE DB provider, and a
recordset:

<%

Dim Conn, ConnString, rs

set Conn=Server.CreateObject
("ADODB.Connection")

ConnString="Provider=Microsoft.Jet.
OLEDB.4.0; Data Source=C:\group4\
SampleDb. mdb;"

Conn.ConnectionString=ConnString

Conn.Open

set rs = Server.CreateObject
("ADODB.recordset")

dim CursorType, LockType

CursorType = 0

LockType = 1

rs.Open "Select * from Customers",
Conn, cursorType, lockType

>

o0

Step 3: Create One or More Recordsets
and Manipulate Their Records

This step contains five examples: read and display records
from a recordset, read records from a recordset and dis-
play them as an HTML table, insert a record into a
database, update a database record, and delete a database
record.

The following ASP program contains code to read and
display records from a recordset:

<HTML>
<HEAD>
<TITLE>ADO EXAMPLE</TITLE>
</HEAD>
<BODY>

Here are results from the processed ASP page!

oe

<
Dim Conn, ConnString, rs
set Conn=Server.CreateObject
("ADODB.Connection")
ConnString="Provider=Microsoft.Jet.
OLEDB.4.0; Data Source=C:\group4)\
SampleDb.mdb; "
Conn.ConnectionString=ConnString
Conn.Open
set rs = Server.CreateObject
("ADODB.recordset")
rs.Open "Select * from Customers", Conn
rs.MoveFirst
do until rs.EOF
Response.Write rs("CustName") & " "

Response.Write rs("CustPhone") & "<br>"
rs.MoveNext

loop

rs.close

Conn.close

set rs=nothing

set Conn=nothing

%>

</BODY>

</HTML>

The following ASP program reads records from a
recordset and displays them as an HTML table:

<HTML>
<HEAD>
<TITLE>ADO EXAMPLE</TITLE>
</HEAD>
<BODY>

The following are results from the processed ASP
script:

<%
Dim Conn, ConnString, rs
set conn=Server.CreateObject
("ADODB.Connection")
ConnString="Provider=Microsoft.Jet.
OLEDB.4.0; Data Source=C:\group4\
SampleDb.mdb; "
Conn.ConnectionString=ConnString
Conn.Open
set rs=Server.CreateObject
("ADODB.recordset")
rs.Open "Select * from Customers", conn
rs.MoveFirst
do until rs.EOF
Response.Write "<TABLE BORDER = '1'
WIDTH ='100%'>"
Response.Write "<TR><TD>" & rs("CustName")
& "</TD>"
Response.Write "<TD>" & rs("CustPhone")&
"< /TD></TR>"
rs.MoveNext
loop
rs.close
Conn.close
set rs=nothing
set Conn=nothing
%>
</table>
</BODY>
</HTML>

The following ASP program contains code to insert a
record into a database. After insertion, this program will
display all its records as an HTML table.

<HTML>
<HEAD>
<TITLE>ADO EXAMPLE</TITLE>
</HEAD>
<BODY>
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The following are results from the processed ASP
script:

<%
Dim Conn, ConnString, rs, rsl
set conn=Server.CreateObject
("ADODB.Connection™")
ConnString="Provider=Microsoft.Jet.
OLEDB.4.0;
Data Source=C:\group4\SampleDb.mdb;"
Conn.ConnectionString=ConnString
Conn.Open
SQLcmd = "INSERT INTO Customers (CustName,
CustPhone) VALUES ('Bhushan Kapoor',
'(714)333—3333")"
Set rs = Server.CreateObject
("ADODB.Recordset")
Dim cursorTypel, lockTypel
CursorTypel = 3
LockTypel = 3
rs.Open SQLcmd, conn, CursorTypel,
LockTypel
set rsl = Server.CreateObject
("ADODB.recordset")
rsl.Open "Select * from Customers",
conn
rsl.MoveFirst
do until rsl.EOF
Response.Write "<TABLE BORDER =
'l' WIDTH ='100%'>"
Response.Write "<TR><TD>" & rsl("CustName")
& "</TD>"
Response.Write "<TD>" & rsl("CustPhone")
& "</TD></TR>"
rsl.MoveNext
loop
rs.close
rsl.close
Conn.close
set rs=nothing
set rsl=nothing
set Conn=nothing
%>
</table>
</BODY>
</HTML>

The following snippet contains code to update a data-
base record:

<%

SQLcmd = "UPDATE Customers SET CustPhone=
"(310)222-2222"

WHERE CustName = 'John Smith'"

Set rs = Server.CreateObject
("ADODB.Recordset")

rs.Open SQLcmd, Conn, 3, 3

)
5>

The following snippet contains code to delete a data-
base record:

<%

SQLcmd = "DELETE * FROM Customers WHERE
CustName = 'John Smith'"
Set rs = Server.CreateObject

("ADODB.Recordset")
rs.Open SQLcmd, Conn, 3, 3
%>

Step 4: Close the Connection and Recordsets

In the final step, the connection and all its recordsets
should be closed. Recordsets should be closed before clos-
ing the connection. After closing, one should also re-
lease the computer memory that was used to store these
objects by setting their values to nothing. This process
is sometimes termed garbage collection. The following
snippet contains code to close the connection and its
recordsets and also to release memory. In this snippet,
the variable “Conn” has been used to represent a con-
nection and two variables, rs and rs1, to represent two
recordsets.

<%

rs.close
rsl.close
Conn.close

set rs=nothing
set rsl=nothing
set Conn=nothing
%>

SUMMARY

Progressive organizations have two major goals for their
information systems. The first is to convert their existing
applications to Web-based applications. The second goal
is to write additional Web-based applications to take ad-
vantage of the opportunities created by intranet and the
Internet.

This is an information age and the size and complex-
ity of information continues to grow. Organizations have
their important information distributed in various forms
and locations. Universal data access (UDA) is a Microsoft
strategy designed to provide a comprehensive means to
access data from a wide range of data stores distributed
across intranets or the Internet.

Microsoft has developed or patronized several tech-
nologies tied to its UDA strategy. These technologies can
be grouped into three generations. The first generation of
UDA technologies contains ODBC, RDO, and DAO. The
second-generation UDA technology consists of OLE DB.
The third generation is the latest generation of UDA tech-
nologies and contains ADO.

The ODBC provides a common interface for accessing
data stored in almost any relational DBMS or even some
flat-file systems. ODBC uses SQL as a standard language
for accessing data. Microsoft has created two high-level
programming models, DAO and RDO, to simplify the
ODBC model. DAO is written to work primarily with file-
server-based systems and RDO is designed for database-
server systems. RDO is well suited for developing large-
scale multi-tier applications.
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OLE DB is a low-level programming interface to di-
verse data stores, including flat files, relational databases,
and object-oriented databases. OLE DB provides appli-
cations with uniform access to diverse data sources.
Another important advantage of the OLE DB model is
its high-performance design and support for multi-tier
client/server and Web-based applications.

The ADO object model is made up of five top-level
objects, Connection, Recordset, Command, Record, and
Stream; four subordinate collections, Parameters, Fields,
Properties, and Errors; and four associated objects, Pa-
rameter, Field, Property, and Error, within its own col-
lections. Each top-level object can exist independently
of the other top-level objects. The subordinate ob-
jects/collections cannot be created independently of their
parent objects.

The following steps may be used to access and manipu-
late a database from an ASP Web page: (a) create and open
an ADO connection to a data store, (b) create and open
an ADO recordset to a data store, (c) create one or more
recordsets and manipulate their records, and (d) close the
connection and recordsets.

ADO enjoys broad industry support because it provides
a consistent, easy-to-use, high-level interface between ap-
plications and diverse data stores and does it for both tra-
ditional client/server and Web-based applications.

GLOSSARY

ADO (ActiveX Data Objects) ADO is the latest Mi-
crosoft data-access programming model. It provides
a consistent high-level interface with many different
types of data stores, including relational databases, flat
files, e-mail files, spreadsheets, text documents, and
graphics files.

ADO collections A collection consists of one or more
objects referred to collectively. ADO model contains
four collections: Parameters, Fields, Properties, and
Errors. These collections contain Parameter, Field,
Property, and Error objects, respectively.

ADO Object Model ADO object model is made up of five
top-level objects (Connection, Recordset, Command,
Record, and Stream), four subordinate collections (Pa-
rameters, Fields, Properties, and Errors), and four as-
sociated objects (Parameter, Field, Property, and Error)
each within its own collection. Each top-level object
can exist independently of the other top-level objects.
The subordinate objects/collections cannot be created
independently of their parent objects.

Cursor type There are four types of cursors: forward
only or read only, keyset, dynamic, and static cursors.
A cursor type must be set before opening a recordset.

DAO (Data Access Objects) DAO is a high-level pro-
gramming model developed to simplify the ODBC
programming model. DAO is designed to work primar-
ily with file-server-based systems.

Database server system In a database server model
for a Web based system, the data logic is processed
on the database server, the presentation logic is pro-
cessed on the client, and the business logic processing
is shared between the Web server, database server, and
client.

DSN connection DSN (data source name) connection
between a Web server and a database server is estab-
lished in two steps: (a) create an ODBC DSN and (b)
execute the “Open” method of the connection object.

DSN-less connection There are two types of DSN-less
connections: explicit and implicit. An explicit DSN-
less connection is established through the Connec-
tionString property of the Connection object. An im-
plicit DSN-less connection is established based on the
Recordset object or the Command object.

File-server system In a file-server system, the client is
responsible for executing data logic, presentation logic,
and business logic. The file server’s role is simply to
provide shared access of data files to the client.

Lock type There are four cursor lock types: read only,
pessimistic, optimistic, and batch optimistic. A cursor
lock type must be set before opening a recordset.

MDAC (Microsoft Data Access Components) Micro-
soft provides MDAC in order to make universal data
access possible. MDAC consists of three important
technologies: ODBC, OLE DB, and ADO.

ODBC (Open Database Connectivity) ODBC technol-
ogy provides a common interface to access data stored
in almost any relational database management system
and some flat-file systems, including ISAM/VSAM file
systems.

OLE DB data consumers OLE DB data consumers
are software components that consume OLE DB data.
Important data consumers are high-level data access
models, such as ADO.

OLE DB data providers OLE DB data providers are
software components that allow one to access diverse
data stores, including both relational and non-relati-
onal databases, with a standard level of uniformity and
functionality.

OLE DB services OLE DB services are software com-
ponents that extend the functionality of OLE DB data
providers.

RDO (Remote Data Objects) RDO is a high-level pro-
gramming model developed to simplify the ODBC pro-
gramming model. RDO is written to work primarily
with database-server-based multi-tier systems. RDO
facilitates access to data stored in almost any SQL
database.

Recordset Arecordset ora cursor is a set of records that
are the result of a SQL query, a command, or a stored
procedure.

Stored procedure A stored procedure is made up of
precompiled SQL statements that carry out a series of
tasks. Stored procedures are stored and executed on
the database server and are created to execute the data
logic and some business logic.

UDA (universal data access) The UDA approach is a
Microsoft strategy designed to provide a comprehen-
sive means of accessing data from a wide range of data
stores across intranets or the Internet.
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INTRODUCTION

The increase in network bandwidth, the growth of com-
puting server performance, and the growing acceptance
of the Internet as communication medium has given rise
to a new software distribution model: application out-
sourcing and software leasing. Application outsourcing
refers to the emerging trend of deploying applications
over the Internet, rather than installing them in the local
environment. Application outsourcing shifts the burden
of installing, maintaining, and upgrading an application
from the application user to the remote computing cen-
ter, henceforth referred to as application service provider
or ASP. Software leasing refers to the emerging trend of
offering applications on a subscription basis, rather than
through one of the traditional software licensing mod-
els. In the ASP model, system administration and appli-
cation management is performed entirely by the provider.
It thus becomes possible to charge a user on a pay-per-
use basis, differentiable on a very fine-granular basis. This
fine-grained differentiation can go as far as taking the spe-
cific functionality required by individual customers into
account and metering, for computation consumed, the re-
sources for exact billing. Thus, rather than selling a soft-
ware license—giving a user “all-or-nothing” of a product—
the software may be leased to the user, offering a “pay-by-
need” and “pay-on-demand” model. The customer only
pays for the actual functionality used and resources con-
sumed.

A large spectrum of ASPs has become popular. Early
models include hosting of database-backed Web space
that offer customers solutions for hosting corporate or in-
dividual Web sites, including the access to database man-
agement systems for managing dynamic content and in-
put. Other ASP models include the leasing of machines
from computational server farms that are securely man-
aged in reinforced buildings with high-capacity network
links and power generators to guarantee uptime despite
power failures. Either a customer deploys and manages
its own set of machines or is assigned a dedicated set
of machines on which its applications are run. Further
prominent examples include online (financial) computing
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services, remote e-mail and document management, on-
line accounting and billing, and Web information systems
of all sorts.

The ASP-model also includes more complex applica-
tion scenarios, however, such as the online access to enter-
prise resource planning systems (ERP), business admin-
istration applications, human resource management sys-
tems, customer relationship management systems, health
care and insurance management systems, and system se-
curity management.

All these application scenarios offered as ASP solution
are attractive for enterprises and individual customers
alike who do not want to afford, cannot afford, or do not
have the capacity to operate full-fledged stand-alone infor-
mation technology (IT) systems of the described nature.

In this chapter, I provide a definition of the ASP model,
describe its characteristics and facets, and discuss its im-
plications. I begin by reviewing early developments and
research trends; I then provide a detailed description of
the application service-provisioning model and present a
few detailed ASP examples, which lead to the identifica-
tion of three ASP deployment models. I raise software-
licensing issues and provide an analysis of existing ASP
pricing models and strategies. I then discuss server-side
implementation issues, involving a detailed description of
privacy and security concerns. Finally, I draw conclusions
and offer a view of how the ASP model is likely to evolve.

FROM EARLY DEVELOPMENTS TO
RESEARCH TRENDS

The idea of interacting with a remote computer system
across a network goes back to the mainframe era and
the introduction of time-shared operating systems. Back
then the driving force for this computing model was the
investment-intensive mainframe computer systems that
had to be maximally utilized to justify their large cost.
The 1960s can be considered the era of the mainframe.
Combined with the concept of interactive computing, im-
plemented through time-shared operating systems, suc-
ceeding the earlier batch-processing model, computing



FroM EARLY DEVELOPMENTS TO RESEARCH TRENDS 37

jobs had to be submitted and were processed by oper-
ators (with the final output delivered much later to the
programmer) the idea of a remote computing utility,
essentially today’s ASP, was born. The mainframe became
accessible through physically distributed dumb terminals
connected with the computing utility over dedicated net-
works. The key difference between the remote computing
model and the ASP model is that an ASP offers a fixed set
of applications and services to its customers, whereas the
remote computing model simply offers accessibility of
the bare computing system to multiple users across the
network.

In the 1970s, the minicomputer—a more affordable,
smaller computing system—became the computer of
choice for many companies and universities. Later on,
in the 1980s, the personal computer became the lucrative
choice, even spreading to the private sector. This turned
the attention away from the initially popular remote com-
puting model.

On one hand, more and more applications were de-
veloped for single-user, personal computers; on the other
hand, the client-server computing model became popular.
In the client-server model, a number of clients are served
by a more powerful computing server. Clients and servers
may either be computer systems (e.g., file server), but also
may simply denote individual processes communicating
with one another (e.g., database server, Web server, and
application server).

In the late 1990s, due to the increasing spread and
commercial acceptance of the Internet, advances in server
technology, and steady increase in complexity of manag-
ing of (business) software systems, a model referred to as
network computing model combined with a thin-client
model became popular and set the stage for the then-
emerging ASP model. Network computing again refers to
accessing a powerful computing system across the net-
work. A thin-client can range from a handheld device to a
desktop but captures the notion of off-loading most com-
putational and data management tasks to a remote com-
puting system.

Many of the technical aspects of an application ser-
vice provider have been thoroughly investigated in re-
search; see, for example, Bhargava, King, and McQuay
(1995); Czyzyk, Mesnier, and More (1997); Abel, Gaede,
Taylor, and Zhou (1999); and Jacobsen, Guenther, and
Riessen (2001). Business strategic and information eco-
nomic questions have also been explored. For example,
Marchand and Jacobsen (2001) analyzed, from an eco-
nomic point of view, how the emerging ASP model may
affect the profit opportunities of “traditional” independent
software vendors. Two alternative economic scenarios can
be envisioned, either competitively opposing application
leasing and traditional licensing or combining both in a
complementary fashion (see Marchand and Jacobsen for
details).

The research projects exploring ASP models often go
one step further than commercial ASPs do at present.
Many research projects have explored more open and
marketplace-oriented scenarios, in which a number of
players interact. For example, the Middleware for Method
Management project (see Jacobsen et al., 2001, for details)
introduces the differentiation between the infrastructure

provider, the data provider, the method provider, and the
user. The infrastructure provider models the ASP. The data
provider, a separate entity, publishes data sets that may
serve the user community (e.g., historical stock quotes,
geographic information, or consumer data.) The method
provider publishes computational methods, which consti-
tute algorithms from the target application domain of the
marketplace (e.g., statistical analysis, numerical analysis,
optimization schemes, or decision support algorithms.)
The user, as in the commercial ASP model, executes pub-
lished algorithms on published data. Method providers
and data providers usually coincide with the application
service provider in commercial systems. Interestingly, this
infrastructure already recognized the need for letting in-
dividual users offer specific services for other market play-
ers to use. A similar vision, more targeting the corporate
customer, is underlying the huge effort being put into
the Web Services standard (World Wide Web Consortium,
2003).

Other research systems include the DecisionNet
project (Bhargava et al., 1995), the NEOS service (Czyzyk
et al., 1997), the SMART project (Abel et al., 1999), and
MMM (Jacobsen, 2001). DecisionNet is an organized
electronic market for decision support technologies. The
NEOS service provides access to optimization software
for use by researchers worldwide. The SMART project
serves the government by assisting in county planning
tasks and simplifying related administrative tasks. MMM
is a middleware platform for mathematical method man-
agement that integrates various distributed mathematical
software package providers, offering the user one unique
access point in using the different systems.

Application Service Providers

Application service providers are third-party entities that
manage, deploy, and host software-based services and ap-
plications for their customers from server farms and data-
centers across wide area networks. Customers access the
hosted application remotely and pay in a subscription-
based manner. In essence, ASPs constitute a way for com-
panies to outsource some or all aspects of their informa-
tion technology operations, thus dramatically reducing
their spending in this area. Services and applications of-
fered by ASPs may be broadly categorized as follows:

* Enterprise application ASPs deliver high-end business
applications, such as enterprise resource planning solu-
tions. Customers are corporate clients who need these
solutions but want to avoid investing in proper in-house
installations.

* Locally constrained ASPs deliver a wide variety of
(mostly bundled) application services in a local area,
such as a portal for all the shops in a city or tourist
information services for a region, including event reg-
istration, booking, and ordering features. These serve
both the individual users as well as the local entity (e.g.,
shop or museum).

Specialized ASPs deliver highly specialized applications
addressing one specific function, such as news, sports
and stock tickers, weather information, site indexing,
or credit card validation. Customers are usually other
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Server Farm

ASP-aggregator

Figure 1: Application service provider architecture roles.

online service providers who bundle multiple services
as one and serve one target community.

Vertical market ASPs deliver applications catering to one
specific industry, such as insurances, human resource
management, media asset management, or health care.
The customer is the corporate client.

* Bulk-service ASPs deliver applications for businesses in
large quantities, such as e-mail, online catalog, docu-
ment, or storage management.

» ASP aggregators combine the offerings of several ASPs
and provide the user with service bundles and a single
way to interact with all the aggregated ASPs.

The ASP value chain consists of many players, includ-
ing the network infrastructure provider, the server farm
provider, the independent software vendor, and the ASP
and ASP aggregator. Figure 1 depicts a logical architecture
of an ASP.

The network infrastructure provider is responsible for
the network that connects customers to ASPs. The net-
work infrastructure can be further broken down into the
physical network provider, such as broadband access,
phone lines, and communication infrastructure provider,
and the Internet service provider, which offers services to
get customers on the network. The black arrows in Figure
1 designate communication links managed by network in-
frastructure providers.

The server farm provider hosts the outsourced applica-
tions. The server farm consists of hundreds or more com-
puting servers that are collectively housed. The business

models for running such server farms vary. Under certain
models customers bring in their own computing servers
and are responsible for administering them. Other mod-
els rent a number of servers to each customer and operate
them for the customer. In this case, the customer refers to
the ASP operating an application. The server farm is often
also referred to as a data center, because a fair amount of
data management and storage is involved in most applica-
tions. In Figure 1, the server farm provider is not explicitly
shown. It is responsible for the components designated as
servers and as data center in the figure. The view of the
server farm provider as a data center refers to ASP models
in which the server farm provider takes over data backup
or manages high volumes of data for the customer or for
the ASP.

The independent software vendor (ISV) is responsible
for the application software that is offered as outsourced
solution through an ASP. Some ASPs decide to build their
own software, thus avoiding the payment of license fees to
the software vendor. Because the role of this playeris more
in the background, it is not explicitly shown in Figure 1.

The application service provider is the entity that offers
the outsourced application to the customer over the net-
work. However, the ASP must neither own the software,
which it may license from an independent software ven-
dor, nor must it own or operate the hardware, which it
may lease from a server farm provider. In a further break-
down, an ASP aggregator bundles several ASPs together
and offers the user one unique interface. This may be as
simple as offering an ASP directory, a common log-in, and
authentication, or more complex in that data can be seam-
lessly exchanged between the different ASPs. ASP aggre-
gators strongly depend on open standards for accessing
disparate ASPs through software integration. The emerg-
ing Web Services standards may constitute a viable so-
lution (World Wide Web Consortium, 2003). The overall
architecture of a model ASP is depicted in Figure 1, which
shows the interaction of the different elements of the ASP
value chain.

In the figure, an ASP is shown as a logical entity. It
is associated with the software it operates for its cus-
tomers and the necessary access, billing, and accounting
software to run its operation. Figure 1 abstracts these
functions into one component and maps them to one
or more servers on the server farm. In reality, all these

Is the outsourced information highly confidential?
Does the difference of 95% versus 99% uptime make a big difference?
Is cost a major consideration and is the IT budget limited?

Is reduction of capital expenses a goal?

Dose the enterprise have remote locations that must interact with the IT system? Are there
many branch of fices that interact with the IT system?

Are there many (mobile) users of the IT system with a variety of client devices?

Is the lack of experienced IT staff a severe problem?

Is rapid deployment a goal?

Is the outsourced application to grow rapidly?

Are peak usage patterns expected?

Is a primary obfective fo focus on strategic projects rather than routine IT maintenance?

Figure 2: Factors in deciding to outsource some or all applications.
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functions may operate on physically distributed comput-
ers. This achieves redundancy and fault tolerance and
thus increases availability and uptime for the customer.
An ASP may be a fully virtual enterprise, without any phys-
ical presence (i.e., office space).

An ASP must strategically decide to license existing ap-
plications or to build the outsourced application itself.
This decision is strongly dependent on the kind of ap-
plication offered. Both models can be found in practice.
Existing legacy applications were never intended to be
used over wide area networks by disjointed sets of users,
so solutions for Web-enabling and deploying legacy appli-
cations in ASP fashion must be implemented to be used
effectively in outsourcing system. Simple services, on the
other hand, can easily be developed, saving the ASP expen-
sive license and integration costs. Most ASPs are likely to
use standard components, such as database management
systems, in their software architectures, even for simple
services. These standard components are too costly for an
ASP to redevelop, so that license and integration costs are
inevitable. This strategic decision by the ASP may also
have an effect on customers, who may prefer to run their
outsourced applications on industry-standard software.
A standard ensures the customer that a switch back to
an in-house operation or another ASP offering the same
package can be made at any time.

The ASP model offers a number of advantages to the
customer. These include a significant reduction of the to-
tal cost of ownership, because no software must be pur-
chased and fewer IT personnel must be on site. Moreover,
all IT-related tasks, such as software installation and up-
grades, application maintenance, data backup, and com-
puter system administration, are shifted to the ASP. A
customer can operate with sophisticated IT applications
without the huge investments in software licenses and
hardware, thus drastically increasing the return of invest-
ment.

The ASP model also presents a number of disadvan-
tages for the customer, however. These include less con-
trol over application software and the data processed, and
therefore limited customization and probably less prod-
uct functionality, and external dependencies on the ASP
and on access to it (i.e., the network and Internet ser-
vice provider.) For data storage- and data processing—
intensive and nonstandard software, high switching cost
is a further disadvantage to the customer. This applies
equally to an application purchased for in-house use, how-
ever. Finally, the ASP model is an as yet unproven concept
with little experience on either side of the relationship,
little standard support, and few widely known successful
applications.

For an enterprise, outsourcing part or all of its IT oper-
ation is an important strategic decision. From the previ-
ous analysis, a number of questions to guide this decision
process become evident. These questions are summarized
in Figure 2.

In the late 1990s, the ASP Consortium (http://www
ASPstreet.com) was chartered, an industrial organization
that represents the interests of ASPs and their customers.
Other online resources directly related to the emerg-
ing ASP industry are the ASP Harbor (http://www Web-
harbour.com), ASP Island (http://www ASPIsland.com),

and ASP News (http:/www.ASPnews.com). These Web
sites and portals are mostly commercial Web sites
that collect, distribute, and sell information about
ASPs.

Wireless Application Service Provider

A wireless application service provider, also known as
WASP, is essentially the same as a conventional applica-
tion service provider except it focuses on mobile wireless
technology for service access and as a delivery mecha-
nism. A WASP performs similar services for mobile wire-
less customers as the ASP does for its customers on wired
lines. The wireless application service provider offers ser-
vices catering to users of cellular phones, personal digital
assistants, and handheld devices, and, generally, to any
mobile wireless client. The service provider is more con-
strained in what it can offer because of the limits of the
access device and great varieties in available device tech-
nology. In the business-to-consumer market, wireless ap-
plication service offerings include, for example, e-mail ac-
cess, unified messaging, event registration, shopping, and
online banking. In the business-to-business market, wire-
less application services include account management
and billing, backend banking, and remote sensing; in the
future, this could include user location identification, sys-
tem monitoring, and wireless network diagnosing. Future
extensions of this model could be wireless network access
providers, WASPs that offer wireless network infrastruc-
ture to customers on a pay-by-use basis in and around
coffee shops, restaurants, airports, and train stations. Of-
ten, ASPs already offer wireless interaction possibilities
and thus embrace both models. Because of the similarity
of the WASP and ASP models, I do not discuss the WASP
model further. All concepts introduced apply equally well
to this kind of application service provider.

Outsourcing as a General Business Concept

Outsourcing of many business functions, from simple
tasks such as bulk mailing or more complex functions
such as accounting and human resource management,
have been commonplace since at least the middle of the
20th century. The focus on outsourcing core IT functions
and software applications is merely a special case of this
broader category that has become possible because of
new technology. In this chapter, the focus is on the new
application service provider model enabling application
outsourcing; more traditional outsourcing concepts are
not covered further.

ASP EXAMPLES

In this section, I introduce a number of ASP examples.
This discussion is based on existing ASP ventures. These
examples have been chosen to exhibit different character-
istics of ASPs that are presented more comprehensively in
the following sections. The examples make no reference
to specific ASP ventures, because there are too many op-
erating ASPs, and the current ASP landscape is changing
rapidly.
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Income Tax ASP

The (income) tax ASP is, in the simplest instantiation, a
service accessible through the Internet to complete tax
forms. The yearly forms are made available on the ASP site
through a browser, either based on the common HTML
(hypertext markup protocol) form or based on Java ap-
plet technology. The user interface may be enhanced with
features to check the entered information automatically
or to guide and make the user aware of available options,
essentially offering the same functionality as tax consul-
tants or desktop tax software. The final form can then
be made available as a printable document for the user to
download and forward to the government tax service with
supplementary information or be directly forwarded elec-
tronically to the government. In the latter case, a direct
integration of the ASP with enterprise resource planning
software used by the tax service can be envisioned.
Many countries are already bringing their government
services, especially the revenue service, online, because it
greatly facilitates the processing and distribution of the
information and thus dramatically cuts costs. Moreover,
private companies offer these services, combined with
value-added consulting services, and forward the pro-
cessed information directly to the revenue service. This ex-
ample can be regarded as a successful undertaking that is
changing the way people interact with their governments.

System Management ASP

The system management ASP deploys software compo-
nents in the customer’s computational environment that
communicate autonomously with the ASP’s site. In this
fashion, network traffic, available disk space, system ac-
cess, and, generally, any kind of computing resource activ-
ity can be closely monitored and logged. In case of a prob-
lem, or an anticipated problem, an operator is notified
to take care of the problem. System intrusion detection
software can be deployed in this manner as well. The lo-
cal monitoring software checks for unusual system access
patterns, either by forwarding network traces to the ASP’s
mining software or by doing the analysis locally and for-
warding alert. Allen, Gabbard, and May (2003) provided
a detailed discussion that investigates the outsourcing of
managed IT security.

System Backup and Testing ASP

The system backup ASP offers its clients data archival ser-
vices, that is, backing up disks on a defined schedule over
the network, without operator intervention. Lost, over-
written, and damaged data is thus safeguarded by the ASP
and can be retrieved by the client at anytime and from
anywhere, over the network.

Similarly, the system-testing ASP tests a client’s infor-
mation system from points across the network. In many
cases, a Web portal is, in manually or semiautomated fash-
ion, subjected to loads from an outside entity; any unfore-
seen features, bugs, and possible errors are logged in a
database and turned over to the client. Testing may in-
clude end-to-end system load measurements, monitoring
of traffic, and verification of results. Because of the in-
crease of Web-based business, this model has become a
popular venture.

SOFTWARE DEPLOYMENT MODELS

The software deployment model defines where the soft-
ware resides and how it is managed. In the context of
application service provisioning, three models have crys-
tallized.

Application hosting refers to the model of remotely
managing a specific software package for a customer. The
hosting company manages 1 applications on # hosts on be-
half of n customers. Each application is given its dedicated
set of resources and is physically shielded from other ap-
plications, only sharing the networking infrastructure. At
one extreme of this model, the hosting company only pro-
vides the host, the network, or building infrastructure (i.e.,
machine rooms and physical security). Web-space hosting
is a popular example of this model. Often ISP (Internet ser-
vice providers), who already own appropriate data centers
and server farms to start with, grow into such hosting ven-
tures. For the hosting company it is difficult to optimally
use computing resources, because a switch from one cus-
tomer’s system to another involves nontrivial installation
steps. For example, peak load management, which shifts
resources from one application to another depending on
its usage pattern, is difficult to achieve for the ASP in this
model. On the other hand, different hosted ventures can
significantly benefit from the closeness of other hosted
services, thus increasing overall efficiency of their Web-
portals and decreasing perceived latency for users. For
example, a big retail store whose Web site is hosted on the
same server farm as an Internet advertiser will inevitably
benefit from the mutual proximity. Figure 3 depicts this
model logically. It shows the one-to-one correspondence
between the customer and the software that the ASP oper-
ates on behalf of this customer. Each customer has a dedi-
cated, physically separate set of computing resources. The
arrows in the figure designate the network over which the
customer interacts with the ASP. The figure also indicates
that a single ASP manages multiple, possibly diverse, ap-
plications for different customers.

Application outsourcing refers to the model of remotely
deploying one particular application, which serves many
customers at the same time. This model is commonly re-
ferred to as the ASP model. Other deployment models
have also been referred to as ASPs by the press, which
does not differentiate carefully the various models. In this
chapter, a finer grained separation is advocated. Here, in
the ASP model application is offered to # clients. Whether

o
Application
Application

Server 2

Application
Server n

Figure 3: Application hosting deployment model.
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or not this application is spread out over a number of
computing nodes depends on the actual application de-
sign and implementation. The outsourced application of-
ten addresses very specific IT needs, without much cus-
tomization, by many customers. Web-based e-mail ser-
vices, online document management, and storage have
been widely offered under such a deployment model. This
approach is particularly attractive for vertical markets
and applications that require little customization on a
per-user basis, because in this case, the ASP has little
overhead to pay. The advantage over the hosting model
is that the ASP model allows computing resources to be
allocated more dynamically and on demand. Server-side
throughput guarantees (see Service Level Agreement later
in the chapter) can thus be implemented with less invest-
ment in physical computing resources. A critical prob-
lem for this deployment model is the question of how to
virtualize an application that was not intended for the
use by many noninteracting customers. Standard busi-
ness software has been designed for use by one customer
at a time and not by n independent customers using it
over a wide area network. Most independent software ap-
plication vendors have announced their interests in this
model and have started to offer their applications in such
a fashion. This trend led to Web enabling of many existing
applications, as well as to the redevelopment of such ap-
plications with a Web-based model in mind. Smaller and
newer companies have primarily undertaken the latter.
Figure 4 depicts the application service provider de-
ployment model. The arrows indicate network commu-
nication between customers and ASP. The difference be-
tween this model and the hosting deployment model is
that here the mapping between applications managed by
the ASP on behalf of its customers is not transparent. The
ASP may not dedicate a physically separate server and
application image for each customer; rather, the ASP may
serve all customers with one application image. The cus-
tomer interacts with the ASP network gateway and not the
specifically dedicated resources, as in the previous model.
The ASP may use less hardware to fulfill its customer
needs (i.e., in Figure 4, assume i, the number of servers, is
less than n, the number of servers in the hosting model).
A third model has appeared, referred to as the appli-
cation service model. In this model, the service provider
offers a service to its clients, which involves installing and
maintaining software systems at the clients’ site and ser-

Application
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Figure 4: Application service provider deployment
model.
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Figure 5: Application services or hybrid software deployment
model.

vicing these systems and the clients’ computing infras-
tructure across the network. Here, the service provider of-
fers one application service to # clients and, additionally,
manages computing systems and software at n client sites.
Network monitoring, system administration, and system
and network security constitute application services that
are deployed in this manner. For the service provider this
model involves great overhead, because the provider is
responsible for many individually distributed, heteroge-
neous hardware resources. Often, a software monitor ob-
serves, at the clients’ site, the state of the managed system
and alerts an application service administrator preven-
tively or in the event of problem. In a sense, this is a hybrid
deployment model combining the characteristics of the
previous two models. Figure 5 depicts this model logically.
The components designated “ASP managed component”
refer to software or hardware components that the ASP
deploys on the customers site. These components moni-
tor or control and alert the ASP in case of malfunction,
emergency, or as required. These components do not ex-
ist in previous models, in which customers interact with
user interface software with the remote ASP. The ASP can
operate, manage, and control these components from its
site over the network. These ASP-managed components
are often referred to as appliances, but this term specifi-
cally refers to hardware components that are plugged into
the customer’s network. The mapping between customers
managed and hardware required on the ASP site may cor-
respond to any one of the previous cases.

Finally, Web services constitute services in the sense
of information services, but also in the sense of human-
facilitated services that are made available over the Web.
In the trade press, these, too, are often referred to as ap-
plication services, which is a completely different model
from what has been described in this chapter thus far.
The term “Web service” is in line with a set of standards
(referred to as “Web Services”) that is commonly used to
build fully automated Web services as described here. This
class of services is largely the same as the deployment of
applications according to the ASP model described thus
far. However, the term Web services usually refers to very
specific service offers, whereas an outsourced applica-
tion usually refers to a much more complex application
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Figure 6: Web services deployment model.

offered over the network. Examples of Web services in the
information technological sense are the provisioning of
stock ticks, news feeds, credit card authentication, horo-
scopes, chat rooms, or instant messaging. Examples of
Web services in the human-facilitated sense are, for exam-
ple, help desks or medical and legal advice. Often a Web
service is bundled, both technically and economically, into
alarger Web portal offering a whole range of services to its
user community. No clear-cut distinction exists between
the Web service model and the application service model.
Similarly, mobile services have appeared that target the
mobile communication sector but essentially follow the
same model.

Figure 6 shows the logical architecture of the Web ser-
vice designated software deployment model. Arrows, as
in the previous diagrams, designate network communica-
tion. The ASP designated component illustrates the fact
that Web services are usually bundled and hardly used in
isolation. The latter may also be amenable, however, for
customers who directly interact with the desired Web ser-
vice. The mapping between Web services and hardware
to execute the service on the service deployment side de-
pends entirely on what kind of service is offered. It is
highly unlikely that a structure as found in the hosting
deployment model would be propagated here. Web ser-
vices may be deployed anywhere on the network and must
not be physically collocated with the aggregating service.
The half circles designate wrapper code that an aggregator
must provide to integrate or bundle the functions of sev-
eral services to offer a further new Web service. The cur-
rent standardization efforts referred to as Web Services
(World Wide Web Consortium, 2003) will greatly facilitate
the writing of such wrapper code, because Web services
conforming to this standard would expose a well-formed
application programming interface.

SOFTWARE LICENSING AND
DISTRIBUTION MODELS

The software licensing and distribution model defines the
terms of use of the software for the customer and de-
fines any possible obligations on the part of the software
provider. Software licensing is tightly coupled with the
pricing model and the service level agreement (SLA) of-
fered by a provider. (These concepts are discussed later on
in this chapter.) Four basic software licensing and distri-
bution models broadly reflect the cases found in practice.

First, the classical software-licensing model refers to the
case in which software is sold through a network of distri-
bution channels to the end user, who buys and installs the
software on his or her machine and uses it indefinitely.
This model is not applicable in the context of applica-
tion service provisioning, because the licensed application
software does not reside under control by the ASP.

The license-controlled model refers to a refined model,
whereby a customer buys and installs the software on his
or her machines but is bound through a contractual agree-
ment to pay periodic (e.g., yearly) license fees to keep
using the software. In return the customer receives up-
dates, patches, training, consulting, or new versions of
the software on a regular basis. Software licenses are of-
ten designed according to the number of users working
with the application (e.g., on a per-seat basis), or accord-
ing to the numbers of clients interacting with an appli-
cation, and on the basis of per application clients and
servers deployed. Although this model already reflects a
subscription-based character, it is often enforced techni-
cally by sophisticated license management software that
interacts over the network with the distributor’s system.
This is still is not the predominant model employed by
application service providers, because the customer still
has most of the control over the software installed on-site.

The leasing-based software-licensing model refers to the
model employed by application service providers. This
model defines the customer’s interaction with the remote
application on a subscription basis and in terms of ser-
vice level agreements guaranteed by the provider. The
subscription mechanism defines a pricing structure based
on computing resources consumed and software features
used. In this model a customer interacts with an appli-
cation over the network, with all management aspects of
the hardware and the software being shifted to the ASP.
The leased software could run entirely on the customer’s
machines and be managed remotely by the ASP, or part of
the application could run on the customer’s machine and
part of it on the ASP’s server farm.

Finally, a combination of the models described earlier
gives rise to a further licensing and distribution model
that is emerging in practice. In this model, a licensed
application is offered to the client and complemented
with services and extensions accessible only over the net-
work. Examples include update distribution, library pro-
visioning, application administration, security manage-
ment, performance monitoring, and data management.

PRICING MODELS

The ASP model gives rise to the implementation of a fine-
grained pricing structure that allows charging a user on a
pay-per-use basis, rather than a coarse-grained structure
that foresees only a limited number of prices charged for
using the service. Pricing may account for the amount
of system resources consumed (e.g., system interaction
time, amount of data storage, CPU [computer processing
unit] cycles), application functionality required, transac-
tions executed, or simply based on a periodic or flat fee
pricing model, as well as any combination of the former.

The following four pricing models can be distin-
guished. The flat-fee pricing model establishes a flat fee
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for the use of the ASP. The flat fee can be derived as a
function of the size of the customer’s enterprise, derived
from an expected use on a per-user and per-month basis,
derived from an expected transaction volume, a number
of users (i.e., either named users or concurrent users), an
expected usage time, or based on screen clicks. The advan-
tage for the ASP is the simplicity to implement this model
and the predictable revenue stream. The disadvantage is
the invariability of the model to peak uses and customer
growth (i.e., overuse). The advantage for the customer is
the predictability of cost. The disadvantage for the cus-
tomer is the inadaptability to underuse (i.e., paying the
same price even in periods of less use).

A slightly different model, usage level-based pricing,
charges a one-time setup fee and bills for certain usage
levels (e.g., based on number of users using the applica-
tion). Any use of the application beyond this level incurs
additional charges; any use below it incurs the set charges.
This model implements a predictable price structure for
the customer and guarantees the ASP a usage-based re-
muneration, but fixed revenue if the service is underuti-
lized by the customer. Compared with the flat-fee model,
nothing changes for the customer unless the service is
overused.

A usage-based pricing model bills a customer accord-
ing to the resources and application features used. Imple-
menting this kind of billing is more complicated than are
the first two cases because a metering and provisioning
engine must be developed for the particular hardware and
software (operating system and application) used. These
engines are now becoming available and are often part of
new Web and application deployment infrastructures.

More difficult than metering the usage is metering of
the application features used. Unless the application has
been designed with this kind of deployment scenario in
mind, it is difficult to offer a solution. A wrapper around
the application has to be built to mediate between meter-
ing the application features and the customer interface.
The disadvantage for the customer is the unpredictable
price charged.

A hybrid model based on a flat fee enhanced with value-
added services constitutes a further model found in prac-
tice. In addition to a flat-fee charge, the user is offered
to use of value-added services that are billed according to
one of the available pricing models.

Further consideration of pricing models constitutes
bundling of services. This is often advocated by ASP ag-
gregators. Several complementary services are offered as
a package and are cheaper as the sum of all individual ser-
vices together. A good example is the bundling of Internet
access with Web hosting propagated by many ISPs today.

Furthermore, an ASP may differentiate its services by
offering a variety of service-level agreements, discussed
in greater detail in the next section. SLAs may account,
for instance, for minimum network latency guarantees,
minimum computing resource availability and through-
put guarantees, and different service schedules (e.g., hot-
line service and data backup schedules).

Rather than selling a software license, giving a user “all
or nothing” of a product, the software may be leased to the
user. In contrast, under the classical software distribution
model and under the software licensing model, a customer

obtains the entire functionality of an application, whether
ornot it is actually required. Consequently, billing is much
coarser grained, reflecting only the version structure of the
product. A customer may, for instance, choose between a
demo, a student, an advanced, and a professional version
of the software, but these choices must be made up front.

Well-designed pricing models can help attract new cus-
tomers and differentiate the product opening new mar-
ket segments for the ASP. The right pricing model is cru-
cial for the success of the ASP and to cover its cost. The
costs for running an ASP include software license for out-
sourced applications, data center and network operation
cost, ongoing customer support and maintenance cost,
and software and infrastructure upgrade cost.

LEGAL ISSUES AND LIABILITIES

It is difficult to come up with one legal framework that
determines all the responsibilities and resolves every pos-
sible conflict in application outsourcing and hosting rela-
tionships. The key problem is that the individual players
may physically reside and operate in different countries
bound by different legal systems but make their service
available all over the Internet. Potential disputes or le-
gal battles can severely hurt the business operation, the
ASP, and the customer—as well as public opinion of the
ASP model. In this section, a number of mechanisms and
guidelines are discussed that can protect the customer
from the ASP.

A contract with an ASP should always foresee an exit
strategy that determines the conditions under which en-
gagement with the ASP can be “legally” terminated and,
in such a situation, what happens to the customer’s as-
sets (i.e., the data, business logic and process, and soft-
ware that the ASP controls). This exit strategy protects
the customer from a situation in which the ASP goes out
of business or does not fulfill its SLA. Severe violations of
SLAs may, for instance, be counteracted by a reduction in
monthly payments to the ASP.

The most important rule in negotiating terms with an
ASP is to retain ownership and access to all business assets
outsourced to the ASP. The ASP must guarantee access to
all customer data at any time and in any format requested.
Copies of data should be made available regularly or, at the
outer extreme, be placed in a secured location that can be
physically accessed by the customer at any time. Access to
data by the customer should be absolutely unconditional.

Access to critical data alone does not help to restore
an IT operation once the ASP relationship has been ter-
minated. The ASP’s software is critical for processing this
data. A contract with the ASP can foresee software licenses
of the outsourced software for the customer and rights to
operate this software in-house. This, of course, is only
an option if the ASP operates standard software pack-
ages, which is not the case for all ASPs, some of which
build their own solutions or integrate existing packages
with value-added services. Online dispute resolution pro-
cedures have been defined by several industrial organiza-
tions in the ASP sector and for Internet-related disputes
in general (WIPO Mediation and Arbitration Center, n.d.),
and these may be helpful in sorting out difficulties with
ASPs.
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Finally, an effort toward standardization of the data
formats and application programming interfaces used by
ASPS may help to reduce switching cost and reduce cus-
tomer lock-in, thus increasing “ASP loyalty” to a cus-
tomer. This may reduce the risk of conflict in the first
place.

IMPLEMENTATION ISSUES, PRIVACY,

AND SECURITY CONSIDERATIONS
Service Level Agreements

An ASP customer relies on the availability of the out-
sourced application and the availability of network ac-
cess to the application. Different customers require dif-
ferent classes of service, and service requirements vary
among customers. For instance, customers may depend
on the specific content hosted, the application or service
outsourced, the time of day, or the time of year. Allocat-
ing more bandwidth and providing more server resources
is a costly solution but may not resolve network conges-
tion and server contention. On the contrary, increased re-
source availability attracts ever more traffic and more un-
restricted use. Providing differentiated services and net-
work access models governed by SLAs and combined with
a differentiated pricing structure is the solution advocated
in the service provider market today. Pricing models were
discussed in the previous section. Here, I describe SLAs
as related to the ASP model.

An SLA constitutes a contract between the service
provider and the customer, which defines the service levels
offered by the ASP to the customer. Commonly expressed
in quantifiable terms, they specify levels and qualities of
service that the provider guarantees and the client expects.
These agreements are not unique to ASPs; many Internet
service providers (ISPs) offer their customers SLAs. Also,
IT departments in major enterprises have adopted the no-
tion of defining SLAs so that services for their customers—
users in other departments within the enterprise—can be
quantified, justified, and ultimately compared with those
provided by external ASPs. Today most service industries
offer some form of SLAs.

In the ASP context, each SLA describes aspects of net-
work and application provisioning, details the level of ac-
ceptable service, expected service, limits to the customer
usage patterns, states reporting obligations, and defines
conditions in case of SLA violation. An SLA contains a
definition of service guarantees, which should be of an ac-
ceptable high standard and should be achievable within
the pricing structure set by the service provider. Neither
the customer nor the provider would not be well served by
low-performance expectations, which could be achieved
with ease but would not provide a sufficiently efficient
and cost-effective service. Similarly, the service provider
would not benefit from service levels set so high that they
could not be reasonably achieved. Because network tech-
nology is rapidly changing and because the Internet’s best
effort service model gives rise to highly dynamic traffic
patterns, SLAs cannot be defined once and for all or ex-
pressed in absolute terms. They are defined for a set pe-
riod of time after which they are revisited and adapted in
response to changes in technology. Because of dynamic

traffic patterns, service levels are expressed as averages
over time.

For ASPs service level agreements usually cover the
following four areas of service levels:

1. Access to the outsourced application (i.e., network
access);

2. General terms about hosting (i.e., availability of
service, security, and data management);

3. Terms about the specific application or service (i.e.,
features supported, versions available, and upgrades
administered); and

4. Customer relationship management (i.e., help desk,
customization, and support).

Each of these areas comprises a set of service level ele-
ments and a set of metrics to evaluate the ASP’s service
level guarantees and allows the customer to track its ex-
pectations and industrywide benchmarks, if available.

SLAs can be divided into technical and nontechnical
service levels. A nontechnical service level guarantees a
premium client a 24-hour hotline, for example, whereas
a nonpremium client would only obtain a 9-to-5 weekday
hotline. Various different shades of service levels are imag-
inable. Although nontechnical SLAs are common to all
service industries, technical SLAs are more a specific char-
acteristic of the service-provisioning model (i.e., for ISPs
and ASPs alike). Technical SLAs pertain to the availability
of computing and network resources that intervene in de-
livering the application functionality offered by the ASP
to its clients. A technical SLA may guarantee the client an
average throughput, an average number of transactions
executed per unit of time, a bound on network bandwidth
and latency. Other examples of technical SLAs are backup
schedules (e.g., daily, weekly, monthly), available storage
space, and security levels (e.g., encryption key strength
and conformance to security standards). Example met-
rics that track these service levels include percentage of
the time applications that are available, number of users
served simultaneously, specific performance benchmarks
with which actual performance is periodically compared,
schedule for notification in advance of network changes
that may affect users, help desk response time for various
classes of problems, dial-in access availability, and usage
statistics that will be provided.

Network resource guarantees, like bounds on network
bandwidth and latency, are especially difficult to guaran-
tee unless the ASP also controls the communication lines
over which its service is delivered. This kind of control is
unlikely in the case of Internet access. For the client, it is
difficult to assess whether the promised service level has
really been offered, because technical SLAs are often ex-
pressed as averages and skewed occasionally by bad user
perceived latency. An extract of a real-world example of
performance indicators and service levels are summarized
in Figure 7.

Privacy and Security Considerations

Privacy and security is one of the primary concerns that
may defeat the widespread acceptance of the ASP model.
All customer application input, operational, and output
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Over the full 24 hours of operation, - excluding scheduled maintenance,
the ASP shall provide network and application availability of:

99.7% to more than 90% of client organizations;

99% to more than 96.5% of client organizations;

97% to more than 99% of client organizations;

93% to more than 99.7% of client organizations

Each is calculated annually from monthly averages over all client
organizations.

Availability of 99% to all client institutions, calculated annually for
each client institution.

Mean time between failure (period of unavailability) of at least 1000
hours provided to client institutions.

Time to restoration of service (duration of period of unavailability) of
less than 10 hours for 90% of failures. This will be calculated as a
twelve month rolling average of the percentage of reported failures in
each month which are deemed to have taken less then 10 hours to restore.
The target for maximum latency for 128 byte packets between a client
institution and the nearest point on the JANET national backbone is 15

45

ms, for 95% of transmissions over any 30 minute period (remains un-

monitored) .

Figure 7: Example of performance indicators and service levels for an Internet service provider

operation.

data are available at the ASP site, potentially leaving it ex-
posed for exploitation by the ASP, by other users, or by in-
truders. ASPs must implement strict security measures to

* Protect sensitive data from being stolen, corrupted, and
intentionally falsified during transmission or at the re-
mote side.

Protect the cooperating systems from malicious use
(abuse) by impersonators.

Protect the cooperating systems from unauthorized use.

* Enforce commercial or national security concerns that
may require additional steps to preserve the privacy
of the data transmitted (or the encryption technology
used).

To enforce these security requirements, a number of
well-established techniques are available:

Server authentication (i.e., remote site authentication
ensures the client application that it is truly operating
on the intended site).

Client authentication (i.e., user authentication ensures
the remote site that an authorized client is interacting).

Integrity (i.e., noncorruption of data transferred pre-
vents both malicious and false operation).

Confidentiality (i.e., encrypting transferred data items
prevents both malicious and false operation, as well as
eavesdropping).

Secure invocation of methods from client application to
remote services, routed (i.e., delegated) through a log-
ging facility to gather “evidence” of “who” initiated an
invocation “when.”

Nonrepudiation of invoked methods to ensure liability.

Data security to prevent sensitive or “expensive” data
from being compromised at the site of computation.
This may require the additional use of encryption and
transformations techniques, as well as organizational
means.

A detailed discussion of all mechanisms implementing
these features is beyond the scope of this chapter. Except

for data security, however, all these security techniques
are well understood and solutions are widely deployed.
The key question for an ASP user is one of trust: Why
should the user entrust its sensitive and personal user or
corporate data to a remote computational service (e.g.,
data on income, personal assets, business logic, customer
information, financial data, revenue, and earnings)? Con-
sulting groups and the trade press often note that the
strongest barrier for engaging in a business relationship
with an ASP is trust. Yet it is evident that for effective
use of an ASP, customers must expose service input data
to the ASP, where eventually it is subject to exposure, at
least at the time of execution of the service’s function on
the data. Note that this does not refer to the risk of data
being captured over the communication link. This prob-
lem is solved through cryptographic protocols that are
commonplace. The data security problem is much more
difficult to solve. A theoretic solution, with proven guar-
antees of the data remaining unknown to the ASP, is pro-
vided by Abadi and Feigenbaum (Abadi & Feigenbaum,
1990; Abadi, Feigenbaum, & Kilian, 1989) and has be-
come know as secure circuit evaluation. Their algorithm
is impractical for this scenario because it requires sig-
nificant interaction between client and server to accom-
plish a computation. A general solution of this problem
that would guarantee data security for the input, the op-
erational, and the output data transmitted is an open re-
search question. Approaches, such as obfuscation tech-
niques, computing with encrypted data, computing with
encrypted functions, private information retrieval, and
privacy homeomorphisms are techniques that may be ap-
plied to solve this problem.

OUTLOOK

The widespread acceptance of the ASP model will depend
on whether ASPs are able to ensure availability, accessi-
bility, privacy, and security for outsourced applications
and services. It will also depend on whether customers
will learn to trust the model. System availability can be
achieved through redundancy and replication of the ser-
vice. Full accessibility of the service is strongly dependent
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on reliable network connections from the customer to
the ASP and is less easy to guarantee by the ASP alone,
unless leased communication lines are offered to access
the service. Guaranteeing privacy and security of the out-
sourced data constitutes an open research question, with
no fully satisfying solution in sight. For now, the suc-
cessful ASP will offer a widely useful, highly specialized,
and non-mission-critical service. Moreover, privacy guar-
antees and trust relationships can, for the time being, only
be achieved though organizational means—for example,
through the operation of ASPs by known industrial play-
ers with established brands. Because of these constraints,
it is likely that the hybrid deployment model that out-
sources part of the software, maintains critical applica-
tion components and data at the customer site, and man-
ages these components from remote sites or, alternatively,
offers additional services to complement the licensed soft-
ware, will prevail.

Many enterprise resource planning (ERP) systems re-
quire significant customization to adapt the software to
the business processes of the customer. Because this is a
complex task to accomplish over the Web for the customer
and difficult and expensive to manage on an individual
basis for the ASP, it is unlikely that ASPs offering full-
fledged ERP packages as leased solutions will establish
themselves. If these widely accepted business software
solutions establish and follow standard business process
models, ASPs may be able to offer these models for a wide
customer base without going through a long phase of cus-
tomization.

The ASP industry is in an early stage and must still
establish itself. This trend is to be expected, because the
ASP model represents a paradigm shift away from the tra-
ditional application licensing and in-house management
model. This emerging industry enables customers to re-
duce both application deployment time frames and their
total cost of ownership. Although certain problems still
need to be addressed, the ASP industry is successfully im-
plementing the concept of application outsourcing and
software leasing.

GLOSSARY

Appliances A prepackaged special-purpose hardware
and software solution that plugs into a customer’s ex-
isting IT infrastructure without much need for cus-
tomization. Often, the appliance can be managed by
a provider from remote.

Application hosting A computer system in a dis-
tributed environment like the Internet is often referred
to as a computing host, a computing node, or simply
host. Hosting refers to the provisioning of services or
applications on such a computer system to make these
services and applications available to authorized par-
ties interacting in the distributed environment. Appli-
cation hosting emphasizes that the hosted service is an
application.

Application outsourcing The deployment of an appli-
cation over a network.

Application server The system software that manages
the computational transactions, business logic, and the
application activation in a multitiered server configura-

tion. The application server interacts with the database
tier at one end and the client tier at the other end of
the distributed application.

Application services Distinguished from applications
by its smaller scope, more specific nature, and its fo-
cused functionality. An application service is seldom
used in isolation; more often several application ser-
vices are bundled together and offered by third-party
providers that enrich their content offerings with ap-
plication services.

Application service provider (ASP) The entity that
manages the outsourcing of applications.

Server farm A dedicated place with many computing
servers accessible through a network.

Software leasing The subscription-based offering of a
software application. Often, leasing implicitly refers to
a longer term relationship between the customer and
the provider. Shorter term relationships are sometimes
referred to as software renting, although no clear line
is drawn in the context of ASPs.

Wireless application service provider (WASP) AnASP
that primarily offers services to customers interacting
with the ASP through wireless devices.

Web services The standard suite of protocols created
by several large companies to allow applications to in-
teroperate, discover, invoke, and integrate Web-based
services across a network, primarily the Internet, is re-
ferred to as Web Services. The term Web should not
be confused with the actual Web service that is created
based on these standards. The Web service built in this
manner is also often referred to as application service.
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An authentication process establishes the identity of some
entity under scrutiny. For example, a traveler authenti-
cates herself to a border guard by presenting a passport.
Possession of the passport and resemblance to the at-
tached photograph is deemed sufficient proof that the
traveler is the identified person. The act of validating the
passport (by checking a database of known passport serial
numbers) and assessing the resemblance of the traveler is
a form of authentication.

On the Internet, authentication is somewhat more
complex; network entities do not typically have physical
access to the parties they are authenticating. Malicious
users or programs may attempt to obtain sensitive infor-
mation, disrupt service, or forge data by impersonating
valid entities. Distinguishing these malicious parties from
valid entities is the role of authentication and is essential
to network security.

Successful authentication does not imply that the au-
thenticated entity is given access. An authorization pro-
cess uses authentication, possibly with other information,
to make decisions about whom to give access. For ex-
ample, not all authenticated travelers will be permitted
to enter the country. Other factors, such as the existence
of visas, a past criminal record, and the political climate
will determine which travelers are allowed to enter the
country.

Although the preceding discussion focused on entity
authentication, it is important to note that other forms of
authentication exist. In particular, message authentication
is the process by which a particular message is associated
with some sending entity. This article restricts itself to
entity authentication, deferring discussion of other forms
to other chapters in this encyclopedia.

Meet Alice and Bob

Authentication is often illustrated through the introduc-
tion of two protagonists, Alice and Bob. In these descrip-
tions, Alice attempts to authenticate herself to Bob. Note
that Alice and Bob are often not users, but computers.
For example, a computer must authenticate itself to a file
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server prior to being given access to its contents. In-
dependent of whether Alice is a computer or a person,
she must present evidence of her identity. Bob evaluates
this evidence, commonly referred to as a credential. Al-
ice is deemed authentic (authenticated) by Bob if the evi-
dence is consistent with information associated with her
claimed identity. The form of Alice’s credential determines
the strength and semantics of authentication.

The most widely used authentication credential is a
password. To illustrate, UNIX passwords configured by
system administrators reside in the/etc/passwd file.
During the login process, Alice (a UNIX user) types her
password into the host console. Bob (the authenticating
UNIX operating system) compares the input to the known
password. Bob assumes that Alice is the only entity in
possession of the password. Hence, Bob deems Alice au-
thentic because she is the only one who could present the
password (credential).

Note that Bob’s assertion that Alice is the only entity
who could have supplied the password is not strictly ac-
curate. Passwords are subject to guessing attacks. Such
an attack continually retries different passwords until
the authentication is successful (the correct password is
guessed). Many systems combat this problem by disabling
authentication (of that identity) after a threshold of failed
authentication attempts. The more serious dictionary at-
tack makes use of the UNIX password file itself. A salted
noninvertible hash of the password is recorded in the
password file. Hence, malicious parties cannot obtain the
password directly from/etc/passwd. However, a mali-
cious party who obtains the password file can mount a
dictionary attack by comparing hashed, salted password
guesses against the password file’s contents. Such an at-
tack bypasses the authentication service and, hence, is
difficult to combat. Recent systems have sought to mit-
igate attacks on the password file by placing the pass-
word hash values in a highly restricted shadow password
file.

Passwords are subject to more fundamental attacks. In
one such attack, the adversary simply obtains the pass-
word from Alice directly. This can occur where Alice
“shares” her password with others, or where she records
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it in some obvious place (on her PDA). Such attacks
illustrate an axiom of security: A system is only as se-
cure as the protection afforded to its secrets. In the case
of authentication, failure to adequately protect creden-
tials from misuse can result in the compromise of the
system.

The definition of identity has been historically contro-
versial. This is largely because authentication does not
truly identify physical entities. It associates some secret
or (presumably) unforgettable information with a vir-
tual identity. Hence, for the purposes of authentication,
any entity in possession of Alice’s password is Alice. The
strength of authentication is determined by the difficulty
with which a malicious party can circumvent the authen-
tication process and incorrectly assume an identity. In our
above example, the strength of the authentication process
is largely determined by the difficulty of guessing Alice’s
password. Note that other factors, such as whether Alice
chooses a poor password or writes it on the front of the
monitor, will determine the effectiveness of authentica-
tion. The lesson here is that authentication is as strong as
the weakest link; failure to protect the password either by
Alice or the host limits the effectiveness of the solution.

Authentication on the Internet is often more complex
than is suggested by the previous example. Often, Alice
and Bob are not physically near each other. Hence, both
parties will wish to authenticate each other. In our above
example, Alice will wish to ensure that she is communi-
cating with Bob. However, no formal process is needed;
because Alice is sitting at the terminal, she assumes that
Bob (the host) is authentic.

On the Internet, it is not always reasonable to assume
that Alice and Bob have established, or are able to estab-
lish, a relationship prior to communication. For exam-
ple, consider the case where Alice is purchasing goods on
the Internet. Alice goes to Bob’s Web server, identifies the
goods she wishes to purchase, provides her credit card
information, and submits the transaction. Alice, being a
cautious customer, wants to ensure that this information
is only being given to Bob’s Web server (i.e., authenti-
cate the Web server). In general, however, requiring Alice
to establish a direct relationship with each vendor from
whom she may purchase goods is not feasible (e.g., it is
not feasible to establish passwords for each Web site out of
band). Enter Trent, the trusted third party. Logically, Alice
appeals to Trent for authentication information relating
to Bob. Trent is trusted by Alice to assert Bob’s authen-
ticity. Therefore, Bob need only establish a relationship
with Trent to begin communicating with Alice. Because
the number of widely used trusted third parties is small
(on the order of tens), and every Web site establishes a re-
lationship with at least one of them, Alice can authenticate
virtually every vendor on the Internet.

CREDENTIALS

Authentication is performed by the evaluation of creden-
tials supplied by the user (i.e., Alice). Such credentials can
take the form of something you know (e.g., password),
something you have (e.g., smartcard), or something you
are (e.g., fingerprint). The credential type is specific to
the authentication service and reflects some direct or

indirect relationship between the user and the authenti-
cation service.

Credentials often take the form of shared secret knowl-
edge. Users authenticate themselves by proving knowl-
edge of the secret. In the UNIX example above, knowledge
of the password is deemed sufficient evidence to prove
user identity. In general, such secrets need not be stati-
cally defined passwords. For example, users in one-time
password authentication systems do not present knowl-
edge of secret text, they identify a numeric value valid only
for a single authentication. Users need not present the se-
cret directly. They need only demonstrate knowledge of
it (e.g., by presenting evidence that could only be derived
from it).

Secrets are often long random numbers and, thus, can-

not be easily remembered by users. For example, a typical
RSA private key is a 1024-digit binary number. Requiring
a user to remember this number is, at the very least, un-
reasonable. Such information is frequently stored in a file
on a user’s host computer, on a PDA, or on another non-
volatile storage. The private key is used during authenti-
cation by accessing the appropriate file. However, private
keys can be considered “secret knowledge” because the
user presents evidence external to the authentication sys-
tem (e.g., from the file system).
Credentials may also be physical objects. For example,
a smartcard may be required to gain access to a host.
Authenticity in these systems is inferred from possession
rather than knowledge. Note that there is often a subtle
difference between the knowledge- and the possession-
based credentials. For example, it is often the case that
a user-specific private key is stored on an authenticating
smartcard. In this case, however, the user has no ability to
view or modify the private key. The user can only be au-
thenticated via the smartcard issued to the user. Hence,
for the purposes of authentication, the smartcard is iden-
tity; no amount of effort can modify the identity encoded
in the smartcard. Contemporary smartcards can be modi-
fied or probed. However, because such manipulation often
takes considerable effort and sophistication (e.g., use of
an electron microscope), such attacks are beyond the vast
majority of attackers.

Biometric devices measure physical characteristics of
the human body. An individual is deemed authentic if the
measured aspect matches previously recorded data. The
accuracy of matching determines the quality of authen-
tication. Contemporary biometric devices include finger-
print, retina, or iris scanners and face recognition soft-
ware. However, biometric devices are primarily useful
only where the scanning device is trusted (i.e., under con-
trol of the authentication service). Although biometric au-
thentication has seen limited use in the Internet, it is in-
creasingly used to support authentication associated with
physical security (i.e., governing clean-room access).

WEB AUTHENTICATION

One of the most prevalent uses of the Internet is Web
browsing. Users access the Web via specialized protocols
that communicate HTML and XML requests and content.
The requesting user’s Web browser renders received con-
tent. However, it is often necessary to restrict access to



50 AUTHENTICATION

Web content. Moreover, the interactions between the user
and a Web server are often required to be private. One
aspect of securing content is the use of authentication to
establish the true or virtual identity of clients and Web
servers.

Password-Based Web Access

Web servers initially adopted well-known technologies for
user authentication. Foremost among these was the use
of passwords. To illustrate the use of passwords on the
Web, the following describes the configuration and use of
basic authentication in the Apache Web server (Apache,
2002). Note that the use of basic authentication in other
Web servers is largely similar.

Access to content protected by basic authentication in
the Apache Web server is indirectly governed by the pass-
word file. Web-site administrators create the password
file (whose location is defined by the web-site administra-
tor) by entering user and password information using the
htpasswd utility. It is assumed that the passwords are
given to the users using an out-of-band channel (e.g., via
e-mail, phone).

In addition to specifying passwords, the Web server
must identify the subset of Web content to be pass-
word protected (e.g., a set of protected URLs). This is
commonly performed by creating a.htaccess file in
the directory to be protected. The.htaccess file de-
fines the authentication type and specifies the location of
the relevant password file. For example, located in the
content root directory, the following.htaccess file re-
stricts access to those users who are authenticated via
password.

AuthName "Restricted Area"
AuthType Basic
AuthUserFile/var/www/webaccess
require valid-user

Users accessing protected content (via a browser) are
presented with a password dialog (e.g., similar to the dia-
log depicted in Figure 1).

The user enters the appropriate username and pass-
word and, if correct, is given access to the Web content.

Because basic authentication sends passwords over the
Internet in clear text, it is relatively simple to recover them

Enter Network Password ' 2 x|

? Please type wour uzer name and password.

Site: 192.168.27.4
Realm Resticted Area
Uszer Name ||

Pazzword I
™ Save thiz password in your passward list

]

Caticel |

Figure 1: Password authentication on the Web.

by eavesdropping on the HTTP communication. Hence,
basic authentication is sufficient to protect content from
casual misuse but should not be used to protect valuable
or sensitive data. However, as is commonly found on com-
mercial Web sites, performing basic authentication over
more secure protocols (e.g., SSL; see below) can mitigate
or eliminate many of the negative properties of basic au-
thentication.

Many password-protected Web sites store user pass-
words (in encrypted form) in cookies the first time a user
is authenticated. In these cases, the browser automatically
submits the cookie to the Web site with each request. This
approached eliminates the need for the user to be authen-
ticated every time she visits the Web site. However, this
convenience has a price. In most single-user operating sys-
tems, any entity using the same host will be logged in as
the user. Moreover, the cookies can be easily captured and
replayed back to the Web site (Fu, Sit, Smith, & Feamster,
2001).

Digest authentication uses challenges to mitigate the
limitations of password-based authentication (Franks
et al., 1999). Challenges allow authenticating parties to
prove knowledge of secrets without exposing (transmit-
ting) them. In digest authentication, Bob sends a random
number (nonce) to Alice. Alice responds with a hash of
the random number and her password. Bob uses Alice
password (which only he and Alice know) to compute the
correct response and compares it to the one received from
Alice. Alice is deemed authentic if the computed and re-
ceived responses match (because only Alice could have
generated the response). Because the hash, rather than
the secret, is sent, no adversary can obtain Alice’s pass-
word from the response.

A number of other general-purpose services have been
developed to support password maintenance. For exam-
ple, RADIUS, DIAMETER, and LDAP password services
have been widely deployed on the Internet. Web servers
or hosts subscribing to these services defer all pass-
word maintenance and validation to a centralized service.
Although each system may use different services and pro-
tocols, users see interfaces similar to those presented by
basic authentication (e.g., user login above). However,
passwords are maintained and validated by a centralized
service, rather than by the Web server.

Single Sign-On

Basic authentication has become the predominant meth-
od of performing authentication on the web. Users of-
ten register a username and password with each retailer
or service provider with which they do business. Hence,
users are often faced with the difficult and error prone task
of maintaining a long list of usernames and passwords. In
practice, users avoid this maintenance headache by using
the same passwords on all Web sites. However, this al-
lows adversaries who gain access to the user information
on one site to impersonate the user on many others.

A single sign-on system (SSO) defers user authentica-
tion to a single, universal authentication service. Users
authenticate themselves to the SSO once per session.
Subsequently, each service requiring user authentication
is redirected to a SSO server that vouches for the user.
Hence, the user is required to maintain only a single
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authentication credential (e.g., SSO password). Note that
the services themselves do not possess user credentials
(e.g., passwords). They simply trust the SSO to state which
users are authentic.

Although single sign-on services have been used for
many years (e.g., see Kerberos, below), the lack of uni-
versal adoption and cost of integration has made their
use in Web applications highly undesirable. These diffi-
culties have led to the creation of SSO services targeted
specifically to authentication on the web. One of the most
popular of these systems is the Microsoft passport service
(Microsoft, 2002). Passport provides a single authentica-
tion service and repository of user information. Web sites
and users initially negotiate secrets during the passport
registration process (i.e., user passwords and Web site se-
cret keys). In all cases, these secrets are known only to the
passport servers and the registering entity.

Passport authentication proceeds as follows. Users re-
questing a protected Web page (i.e., a page that requires
authentication) are redirected to a passport server. The
user is authenticated via a passport-supplied login screen.
If successful, the user is redirected back to the original
Web site with an authentication cookie specific to that site.
The cookie contains user information and site specific in-
formation encrypted with a secret key known only to the
site and the passport server. The Web site decrypts and
validates the received cookie contents. If successful, the
user is deemed authentic and the session proceeds. Sub-
sequent user authentication (with other sites) proceeds
similarly, save that the login step is avoided. Successful
completion of the initial login is noted in a session cookie
stored at the user browser and presented to the passport
server with later authentication requests.

Although SSO systems solve many of the problems of
authentication on the Web, they are not a panacea. By def-
inition, SSO systems introduce a single point of trust for
all users in the system. Hence, ensuring that the SSO is not
poorly implemented, poorly administered, or malicious is
essential to its safe use. For example, passport has been
shown to have several crucial flaws (Kormann & Rubin,
2000). Note that although existing Web-oriented SSO sys-
tems may be extended to support mutual authentication,
the vast majority have yet to do so.

Certificates

Although passwords are appropriate for restricting access
to Web content, they are not appropriate for more general
Internet authentication needs. Consider the Web site for
an online bookstore, examplebooks.com. Users wishing to
purchase books from this site must be able to determine
that the Web site is authentic. If not authenticated, a mali-
cious party may impersonate examplebooks.com and fool
the user into exposing his credit card information.

Note that most Web-enabled commercial transactions
do not authenticate the user directly. The use of credit card
information is deemed sufficient evidence of the user’s
identity. However, such evidence is typically evaluated
through the credit card issuer service (e.g., checking that
the credit card is valid and has not exceeded its spend-
ing limit) before the purchased goods are provided to the
buyer.

The dominant technology used for Internet Web site
authentication is public key certificates. Certificates
provide a convenient and scalable mechanism for authen-
tication in large, distributed environments (such as the
Internet). Note that certificates are used to enable authen-
tication of a vast array of other non-Web services. For
example, certificates are often used to authenticate elec-
tronic mail messages (see Pretty Good Privacy, below).

Certificates are used to document an association be-
tween an identity and a cryptographic key. Keys in public
key cryptography are generated in pairs: a public and a
private key (Diffie & Hellman, 1976). As the name would
suggest, the public key is distributed freely, and the pri-
vate key is kept secret. To simplify, any data signed (using
a digital signature algorithm) by the private key can be
validated using the public key. A valid digital signature
can be mapped to exactly one private key. Therefore, any
valid signature can only be generated by some entity in
possession of the private key.

Certificates are issued by certification authorities (CA).
The CA issues a certificate by assigning an identity (e.g.,
the domain name of the Web site), validity dates, and the
Web site’s public key. The certificate is then freely dis-
tributed. A user validates a received certificate by check-
ing the CAs digital signature. Note that most browsers are
installed with a collection of CA certificates that are in-
variably trusted (i.e., they do not need to be validated).
For example, many Web sites publish certificates issued
by the Verisign CA (Verisign, 2002), whose certificate is
installed with most browsers. In its most general form, a
system used to distribute and validate certificates is called
a public key infrastructure.

SSL

Introduced by Netscape in 1994, the SSL protocol uses
certificates to authenticate Web content. In addition to
authenticating users and Web sites, the SSL protocol ne-
gotiates an ephemeral secret key. This key is subsequently
used to protect the integrity and confidentiality of all
messages (e.g., by encrypting the messages sent between
the Web server and the client). SSL continues to evolve.
For example, the standardized and widely deployed TLS
(Transport Layer Security) protocol is directly derived
from SSL version 3.0.

The use of SSL is signaled to the browser and Web site
through the https URL protocol identifier. For example,
Alice enters the following URL to access a Web site of
interest: https://www.example.com/.

In response to this request, Alice’s browser will initiate
an SSL handshake protocol. If the Web site is correctly au-
thenticated via SSL, the browser will retrieve and render
Web site content in a manner similar to HTTP. Authenti-
cation is achieved in SSL by validating statements signed
by private keys associated with the authenticated party’s
public key certificate.

Figure 2 depicts the operation of the SSL authenti-
cation and key agreement process. The SSL handshake
protocol authenticates one or both parties, negotiates the
cipher-suite policy for subsequent communication (e.g.,
selecting cryptographic algorithms and parameters), and
establishes a master secret. All messages occurring after
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Figure 2: The SSL protocol. Alice (the client) and Bob (the server) exchange an initial handshake identi-
fying the kind of authentication and configuration of the subsequent session security. As dictated by the
authentication requirements identified in the handshake, Alice and Bob may exchange and authenticate
certificates. The protocol completes by establishing a session-specific key used to secure (e.g., encrypt)

later communication.

the initial handshake are protected using cryptographic
keys derived from the master secret.

The handshake protocol begins with both Alice (the
end-user browser) and Bob (the Web server) identifying
a cipher-suite policy and session-identifying information.
In the second phase, Alice and Bob exchange certifi-
cates. Note that policy will determine which entities re-
quire authentication: As dictated by policy, Alice and/or
Bob will request an authenticating certificate. The cer-
tificate is validated on reception (e.g., issuance signa-
ture checked against CAs, whose certificate is installed
with the browser). Note that in almost all cases, Bob will
be authenticated but Alice will not. In these cases, Bob
typically authenticates Alice using some external means
(only when it becomes necessary). For example, online-
shopping Web sites will not authenticate Alice until she
expresses a desire to purchase goods, and her credit card
number is used to validate her identity at the point of pur-
chase.

Interleaved with the certificate requests and responses
is the server and client key exchange. This process authen-
ticates each side by signing information used to negotiate
a session key. The signature is generated using the pri-
vate key associated with the certificate of the party to be
authenticated. A valid signature is deemed sufficient evi-
dence because only an entity in possession of the private
key could have generated it. Hence, signed data can be
accepted as proof of authenticity. The session key is de-
rived from the signed data, and the protocol completes
with Alice and Bob sending finished messages.

HOST AUTHENTICATION

Most computers on the Internet provide some form of
remote access. Remote access allows users or programs to
access resources on a given computer from anywhere on
the Internet. This access enables a promise of the Inter-
net: independence from physical location. However, re-
mote access has often been the source of many security
vulnerabilities. Hence, protecting these computers from
unauthorized use is essential. The means by which host
authentication is performed in large part determines the
degree to which an enterprise or user is protected from
malicious parties lurking in the dark corners of the Inter-
net. This section reviews the design and use of the pre-
dominant methods providing host authentication.

Remote Login

Embodying the small, isolated UNIX networks of old,
remote login utilities allow administrators to identify the
set of hosts and users who are deemed “trusted.” Trusted
hosts are authenticated by source IP address, host name,
and/or user name only. Hence, trusted users and hosts
need not provide a user name or password.

The rlogin and rshprograms are used to access ho-
sts. Configured by local administrators, the /etc/hosts.
equiv file enumerates hosts/users who are trusted. Sim-
ilarly, the . rhosts file contained in each user’s home di-
rectory identifies the set of hosts trusted by an individual
user. When a user connects to a remote host with a re-
mote log-in utility, the remote log-in server (running on
the accessed host) scans the hosts. equiv configuration
file for the address and user name of the connecting host.
If found, the user is deemed authentic and allowed access.
If not, the . rhosts file of the accessing user (identified in
the connection request) is scanned, and access is granted
where the source address and user name is matched.

The remote access utilities do not provide strong au-
thentication. Malicious parties may trivially forge IP ad-
dresses, DNS records, and user names (called spoofing).
Although recent attempts have been made to address the
security limitations of the IP protocol stack (e.g., IPsec,
DNSsec), this information is widely accepted as untrust-
worthy. Remote access tools trade security for ease of ac-
cess. In practice, these tools often weaken the security of
network environments by providing a vulnerable authen-
tication mechanism. Hence, the use of such tools in any
environment connected to the Internet is considered ex-
tremely dangerous.

SSH

The early standards for remote access, telnet and ftp,
authenticated users by UNIX password. While the means
of authentication were similar to terminal log in, their use
on an open network introduces new vulnerabilities. Pri-
marily, these utilities are vulnerable to password sniffing.
Such attacks passively listen in on the network for com-
munication between the host and the remote user. Note
that the physical media over which much local network
communication occurs is the Ethernet. Because Ethernet
is a broadcast technology, all hosts on the local network
(subnet) receive every bit of transmitted data. Obviously,
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this approach simplifies communication eavesdropping.
Although eavesdropping may be more difficult over other
network media (e.g., switched networks), it is by no means
impossible. Because passwords are sent in the clear (unen-
crypted), user-specific authentication information could
be recovered. For this reason, the use of these utilities as a
primary means of user access has largely been abandoned.
Ftp is frequently used on the Web to transfer files. When
used in this context, ftp generally operates in anonymous
mode. Ftp performs no authentication in this mode, and
the users are often restricted to file retrieval only.

The secure shell (SSH) (Ylonen, 1996) combats the
limitations of standard tools by performing cryptographi-
cally supported host and/or user authentication. Similar
to SSL, a by-product of the authentication is a crypto-
graphic key used to obscure and protect communication
between the user and remote host. SSH is not vulnera-
ble to sniffing attacks and has been widely adopted as a
replacement for the standard remote access tools.

SSH uses public key cryptography for authentication.
On installation, each server host (a host allowing remote
access via SSH) generates a public key pair. The public
key is manually stored at each initiating host (a host from
which a user will remotely connect). Note that unlike SSL,
SSH uses public keys directly, rather than issued certifi-
cates. Hence, SSH authentication relies on host adminis-
trators maintaining the correct set of host keys.

SSH initiates a session in two phases. In the first phase,
the server host is authenticated. The initiating host initi-
ates the SSH session by requesting remote access. To sim-
plify, the requesting host generates a random session key,
encrypts it with a received host public key of the server,
and forwards it back to the server.

The server recovers the session key using its host pri-
vate key. Subsequent communication between the hosts
is protected using the session key. Because only someone
in possession of the host private key could have recov-
ered the session key, the server is deemed authentic. The
server transmits a short-term public key in addition to the
host key. The requesting host encrypts the random value
response with both keys. The use of the short-term keys
prevents adversaries from recovering the content of past
sessions should the host key become compromised.

The second phase of SSH session initialization authen-
ticates the user. Dictated by the configured policy, the
server will use one of the following methods to authen-
ticate the user.

.thosts file: As described for the remote access utilities
above, this file simply tests whether the accessing user
identifier is present in the .rhosts file located in the
home directory of the user.

.thosts with RSA: Similar to the above file, this requires
that the accessing host be authenticated via a known
and trusted RSA public key.

Password authentication: This prompts the user for a lo-
cal system password. The strength of this approach is
determined by the extent to which the user keeps the
password private.

RSA user authentication: This works via a user-specific
RSA public key. Of course, this requires that the server

be configured with the public key generated for each
user.

Note that it is not always feasible to obtain the public
key of each host that a user will access. Host keys may
change frequently (as based on an administrative policy),
be compromised, or be accidentally deleted. Hence, where
the remote host key is not known (and the configured pol-
icy allows it), SSH will simply transmit it during session
initialization. The user is asked if the received key should
be accepted. If accepted, the key is stored in the local en-
vironment and is subsequently used to authenticate the
host.

Although the automated key distribution mode does
provide additional protection over conventional remote
access utilities (e.g., sniffing prevention), the authentica-
tion mechanism provides few guarantees. A user accept-
ing the public key knows little about its origin (e.g., is sub-
ject to forgery, man-in-the-middle attacks, etc.). Hence,
this mode may be undesirable for some environments.

One-Time Passwords

In a very different approach to combating password sniff-
ing, the S/Key system (Haller, 1994) limits the usefulness
of recovered passwords. Passwords in the S/Key system
are valid only for a single authentication. Hence, a mali-
cious party gains nothing by recovery of a previous pass-
word (e.g., via eavesdropping of a telnet log in). Although,
on the surface, a one-time password approach may seem
to require that the password be changed following each
log in, the way in which passwords are generated allevi-
ates the need for repeated coordination between the user
and remote host.

The S/Key system establishes an ordered list of pass-
words. Each password is used in order and only once,
then discarded. While the maintenance of the password
list may seem like an unreasonable burden to place on a
user, the way in which the passwords are generated makes
it conceptually simple. Essentially, passwords are created
such that the knowledge of a past password provides no in-
formation about future passwords. However, if one knows
a secret value (called a seed value), then all passwords are
easily computable. Hence, while an authentic user can
supply passwords as they are needed, a malicious adver-
sary can only supply those passwords that have been pre-
viously used (and are no longer valid).

In essence, the S/Key system allows the user to prove
knowledge of the password without explicitly stating it.
Over time, this relatively simple approach has been found
to be extremely powerful, and it is used as the basis of
many authentication services. For example, RSAs widely
used SecurID combines a physical token with one-time
password protocols to authenticate users (RSA, 2002).

Kerberos

The Kerberos system (Neuman & Ts'o, 1994) performs
trusted third party authentication. In Kerberos, users,
hosts, and services defer authentication to a mutually
trusted key distribution center (KDC). All users implicitly
trust the KDC to act in their best interest. Hence, this
approach is appropriate for localized environments (e.g.,
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Figure 3: Kerberos authentication. Alice receives a ticket-
granting ticket (TGT) after successfully logging into the Ker-
beros key distribution center (KDC). Alice performs mutual
authentication with Bob by presenting a ticket obtained from
the KDC to Bob. Note that Bob need not communicate with the
KDC directly; the contents of the ticket serve as proof of Alice’s
identity.

campus, enterprise) but does not scale well to large,
loosely coupled communities. Note that this is not an arti-
fact of the Kerberos system but is true of any trusted third
party approach; loosely coupled communities are unlikely
to universally trust a single authority.

Depicted in Figure 3, the Kerberos system performs
mediated authentication between Alice and Bob through
a two-phase exchange with the KDC. When logging onto
the system, Alice enters her user name and password.

Alice’s host sends the KDC her identity. In response,
the KDC sends Alice information that can only be under-
stood by someone in possession of the password (which
is encrypted with a key derived from the password). In-
cluded in this information is a ticket granting ticket (TGT)
used later by Alice to initiate a session with Bob. Alice is
deemed authentic because she is able to recover the TGT.

At some later point, Alice wishes to perform mutual
authentication with another entity, Bob. Alice informs the
KDC of this desire by identifying Bob and presenting the
previously obtained TGT. Alice receives a message from
the KDC containing the session key and a ticket for Bob.
Encrypting the message with a key known only to Alice
ensures that its contents remain confidential.

Alice then presents the ticket included in the message
to Bob. Note that the ticket returned to Alice is opaque;
its contents are encrypted using a key derived from Bob’s
password. Therefore, Bob is the only entity who can re-
trieve the contents of the ticket. Because later communi-
cation between Alice and Bob uses the session key (given
to Alice and contained in the ticket presented to Bob),
Alice is assured that Bob is authentic. Bob is assured that
Alice is authentic because Bob’s ticket explicitly contains
Alice’s identity.

One might ask why Kerberos uses a two-phase process.
Over the course of a session, Alice may frequently need to
authenticate a number of entities. In Kerberos, because

Alice obtains a TGT at log in, later authentication can be
performed automatically. Thus, the repeated authentica-
tion of users and services occurring over time does not
require human intervention; Alice types in her password
exactly once.

Because of its elegant design and technical maturity,
the Kerberos system has been widely accepted in local en-
vironments. Historically common in UNIX environments,
it has recently been introduced into other operating sys-
tems (e.g., Windows 2000, XP).

Pretty Good Privacy

As indicated by the previous discussion of trusted third
parties, it is often true that two parties on the Internet
will not have a direct means of performing authentica-
tion. For example, a programmer in Great Britain may not
have any formal relationship with a student in California.
Hence, no trusted third party exists to which both can de-
fer authentication. A number of attempts have been made
to address this problem by establishing a single public
key infrastructure spanning the Internet. However, these
structures require that users directly or indirectly trust
CAs whose operation they know nothing about. Such as-
sumptions are inherently dangerous and have been largely
rejected by user communities.

The pretty-good-privacy (PGP) system (Zimmermann,
1994) takes advantage of informal social and organiza-
tion relationships between users on the Internet. In PGP,
each user creates a self-signed PGP certificate identifying
a public key and identity information (e.g., e-mail address,
phone number, name). Users use the key to sign the keys
of those users they trust. Additionally, they obtain signa-
tures from those users who trust them. The PGP signing
process is not defined by PGP. Users commonly will ex-
change signatures with friends and colleagues.

The keys and signatures defined for a set of users de-
fines a Web of trust. On recept of a key from a previously
unknown source, an entity will make a judgment as to
whether to accept the certificate based on the presence
of signatures by known entities. A certificate will likely
be accepted if a signature generated by a trusted party
(with known and acceptable signing practices) is present.
Such assessment can span multiple certificates, where sig-
natures create trusted linkage between acceptable certifi-
cates. However, because trust is not frequently transitive,
less trust is associated with long chains. PGP certificates
are primarily used for electronic mail but have been ex-
tended to support a wide range of data exchange systems
(e.g., Internet newsgroups).

The PGP approach and other technologies are used as
the basis of S/MIME standards (Dusse, Hoffman, Rams-
dell, Lundblade, & Repka, 1998). S/MIME defines proto-
cols, data structures, and certificate management infras-
tructure for authentication and confidentiality of MIME
(multipurpose Internet mail extensions) data. These stan-
dards are being widely adopted as a means of securing
personal and enterprise e-mail.

IPsec

IPsec (Kent & Atkinson, 1998) is emerging as an important
service for providing security on the Internet. IPsec is not
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just an authentication service but also provides a complete
set of protocols and tools for securing IP-based communi-
cation. The IPsec suite of protocols provides host-to-host
security within the operating system implementation of
the IP protocol stack. This has the advantage of being
transparent to applications running on the hosts. A disad-
vantage of IPsec is that it does not differentiate between
users on the host. Hence, although communication pass-
ing between the hosts is secure (as determined by policy),
little can be ascertained as to the true identity of users on
those hosts.

The central goal of the IPsec was the construction
of a general-purpose security infrastructure supporting
many network environments. Hence, IPsec supports the
use of an array of authentication mechanisms. IPsec au-
thentication can be performed manually or automatically.
Manually authenticated hosts share secrets distributed via
administrators (i.e., configured manually at each host).
Identity is inferred from knowledge of the secret. Session
keys are directly or indirectly derived from the configured
secret.

The Internet security association key management pro-
tocol (ISAKMP) defines an architecture for automatic au-
thentication and key management used to support the
IPsec suite of protocols. Built on ISAKMP, the Internet key
exchange protocol (IKE) implements several protocols for
authentication and session key negotiation. In these pro-
tocols, IKE negotiates a shared secret and policy between
authenticated endpoints of an IPsec connection. The re-
sulting IPsec Security Association (SA) records the result
of IKE negotiation and is used to drive later communica-
tion between the endpoints.

The specifics of how authentication information is con-
veyed to a host are a matter of policy and implementation.
However, in all implementations, each host must identify
the keys or certificates to be used by IKE authentication.
For example, Windows XP provides dialogs used to en-
ter preshared keys. These keys are stored in the Windows
registry and are later used by IKE for authentication and
session key negotiation. Note that how the host stores se-
crets is of paramount importance. As with any security
solution, users should carefully read all documentation
and related security bulletins when using such interfaces.

CONCLUSION

The preceding sections described only a small fraction of
avast array of available authentication services. Given the
huge number of alternatives, one might ask the question:
Which one of these systems is right for my environment?
The following are guidelines for the integration of an au-
thentication service with applications and environments.

Don't try to build a custom authentication service. De-
signing and coding an authentication service is inherently
difficult. This fact has been repeatedly demonstrated on
the Internet; bugs and design flaws are occasionally found
in widely deployed systems, and several custom authenti-
cation services have been broken into in a matter of hours.
It is highly likely that there exists an authentication ser-
vice that is appropriate for a given environment. For all
of these reasons, one should use services that have been
time tested.

Understand who is trusted by whom. Any authentica-
tion system should accurately reflect the trust held by all
parties. For example, a system that authenticates students
in a campus environment may take advantage of local au-
thorities. In practice, such authorities are unlikely to be
trusted by arbitrary endpoints in the Internet. Failure to
match the trust existing in the physical world has ulti-
mately led to the failure of many services.

Evaluate the value of the resources being protected and
the strength of the surrounding security infrastructure. Au-
thentication is only useful when used to protect access to a
resource of some value. Hence, the authentication service
should accurately reflect the value of the resources be-
ing protected. Moreover, the strength of the surrounding
security infrastructure should be matched by the authen-
tication service. One wants to avoid “putting a steel door
in a straw house.” Conversely, a weak or flawed authen-
tication service can be used to circumvent the protection
afforded by the surrounding security infrastructure.

Understand who or what is being identified. Identity
can mean many things to many people. Any authenti-
cation service should model identity that is appropriate
for the target domain. For many applications, it is often
not necessary to map a user to a physical person or com-
puter, but only to treat them as distinct but largely anony-
mous entities. Such approaches are likely to simplify
authentication, and to provide opportunities for privacy
protection.

Establish credentials securely. Credential establishment
is often the weakest point of a security infrastructure.
For example, many Web registration services establish
passwords through unprotected forms (i.e., via HTTP).
Malicious parties can (and do) trivially sniff such pass-
words and impersonate valid users. Hence, these sites are
vulnerable even if every other aspect of security is cor-
rectly designed and implemented. Moreover, the limita-
tions of many credential establishment mechanisms are
often subtle. One should be careful to understand the
strengths, weaknesses, and applicability of any solution
to the target environment.

In the end analysis, an authentication service is one as-
pect of a larger framework for network security. Hence, it
is a necessary to consider the many factors that contribute
to the design of the security infrastructure. It is only from
this larger view that the requirements, models, and design
of an authentication system emerge.

GLOSSARY

Authentication The process of establishing the identity
of an online entity.

Authorization The process of establishing the set of
rights associated with an entity.

Certificate A digitally signed statement associating a set
of attributes with a public key. Most frequently used to
associate a public key with a virtual or real identity
(i.e., identity certificate).

Credential Evidence used to prove identity or access
rights.

Malicious party Entity on the Internet attempting to
gain unauthorized access, disrupt service, or eavesdrop
on sensitive communication (syn: adversary, hacker).
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Secret Information only known to and accessible by a
specified (and presumably small) set of entities (e.g.,
passwords, cryptographic keys).

Trusted third party An entity mutually trusted (typi-
cally by two end-points) to assert authenticity or autho-
rization, or perform conflict resolution. Trusted third
parties are also often used to aid in secret negotiation
(e.g., cryptographic keys).

Web of trust Self-regulated certification system con-
structed through the creation of ad hoc relationships
between members of a user community. Webs are typ-
ically defined through the exchange of user certificates
and signatures within the Pretty-Good-Privacy (PGP)
system.

CROSS REFERENCES

See Biometric Authentication; Digital Identity; Digital
Signatures and Electronic Signatures; Internet Security
Standards; Passwords; Privacy Law; Secure Sockets Layer
(SSL).
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INTRODUCTION

Benchmarking is often defined as a total quality manage-
ment (TQM) tool (Gohlke, 1998). It is also one of the most
recent words introduced into the lexicon of modern man-
agement (Keegan, 1998). Only since the mid-1980s have
explicit benchmarking activities emerged.

With expanded benchmarking practices, a variety
of professional associations have been established: the
Benchmarking Exchange, Corporate Benchmarking Ser-
vices, Information Systems Management Benchmarking
Consortium, Telecommunications International Bench-
marking Group, and International Government Bench-
marking Association, to name a few. Similarly, there exist
an increasing number of professional Web sites, among
them the Benchmarking Exchange, Benchmarking in
Europe, Public Sector Benchmarking Service, Best Prac-
tices, the Benchmarking Network, and Benchmarking.
(Uniform resource locators for these organizations and
Web sites are found in the Further Reading section.)
A study being conducted among the members of the
Benchmarking Exchange showed that the main search
engine used among practitioners is Google.com, which in-
cludes almost 1 million benchmarking-related documents
(Global Benchmarking Newsbrief, 2002).

The expansion also can be observed in numerous text-
books dealing either with the general notion of bench-
marking or with specific benchmarking areas. Certain
textbooks have already been recognized as classics (e.g.,
Camp, 1989). As far as periodicals are concerned, nu-
merous professional and community newsletters arose
from practical business activities, such as eBenchmark-
ing Newsletters by the Benchmarking Network (n.d.),
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Benchmarking News by the European Association of De-
velopment Agencies (n.d.), and ICOBC & Free Newsletter
by the International Council of Benchmarking Coordina-
tors (n.d.). Benchmarking has also become a scientific is-
sue within the field of quality management and special-
ized scholarly journals appeared (e.g., Benchmarking—an
International Journal and Process Management in Bench-
marking). The online academic databases searches such
as EBSCOHost—Academic Search Premier, Emerald and
ABI/INFORM Global, Social Science Plus show that in
2002 each of these databases already contained a min-
imum of 338 and a maximum of 939 papers related to
benchmarking. The number of papers that relate simul-
taneously to benchmarking and to the Internet is consid-
erably lower: from 3 in Emerald to 33 in the EBSCOHost
database. Papers on benchmarking can be found mostly
in Internet Research, Quality Progress, Computerworld and
PC Magazine. When Longbottom (2000) reviewed approx-
imately 500 benchmarking-related papers published be-
tween 1995 and 2000 and referenced on online academic
indices (ANBAR and Emerald) as well as on various In-
ternet sites, he found that the majority (80%) could be
described as practical papers discussing specific aspects
of benchmarking. The remaining academic papers are a
mix of theory and development.

In the Web of Science, the leading science cita-
tion database, almost 2,000 benchmarking-related papers
were found in 2002. Papers in this database most often re-
fer to the issues of improving competitive advantage or to
specific areas such as health care and education. Robert
C. Camp, often recognized as the founder of the bench-
marking concept, was the most frequently cited author in
this database, with almost 700 citations. In 2002, there

57
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were almost 200 books about benchmarking available at
the Amazon.com Web site.

Nevertheless, benchmarking predominantly relates to
the business environment, although over the past few
years we can observe also an increased usage in more gen-
eral context. Sometimes the notion of benchmarking even
appears as a synonym for any comparison based on quan-
titative indicators. As an example, in some studies even
the simplest comparisons based on standardized statis-
tical indicators have been labeled “benchmarking” (i.e.,
Courcelle & De Vil, 2001; Petrin, Sicherl, Kukar, Mesl, &
Vitez, 2000). The notion of benchmarking thus has a wide
range of meanings, from a specific and well-defined busi-
ness practice to almost any comparison based on empiri-
cal measures. In this chapter, we use the notion of bench-
marking in a broad context, although we concentrate on a
specific application: the Internet. We must recognize that
the Internet is a newer phenomenon than benchmarking,
at least in the sense of general usage. We are thus dis-
cussing a relatively new tool (benchmarking) in a very new
area (Internet). From the aspect of the scholarly investiga-
tion, the problem cannot be precisely defined. In particu-
lar, Internet-related topics can be extremely broad, as the
Internet has complex consequences on a variety of sub-
jects, from business units to specific social segments, ac-
tivities, and networks, including the everyday life of the av-
erage citizen. Additional complexity arises because the In-
ternet is automatically associated with an array of closely
related issues (i.e., the new economy, new society, new
business processes, new technologies) that are not clearly
separated from the Internet itself. In certain areas, the In-
ternet may have a rich and specific meaning that radically
extends beyond its mere technical essence as a network of
computers based on a common communication protocol.

In this chapter, we therefore understand benchmark-
ing in its broadest sense but limit the scope of study, as
much as possible, to its relation to the Internet and not
to related technologies and the corresponding social and
business ramifications. In particular, we limit this discus-
sion to business entities and national comparisons.

In the following sections, we describe the notion of
benchmarking in a business environment and also in a
more general context, such as sectoral benchmarking and
benchmarking of framework conditions. Next, we concen-
trate on benchmarking of Internet-related issues, particu-
larly with regard to the performance of various countries.
Key methodological problems are also discussed with
specific attention to the dimension of time.

BUSINESS BENCHMARKING

A relatively sharp distinction exists between benchmark-
ing at the company level and other types of benchmark-
ing, which we consider extensions of the technique and
discuss later in the chapter. First, we examine additional
details related to the business benchmarking process.

The Concept of Benchmarking

The common denominator of various definitions of
benchmarking is the concept of a “proactive, continu-
ous process, which uses external comparisons to promote
incremental improvements in products, processes, and
services, which ultimately lead to competitive advantage

through improved customer satisfaction, and achieving
superior performance” (Camp, 1989, p. 3). The majority
of authors also distinguish between benchmarking and
benchmarks. The latter are measurements that gauge the
performance of a function, operation, or business relative
to others (i.e., Bogan & English, 1994, pp. 4-5). Similarly,
Camp (1989) defined benchmark as a level of service
provided, a process or a product attribute that sets the
standard of excellence, which is often described as a
“best-in-class” achievement. Benchmarking, in contrast to
benchmarks, is the ongoing search for best practices that
produce superior performance when adapted and imple-
mented in an organization (Bogan & English, 1994). The
benchmarking process is thus a systematic and continuous
approach that involves identifying a benchmark, compar-
ing against it, and identifying practices and procedures
that will enable an organization to become the new best
in class (Camp, 1989; Spendolini, 1992).

In general, two types of benchmarking definitions can
be found. Some definitions are limited only to the mea-
suring and comparing while the others focus also on im-
plementation of change and the monitoring of results.
Within this context Camp (1989, pp. 10-13) distinguished
between formal and working definitions, with the lat-
ter emphasizing the decision-making component and the
former relating to the measurement process alone.

As already noted, benchmarking is basically a TOM
tool (Codling, 1996; Czarnecki, 1999; Gohlke, 1998). If
quality management is the medicine for strengthening
organizations, benchmarking is the diagnosis (Keegan,
1998, pp. 1-3). Although benchmarking readily integrates
with strategic initiatives such as continuous improvement
and TQM, it is also a discrete process that delivers value to
the organization itself (American Productivity and Quality
Center [APQC], 2002). At the extreme side, Codling (1996,
pp. 24-27) did not classify benchmarking within the TQM
framework at all but indicated that they are two separate
processes that do not exist within a simple hierarchical
relationship but are equal concepts with considerable
overlap. We add that apart from TQM, benchmarking also
integrates with reengineering (Bogan & English, 1994)
and the Six Sigma approach (Adams Associates, 2002).

In the late 1970s, Xerox developed a well-known bench-
marking project, considered a pioneer in the process (Rao
et al., 1996). Xerox defined benchmarking as “a continu-
ous process of measuring products, services, and practices
against the toughest competitors or those companies rec-
ognized as industry leaders” (Camp, 1989, p. 10). Codling
(1996) noted, however, that in the 1950s, well before the
Xerox project, to U.K. organizations, Profit Impact of Mar-
keting Strategy (PIMS) and the Center for Interfirm Com-
parison (CIFC) conducted activities that could be defined
as benchmarking. PIMS and CIFC systematically gathered
information on companies’ performance and compared
these data with those from similar businesses. Early seeds
of benchmarking can be also found in the Japanese auto-
motive industry when Toyota systematically studied U.S.
manufacturing processes at General Motors, Chrysler, and
Ford in the 1950s. Toyota then adopted, adapted, and im-
proved upon their findings. All these examples confirm
that companies actually used benchmarking well before
1970s, most often using the methods of site visits, reverse
engineering, and competitive analysis (Rao et al., 1996).
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The emphasis on formal benchmarking processes
changed markedly only in 1990s, not only in the business
sector, but also in regional and public sectors, particu-
larly in Australia, New Zealand, and the United Kingdom.
The initial understanding of benchmarking was rapidly
extended in numerous directions. Modern benchmarking
thus refers to complex procedures of evaluation, com-
prehension, estimation, measurement and comparison. It
covers designing, processing, and interpreting of the in-
formation needed for a improved decision making. This
relates not only to businesses but also to the performance
of other entities, including countries. As a typical exam-
ple, in the second benchmarking report comparing the
performance of Belgium with other countries, Courcelle
and De Vil (2001, p. 1) defined benchmarking as a con-
tinuous, systematic process for comparing performances
against the best performers in the world.

Company Benchmarking

As noted earlier, benchmarking is usually a part of
the quality management concept directed toward mak-
ing products or services “quicker, better and cheaper”
(Keegan, 1998, p. 12). The APQC (2002) suggested us-
ing benchmarking to improve profits and effectiveness,
accelerate and manage change, set stretch goals, achieve
breakthroughs and innovations, create a sense of urgency,
overcome complacency or arrogance, see “outside the
box,” understand world-class performance and make bet-
ter informed decisions. Within the business environment,
benchmarking is most often performed in the fields of
customer satisfaction, information systems, employee
training, process improvement, employee recruiting, and
human resources.

The literature describes many types of benchmarking
processes. Camp (1995, p. 16) distinguished between four
types of benchmarking: internal, competitive, functional,
and generic. Similarly, Codling (1996, pp. 8-13) differen-
tiated three types or perspectives on benchmarking: inter-
nal, external, and best practice. Bogan and English (1994,
pp. 7-9) also presented three distinct types of benchmark-
ing: process, performance, and strategic benchmarking
(see also Keegan, 1998, pp. 13-16).

Benchmarking procedures are usually formalized in
4 to 12 stages (APQC, 2002; Bogan & English, 1994;
Camp, 1995; Codling, 1996; Longbottom, 2000; Keegan,
1998; Spendolini, 1992). As Bogan and English (1994,
p. 81) stated, the differences among benchmarking pro-
cesses are often cosmetic. Most companies employ a com-
mon approach that helps them plan the project, collect
and analyze data, develop insights, and implement im-
provement actions. Each company breaks this process
into a different number of steps, however, depending on
how much detail it wishes to describe at each step of the
template. This does not mean that some companies ex-
clude some steps, but in practice certain steps may nat-
urally combine into one (Codling, 1996, p. xii). The four
major stages that appear to be common to all classifica-
tions are as follows:

1. Planning. This step involves selection of the broad sub-
ject area to be benchmarked, defining the process,
and other aspects of preparation. During the planning

stage, organizations perform an internal investigation,
identify potential competitors against which bench-
marking may be performed, identify key performance
variables, and select the most likely sources of data and
the most appropriate method of data collection.

2. Analysis. This step involves collection of data (e.g., from
public databases, professional associations, surveys
and questionnaires, telephone interviews, benchmark-
ing groups), determination of the gap between the or-
ganization’s performance and that of the benchmarks,
exchange of information, site visits to the benchmarked
company, and observations and comparisons of pro-
cess. A structured questionnaire asking for specific
benchmarks, addressed to the similar or competitive
business entities, is often a crucial step in collecting
the data.

3. Action. This step involves communication throughout
the organization of benchmarking results, adjustment
of goals, adaptation of processes, and implementation
of plans for improvement.

4. Review. This step involves review and repetition of the
process with the goal of continuous improvement.

Another classification of the benchmarking process re-
lates to the maturity of the company. In the early phase of
the process, a company applies diagnostic benchmarking.
The second phase is holistic benchmarking, in which the
business as a whole is examined, identifying key areas for
improvement. In the third, mature phase, the company
graduates to process benchmarking, focusing on specific
processes and chasing world-class performance (Keegan,
1998; O'Reagain & Keegan, 2000).

From these descriptions, it is clear that benchmarking
activities are performed in a dialogue with competitors. As
Czarnecki (1999, pp. 158, 254) pointed out, however, such
a relationship does not happen overnight. Traditional
barriers among competing companies must come down,
and cooperation must be clearly demonstrated. Today’s
companies realize that to get information, they also have
to give information.

Of course, for a successful implementation of change,
it is important to build on the managerial foundation and
culture rather than blindly adopting another organiza-
tion’s specific process. Edwards Deming, sometimes re-
ferred to as the father of the Japanese postwar industrial
revival, illustrated this in his well-known saying that “to
copy is too risky, because you don’t understand why you
are doing it. To adapt and not adopt is the way” (Keegan,
1998). Bogan and English (1994) pointed out that one
company’s effective benchmarking process design may
fail at another organization with different operating con-
cerns.

EXTENSIONS OF BENCHMARKING

Many authors (Keegan, 1998; O'Reagain & Keegan, 2000)
strictly distinguish between benchmarking at the organi-
zational (company, enterprise) level, benchmarking at the
sector level, and, more generally, benchmarking of frame-
work conditions. These extensions of benchmarking are
the main focus in this section.
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(Public) Sector Benchmarking

Public sector benchmarking is a natural extension of com-
pany benchmarking. Similar principles can be applied to
the set of enterprises that make up an industry. Sector
benchmarking thus focuses on the factors of compet-
itiveness, which are specific to a particular industry
(O’'Reagain & Keegan, 2000). The usual aim here is to
monitor the key factors that determine the ability of the
sector to respond to continually changing international
competitiveness.

During the past few decades, the notion of benchmark-
ing extended also to a variety of nonindustrial fields, par-
ticularly to the public sector and especially to the social
and welfare agencies in the health and education sector
(Codling, 1996, p. 6). Of course, the goals of a public sector
organization differ from those of a commercial company
(O’'Reagain & Keegan, 2000). For public sector organiza-
tions, benchmarking can serve as the surrogate for the
competitive pressures of the market place by driving con-
tinuous improvement in value for money for taxpayers.
Benchmarking can help public sector bodies to share best
practices systematically with the private sector and with
public bodies (e.g., government), as well as with other
countries (Cabinet Office, 1999; Keegan, 1998, pp. 126-
128).

A typical example of this type of benchmarking is the
intra-European Union (EU) and EU—U.S. study on the
performance of the national statistical offices. The com-
parisons of explicit benchmarks related to consideration
of the time lag between data collection and the release of
the economic statistics, which showed considerable lag
within the EU statistical system (Statistics Sweden and
Eurostat, 2001, p. 12). The study also showed, however,
that in the EU international harmonization of economic
statistics has been an important priority over the last
decade. Further harmonization on a global level (guided
by the United Nations, International Monetary Fund, and
Organization for Economic Co-operation and Develop-
ment [OECD]) is regarded as a much more important
part of the statistical work in Europe compared with the
United States, where complying with international stan-
dards has been of less importance.

Recognition that award models derived for commercial
organizations can be equally applied to public sector orga-
nizations has also increased in recent years. To provide a
consistent approach to assessment, some authors suggest
the use of the European Foundation for Quality Manage-
ment (EFQM) model for business excellence (e.g., Cabinet
Office, 1999; Keegan, 1998, pp. 45-47). Keegan (1998,
pp. 126-130) also mentioned “Hybrid Benchmarking,” a
technique that compares performance against others in
both private and public sectors. Here the sources of in-
formation are similar work areas within the organization
of the public sector (government departments and other
public bodies) and the private sector.

Framework Conditions Benchmarking

The benchmarking method traditionally has been applied
at the organizational and sector levels to evaluate the per-
formance of the management processes, but it has been
extended to the identification and the evaluation of key

factors and structural conditions affecting the entire busi-
ness environment. This extension is usually called the
framework conditions benchmarking (Courcelle & De Vil,
2001, p. 2).

Benchmarking of framework conditions typically ap-
plies to those key elements that affect the attractiveness
of a region as a place to do business. These elements can
be benchmarked on a national or regional level: macroe-
conomic environment, taxation, labor market, education,
transportation, energy, environment, research and devel-
opment, foreign trade, and direct investment, as well
as information and communication technology (ICT)
(Courcelle & De Vil, 2001; Keegan, 1998, pp. 20-21).

Benchmarking of framework conditions therefore usu-
ally involves regions or states comparing the regulations,
processes and policies that affect the business environ-
ment. Benchmarking of framework conditions usually
provides an instrument for evaluating the efficiency of
public policies and for identifying steps to improve
them by reference to worldwide best practice (European
Conference of Ministers of Transport, 2000, p. 12).

The philosophy and practice of benchmarking are
roughly similar in different domains of application. How-
ever, there is an important difference in the feasibility
of using results in the case of the framework conditions
benchmarking, because the political power to implement
changes is often lacking. Therefore one of the most im-
portant elements of the benchmarking best practice may
be missing.

Benchmarking on the (Inter)national Level

In recent years, the notion of benchmarking has become
extremely popular in the evaluation and comparison of
countries. Theoretically, this type of benchmarking arises
from benchmarking framework conditions; however, two
specifics are worth noting.

Standardized comparative indicators have existed for
centuries, yet the explicit label of benchmarking strongly
emerged for these comparisons only with the rise of the
Internet and with recent comparisons of ICT develop-
ments. Often, such notion of benchmarking for country
comparisons is relatively isolated from the rich theory
and practice of benchmarking. Today, we can observe na-
tional reports based on simple comparisons of indica-
tors that are referred to as benchmarking studies; these
include Benchmarking the Framework Conditions: A Sys-
tematic Test for Belgium (Courcelle & De Vil, 2001) and
Benchmarking Slovenia: Evaluation of Slovenia’s Compet-
itiveness, Strengths and Weaknesses (Petrin et al., 2000).
The essence of the benchmarking concept are evident in
these studies because the indicators are compared with
leading, comparable, or competitive countries.

Similarly, within the European Union, the notion of
benchmarking has become a standard term for compar-
isons of the member states. Typical examples of such re-
search are the periodic benchmark studies on the gross
domestic products per capita and per employed person.
In a more advanced setting, benchmarking refers to a
complex process of establishing and monitoring the stan-
dardized set of indicators of the information society (e.g.,
Conseil de I'Union européenne, 2000).
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BENCHMARKING INTERNET
Internet and Company Benchmarking

The Internet is rapidly being integrated into every facet
of organizations’ overall strategy and operation. Many
organizations have expanded their direct-to-consumer
business model, employing multiple Internet strategies
to customize customer information, track customer de-
velopment trends and patterns, and increase customer
savings as a means to build strong relationships with their
customers (Best Practices, 2000, 2001; Martin, 1999).
These changes have had a major impact on the bench-
marking process as well.

ICT systems are not only being benchmarked, they are
also the key enablers of successful benchmarking. Cur-
rent ICT systems permit users to generate, disseminate,
analyze, and store vast amounts of information quickly
and inexpensively. When poorly managed, however, ICT
can annoy customers, slow cycle times, saddle the corpo-
ration with excessive costs, and damage productivity—all
to the disadvantage of the organization (Best Practices,
2001; Bogan & English, 1994, pp. 171, 188). The bench-
marks that provide the comparative insight into the role
of the ICT are thus extremely important, particularly be-
cause the implementation of the ICT requires long-term
strategic planning and significant investment.

The process of the Internet benchmarking on the orga-
nizational level still lacks a set of universally recognized
benchmarks. Nevertheless, on the basis of several sources
(e.g., Benchmark Storage Innovations, 2002; Bogan &
English, 1994; Haddad, 2002; Tardugno, DiPasquale, &
Matthews, 2000) we can broadly classify these bench-
marks into three categories.

First, when benchmarking features and functionality,
indicators usually measure the following:

¢ Characteristics of software and hardware (e.g., server,
database, multimedia, networks, operating systems and
utilities, security infrastructures, videoconference sys-
tems, corporate intranet and extranet, type of Inter-
net connection and connection, download and upload
speed)

* Purchase of new technology (e.g., share of new comput-
ers according to the number of all computers)

Costs of technology and the organization’s budget for
ICT

+ Software and network security administration

* Computer system performance (processing speeds,
central processing unit efficiency, CD-ROM drive access
speeds, performance analysis of networking and com-
munications systems, reliability and performance mod-
eling of software-based systems, error rates)

Second, while exploring the measures related to the
use of ICT, an organization can measure the processes
related to the outside environment, including its clients
(customer-oriented benchmarks), or it can evaluate the
use of ICTs within the organization (employee-oriented
benchmarks). Customer-oriented benchmarks reflect the
following:

* The extent to which ICTs have been incorporated into
economic activity, such as use of the Internet in a com-
pany’s transactions (i.e., electronic commerce)

Types of e-business processes (such as Web sites with no
transactions, Web-based e-commerce, electronic mar-
ketplace, etc.)

» The characteristics of strategic information technology
projects (e.g., mobile or wireless commerce offerings;
electronic supply chains; participation in electronic
marketplaces; the organization’s Web site capacity,
performance, and usability; customer service and sup-
port infrastructure; creation of “localized” Web sites for
customers in other countries, etc.)

Employee-oriented benchmarks typically examine the
following:

» Key applications running in the organization

* Number of employees that use ICTs and the technical
skills evolved

Level of training provided for employees to use ICTs
effectively

.

Information system indicators reflecting organizational
learning and continuous improvement

+ Diffusion of telework
* New product development times
* Employee suggestion and process improvement rates

* Use of software (e.g., databases and telecommunication
networks) by employees

ICT usability

Third, when an organization explores the benefits at-
tributed to the employment of Internet and other ICTs, it
typically observes the following benchmarks:

Increased efficiency, productivity, and performance of
the organization

* Improved workstation comfort and job satisfaction

Fewer problems in the production stage

* Broader customer base in existing and international
markets

* More effective communication with customers, employ-
ees, and suppliers

* Fewer customer complaints

* Increased customer loyalty

* Better financial management

* Better integration of business processes

Measurement instruments and indicators used in the
benchmarking process depend on the type of organiza-
tion, its communication and business processes, the so-
cial context within which it operates, the characteristics
of the employees and clients, and so on. Consequently,
when evaluating features, functionality, use, and benefits
of ICT, different practitioners focus on different bench-
marks. In addition, most of the benchmarks described
here can be measured from different perspectives; for ex-
ample, a practitioner may concentrate on extent, intensity,
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Table 1 Internet Benchmarks

Aa

Bb
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DY E°
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ICT Infrastructure
Number of Internet hosts
Percentage of computers connected to the Internet
Households with access to the Internet
Wireless Internet access
Number of Web sites
Price and quality of Internet connection
Cable modem lines per 100 inhabitants
Digital subscriber lines (DSL) per 100 inhabitants

Network Use
Percentage of population that (regularly) uses the Internet
Internet subscribers per 100 inhabitants
Cable modem, DSL, and Internet service provider (ISP)
dial-up subscribers
Hours spent online per week
Mobile and fixed Internet users
Primary uses of the Internet
Primary place of access
Perception of broadband Internet access

Secure Networks and Smartcards
Number of (secure) Web servers per million inhabitants
Percentage of Internet users with security problems

Faster Internet for Researchers and Students
Speed of interconnections within national education networks

E-commerce
Internet access costs
Percentage of companies that buy and sell over the Internet
Percentage of users ordering over the Internet
Business-to-consumer e-commerce transactions (% of gross
domestic product)
Average annual e-commerce/Web spending per buyer
Internet sales in the retail sector (%)
Consumer Internet purchases by product
Payment methods
Future e-commerce plans
Business intranet sophistication
Online ad placement by type of site
Internet advertising revenues—source comparison
Domestic venture capital investment in e-commerce
Competition in dot-com market
Prevalence of Internet startups
Use of Internet-based payment systems
Sophistication of online marketing
Price as barrier of e-commerce

Networked Learning
Computers connected to Internet per 100 pupils
Computers with high-speed connections per 100 pupils
Internet access in schools
Teachers using the Internet for noncomputing teaching
Working in the Knowledge-Based Economy
Percentage of workforce using telework
Computer workers as a percentage of total employment

Participation for All
Number of public Internet points (PIAP) per 1,000 inhabitants
Availability of public access to the Internet

X X X X

X X X X X
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Table 1 (Continued)

Central government Web sites that conform to the Web
Accessibility Initiative (WAI)
Government Online
Percentage of basic public services available online
Public use of government online services
Percentage of online public procurement
Government effectiveness in promoting the use of information
and communication technology
Business Internet-based interactions with government
Health Online
Percentage of health professionals with Internet access
Use of different Web content by health professionals

A B c© DY E F Gs8 HP
X
X X
X
X
X
X
X
X

2 European Information Technology Observatory, 10th ed. (2002).
b Benchmarking eEurope (2002).
¢ The Global IT Report (Kirkman, Cornelius, Sachs, & Schwab, 2002).
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d Organization for Economic Co-operation and Development (2001, 2001a, 2002); Pattinson, Montagnier, & Moussiegt (2000).

¢ NUA (2002).

[ International Data Corporation (2002c, 2002d.

€ International Telecommunications Union (2001, 2001a).
h Benchmarking Belgium (Courcelle & De Vil, 2001).

quality, efficiency, mode of use, familiarity, or readiness of
the certain component.

Internet and Sector Benchmarking

Sector benchmarking focuses on the factors of competi-
tiveness, specific to a particular industry. Because of its
powerful impact—which is sometimes unclear or even
contradictory—it is particularly important that Internet
is benchmarked within the whole sectors. The need for
this practice is especially crucial in ICT-related sectors.

Typically, telecommunication companies have used
benchmarking to evaluate digital versus analog technol-
ogy. Benchmarks included one-time costs, maintenance
costs per line, minutes of downtime per line per month,
and various performance measures for processing time
and failures (Bogan & English, 1994, p. 171). The Inter-
net is being benchmarked beyond the ICT sector, however.
New technologies, especially Internet-based information
and service delivery, offer immense possibilities to meet a
range of sector objectives. If appropriately deployed, ICT
can help facilitate crucial economic and social develop-
ment objectives in all sectors (World Bank Group, 2001,
p. 67).

Internet and Framework
Conditions Benchmarking

Framework conditions benchmarking focuses on improv-
ing the external environment in which organizations op-
erate. One of the key elements affecting the national or
regional business environment is the presence and nature
of ICT. Lanvin (2002, p. xi) thus raised an important ques-
tion: whether societies with different levels of develop-
ment can turn the ICT revolution into an instrument that
reduces the risk of marginalization and alleviates poverty.
The realities in this broad and complex area require a
clear assessment of how well equipped a region or country

is to face the challenges of the information-driven econ-
omy (Lanvin, 2002, p. xi). So, before an action is taken,
the so-called digital divide among less developed coun-
tries and the most developed countries or regions must
be estimated. In other words, only when standardized
indicators are available can the challenge of bridging the
global digital divide be addressed.

INTERNATIONAL COMPARISONS

In this section, the key Internet indicators related to
country comparisons are presented, together with their
methodological specifics. The international organizations
and projects that collect or present these data are briefly
introduced.

Standardized Internet Benchmarks

From a technological perspective, the Internet is a global
network of computers with a common communicating
protocol. The corresponding social consequences of this
phenomenon are extremely complex, however so we can-
not avoid the benchmarks that relate not only to the In-
ternet but also those linked to other ICT and to society.
Of course, the line between the Internet and more general
ICT benchmarks may be relatively vague. We limit the
discussion here only to those benchmarks that are closely
linked to the Internet.

In recent years, there has been a great deal of con-
ceptual discussion about measuring Internet and the in-
formation society. The rapidly changing phenomena in
this area have also challenged the process of scientific
production, particularly in the social sciences, as well
as the production of official statistical indicators. In last
few years, however, the key Internet-related benchmarks
converged to form relatively simple and commonsense
standardized indicators (Table 1). This simplification
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corresponds to a relative loss of the enthusiasm for the
so-called new economy, information society, and new
business models that has recently occurred.

The quest for standardized indicators for Internet
benchmarking has perhaps been strongest in the EU. In
part, this is because the EU’s official and ambitious goal
is to surpass the United States within the next decade as
the technologically most advanced society. In addition,
the EU urgently needs valid comparisons among its 15
members as well as the 10 countries that will join in 2004.
In addition to official EU documents regulating the stan-
dards for information society benchmarks (Benchmark-
ing eEurope, 2002), a variety of research projects have
emerged, one of the most comprehensive of which is the
EU research program Statistical Indicators Benchmark-
ing the Information Society (SIBIS, 2002). The conceptual
framework for statistical measurements used by SIBIS
was extensively developed for all key areas of the ICT-
related phenomena—from e-security and e-commerce to
e-learning, e-health, and e-government.

Currently, of course, only a small portion of the pro-
posed indicators is being collected. Table 1 roughly sum-
marizes only the key and most often applied benchmarks
in the field of Internet-related country comparisons. In
compiling the list, we sought a balance between Internet
and the related ICT benchmarks and tried to avoid more
general ICT indicators, such as those from the broad field
of telecommunications.

The columns in Table 1 relate to the selected organiza-
tions that have published these data. Of course, the work
of many other organizations was omitted because of
space limitations and the scope of this chapter. Only the
key international bodies and projects that systematically
collect and present Internet benchmarks are listed. In
addition, we also included two examples of the private
companies, NUA (http://www.nua.com), which was one of
the first to collect secondary data on worldwide Internet
users (column E), and the International Data Corporation
(IDC; http://www.idc.com), the leading global consulting
agency specializing in international ICT studies (column
F). In the last column (column H), the example of the
benchmarks included in a typical national report (e.g.,
Belgium) on ICT is presented (Courcelle & De Vil, 2001).
We now briefly describe the sources of the data in the
Table 1.

European Information Technology Observatory (EITO)
This broad European initiative has as its objective the
provision of an extensive overview of the European mar-
ket for ICT within a global perspective. EITO publishes a
yearbook that presents the most comprehensive and up-
to-date data about the ICT market in Europe, together
with the global benchmarks, particularly those related to
United States and Japan (EITO, 2002). The majority of
benchmarks that measure financial aspects (e.g., ICT
investments) rely on data gathered by IDC. From the
beginning the EITO has been strongly supported by the
European Commission, Directorate General Enterprise,
and Information Society, and since 1995 also by the Direc-
torate for Science, Technology and Industry of the OECD
in Paris (EITO, 2002). The annual EITO reports include
the key benchmarks and also in-depth discussion of the
contemporary ICT issues.

Benchmarking e Europe

This is the official European Union benchmarking project
in the filed of ICT, begun in November 2000, when the
European Council identified 23 indicators to benchmark
the progress of the eEurope Action Plan. Indicators mea-
sure many aspects of ICTs, including e-commerce, e-
government, e-security, e-education, and e-government.
The facts and figures from this benchmarking program
will be used to evaluate the net impact of eEurope and the
information society, to show the current levels of activity
in key areas, and to shape future policies by informing
policy makers (Benchmarking eEurope, 2002).

The Global Information Technology Report

(GITR) 2001-2002

Readiness for the Networked World is a project supported
by the Information for Development Program (infoDey,
http://www.infodev.org), a multidonor program adminis-
tered by the World Bank Group (Lanvin, 2002, p. xi; World
Bank Group, 2001, p. iii). At the core of the GITR is the
Networked Readiness Index, a major comparative assess-
ment of countries’ capacity to exploit the opportunities
offered by ICTs. The Networked Readiness Index provides
a summary measure that ranks 75 countries on their
relative ability to leverage their ICT networks.

Organization for Economic Co-operation

and Development

The OECD groups 30 countries sharing a commitment to
democratic government and the market economy. With
active relationships with some 70 other countries, non-
governmental organizations, and civil societies, the OECD
has a global reach. Best known for its country surveys
and reviews, its work covers economic and social issues
from macroeconomics to trade, education, development,
and science and innovation. The OECD produces inter-
nationally agreed upon instruments to promote rules of
the game in areas in which multilateral agreement is nec-
essary for individual countries to make comparisons and
progress in a global economy. Within OECD, the Statisti-
cal Analysis of Science, Technology and Industry is also
conducted, together with the development of the inter-
national statistical standards for this field. Among other
responsibilities, the OECD’s work in this area seeks ways
of examine and measure advances in science and technol-
ogy and reviews recent developments in information and
communication technologies (OECD, n.d.). Several inter-
nationally comparable indicators are formed within the
field of the information economy, such as resources and
infrastructure for the information economy, the diffusion
of Internet technologies and electronic commerce, ICTs
(software and hardware). The OECD also established The
Committee for Information, Computer and Communica-
tions Policy (ICCP), which addresses issues arising from
the digital economy, the developing global information
infrastructure, and the evolution toward a global infor-
mation society. In 2002, OECD published the OECD In-
formation Technology Outlook, which provides a compre-
hensive analysis of ICTs in the economy, ICT globaliza-
tion, the software sector, e-commerce, ICT skills, the digi-
tal divide, technology trends, and information technology
policies.
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NUA Internet Surveys

As a global resource on Internet trends, demographics,
and statistics, NUA offers news and analysis updated
weekly. It compiles and publishes Internet-related survey
information from throughout the world. NUA is particu-
larly known for its unique “How Many Online?” feature,
which offers an estimate of the global Internet user pop-
ulation based on extensive examination of surveys and
reports from around the world (NUA, n.d.). The value and
importance of this work rapidly diminishes as more reli-
able and standardized indicators have begun to appear.

International Data Corporation (IDC)

IDC is a commercial company and the world’s lead-
ing provider of technology intelligence, industry analy-
sis, market data, and strategic and tactical guidance to
builders, providers, and users of IT (IDC, n.d.). Thus, IDC
is perhaps the most reliable global source for the number
of personal computers sold in certain country or region.
In addition to individual research projects and more than
300 continuous information services, IDC also provides a
specific Information Society Index (ISI), which is based
on four infrastructure categories: computer, information,
Internet, and social infrastructures. The ISI is designed for
use by governments to develop national programs that will
stimulate economic and social development. It is also a
tool for IT, dot-coms, and asset management and telecom-
munications companies with global ambitions to assess
the market potential of the various regions and countries
of the world (IDC, 2002a, 2002b).

International Telecommunication Union (ITU)
Headquartered in Geneva, Switzerland, ITU is an
international organization within the United Nations
System in which governments and the private sector coor-
dinate global telecom networks and services. Established
in 1865, ITU is the one of the world’s oldest international
organization. ITU’s membership includes almost all coun-
tries and more than 500 private members from telecom-
munication, broadcasting, and IT sectors. ITU regularly
publishes key telecommunication indicators, including
the Internet-related benchmarks (ITU, n.d.).

Benchmarking Belgium

Benchmarking Belgium (Courcelle & De Vil, 2001) is a
typical national ICT benchmarking study with the goal of
comparing ICT developments in Belgium with compara-
ble countries.

Other organizations also provide international Internet-
related benchmark indicators. The indicators are usually
similar to those already covered in Table 1, however. A
brief listing of the most important of these follows.

The Human Development Report, commissioned by the
United Nations Development Programme (UNDP), covers
more than 100 countries annually. In 2001, the report was
titled Making New Technologies Work for Human Devel-
opment. It presents statistical cross-country comparisons
that have been built up through cooperation of many or-
ganizations (e.g., several UN agencies, OECD, ITU, the
World Bank). Report contains many composite indexes,
such as the technology achievement index designed to
capture the performance of countries in creating and dif-

fusing technology and in building a human skills base
(UNDP, 2001).

United Nations Industrial Development Organization
(UNIDO) benchmarked a set of industrial performance
and capability indicators and ranked 87 countries. The In-
dustrial Development Report 2002/2003 is intended to help
policy makers, business communities, and support insti-
tutions assess and benchmark the performance of their
national industries and analyze their key drivers (UNIDO,
2002).

Benchmarking is also relevant to the United Nations
Educational, Scientific and Cultural Organization
(UNESCO), particularly within the field of higher ed-
ucation. UNESCO has established Observatory of the
Information Society with the objectives of raising aware-
ness on the constant evolution of ethical, legal, and
societal challenges brought about by new technologies.
It aims to become a public service that provides updated
information on the evolution of the information society at
the national and international levels (WebWorld, 2002).

In 2001 The World Bank Group gathered data that
allow comparisons for almost all existing countries avail-
able in the World Development Indicators database. In-
cluded are also indicators that measure infrastructure and
access, expenditures, and business and government envi-
ronment in relation to ICT.

In the United Kingdom, the Department of Trade and
Industry (DTI) has sponsored research on levels of own-
ership, usage, and understanding of ICTs by companies of
all sizes and within all sectors in benchmarked countries.
The report Business in the Information Age benchmarks
businesses in the United Kingdom against those in several
European countries, the United States, Canada, Japan,
and Australia (DTI, 2002). Also in the United Kingdom,
the Office of Telecommunications (2002) issued the In-
ternational Benchmarking Study of Internet Access, cov-
ering both basic dial-up access and broadband services
(i.e., DSL and cable modem).

The number of institutions that publish some Internet-
related measurements on international level is higher
each year. It is hoped that this will also lead to accelerated
establishment of standardized instruments for statistical
comparisons.

Technical Measurements

The benchmarks presented in Table 1 included almost
none of the performance metrics of ICT infrastructure,
although they are extremely important Internet bench-
marks. The technical benchmarks related to the ICT
infrastructure predominantly include specific informa-
tion on computers. Also relevant are the characteristics
of modems and the type of Internet connection. Here,
some of the most interesting benchmarks also overlap
with those already outlined in the Internet and Company
Benchmarking section (i.e., the type of software and hard-
ware).

One of the central devices for the Internet technical
measurement is the Internet host, where the measure-
ments relate to corresponding speed, access, stability, and
trace-route. The speed is usually expressed in the amount
of information transmitted per second. Beside technical
characteristics of modems and computers, the processing



66 BENCHMARKING INTERNET

speed is determined by network speed between the hosts,
which depends on the Internet service providers’ and na-
tional communication infrastructures. In particular, the
capacity of the total national communication links is often
used as an important benchmark for the country compar-
isons. The access and stability are related concepts; sta-
bility is checked on a local level and is defined in terms
of host’s interruptions. The access stands for stability on
a global level; it tells us how accessible the host is from
one or more points in the Internet network. Also impor-
tant are the trace-route reports, in which we can observe
the path where data packets travel as they leave the user’s
computer system. More direct routes to the key interna-
tional communication nodes may indicate better national
infrastructure.

THE METHODOLOGICAL PROBLEMS

Of course, because of their newness, all Internet bench-
marks are relatively unstable and typically face severe
methodological problems. This is understandable, be-
cause these phenomena occurred relatively recently and
therefore little time has been available for the discus-
sion of methodological issues. Often, they also exhibit ex-
tremely high annual growth rates, measured in tens of
percentages. In addition, the new technological improve-
ments continuously change the nature of these phenom-
ena and generate a permanent quest for new indicators.
As a consequence, in mid-1990s this rapid development
almost entirely eliminated the official statistics from this
area. Instead, the private consulting agencies took the lead
in ICT measurements. Thus, for example, the IDC pro-
duces many key internationally comparable data on the
extent and structure of the ICT sectors.

In last few years, the efforts in official statistics and
other noncommercial entities took some important steps
toward compatibility. The activities within OECD partic-
ularly in Scandinavian countries, Australia, Canada, and
the United States, have been particularly intensive. The
United States took the lead in many respects, what was
due not so much to the early Internet adoption but to
early critical mass achieved in that country. In the United
States, there were already millions of the Internet users
by mid-1990s, a fact that many commercial organiza-
tions considered worthy of research. The U.S. government
also reacted promptly, so, for example, in addition to nu-
merous commercial measurements, official U.S. Census
Bureau figures are available for business-to-customer and
business-to-business sales from the end of the 1990s. The
EU, in comparison, is only in the process of establishing
these measurements for 2003. With respect to more soci-
ological benchmarks, the National Telecommunications
and Information Administration (2002) conducted pio-
neering research on the digital divide. The Pew Research
Center (n.d.), a U.S. nonprofit organization, conducts
important research that sets standards for sociological
Internet benchmarks.

In the reminder of this section, we discuss some typical
methodological problems related to the Internet bench-
marks. The discussion is limited to the two most popu-
lar benchmarks in the field of Internet-related national
performance: the number of Internet users and the num-

ber of Internet hosts. We believe that the methodological
problems are very much typical for other indicators listed
in Table 1.

Number of Internet Users

The number of Internet users heavily depends on the def-
inition applied, an issue for which three methodological
problems can be cited.

1. The Specification of Time

When defining the Internet user, usage during the
last three months is often applied (NUA, 2002). Even
more often, the Internet user is defined with simple
self-classification, in which a question such as “Do you
currently use the Internet” is asked on a survey. Experi-
ence shows that a positive answer to this question results
in about 3-5% overestimation compared with questions
asked among monthly users (e.g., people who claim to use
the Internet on a monthly basis). Typically, usage during
the last three months reveals up to a third more users com-
pared with the category of monthly users. In the case of
weekly users, which is another important benchmark, the
figure shrinks to about one fifth compared with monthly
Internet users. A huge variation thus exists in the number
of Internet users only because of the specified frequency
of usage. In addition, when asking for the Internet usage
from each location separately (e.g., home, school, job),
the figure increases considerably compared with asking a
general question that disregards location. The timing of
the survey has also a considerable impact: February fig-
ures can dramatically differ from the November figures of
the same year. Unfortunately, the explicit definitions (e.g.,
working, timing) applied are typically not clearly stated
when numbers of Internet users are published.

2. The Base and Denominator

for Calculating Percentages

The number of Internet users is often observed as a share
within the total population. This may be a rather unfair
comparison because of populations’ varying age struc-
tures and may produce artificially low figures for certain
countries. Instead, often only the category 18+ is included
in research, particularly in the United States. In Europe,
users older than 15 years (15+) have become the standard
population. The population aged 15 to 65 is also used as a
basis for calculations, whereas media studies usually tar-
get the population aged 12 to 65 or 10 to 75. For a coun-
try with Internet penetration reaching about a quarter of
the population, discrepancies arising from varying target
populations (e.g., the basis in the denominator) vary dra-
matically, from the lowest Internet penetration of 20% in
the population 15+ to the highest penetration of 30% in
the population aged 15 to 65.

3. Internet Services Used

When asking about the Internet usage, typically only the
Internet is mentioned in the survey question. Increasingly
often the definition explicitly includes also the usage of
the e-mail. However, here we instantly face the problem
of non-Internet-based email systems. Some other defini-
tions also include Wireless Application Protocol and other
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mobile Internet access methods as well as WebTV. No
common international standards have been accepted. An
attempt to establish such guidelines may be jeopardized
with the emerging and unpredictable devices that will
enable the access to the Internet. In the future, the def-
initions will have to become much more complex, so the
potential danger for improper comparisons will also in-
crease. The development of the standardized survey ques-
tion is thus extremely important.

In addition to the these three problems, we should
add that the number of Internet users is typically ob-
tained from some representative face-to-face or telephone
survey, which creates an additional and complex set of
methodological problems related to the quality of sur-
vey data (sample design issues, nonresponse problems,
etc.).

Another approach to estimate the number of Inter-
net users is through models in which the number of In-
ternet hosts and other socioeconomic parameters (i.e.,
educational statistics, gross domestic product) come as
an input. This may be a problematic practice. A much
more promising approach are so-called PC-meter mea-
surements, in which the representative sample of Internet
users is determined by installing a tracking software that
records a person’s Internet-related activities (e.g., Nielsen-
Netratings, MediaMatrix). Despite serious methodologi-
cal problems—particularly due to the non-household-PC
access (i.e., business, school) and non-computer access
(i.e., mobile)—this approach seems to be one of the most
promising. The key advantage here is that it is not based
on a survey question but on real-time observations. An-
other advantage is the convenience arising from the fact
that the leading PC-meter companies already perform
these measurements on a global level.

Number of Internet Hosts

The number of Internet hosts is perhaps the most com-
monly used Internet benchmarks. The reason for this is
a relative easiness of its calculation and the regular fre-
quency of these measurements. The Network Wizards
(http://www.nw.com/) and Réseaux IP Européens (RIPE)
(http://www.ripe.net/) are typical examples of the orga-
nizations that gather these kinds of statistics. There
are severe methodological problems related to these
measurements, however.

Device

The term “host” usually relates to a device that is linked
to the Internet and potentially offers some content to the
network. It also relates to a device with which users ac-
cess the Internet. During an Internet session, each device
has its Internet protocol (IP) number. The device is typi-
cally a computer; however, it can also be a modem used
for a dial-up access. In the future, other devices—mobile
phones, televisions, and perhaps even home appliances
such as refrigerators—will also have IP numbers. National
differences in the structure of those devices may post se-
vere problems for international comparisons. Some other
national specifics may also have some impact, such as a
relatively large number of IP numbers partitioned on one
server.

Dial-Up Modems

The most critical type of the host device is a dial-up mo-
dem, which usually serves about 100 users (e.g., house-
holds or companies) monthly. As a consequence, in each
session the dial-up user connects to the Internet through
a different and randomly selected modem (IP number). In
countries with larger numbers of dial-up access users, the
host count may underestimate the reach of the Internet.

Proxy Servers

In businesses and organizations, one computer or server
may be used as the proxy host for Internet access for all
computers within the local network. All the users (e.g.,
employees) may appear to use the same host number.
Countries with a large number of such local networks may
underestimate their Internet penetration.

Domain Problems

In host count statistics, all the hosts under a country’s na-
tional domain are attributed to that country. The countries
with restrictive domain-registration policies force their
subjects to register their domains abroad, however. Conse-
quently, a considerable number of hosts may be excluded
from the national domain count. The Slovenian example
is typical. Until 2003, only a company’s name and trade-
mark could receive the national domain name “.si,” so
up to one third of all hosts are registered under “.com,”
.net,” and other domains. It is true that with some ad-
ditional procedures, the hosts can be reallocated to the
proper country, as is typically done for the OECD. This
requires additional resources, however, and is not avail-
able in the original host count data.

«

Technical Problems

The host count measurements are basically performed
with a method “pinging” in which the computer signal
is sent to a certain host number. Because of increased
security protection for the local networks, the method-
ologies must be permanently adopted. Thus, for exam-
ple, a few years ago the Network Wizards (NW) had to
break the original time series of its measurements with
a completely new measurement strategy. The differences
between RIPE and NW are also considerable for certain
countries. Local measurements can be somewhat help-
ful here; however, the regional or national partner may
not report regularly, so a large dropout rate may result,
as was often the case with RIPE data for Italy. There is
also the problem of global commercial hosting, in which
businesses from one country run their Web activities in
the most convenient commercial space found in another
country.

In the future, the host count measurement will have to
upgrade measurement techniques continuously, and there
will always remain certain limitations when inferring na-
tional Internet development from host count statistics.

These methodological problems related to Internet
users and hosts also affect other benchmarks listed in
Table 1. Thus, a general warning should be raised when
using this kind of data. In particular, the methodological
description must be closely observed.

Despite severe methodological problems, the national
benchmarks in Table 1 offer reasonable and consistent
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results. Of course, with certain countries additional fac-
tors must be considered in the interpretation of data. In
the future, because of the increased need for standardized,
stable, and longitudinal benchmarks, we can expect that
at least some of them will become standard. Another rea-
son for this is that many phenomena have already profiled
themselves and settled down in a stable and standardized
form. For others, and particularly for new methods, users
may have to struggle through the certain period of ambi-
guity during which no standardized or official indicators
are available.

THE DIMENSION OF TIME

Benchmark comparisons are usually performed within
time framework, so this benchmarking dimension is of
great significance. Observing benchmarks through time
can be extremely problematic because the straightforward
comparisons of fixed benchmarks may not suffice in a
rapidly changing environment.

As an example, the increase in Internet penetration
from 5% in Time T1 to 10% in Time T2 for Country A
demonstrates the same absolute increase in penetration
as experienced by Country B with the corresponding in-
crease from 15% (T1) to 20% (T2). In an absolute sense,
one could say there had been an identical increase in In-
ternet penetration (e.g., 5%). Similarly, the gap between
the countries remains the same (e.g., 15 — 5= 10% in time
T1 and 20 — 10 = 10% in time T2).

In a relative sense, however, the increase in Country A
from T1 to T2 was considerably higher:—(10 — 5)/10 =
50%, compared with (15 — 10)/15 = 33% in Country B.
Similarly, the amount of the relative difference between
the countries dramatically shrunk from (15 — 5)/15=75%
at T1 compared with (20 — 10)/20 = 50% in T2. Corre-
spondingly, at T1 Country A reached 15 — 5/15 = 33% of
the Internet penetration of country B, whereas at T2 it al-
ready had reached (20 — 10)/20 = 50% of the penetration
in Country B.

It is only a matter of subjective interpretation whether
the differences in Internet penetration between the two
countries remained the same (e.g., 5%) or decreased (e.g.,
Country A is reaching 50% of the penetration of Country
B at T2 instead of only 33% at T1). Paradoxically, as will
be shown later, the gap from T1 to T2 between these two
countries most likely increased.

Of course, these differences may seem trivial because
they refer to the usual statistical paradoxes, which can
be dealt with a clear conceptual approach about what to
benchmark together with some common sense judgment.
It is much more difficult to comprehend and express the
entire time dimension of the comparison in this example.
The fact is that all the information regarding the time lag
between the countries cannot be deduced directly from
these data (Figure 1). To evaluate the entire time dimen-
sion, one would need the diffusion pattern of the Internet
penetration or at least some assumptions about it. Typ-
ically, we assume that at T2 Country A will follow the
pattern of Country B (Sicherl, 2001). For Figure 1 we
could thus deduce, using a simple linear extrapolation,
that Country A would need 2 x (T2 — T1) time units (i.e.
years) to reach the penetration of the country B at T2,
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Figure 1: Internet penetration in Time 1 and in Time 2.

what is usually labeled as a time distance between the
two countries.

It is also possible, however, that at T1 Country A will
need, for example, 3 years to reach the penetration of
Country B at T1, whereas at T2, Country A may need
5 years to reach Country B’s penetration at T2. Such an
increase in lag time is expected for Internet penetration
because its growth is much higher during the introductory
period. Typically, much less time is needed for an increase
in penetration from 5 to 10% compared with an increase
from 55 to 60%. The opposite may also be true, however,
as the differences in time may shrink from 3 years at T1
to 2 years at T2; it depends on the overall pattern of the
Internet diffusion process.

Figure 2 demonstrates these relationships for the case
of the two-dimensional presentation of the host density
(the number of Internet hosts per 10,000 habitants) for
Slovenia and the EU average (1995-2001). We expressed
the Slovenian relative host density as the percentage of
the density reached in the EU as the first dimension. The
other dimension expresses the differences in terms of time
distance, that is, the number of years Slovenia would
need to catch up to the EU average. The method of time
distance, which extrapolates the existing growth to the
future, was applied here (Sicherl, 2001). In July 1995,
Slovenia reached almost 40% of the EU average and in
January 1997, it reached almost 90%, whereas in January
2001, it returned to 40% of the EU average. On the other
hand, the corresponding time lag increased from about
1 year in 1995 to more than 3 years in 2001. The same
figure for the relative benchmark (e.g., 40% in 1995 and
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in 2001) has thus a dramatically different interpretation
in terms of the time distance (e.g. 1 year and 3 years). The
discrepancy can be explained by the fact that it was much
easier to expand growth in 1995 when yearly growth rates
in hosts’ density were over 100% and the EU average was
around 20 hosts per 10,000 habitants, compared to 2001
when the yearly growth rate were only around 10% or
even stagnating, and the average of the host density was
40 hosts per 10,000 inhabitants.

Obviously, the Internet benchmarks should be ob-
served within the framework of changing penetration pat-
terns. Any benchmark that relies only on the comparisons
of absolute or relative achievements may not be exhaus-
tive in explaining the phenomena. It can be even directly
misleading. This example illustrates that benchmark
researchers must take the time dimension into careful
consideration.

CONCLUSION

The basic concept of benchmarking relates to compar-
isons of performance indicators with a common refer-
ence point. Historically, such comparisons have been
performed since the time of the ancient Egyptians. The
systematic collection of the benchmarks also existed from
the early days of the competitive economy, when com-
panies compared their business practices with those of
competitors. The explicit notion of benchmarking arose
only in the late 1970s with the pioneering work of Xerox,
however, and interest in the field exploded in the 1990s.
Today benchmarking is an established discipline with pro-
fessional associations, awards, codes of conduct, confer-
ences, journals, and textbooks, and companies around the
world are involved in the practice.

There are no doubts that modern benchmarking arose
from a business environment where all the basic method-
ology and the standard procedures were developed. How-
ever, during past years the notion of benchmarking has
expanded to sector benchmarking as well as to the gov-
ernmental and nonprofit sector. In last few years it has
also become popular for the national comparisons in the
field of ICT. A number of international studies have been
labeled as benchmarking, although little benchmarking
theory was actually applied (Courcelle & De Vil, 2001;
Petrin et al., 2000). The EU adopted benchmarking for
ICT comparisons of member and candidate nations in
a formal manner. In this case, statistical data are used
for systematic year-by-year comparisons according to 23
Internet benchmarks.

The speed of changes in the field of ICT creates se-
vere methodological problems for the Internet bench-
marks. With the dramatic rise of the Internet in mid-90s
only private companies had sufficient flexibility to pro-
vide up-to-date ICT indicators. As a consequence, even to-
day, for the ICT international comparisons the data from
private agencies are often used. In particular, this holds
true for the scope and structure of the ICT spending.
Only in recent years have the official statistics and other
international bodies recovered from this lag and pre-
sented their own methodological outlines. Here, the work
within EU and particularly within the OECD should be
emphasized.

The contemporary Internet indicators used for the in-
ternational comparisons of the countries’ performance
have stabilized only in recent years. After many the-
oretical discussions about the complexity of the infor-
mation society, relatively simple indicators became the
standards for the national ICT benchmarking. Among
the key indicators in this field are the Internet penetra-
tion, the host density, and the share of Internet transac-
tions among all commercial transactions of consumers
and companies as well as within the government-citizen
relations.

GLOSSARY

Benchmark A reference point, or a unit of measure-
ment, for making comparisons. A benchmark is a cri-
terion for success, an indicator of the extent to which
an organization achieves the targets and goals defined
for it.

Benchmarking A process whereby a group of organiza-
tions, usually in the same or similar domains, compare
their performance on a number of indicators. The aim
of the exercise is for participants to learn from each
other and to identify good practice with a view toward
improving performance in the long run.

CROSS REFERENCES

See Developing Nations; Feasibility of Global E-business
Projects; Global Issues; Information Quality in Internet
and E-business Environments; Internet Literacy; Internet
Navigation (Basics, Services, and Portals); Web Quality of
Service.
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INTRODUCTION

“Biometric authentication” is the automatic identification
or identity verification of living humans based on beha-
vioral and physiological characteristics (Miller, 1989). The
field is a subset of the broader field of human identifica-
tion science. Example technologies include, among oth-
ers, fingerprinting, hand geometry, speaker verification,
and iris recognition. At the current level of technology,
DNA analysis is a laboratory technique requiring human
processing, so it not considered “biometric authentica-
tion” under this definition. Some techniques (such as iris
recognition) are more physiologically based, some (such
as signature recognition) more behaviorally based, but all
techniques are influenced by both behavioral and physio-
logical elements.

Biometric authentication is frequently referred to as
simply “biometrics,” although this term has historically
been associated with the statistical analysis of general
biological data (Webster's New World Dictionary, 1966).
The word biometrics is usually treated as singular. In the
context of this chapter, biometrics deals with computer
recognition of patterns created by human behavior and
physiology and is usually associated more with the field
of computer engineering than with biology.

APPLICATIONS

The perfect biometric measure would be

« Distinctive: different across users,

» Repeatable: similar across time for each user,

* Accessible: easily displayed to a sensor,

* Acceptable: not objectionable to display by users, and
* Universal: possessed by and observable on all people.
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Unfortunately, no biometric measure has all of these at-
tributes: There are great similarities among different indi-
viduals, measures change over time, some physical limita-
tions prevent display, “acceptability” is in the mind of the
user, and not all people have all characteristics. Practical
biometric technologies must compromise on every point.
Consequently, the challenge of biometric deployments is
to develop robust systems to deal with the vagaries and
variations of human beings.

There are two basic applications of biometric systems:

1. To establish that a person is enrolled in a database.
2. To establish that a person is not enrolled in a database.

Immigration systems, amusement parks, and health
clubs use biometrics in the first application: to link users
to their enrolled identity. Social service, drivers’ licensing,
and national identification systems use biometrics pri-
marily in the second application: to establish that prospec-
tive participants are not already enrolled. Although hy-
brid systems—using “negative identification” to establish
that a user is not already enrolled, then using “positive
identification” to recognize enrolled individuals in later
encounters—are also possible, they are not common. The
largest biometric systems in place, worldwide, are for
purely negative identification.

The key to all of these of systems is the “enrollment”
process, in which a user presents for the first time one or
more biometric measures to be processed and stored by
the system. Systems of the first type, called “positive iden-
tification systems” do not necessarily require centralized
databases but can use distributed storage, such as on indi-
vidual computers or machine-readable cards. Systems of
the second type, called “negative identification systems,”
require a centralized database or its equivalent.
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For positive identification systems using distributed
storage, the submitted sample can be compared only to a
single template on the storage media. This is called “one-
to-one” verification. Positive identification systems using
a centralized database may require users to enter an iden-
tification number or name (perhaps encoded on a mag-
stripe card) to limit the size of the required search to only
a portion of the entire database. If the identifying number
or name is unique to each enrolled individual, this form of
positive verification can also be “one-to-one,” even though
the centralized database contains many enrolled individ-
uals.

Large-scale negative identification systems generally
partition the database using factors such as gender or
age so that not all centrally stored templates need be ex-
amined to establish that a user is not in the database.
Such systems are sometimes loosely called “one-to-N,”
where N represents only a small portion of the en-
rolled users. In the general case, however, both positive
and negative identification systems search one or more
submitted samples against many stored templates or
models.

All biometric systems can only link a user to an enrolled
identity at some incomplete level of certainty. A biometric
system can neither verify the truth of the enrolled iden-
tity nor establish the link automatically with complete
certainty. If required, determining a user’s “true” identity
is done at the time of enrollment through trusted exter-
nal documentation, such as a birth certificate or driver’s
license. When the user is later linked to that enrolled iden-
tity through a biometric measure, the veracity of that iden-
tity is only as reliable as the original documentation used
for enrollment.

All biometric measures may change over time, due to
aging of the body, injury, or disease. Therefore, reenroll-
ment may be required. If “true” identity or continuity
of identity is required by the system, reenrollment must
necessitate presentation of trusted documentation. Not
all systems, however, have a requirement to know a user’s
“true” identity. Biometric measures can be used as identi-
fiers in anonymous and pseudo-anonymous systems.

Although biometric technologies are not commonly
used with Internet transactions today, future uses would
most likely be in the first application: to establish that a
person is enrolled in a database and, therefore, has cer-
tain attributes and privileges within it, including access
authorization. The argument can be made that biome-
tric measures more closely link the authentication to the
human user than passwords, personal identification num-
bers (PINs), PKI codes, or tokens, which authenticate ma-
chines. Consequently, the focus and terminology of this
chapter is on applications of the first type, “positive iden-
tification.”

HISTORY

The science of recognizing people based on physical
measurements owes to the French police clerk Alphonse
Bertillon, who began his work in the late 1870s (Beavan,
2001; Cole, 2002). The Bertillon system involved at least
11 measurements, such as height, the length and breadth
of the head, and length of the ring and middle fingers.

Categorization of iris color and pattern was also included
in the system. By the 1880s, the Bertillon system was in
use in France to identify repeat criminal offenders. Use
of the system in the United States for the identification
of prisoners began shortly thereafter and continued into
the 1920s. Extreme claims of accuracy were made for the
system, based on the unsupportable hypothesis that the
various measures were statistically independent (Galton,
1890; Galton, 1908).

Although research on fingerprinting by a British colo-
nial magistrate in India, William Herschel, began in the
late 1850s, knowledge of the technique did not become
known in the Western world until the 1880s (Faulds,
1880; Herschel, 1880) when it was popularized scien-
tifically by Sir Francis Galton (1888) and in literature
by Mark Twain (1992/1894). Galton’s work also included
the identification of persons from profile facial measure-
ments.

By the mid-1920s, fingerprinting had completely re-
placed the Bertillon system within the U.S. Bureau of
Investigation (later to become the Federal Bureau of
Investigation). Research on new methods of human iden-
tification continued, however, in the scientific world.
Handwriting analysis was recognized by 1929 (Osborn,
1929), and retinal scanning was suggested in 1935 (Smith
& Goldstein, 1935).

None of these techniques was “automatic,” however,
so none meets the definition of “biometric authentica-
tion” used in this chapter. Automatic techniques require
automatic computation. Work in automatic speaker iden-
tification can be traced directly to experiments with ana-
log computers done in the 1940s and early 1950s (Chang,
Pihl, & Essignmann, 1951). With the digital revolution be-
ginning in the 1950s, a strong tool for human identifica-
tion through pattern matching became available: the dig-
ital computer. Speaker (Atal, 1976; Rosenberg, 1976) and
fingerprint (Trauring, 1963a) pattern recognition were
among the first applications in digital signal processing.
By 1961, a “wide, diverse market” for computer-based
fingerprint recognition was identified, with potential ap-
plications in “credit systems,” “industrial and military se-
curity systems,” and “personal locks” (Trauring, 1963b).
Computerized facial recognition followed (Kanade, 1977).
By the mid-1970s, the first operational fingerprint and
hand geometry systems (Raphael & Young, 1974) were
fielded, and formal biometric system testing had begun
(National Bureau of Standards, 1977). Iris recognition
systems became available in the mid-1990s (Daugman,
1993). Today there are close to a dozen approaches used
in commercially available systems (see Table 1).

SYSTEM DESCRIPTION

Given the variety of applications and technologies, it
might seem difficult to draw any generalizations about
biometric systems. All such systems, however, have many
elements in common. Figure 1 shows a general bio-
metric system consisting of data collection, transmis-
sion, signal processing, storage, and decision subsystems
(Wayman, 1999). This diagram accounts for both enroll-
ment and operation of positive and negative identification
systems.
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Table 1 Commercially
Available Biometric
Technologies

Hand geometry
Finger geometry
Speaker recognition
Iris recognition
Facial imaging
Fingerprinting
Palm printing
Keystroke

Hand vein
Dynamic signature
Verification

Data Collection

Biometric systems begin with the measurement of a be-
havioral or physiological characteristic. Because biome-
tric data can be one- (speech), two- (fingerprint), or mul-
tidimensional (handwriting dynamics), it generally does
not involve “images.” To simplify the vocabulary used in
this chapter, I refer to raw signals simply as “samples.”
Key to all systems is the underlying assumption that
the measured biometric characteristic is both distinctive
among individuals and repeatable over time for the same
individual. The problems in measuring and controlling
these variations begin in the data collection subsystem.
The user’s characteristic must be presented to a sensor.
The act of presenting a biometric measure to a sensor

introduces a behavioral component to every biometric
method because the user must interact with the sensor
in the collection environment. The output of the sensor,
which is the input sample on which the system is built,
is the combination of (a) the biometric measure, (b) the
way the measure is presented, and (c) the technical char-
acteristics of the sensor. Both the repeatability and the dis-
tinctiveness of the measurement are negatively affected by
changes in any of these factors. If a system is to communi-
cate with other systems, the presentation and sensor char-
acteristics must be standardized to ensure that biometric
characteristics collected with one system will match those
collected on the same individual by another system.

Transmission

Some, but not all, biometric systems collect data at one
location but store or process it (or both) at another. Such
systems require data transmission over a medium such as
the Internet. If a great amount of data is involved, com-
pression may be required before transmission or storage
to conserve bandwidth and storage space. Figure 1 shows
compression and transmission occurring before the signal
processing and image storage. In such cases, the transmit-
ted or stored compressed data must be expanded before
further use. The process of compression and expansion
generally causes quality loss in the restored signal, with
loss increasing with increasing compression ratio. Inter-
estingly, limited compression may actually improve the
performance of the pattern recognition software as infor-
mation loss in the original signal is generally in the less
repeatable high-frequency components. The compression
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Figure 1: Example biometric system.
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technique used will depend on the biometric signal. An in-
teresting area of research is in finding, for a given biomet-
ric technique, compression methods that have a minimal
impact on the subsequent signal processing activities.

If a system is to allow sharing of data at the signal level
with other systems, compression and transmission proto-
cols must be standardized. Standards currently exist for
the compression of fingerprint (Wavelet Scalar Quanti-
zation, 1993), facial (Information Technology, 1993), and
voice (Cox, 1997) data.

Signal Processing

The biometrics signal processing subsystem comprises
four modules: segmentation, feature extraction, quality
control, and pattern matching. The segmentation module
must determine if biometric signals exist in the received
data stream (signal detection) and, if so, extract the signals
from the surrounding noise. If the segmentation module
fails to detect or extract a biometric signal, a “failure-to-
acquire” has occurred.

The feature extraction module must process the sig-
nal in some way to preserve or enhance the between-
individual variation (distinctiveness) while minimizing
the within-individual variation (nonrepeatability). The
output of this module is numbers, vectors, or distribution
parameters that, although called biometric “features,”
may not have direct physiological or behavioral inter-
pretation. For example, mathematical output from facial
recognition systems does not indicate directly the width of
the lips or the distances between the eyes and the mouth.

The quality control module must do a statistical “sanity
check” on the extracted features to make sure they are not
outside population statistical norms. If the sanity check is
not successfully passed, the system may be able to alert
the user to resubmit the biometric pattern. If the biomet-
ric system is ultimately unable to produce an acceptable
feature set from a user, a “failure-to-enroll” or a “failure-
to-acquire” will be said to have occurred. Failure-to-enroll
or acquire may be due to failure of the segmentation al-
gorithm, in which case no feature set will be produced.
The quality control module might even affect the deci-
sion process, directing the decision subsystem to adopt
higher requirements for matching a poor quality input
sample.

The pattern matching module compares sample fea-
ture sets with enrolled templates or models from the
database and produces a numerical “matching score.”
When both template and features are vectors, the com-
parison may be as simple as a Euclidean distance. Neural
networks might be used instead. Regardless of which pat-
tern matching technique is used, templates or models and
features from samples will never match exactly because
of the repeatability issues. Consequently, the matching
scores determined by the pattern matching module will
have to be interpreted by the decision subsystem.

In more advanced systems, such as speaker verifica-
tion, the enrollment “templates” might be “models” of the
signal generation process—very different data structures
than the observed features. The pattern matching mod-
ule determines the consistency of the observed features
with the stored generating model. Some pattern matching

modules may even direct the adaptive recomputation of
features from the input data.

Decision

The decision subsystem is considered independently from
the pattern matching module. The pattern matching mod-
ule might make a simple “match” or “no match” decision
based on the output score from the pattern matcher. The
decision module might ultimately “accept” or “reject” a
user’s claim to identity (or nonidentity) based on multiple
attempts, multiple measures or a measure-dependent de-
cision criteria. For instance, a “three-try” decision policy
will accept a user’s identity claim if a match occurs in any
of three attempts.

The decision module might also direct operations to
the stored database, allowing enrollment templates to be
stored, calling up additional templates for comparison
in the pattern matching module, or directing a database
search.

Because input samples and stored templates will never
match exactly, the decision modules will make mistakes—
wrongly rejecting a correctly claimed identity of an en-
rolled user or wrongly accepting the identity claim of an
impostor. Thus, there are two types of errors: false re-
jection and false acceptance. These errors can be traded
off against one another to a limited extent: decreasing
false rejections at the cost of increased false acceptances
and vice versa. In practice, however, inherent within-
individual variation (nonrepeatability) limits the extent to
which false rejections can be reduced, short of accepting
all comparisons. The decision policies regarding “match-
no match” and “accept-reject” criteria specific to the op-
erational and security requirements of the system and re-
flect the ultimate cost of errors of both types.

Because of the inevitability of false rejections, all bio-
metric systems must have “exception handling” mecha-
nisms in place. If exception handling mechanisms are not
as strong as the basic biometric security system, vulner-
ability results. An excessively high rate of false rejections
may cause the security level of the exception handling sys-
tem to be reduced through overload.

The false acceptance rate, on the other hand, measures
the percentage of impostors who are able to access the sys-
tem. The complement of the false acceptance rate is the
percentage of impostors who are intercepted. So a 20%
false acceptance rate means that 80% of impostors are in-
tercepted. Depending on the application, this may be high
enough to serve as a sufficient deterrent to prevent impos-
tors from attempting access through the biometric sys-
tem. The exception handling mechanism might become a
more appealing target for those seeking fraudulent access.
Consequently, the security level of a biometric system in
a positive identification application may be more depen-
dent on the false rejection rate than the false acceptance
rate.

Storage

The remaining subsystem to be considered is that of
storage. The processed features or the feature genera-
tion model of each user will be stored or “enrolled” in a
database for future comparison by the pattern matcher to



76 BIOMETRIC AUTHENTICATION

Table 2 Biometric Template Sizes

DEVICE SIZE IN BYTES
Fingerprint 200-1,000
Speaker 100-6,000
Finger geometry 14

Hand geometry 9

Face 100-3,500
Iris 512

incoming feature samples. This enrollment data is called
a “template” if it is of the same mathematical type as the
processed features and a “model” if it gives a mathemati-
cal explanation of the feature generating process. For sys-
tems only performing positive identification, the database
may be distributed on magnetic strip, optically read, or
smart cards that each enrolled user carries. Depending
on system policy, no central database for positive identifi-
cation systems need exist, although a centralized database
can be used to detect counterfeit cards or to reissue lost
cards without recollecting the biometric measures.

The original biometric measurement, such as a finger-
print pattern, is generally not reconstructable from the
stored templates. Furthermore, the templates themselves
are created using the proprietary feature extraction algo-
rithms of the system vendor. If it may become necessary
to reconstruct the biometric patterns from stored data
(to support interoperability with systems from other ven-
dors, for example), raw (although possibly compressed)
data storage will be required. The storage of raw data al-
lows changes in the system or system vendor to be made
without the need to recollect data from all enrolled users.
Table 2 shows some example template sizes for various
biometric devices.

PERFORMANCE TESTING

Biometric devices and systems might be tested in many
different ways. Types of testing include the following:

Technical performance;
Reliability, availability, and maintainability [RAM];
Vulnerability;

* Security;

+ User acceptance;

* Human factors;

» Cost-benefit; and

* Privacy regulation compliance.

Technical performance has been the most common
form of testing in the last three decades, and “best prac-
tices” have been developed (Mansfield & Wayman, 2001).
These tests generally measure failure-to-enroll, failure-to-
acquire, false acceptance, false rejection, and throughput
rates. Failure-to-enroll rate is determined as the percent-
age of all persons presenting themselves to the system in
“good faith” for enrollment who are unable to do so be-
cause of system or human failure. Failure-to-acquire rate

is determined as the percentage of “good faith” presen-
tations by all enrolled users that are not acknowledged
by the system. The false rejection rate is the percent-
age of all users whose claim to identity is not accepted
by the system. This will include failed enrollments and
failed acquisitions, as well as false nonmatches against
the user’s stored template. The false acceptance rate is
the rate at which “zero-effort” impostors making no at-
tempt at emulation are incorrectly matched to a single,
randomly chosen false identity. Because false acceptance-
rejection and false match-nonmatch rates are generally
competing measures, they can be displayed as “decision
error trade-off” (DET) curves.

The throughput rate is the number of persons pro-
cessed by the system per minute and includes both the
human-machine interaction time and the computational
processing time of the system.

Types of Technical Tests

There are three types of technical tests: technology, sce-
nario, operational (Phillips, Martin, Wilson, & Przybocki,
2000).

Technology Test

The goal of a technology test is to compare competing al-
gorithms from a single technology, such as fingerprinting,
against a standardized database collected with a “univer-
sal” sensor. There are competitive, government-sponsored
technology tests in speaker verification (National Insti-
tute of Standards and Technology, 2003), facial recogni-
tion (Philips, Grother, Michaels, Blackburn, Tabassi, &
Bone, 2003), and fingerprinting (Maio, Maltoni, Wayman,
& Jain, 2000).

Scenario Test

Although the goal of technology testing is to assess the
algorithm, the goal of scenario testing is to assess the per-
formance of the users as they interact with the complete
system in an environment that models a “real-world” ap-
plication. Each system tested will have its own acquisition
sensor and so will receive slightly different data. Scenario
testing has been performed by a number of groups, but
few results have been published openly (Bouchier, Ahrens,
& Wells, 1996; Mansfield, Kelly, Chandler, & Kane, n.d.;
Rodriguez, Bouchier, & Ruehie, M., 1993).

Operational Test
The goal of operational testing is to determine the perfor-
mance of a target population in a specific application en-
vironment with a complete biometric system. In general,
operational test results will not be repeatable because of
unknown and undocumented differences between oper-
ational environments. Furthermore, “ground truth” (i.e.,
who was actually presenting a “good faith” biometric mea-
sure) will be difficult to ascertain. Because of the sensiti-
vity of information regarding error rates of operational
systems, few results have been reported in the open liter-
ature (Wayman, 2000b).

Regardless of the type of test, all biometric authenti-
cation techniques require human interaction with a data
collection device, either standing alone (as in technology
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Figure 2: Detection error trade-off curve: Best of three at-
tempts.

testing) or as part of an automatic system (as in scenario
and operational testing). Consequently, humans are a key
component in all system assessments. Error, failure-to-
enroll or acquire, and throughput rates are determined
by the human interaction, which in turn depends on the
specifics of the collection environment. Therefore, little in
general can be said about the performance of biometric
systems or, more accurately, about the performance of the
humans as they interact with biometrics systems.

The National Physical Lab Tests

A study by the U.K. National Physical Laboratory in 2000
(Mansfield et al., 2001b) looked at eight biometric tech-
nologies in a scenario test designed to emulate access con-
trol to computers or physical spaces by scientific profes-
sionals in a quiet office environment.

The false accept—false reject DET under a “three-tries”
decision policy for this test is shown in Figure 2. The false
rejection rate includes “failure-to-enroll/acquire” rates in
its calculation.

Throughput Rates
The National Physical Laboratory study (Mansfield et al.,
n.d.) also established transaction times for various bio-
metric devices in an office, physical access control setting,
shown as Table 3.

In Table 3, the term “PIN” indicates whether the trans-
action time included the manual entry of a four-digit

Table 3 Transaction Times in Office Environment

TRANSACTION TIME
DEVICE MEAN MEDIAN MINIMUM PIN?
Face 15 14 10 No
Fingerprint—optical 9 8 2 No
Fingerprint—chip 19 15 9 No
Hand 10 8 4 Yes
Iris 12 10 4 Yes
Vein 18 16 11 Yes
Speaker 12 11 10 No

identification number by the user. These times referred
only to the use of the biometric device and did not include
actually accessing a restricted area.

Biometric Forgeries

It has been well known since the 1970s that all biome-
tric devices can be fooled by forgeries (Beardsley, 1972).
In a positive identification system, “spoofing” is the use
of a forgery of another person’s biometric measures. (In
a negative identification system, “spoofing” is an attempt
to disguise one’s own biometric measure.) Forging biome-
tric measures of another person is more difficult than dis-
guising one’s own measures, but is possible nonetheless.
Several studies (Blackburn et al., 2001; Matsumoto et al.,
2002; Thalheim, Krissler, & Ziegler, 2002; van der Putte &
Keuning, 2002) discuss ways by which facial, fingerprint
and iris biometrics can be forged. Because retinal recog-
nition systems have not been commercially available for
several years, there is no research on retina forgery, but
it is thought to be a difficult problem. Speaker recogni-
tion systems can make forgery difficult by requesting the
user to say randomly chosen numbers. The current state
of technology does not provide reliable “liveness testing”
to ensure that the biometric measure is both from a living
person and not a forgery.

EXAMPLE APPLICATIONS

Most successful biometric programs for positive identifi-
cation have been for physical access control. In this sec-
tion, I consider two such programs, one at Walt Disney
World and the other the U.S. INSPASS program.

Disney World

The Walt Disney Corporation needed to link guests to sea-
son passes without inconveniencing passholders on visits
to their four Orlando parks (Disney World, Epcot, Animal
Kingdom, and MGM Studio Tour) and two water parks
(Blizzard Beach and Typhoon Lagoon) (Levin, 2002). The
challenge was to create a verification component with
minimum impact on existing systems and procedures. Al-
ternatives to biometrics existed for Disney. They consid-
ered putting photos on the passes, then checking photos
against passholders. This approach required human in-
spectors at all the entrances. Disney could have put names
on passes at the point of sale, then checked passes against
photo identification presented by the pass holders at the
entrance to the parks, but this would have required dis-
closure of the passholders’ identities.

Automatic, anonymous authentication of the passhold-
ers might have been accomplished by requiring passhold-
ers to enter an identifying number of some sort upon en-
trance to the parks. That number would be chosen at the
time of sale or first use of the pass and could be chosen
by the passholder. The concerns with this approach are
twofold: forgotten numbers and the increased guest pro-
cessing time. Disney seeks to make parks as accessible as
possible, and use of key pads could create accessibility
problems. Disney ultimately decided to use biometric au-
thentication, taking the shapes of right index and middle
finger on all passholders. Finger shape only is recorded.
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Fingerprints are not imaged. The template is established
when the holder places the fingers in the imaging device
upon first use of the pass at the park entrance. This first
user becomes the “authorized holder” of the pass. The
template is stored centrally in the Disney access control
system and is linked to the pass number encoded on a
magnetic stripe on the pass. Upon subsequent uses, the
card number allows the recall of the stored finger geom-
etry, which is then compared with that presented by the
guest to determine if the guest matches the original holder
of the pass. A failure of the system to authenticate the
guest is assumed to be a system error and a guest rela-
tions officer is on hand to resolve the issue quickly. Disney
considers the system to be quite successful.

INSPASS

Frequent travelers to the United States can bypass im-
migration lines if they hold a card issued by the Immigra-
tion and Naturalization Service’s (INS) Passenger Acceler-
ated Service System (INSPASS). The system is currently
in place at Kennedy, Newark, Los Angeles, Miami, San
Francisco, Detroit, and Washington Dulles airports, as
well as in Vancouver, and Toronto airports in Canada.
Users give measurements of their hand geometry at the
INSPASS kiosk to verify that they are the correct holder
of the card. The passport number on the card can then be
trusted by the INS to be that of the holder and the border
crossing event is automatically recorded.

At the nine airports with INSPASS, there are more than
21 kiosks, and more than 20,000 automated immigration
inspections were conducted on average each month in
2000. About 72% of these inspections were for U.S. citi-
zens, but any citizen of any country on the U.S. “visa waver
program” can apply for and receive an INSPASS card. In
2000, there were more than 45,000 active enrollees, and
each traveler used INSPASS about four times annually,
on average. As of this writing, INSPASS is temporarily on
hiatus at some airports, pending the creation of a thor-
ough business plan for the system by the INS Office of
Inspections.

Use of INSPASS is entirely voluntary. Applicants attest
that they have no drug or smuggling convictions and sup-
ply fingerprints, along with their hand geometry, at the
time of enrollment. A passport is also required as proof of
“true” identity. The INS considers the INSPASS holders
to be low-risk travelers already well-known to the system
and therefore affords them the special privilege of enter-
ing the United States without a face-to-face meeting with
an immigration officer. Those not using INSPASS have
passports inspected by an immigration officer, whose duty
it is to ferret out those entering illegally or on forged or
stolen passports. Immigration officers are also charged
with prescreening all arrivals for customs, agriculture,
and State Department-related issues. Returning U.S. cit-
izens not holding INSPASS cards must answer questions
such as length of trip, travel destinations, and purpose
of travel. Non-U.S. citizens arriving without an INSPASS
must answer an even more extensive series of questions
aboutlength of stay, intent of visit, and destinations within
the United States. In effect, INSPASS substitutes the pos-
session of card for the passport and substitutes presenta-

tion of the hand geometry for the usual round of border
crossing questions. Analyses of the error rates for this sys-
tem are given in Wayman (2000b).

BIOMETRICS AND PRIVACY

The concept “privacy” is highly culturally dependent.
Legal definitions vary from country to country and, in
the United States, even from state to state (Alderman &
Kennedy, 1995). A classic definition is the intrinsic “right
to be let alone,” (Warren & Brandeis, 1980), but more
modern definitions include informational privacy: the
right of individuals “to determine for themselves when,
how and to what extent information about them is com-
municated to others” (Westin, 1967). The U.S. Supreme
Court has recognized both intrinsic (Griswald v. Connecti-
cut, 1967) and informational (Whalen v. Roe, 1977) pri-
vacy. Both types of privacy can be affected positively or
negatively by biometric technology.

Intrinsic (or Physical) Privacy

Some people see the use of biometric devices as an intru-
sion on intrinsic privacy. Touching a publicly used bio-
metric device, such as a fingerprint or hand geometry
reader, may seem physically intrusive, even though there
is no evidence that disease can spread any more easily by
these devices than by door handles. People may also object
to being asked to look into a retinal scanner or to stand
still while giving an iris or facial image. Not all biometric
methods require physical contact. A biometric application
that replaced the use of a keypad with the imaging of an
iris, for instance, might be seen as enhancing of physical
privacy.

If biometrics are used to limit access to private spaces,
then biometrics can be more enhancing to intrinsic pri-
vacy than other forms of access control, such as keys,
which are not as closely linked to the holder.

There are people who object to use of biometrics on re-
ligious grounds: Some Muslim women object to display-
ing their face to a camera, and some Christians object to
hand biometrics as “the sign of the beast” (Revelations,
13:16-18). It has been noted (Seildarz, 1998), however,
that biometrics are the marks given an individual by God.

It can be argued (Baker, 2000; Locke, 1690) that a phys-
ical body is not identical to the person that inhabits it.
Whereas PINs and passwords identify persons, biomet-
rics identifies the body. Some people are uncomfortable
with biometrics because of this connection to the physi-
cal level of human identity and the possibility of noncon-
sentual collection of some biometric measures. Biometric
measures could allow linking of the various “persons” or
psychological identities that each of us choose to mani-
fest in our separate dealings within our social structures.
Biometrics, if universally collected without adequate con-
trols, could aid in linking my employment records to my
health history and church membership. This leads us to
the concept of “informational privacy.”

Informational Privacy

With notably minor qualifications, biometric features
contain no personal information whatsoever about the
user. This includes no information about health status,
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age, nationality, ethnicity, or gender. Consequently, this
also limits the power of biometrics to prevent underage
access to pornography on the Internet (Woodward, 2000)
or to detect voting registration by noncitizens (Wayman
2000a).

No single biometric measure has been demonstrated
to be distinctive or repeatable enough to allow the selec-
tion of a single person out of a very large database. (All
automatic large-scale civilian fingerprint systems, for in-
stance, require images from multiple fingers of each user
for unique identification. Law enforcement automatic fin-
gerprint identification systems (AFIS) require human in-
tervention to identify an individual from “latent” finger-
print images left at crime scenes.) When aggregated with
other data, however, such as name, telephone area code, or
other even weakly identifying attributes, biometric mea-
sures can lead to unique identification within a large pop-
ulation. For this reason, databases of biometric informa-
tion must be treated as personally identifiable information
and protected accordingly.

Biometrics can be directly used to enhance informa-
tional privacy. Use to control access to databases contain-
ing personal and personally identifiable data can enhance
informational privacy. The use of biometric measures, in
place of name or social security number, to ensure that
personal data is anonymous, is privacy enhancing.

Biometric measures are private but not secret. The
U.S. Supreme Court has ruled that “Like a man’s facial
characteristics, or handwriting, his voice is repeatedly
produced for others to hear” (U.S. v. Dionisio, 1973).
Therefore, the court concluded, no can reasonably expect
that either his or her voice or face “will be a mystery to the
world.” The theft of biometric measures through repro-
duction, theft of identity at biometric enrollment, or theft
of biometrically protected identity by data substitution
through reenrollment could all have grave repercussions
for both intrinsic and informational privacy.

STANDARDS

Biometric methods, such as fingerprinting, face, and
speaker recognition, were developed independently, by
different academic traditions and for different applica-
tions. It has only been within the last decade that the com-
monality as automatic human identification methods has
even been recognized, so it should come as no surprise
that common standards have been slow to develop.

Furthermore, there has been little need for interop-
erability among these systems. In fact, the lack of in-
teroperability within and across technologies has been
touted as a privacy-preserving asset of biometric systems
(Woodward, 1999). Consequently, there has been no mo-
tivation for the tedious standards development process
required to promote interoperability. A notable exception
is in automatic fingerprint identification systems (AFIS),
for which law enforcement has long needed the capability
of interjurisdictional fingerprint exchanges. In this case,
some American National Standards Institute (ANSI), Na-
tional Institute of Standards and Technology (NIST), and
Criminal Justice Information Services (CJIS) recognized
standards do exist. These have been accepted as de facto
international standards.

In 2002, the International Standards Organization/
International Electrotechnical Commission Joint Techni-
cal Committee 1 formed Standing Committee 37 to cre-
ate international standards for biometrics. Early work by
SC37 has focused on “harmonized vocabulary and defini-
tions,” “technical interfaces,” “data interchange formats,”
“application profiles,” “testing and reporting,” and “cross
jurisdictional and societal aspects.”

Fingerprint Standards

The CJIS (1999) report Interim IAFIS Fingerprint Image
Quality Specifications for Scanners specifies technical re-
quirements (signal-to-noise ratio, gray scale resolution,
etc.) for the scanning of fingerprint images for transmis-
sion to the FBI. This standard, commonly known as
“Appendix F/G,” was developed for “flat bed scanners”
used for the digital imaging of inked fingerprint cards.
It has been applied, with difficulty, as a standard for
fingerprint sensors used in large-scale biometric finger-
print systems. Fingerprint devices not used for large-scale
searches, such as those for computer or facilities access
control, commonly do not meet “Appendix F/G” technical
standards.

Fingerprint images, even when compressed, are aro-
und 15 kBytes in size. As shown in Table 2, templates ex-
tracted using proprietary algorithms are much smaller.
The requirement to store fingerprint information on in-
teroperable ID cards has lead to some efforts at template
standardization the American Association of Motor Vehi-
cle Administrators (AAMVA, 2000), motivated by the need
for cross-jurisdictional exchange of fingerprint data for
driver identification, has published a standard for drivers
licenses and identification cards, which includes a section
on fingerprint minutiae extraction and storage. Although
this standard has never been tested or implemented, it is
hoped that it will provide a possible solution to fingerprint
system interoperability.

Facial Image Standards

Compression standards for facial imaging have already
been mentioned (Information Technology, 1993). NIST
has a document “Best Practice Recommendations for the
Capture of Mugshots” (NIST, 1993), that has application
to facial recognition when “mug shot” type photos are
used.

BioAPI

Beyond the issue of interoperability standards is that of
software protocol conventions. In the past, each vendor
has used its own platform-specific software to support its
own data collection, feature extraction, and storage and
matching operations. This has caused major headaches
for system integrators who try to use biometric devices
in larger or more general access control and informa-
tion retrieval systems. The integrators have been forced
to learn and handle the idiosyncratic software of each
biometric vendor. During the last 5 years, under the
sponsorship of both the U.S. Department of Defense
(Human Authentication-Application Programming Inter-
face Steering Group, 1998) and NIST, common software
standards have been emerging. This effort is currently
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known as the “Biometric Applications Programming In-
terface” (BioAPI Consortium, 2001). This standard speci-
fies exactly how information will be passed back and forth
between the larger system and the biometric subsystems.
It will allow system integrators to establish one set of soft-
ware function calls to handle any biometric device within
the system.

CBEFF

Closely related to the BioAPI effort is the Common Bio-
metric Exchange File Format (CBEFF) working group
sponsored by NIST and the National Security Agency
(NIST, 2001). This group has developed a standard “pack-
aging” protocol for transferring biometric templates and
samples between applications. Recently, this work is be-
ing extended by the Organization for the Advancement
of Structured Information Standards (http:// www.oasis-
open.org) to an extensible markup language (XML) for-
mat for biometric transmission over the Internet.

ANSI X9.84

The ANSI X9.84-2001 standard for Biometric Informa-
tion Management and Security (ANSI, 2001) is a com-
prehensive document describing proper architectures and
procedures for the financial industry when using biomet-
rics for secure remote electronic access or local physical
access control. The standard discusses security require-
ments for the collection, distribution, and processing of
biometric data; uses of biometric technology; techniques
for secure transmission of biometric data; and require-
ments for data privacy.

POTENTIAL INTERNET APPLICATIONS

There have been few direct applications of biometrics to
the Internet. Biometrics can and are being used to control
local network and PC log-on, however. Many commercial
devices are available for this application, including fin-
gerprint, keystroke, speaker, and iris recognition. Some of
these products have in the past been marketed at office-
supply chain stores. Users enroll biometric data on their
local network or own PC. At log-on, submitted biomet-
ric data is compared locally with that locally stored. This
model can be extended to include biometric authorization
for access to computer files and services. No biometric
data ever leaves the PC or local network.

How might biometrics be used directly over the Inter-
net? One model requires users to supply biometric data
over the internet when registering at a Web site. Of course,
such a system has no way of determining the true iden-
tity of the user or even whether the biometric data sup-
plied really belongs to the registrant. But once enrolled,
the Web site could determine whether the user’s browser
had access to the same biometric measures given at en-
rollment. This might indicate continuity of the person at
the browser or across browsers.

Recognizing the weakness of such a system, one
speaker verification company established a business
model of “out-of-band” registration over the telephone.
Those registering would speak to a human operator, who
would collect identification information, then switch the

registrant to a computer for collecting speech samples.
When registered users wished to access a controlled Web
site, they would telephone the speaker verification com-
pany, verify their voice, and be issued an alphanumeric
“volatile pass code” that would allow access to the re-
quested site if promptly submitted over the internet.

A third model would be a centralized “biometric certi-
fication authority” (BCA), operated either by government
or a commercial entity. Users would enroll a biometric
measure in person, or possibly through an “out-of-band”
mechanism such as the mail. Depending on the purpose
of the system, users might be required to present proof of
identity, credit card information, or the like. After regis-
tration, users wishing to access biometrically controlled
Web sites would submit their biometric measures over
the Internet to the BCA, which would verify identity to
the Web site being accessed. Fear of centralized biometric
databases in the hands of either business or government
has inhibited implementation of this model.

Given the nonrevocability of biometric information, its
“private but not secret” status, and the need for in-person
registration when applied to user identification, it is not
clear that biometrics has a secure place in Internet com-
munication or commerce.

Commonsense Rules for Use of Biometrics

From what has been discussed thus far, we can develop
some commonsense rules for the use of biometrics for
access control and similar positive identification applica-
tions.

 Never participate in a biometric system that allows ei-
ther remote enrollment or reenrollment. Such systems
have no way of connecting a user with the enrolled bio-
metric record, so the purpose of using biometrics is lost.

» Biometric measures can reveal people’s identity only if
they are linked at enrollment to their name, social secu-
rity number, or other closely identifying information.
Without that linkage, biometric measures are anony-
mous.

* Remember that biometric measures cannot be reissued
if stolen or sold. Do not enroll in a nonanonymous sys-
tem unless you have complete trust in the system ad-
ministration.

« All biometric access control systems must have “excep-
tion handling” mechanisms for those that either can-
not enroll or cannot reliably use the system. If you are
uncomfortable with enrolling in a biometric system for
positive identification, insist on routinely using the “ex-
ception handling” mechanism instead.

» The safest biometric systems are those in which each
user controls his or her own template.

 Because biometric measures are not perfectly repeat-
able, are not completely distinctive, and require special-
ized data collection hardware, biometric systems are not
useful for tracking people. Anyone who really wants to
physically track you will use your credit card, phone
records, or cell phone emanations instead. Anyone want-
ing to track your Internet transactions will do so with
cookies or Web logs.
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CONCLUSION

Automated methods for human identification have a his-
tory predating the digital computer age. For decades,
mass adoption of biometric technologies has appeared to
be just a few years away (Raphael & Young, 1974; The
Right Biometric, 1989), yet even today, difficulties remain
in establishing a strong business case, in motivating con-
sumer demand, and in creating a single system usable by
all sizes and shapes of persons. Nonetheless, the biometric
industry has grown at a steady pace as consumers, indus-
try, and government have found appropriate applications
for these technologies. Testing and standards continue to
develop, and the privacy implications continue to be de-
bated. Only time will tell if biometric technologies will
extend to the Internet on a mass scale.

CROSS REFERENCES

See Digital Identity; Internet Security Standards; Pass-
words,; Privacy Law.

GLOSSARY

Biometrics The automatic identification or identity ver-
ification of living humans based on behavioral and
physiological characteristics.

Biometric measures Numerical values derived from a
submitted physiological or behavioral sample.

Decision A determination of probable validity of a
user’s claim to identity or nonidentity in the system.

Enrollment Presenting oneself to a biometric system
for the first time, creating an identity within the system,
and submitting biometric samples for the creation of
biometric measures to be stored with that identity.

Failure-to-acquire rate The percentage of transactions
for which the system cannot obtain a usable biometric
sample.

Failure-to-enroll rate The percentage of a population
that is unable to give repeatable biometric measures
on any particular device.

False accept rate (FAR) The expected proportion of
transactions with wrongful claims of identity (in a
positive ID system) or nonidentity (in a negative ID
system) that are incorrectly confirmed. In negative
identification systems, the FAR may include the failure-
to-acquire rate.

False match rate (FMR) The expected probability that
an acquired sample will be falsely declared to match to
a single, randomly selected, nonself template or model.

False non-match rate (FNMR) The expected probabi-
lity that an acquired sample will be falsely declared not
to match a template or model of that measure from the
same user.

False reject rate (FRR) The expected proportion of
transactions with truthful claims of identity (in a posi-
tive ID system) or nonidentity (in a negative ID system)
that are incorrectly denied. In positive identification
systems, the FRR will include the failure-to-enroll and
the failure-to-acquire rates.

Features A mathematical representation of the infor-
mation extracted from the presented sample by the sig-
nal processing subsystem that will be used to construct

or compare against enrolment templates (e.g., minu-
tiae coordinates, principal component coefficients and
iris codes are features).

Genuine claim of identity A truthful positive claim by
a user about identity in the system. The user truthfully
claims to be him- or herself, leading to a comparison
of a sample with a truly matching template.

Impostor claim of identity A false positive claim by
a user about identity in the system. The user falsely
claims to be someone else enrolled in the system, lead-
ing to the comparison of a sample with a nonmatching
template.

Identifier An identity pointer, such as a biometric mea-
sure, PIN (personal identification number), or name.

Identify To connect a person to an identifier in the
database.

Identity Aninformationrecord about a person, perhaps
including attributes or authorizations or other poin-
ters, such as names or identifying numbers.

Identification The process of identifying, perhaps re-
quiring a search of the entire database of identifiers;
consequently, the process of connecting a person to a
pointer to an information record.

Matching score A measure of similarity or dissimilarity
between a presented sample and a stored template.
Models Mathematical representation of the generating

process for biometric measures.

Negative claim of identity The claim (either implicitly
or explicitly) of a user not to be known to or enrolled in
the system. Enrollment in social service systems open
only to those not already enrolled is an example.

Positive claim of identity The claim (either explicitly
or implicitly) of a user to be enrolled in or known to the
system. An explicit claim might be accompanied by a
claimed identifier in the form of a name or identifica-
tion number. Common access control systems are an
example.

Sample A biometric signal presented by the user and
captured by the data collection subsystem (e.g. finger-
print, face samples, and iris images are samples).

Template A user’s stored reference measure based on
features extracted from samples.

Transaction An attempt by a user to validate a claim
of identity or nonidentity by consecutively submitting
one or more samples, as allowed by the system policy.

Verification Proving as truthful a user’s positive claim
to an identity in the system by comparing a submit-
ted biometric sample to a template or model stored at
enrollment.
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INTRODUCTION

Launched in May 1998, Bluetooth™ wireless technology
rapidly has become one of the most well-known means
of communication in the information technology indus-
try. The unusual name Bluetooth itself has garnered much
attention (I discuss the origins of this name later), but
the main reason for the focus that the technology receives
from so many companies and individuals is the new ca-
pabilities that it brings to mobile computing and commu-
nication.

This chapter discusses many facets of Bluetooth wire-
less technology—its origins, the associated Bluetooth
Special Interest Group, its applications, especially in
personal-area networks, how it works, and how it relates
to other wireless technologies. I also present numerous
references where more information can be found about
this exciting new way to form wireless personal area net-
works (WPANSs) that allow mobile devices to communi-
cate with each other.

BLUETOOTH WIRELESS TECHNOLOGY

Bluetooth wireless technology uses radio frequency (RF)
to accomplish wireless communication. It operates in the
2.4-GHz frequency spectrum; the use of this frequency
range allows Bluetooth devices to be used virtually world-
wide without requiring a license for operation. Bluetooth
communication is intended to operate over short dis-
tances (up to approximately 100 m, although the nomi-
nal range used by most Bluetooth devices is about 10 m).
Restricting communication to short ranges allows for low-
power operation, so Bluetooth technology is particularly
well suited for use with battery-powered personal devices
that can be used to form a WPAN. Both voice and data
can be carried over Bluetooth communication links, mak-
ing the technology suitable for connecting both comput-
ing and communication devices, such as mobile phones,
personal digital assistants (PDAs), pagers, and notebook
computers. Table 1 summarizes these key attributes of
Bluetooth wireless technology.

Bluetooth wireless technology originally was designed
for cable replacement applications, intended to remove
the need for a cable between any two devices to allow them
to communicate. For example, a cable might be used to
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connect two computers to transfer files, to connect a PDA
cradle to a computer to synchronize data, or to connect a
headset to a telephone for hands-free voice calls. This sort
of wired operation can often be cumbersome, because the
cables used are frequently special-purpose wires intended
to connect two specific devices; hence, they are likely to
have special connectors that make them unsuitable for
general-purpose use. This can lead to “cable clutter”—the
need for many cables to interconnect various devices. Mo-
bile users may find this especially burdensome because
they need to carry their device cables with them to con-
nect the devices when they are away from home, and even
with a large collection of cables, it is unlikely that all of
the devices can be plugged together. Nonmobile environ-
ments, too, can suffer from cable clutter. In a home or
office, wires used to connect, say, computer peripherals
or stereo speakers limit the placement of these items, and
the cables themselves become obstacles.

Bluetooth technology attempts to solve the problem
of cable clutter by defining a standard communication
mechanism that can allow many devices to communicate
with each other without wires. The next section explores
the genesis and evolution of Bluetooth wireless commu-
nication.

Origins

The genesis of Bluetooth wireless technology generally
is credited to Ericsson, where engineers were searching
for a method to enable wireless headsets for mobile tele-
phones. Realizing that such a short-range RF technology
could have wider applications, and further realizing that
its likelihood for success would be greater as an industry
standard rather than a proprietary technology, Ericsson
approached other major telephone, mobile computer, and
electronics companies about forming an industry group
to specify and standardize a general-purpose, short-range,
low-power form of wireless communication. This small
group became the Bluetooth Special Interest Group (SIG),
discussed later.

Of special interest to many is the name “Bluetooth.”
Such a name for an industry initiative is unusual. A two-
part newsletter article (Kardach, 2001) offers a full ex-
planation of the name’s origin; the salient points follow
here. Some of the first technologists involved in early
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Table 1 Key Bluetooth Technology Characteristics

CHARACTERISTIC

BLUETOOTH TECHNOLOGY ATTRIBUTES

Types of applications
Example applications

Medium Radio frequency (RF) in the 2.4-GHz globally unlicensed
spectrum

Range Nominally 10 m; optionally up to 100 m

Power Low-power operation, suitable for battery-powered
portable devices

Packet types Voice and data

Cable replacement, wireless personal-area networks

Network access, wireless headsets, wireless data transfer,
cordless telephony, retail and m-commerce, travel and
mobility, and many other applications

discussions about a short-range wireless technology were
history buffs, and the discussion at some point turned to
Scandinavian history. A key figure in Scandinavian his-
tory is 10th-century Danish king Harald Blatand, who is
credited with uniting parts of Scandinavia. It is said that
a loose translation of his surname to English produces
“blue tooth.” Those involved in early discussions of this
technology recognized that it could unite the telecommu-
nications and information technology (IT) industries, and
hence they referred to it as “Bluetooth,” after King Harald.
At that time, Bluetooth was considered a temporary “code
name” for the project. When the time came to develop an
official name for the technology and its associated spe-
cial interest group, the name Bluetooth was chosen after
considering several alternatives. Today this is the trade-
marked name of the technology and the incorporated en-
tity (the Bluetooth SIG, discussed next) that manages it.
In fact, the SIG publishes rules and guidelines (Bluetooth
SIG, 2002a) for using the term.

The Bluetooth Special Interest Group

Formed in early 1998 and announced in May of that
year, the Bluetooth SIG originally was a rather loosely
knit group of five companies: Ericsson, Intel, IBM, Nokia
and Toshiba. These companies established themselves as
Bluetooth SIG promoter members and formed the core of
the SIG. Other companies were invited to join as adopter
members, and the SIG’s membership grew rapidly. The
promoter companies, along with a few invited experts,
developed the original versions of the Bluetooth specifi-
cation (detailed later).

In December 1999, four additional companies—3Com,
Lucent, Microsoft, and Motorola—were invited to join
the group of promoter companies (later Lucent’s pro-
moter membership was transferred to its spin-off com-
pany, Agere Systems). By this time, the SIG’s membership
had grown to more than 2,000 companies. In addition to
promoters and adopters, a third membership tier, called
associate member, also was defined. Companies may ap-
ply to become associate members, who must pay mem-
bership fees. Adopter membership is free and open to any-
one. In general, promoter and associate members develop
and maintain the Bluetooth specification; adopter mem-
bers may review specification updates before their public
availability.

The SIG’s original purpose was to develop the Blue-
tooth specification, but it has taken on additional respon-
sibilities over time. In 2001, the SIG incorporated and
instituted a more formal structure for the organization,
including a board of directors that oversees all opera-
tions, a technical organization led by the Bluetooth Ar-
chitecture Review Board (BARB), a marketing arm and a
legal group. The SIG continues to develop and maintain
the specification and promote the technology, including
sponsoring developers conferences and other events. One
important function of the SIG is to manage the Bluetooth
qualification program, in which products are tested for
conformance to the specification. All Bluetooth products
must undergo qualification testing. The SIG’s official Web
site (Bluetooth SIG, 2002b) offers more details about the
organization and the qualification program.

Wireless Personal Area Networks

A personal area network (PAN) generally is considered to
be a set of communicating devices that someone carries
with her. A wireless PAN (WPAN), of course, is such a
set of devices that communicate without cables, such as
through the use of Bluetooth technology. One can imagine
a “sphere” of connectivity that surrounds a person and
moves with her or him, so that all of the devices in the
WPAN remain in communication with one another.
WPANSs need only short-range communication capa-
bility to cover the personal area, in contrast with local
area (LAN) or wide area networks (WAN), which need to
communicate across greater distances using established
infrastructure. One source (Miller, 2001) contrasts PANs,
LANSs, and WANs, particularly Bluetooth technology as a
WPAN solution versus Institute of Electrical and Electron-
ics Engineers (IEEE, 1999) 802.11 WLAN technology.
The usefulness of a WPAN derives primarily from the
ability of individual devices to communicate with each
other in an ad hoc manner. Each device still can spe-
cialize in certain capabilities but can “borrow” the capa-
bilities of other devices to accomplish certain tasks. For
example, a PDA is useful for quickly accessing personal in-
formation, such as appointments and contacts. A mobile
telephone can be used to contact people whose informa-
tion is stored in the PDA. Hence, a user might look up
the telephone number of an associate and then dial that
number on the mobile phone. With a WPAN, however,
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this process can be automated: Once the telephone num-
ber is accessed, the PDA software could include an option
to dial the specified phone number automatically on the
mobile telephone within the WPAN, using wireless com-
munication links to transmit the dialing instructions to
the phone. When combined with a wireless headset in the
same WPAN, this could enable a more convenient device
usage model for the user, who might never need to han-
dle the mobile telephone at all (it could remain stored in a
briefcase). Moreover, the user interface of the PDA is likely
to be easier to use than a telephone keypad for retrieving
contact information. This allows each of the devices (PDA,
mobile phone, and wireless headset in this example) to be
optimized to perform the specific tasks that they do best.
The capabilities of each device are accessed from other
devices via the WPAN. This often is preferred over an al-
ternative usage model, the “all-in-one” device (imagine a
PDA that also functions as a mobile telephone). Such mul-
tifunction devices might tend to be cumbersome and are
more difficult to optimize for specific functions.

Because it was developed primarily to replace cables
that connect mobile devices, Bluetooth wireless commu-
nication is an ideal WPAN technology. Indeed, most of the
popular usage scenarios for Bluetooth technology origi-
nate in a WPAN of some sort, connecting personal devices
to each other or to other networks in proximity. The use
of Bluetooth communication links in WPAN:Ss is illustrated
next, in an examination of various Bluetooth applications.

Bluetooth Applications

Because Bluetooth technology primarily is about replac-
ing cables, many of its applications involve well-known
usage scenarios. The value that Bluetooth communication
adds to these types of applications derives from the ability
to accomplish them without wires, enhancing mobility
and convenience. For example, dial-up networking is a
task commonly performed by many individuals, especially
mobile professionals. One of the original usage scenar-
ios used to illustrate the value of Bluetooth technology
involves performing dial-up networking wirelessly—with
the use of a mobile computer and a mobile phone, both
equipped with Bluetooth communication, dial-up net-
working no longer is constrained by cables. This appli-
cation and others are detailed next.

Basic Cable Replacement Applications
These applications comprise the original set of usage
models envisioned for Bluetooth wireless technology.
When the SIG was formed and the technology began
to be popularized, these applications were touted as the
most common ways in which Bluetooth wireless commu-
nication would be used. Although many other, perhaps
more sophisticated, applications for Bluetooth technol-
ogy have been discovered and envisioned, these origi-
nal usage models remain as the primary application set.
Nearly all of these early applications involve a mobile
computer or a mobile telephone, and for the most part,
they involve performing typical existing tasks wirelessly.
One such application, already mentioned, is dial-up
networking. In this application, a Bluetooth communi-
cation link replaces the wire (typically a serial cable)

Internet
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link

Figure 1: Dial-up networking illustration.

between a computer and a telephone. When the telephone
also is a mobile device, the network connection can be
entirely wireless; a Bluetooth wireless link exists between
the computer and the telephone, and a wide-area com-
munications link (using typical cellular technology, such
as the global system for mobile communication [GSM],
time division/demand multiple access [TDMA], or others)
carries the network traffic, using the mobile telephone as
a wireless modem. Figure 1 depicts this usage model.

A variant of this application uses direct (rather than
dial-up) connection to a network such as the Internet. In
this case, the Bluetooth link allows a computer to connect
to a network such as a LAN without using a cable. To-
gether, these two applications (wireless dial-up network-
ing and wireless LAN access) form a usage model that the
SIG calls the Internet Bridge. Both applications involve ac-
cess to a network, using existing protocols, with the main
benefit being the ability to access the network without the
cables that typically are required to connect the network
client computer.

Another type of cable replacement application involves
data transfer from one device to another. One of the most
common such usage models is transferring files from
one computer to another. This can be accomplished with
removable media (diskettes, CDs), with cables (over a
network or via a direct connection) or wirelessly (using in-
frared or Bluetooth communication, to name two ways).
Infrared file transfer is not uncommon, but it requires the
two devices to have a line of sight between them. Blue-
tooth file transfer operates similarly to that of DA® in-
frared file transfer (in fact, the Bluetooth protocol stack,
discussed later, is designed such that the same applica-
tion can be used over either transport medium). Blue-
tooth communication, being RF-based, does not require
a line of sight between the two devices, however. More-
over, through the use of standard data formats, such as
vCard (Internet Mail Consortium, 1996a), vCal (Internet
Mail Consortium, 1996b), and others, objects other than
files can be exchanged between devices using Bluetooth
links in a manner similar to that used with IrDA. So, for ex-
ample, electronic business cards, calendar appointments,
and contact information can be shared wirelessly among
devices.

Building on this capability to exchange data objects is
the application that allows these same objects to be syn-
chronized. This means that data sets on two devices reflect
the same information at the point in time when they are
synchronized. Hence, in addition to simply sending a copy
of contact information or a calendar appointment from
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one device to another, the full address book or calendar
can be synchronized between the two devices so that they
have the same set of contacts or appointments. This allows
a user to enter information on any convenient device and
then have that information reflected on other devices by
synchronizing with those devices. In addition to the bene-
fit of performing these tasks wirelessly, by using standard
protocols and data formats information can be exchanged
easily among many kinds of devices. Specialized cables to
connect two computers, or custom cradles to connect a
PDA to a computer, are not needed once Bluetooth tech-
nology enters the picture. Instead, the same data can be
exchanged and synchronized to and from notebook com-
puters, PDAs, mobile phones, pagers, and other devices.
This illustrates a hallmark of the value of Bluetooth tech-
nology: a single standard wireless link can replace many
cables of various types, allowing devices that otherwise
might not be able to be connected to communicate easily.

Another data transfer application is related to those
just described, but it has a distinguished usage model be-
cause of the kind of data it transfers, namely, image data.
The SIG calls this usage model the instant postcard, and it
involves transferring pictures from one device to another.
One reason that this application is separately described
is because it involves the use of a digital camera. Today,
when a camera captures new images, they typically are
loaded onto a computer of some sort (or perhaps a tele-
vision or similar video device) to be displayed. Through
the use of Bluetooth wireless technology, this image trans-
fer can be accomplished more easily, but once again, this
standard form of wireless link enables the same data to be
transferred to other types of devices. For example, rather
than uploading photos to a computer, the photos might
be transferred to a mobile phone. Even if the phone’s
display is not suitable for viewing the photo, it still could
be e-mailed to someone who could view it on his computer
or other e-mail device.

Until now this chapter has focused on applications in-
volving data, but Bluetooth wireless technology also is de-
signed to transport voice traffic (audio packets), and some
of the cable replacement applications take advantage of
this fact. The most notable of these is the wireless headset.
Cabled headsets that connect to a mobile phone are widely
used today to allow hands-free conversations. Bluetooth
technology removes the cable from the headset to the tele-
phone handset, enabling wireless operation that can allow
the phone to be stowed away in a briefcase, pocket, or
purse. In fact, as noted earlier, this particular application
was the basis for the invention of Bluetooth technology.
As with the previously discussed applications, however,
once a standard wireless link is established, additional
ways to connect other kinds of devices present themselves.
For example, the same Bluetooth headset used with a mo-
bile phone might also be used with a stationary telephone
(again to allow hands-free operation and increased mo-
bility), as well as with a computer (to carry audio traf-
fic to and from the computer). Furthermore, although
Bluetooth wireless communication was not originally de-
signed to carry more complex audio traffic (such as digital
music), advances are being made that will allow it to do so.
With this capability, the same wireless headset also could
be used with home entertainment systems, car audio

systems, and personal music players. Hence, the Blue-
tooth SIG dubs this usage model the ultimate headset.

Avariation on the wireless headset usage model is what
the SIG calls the speaking laptop. In this application, Blue-
tooth links carry audio data in the same manner as for
the headset application, but in this case the audio data
is routed between a telephone and a notebook computer’s
speaker and microphone, rather than to a headset. One us-
age scenario enabled with this application is that of using
the notebook computer as a speakerphone: A call made
to or from a mobile telephone can be transformed into a
conference call (“put on the speaker”) by using the speaker
and microphone built into nearly all portable (and desk-
top) computers.

Cordless telephony is another application for Blue-
tooth technology. With a Bluetooth voice access point, or
cordless telephone base station, a standard cellular mo-
bile telephone also can be used as a cordless phone in a
home or office. The Bluetooth link carries the voice traffic
from the handset to the base station, with the call then be-
ing carried over the normal wired telephone network. This
allows mobile calls to be made without incurring cellular
usage charges. In addition, two handsets can function as
walkie-talkies, or an intercom system, using direct Blue-
tooth links between them, allowing two parties to carry on
voice conversations in a home, office, or public space with-
out any telephone network at all. Because a single mobile
telephone can be used as a standard cellular phone, a cord-
less phone, and an intercom, the SIG calls this cordless
telephony application the three-in-one phone usage model.

Additional Applications

Although Bluetooth wireless technology was developed
especially for cable-replacement applications such as
those just cited, many observers quickly realized that
Bluetooth communication could be used in other ways,
too. Here I describe a few of the many potential applica-
tions of Bluetooth technology, beginning with those that
the SIG already is in the process of specifying.

The Bluetooth SIG focused primarily on the cable re-
placement applications already discussed in the version
1.x specifications that it released. The SIG also is devel-
oping additional profiles (detailed later) for other types
of Bluetooth applications. Among these are more robust
personal area proximity networking, human interface de-
vices, printing, local positioning, multimedia, and auto-
motive applications.

Bluetooth personal area networking takes advantage
of the ability of Bluetooth devices to establish communi-
cation with each other based on their proximity to each
other, so that ad hoc networks can be formed. The Blue-
tooth Network Encapsulation Protocol (BNEP) allows Eth-
ernet packets to be transported over Bluetooth links, thus
enabling many classic networking applications to operate
in Bluetooth piconets (piconets are discussed at length in
the section Bluetooth Operation). This capability extends
the Bluetooth WPAN to encompass other devices. An ex-
ample is the formation of an ad hoc Bluetooth network
in a conference room with multiple meeting participants.
Such a network could facilitate collaborative applications
such as white-boarding, instant messaging, and group
scheduling. Such applications could allow group editing
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of documents and scheduling of follow-up meetings, all in
real time. Nonetheless, it should be noted that although
this scenario resembles classic intranet- or Internet-style
networking in some respects, Bluetooth personal area net-
working is not as robust a solution for true networking
solutions as is a WLAN technology, such as IEEE 802.11
(described in the section Related Technologies).

Replacing desktop computer cables with Bluetooth
communication links fundamentally is a cable replace-
ment application (dubbed the cordless computer by the
SIG), and this was one of the originally envisioned Blue-
tooth usage scenarios, but the original specifications did
not fully address it. The new Human Interface Device
(HID) specification describes how Bluetooth technology
can be used in wireless computer peripherals such as key-
boards, mice, joysticks, and so on. The Bluetooth print-
ing profiles specify methods for wireless printing using
Bluetooth communication, including “walk up and print”
scenarios that allow immediate printing from any device,
including mobile telephones and PDAs, as well as note-
book computers, to any usable printer in the vicinity. This
application of Bluetooth technology can obviate the need
for specialized network print servers and their associated
configuration and administration tasks.

Another application that can be realized with Blue-
tooth wireless technology is local positioning. Bluetooth
technology can be used to augment other technologies,
such as global positioning systems (GPS), especially in-
side buildings, where other technologies might not work
well. Using two or more Bluetooth radios, local position
information can be obtained in several ways. If one Blue-
tooth device is stationary (say, a kiosk), it could supply its
position information to other devices within range. Any
device that knows its own position can provide this infor-
mation to other Bluetooth devices so that they can learn
their current position. Sophisticated applications might
even use signal strength information to derive more gran-
ular position information. Once position information is
known, it could be used with other applications, such as
maps of the area, directions to target locations, or perhaps
even locating lost devices. The Bluetooth Local Positioning
Profile specifies standard data formats and interchange
methods for local positioning information.

Multimedia applications have become standard on
most desktop and notebook computers, and the Bluetooth
SIG is pursuing ways by which streamed multimedia data,
such as sound and motion video, could be used in Blue-
tooth environments. The 1 Mbps raw data rate of version 1
Bluetooth radios is not sufficient for many sorts of mul-
timedia traffic, but the SIG is investigating methods for
faster Bluetooth radios that could handle multimedia ap-
plications. The SIG also is developing profiles for multi-
media data over Bluetooth links.

Another emerging application area is that of automo-
tive Bluetooth applications. Using Bluetooth communi-
cation, wireless networks could be formed in cars. De-
vices from the WPAN could join the automobile’s built-in
Bluetooth network to accomplish scenarios such as the
following:

* Obtaining e-mail and other messages, using a mobile
phone as a WAN access device, and transferring those

messages to the car’s Bluetooth network, where they
might be read over the car’s audio system using text-
to-speech technology (and perhaps even composing re-
sponses using voice recognition technology)

Obtaining vehicle information remotely, perhaps for in-
formational purposes (for example, querying the car’s
current mileage from the office or home) or for diagnos-
tic purposes (for example, a wireless engine diagnostic
system for automobile mechanics that does not require
probes and cables to be connected to the engine)

Sending alerts and reminders from the car to a WPAN
when service or maintenance is required (for example,
e-mail reminders that an oil change is due or in-vehicle
or remote alerts when tire pressure is low or other prob-
lems are diagnosed by the vehicle’s diagnostic systems)

The SIG, in conjunction with automotive industry rep-
resentatives, is developing profiles for Bluetooth automo-
tive applications. This area is likely to prove to be an excit-
ing and rapidly growing domain for the use of Bluetooth
wireless technology.

These new applications comprise only some of the po-
tential uses for Bluetooth wireless technology. Many other
domains are being explored or will be invented in the
future. Other noteworthy applications for Bluetooth wire-
less communications include mobile e-commerce, med-
ical, and travel technologies. Bluetooth devices such as
mobile phones or PDAs might be used to purchase items in
stores or from vending machines; wireless biometrics and
even Bluetooth drug dispensers might appear in the future
(the 2.4-GHz band in which Bluetooth operates is called
the industrial, scientific, and medical band); and travelers
could experience enhanced convenience by using Blue-
tooth devices for anytime, anywhere personal data access
and airline and hotel automated check-in. In fact, this
latter scenario, including the use of a Bluetooth PDA to
unlock a hotel room door, has already been demonstrated
(InnTechnology, 2000).

The Bluetooth Protocol Stack

A complete discussion of the Bluetooth protocol stack is
outside the scope of this article. Numerous books, includ-
ing Miller and Bisdikian (2000) and Bray and Sturman
(2000) offer more in-depth discussions of Bluetooth proto-
cols. Here we present an overview of Bluetooth operation
and how the various protocols may be used to accom-
plish the applications already discussed. A typical Blue-
tooth stack is illustrated in Figure 2. Each layer of the
stack is detailed next.

Radio, Baseband, and Link Manager

These three protocol layers comprise the Bluetooth mod-
ule. Typically, this module is an electronics package con-
taining hardware and firmware. Today many manufac-
turers supply Bluetooth modules.

The radio consists of the signal processing electronics
for a transmitter and receiver (transceiver) to allow RF
communication over an air-interface between two Blue-
tooth devices. As noted earlier, the radio operates in the
2.4-GHz spectrum, specifically in the frequency range
2.400-2.4835 GHz. This frequency range is divided into
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Figure 2: The Bluetooth protocol stack.

79 channels (along with upper and lower guard bands),
with each channel having a 1-MHz separation from its
neighbors. Frequency hopping is employed in Bluetooth
wireless communication; each packet is transmitted on
a different channel, with the channels being selected
pseudo-randomly, based on the clock of the master de-
vice (master and slave devices are described in more detail
later). The receiving device knows the frequency hopping
pattern and follows the pattern of the transmitting device,
hopping to the next channel in the pattern to receive the
transmitted packets.

The Bluetooth specification defines three classes of
radios, based on their maximum power output:

* 1 mW (0 dBm)
* 2.5mW (4 dBm)
» 100 mW (20 dBm)

Increased transmission power offers a corresponding
increase in radio range; the nominal range for the 0-dBm
radio is 10 m, whereas the nominal range for the 20-dBm
radio is 100 m. Of course, increased transmission power
also requires a corresponding increase in the energy
necessary to power the system, so higher power radios
will draw more battery power. The basic cable replace-
ment applications (indeed, most Bluetooth usage scenar-
ios described here) envision the 0-dBm radio, which is
considered the standard Bluetooth radio and is the most
prevalent in devices. The 0-dBm radio is sufficient for
most applications, and its low power consumption makes
it suitable for use on small, portable devices.

Transmitter and receiver characteristics such as inter-
ference, tolerance, sensitivity, modulation, and spurious
emissions are outside the scope of this chapter but are
detailed in the Bluetooth specification (Bluetooth SIG,
2001a).

The baseband controller controls the radio and typically
is implemented as firmware in the Bluetooth module. The
controller is responsible for all of the various timing and

raw data handling aspects associated with RF communi-
cation, including the frequency hopping just mentioned,
management of the time slots used for transmitting and
receiving packets, generating air-interface packets (and
causing the radio to transmit them), and parsing air-
interface packets (when they are received by the radio).
Packet generation and reception involves many consider-
ations, including the following:

Generating and receiving packet payload

Generating and receiving packet headers and trailers

Dealing with the several packet formats defined for Blue-
tooth communication

» Error detection and correction

Address generation and detection

» Data whitening (a process by which the actual data bits
are rearranged so that the occurrence of zero and one
bits in a data stream is randomized, helping to overcome
DC bias)

Data encryption and decryption

Not all of these operations are necessarily performed
on every packet; there are various options available for
whether or not a particular transformation is applied to
the data, and in some cases (such as error detection and
correction), there are several alternatives that may be em-
ployed by the baseband firmware.

The link manager, as its name implies, manages the
link layer between two Bluetooth devices. Link man-
agers in two devices communicate using the link manager
protocol (LMP). LMP consists of a set of commands and
responses to set up and manage a baseband link between
two devices. A link manager on one device communicates
with a link manager on another device (indeed, this is gen-
erally the case for all the Bluetooth protocols described
here; a particular protocol layer communicates with its
corresponding layer in the other device, using its own de-
fined protocol. Each protocol is passed to the next succes-
sively lower layer, where it is transformed to that layer’s
protocol, until it reaches the baseband, where the base-
band packets that encapsulate the higher layer packets
are transmitted and received over the air interface). LMP
setup commands include those for authenticating the link
with the other device; setting up encryption, if desired, be-
tween the two devices; retrieving information about the
device at the other end of the link, such as its name and
timing parameters; and swapping the master and slave
roles (detailed later) of the two devices. LMP management
commands include those for controlling the transmission
power; setting special power-saving modes, called hold,
park, and sniff; and managing quality-of-service (QoS) pa-
rameters for the link. Because LMP messages deal with
fundamental characteristics of the communication link
between devices, they are handled in an expedited manner,
at a higher priority than the normal data that is transmit-
ted and received.

Control and Audio
The control and audio blocks in Figure 2 are not actual
protocols. Instead, they represent means by which the
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upper layers of the stack can access lower layers. The
control functions can be characterized as methods for
inter-protocol-layer communication. These could include
requests and notifications from applications, end users,
or protocol layers that require action by another protocol
layer, such as setting desired QoS parameters, requests
to enter or terminate power-saving modes, or requests to
search for other Bluetooth devices or change the discov-
erability of the local device. Often, these take the form of
a user-initiated action, via an application, that requires
the link manager (and perhaps other layers) to take some
action.

The audio block in Figure 2 represents the typical path
for audio (voice) traffic. Recall that Bluetooth wireless
technology supports both data and voice. Data packets tra-
verse through the L2CAP layer (described later), but voice
packets typically are routed directly to the baseband, be-
cause audio traffic is isochronous and hence time critical.
Audio traffic usually is associated with telephony appli-
cations, for which data traffic is used to set up and con-
trol the call and voice traffic serves as the content of the
call. Audio data can be carried over Bluetooth links in two
formats:

e Pulse code modulation (PCM), with either a-law or
u-law logarithmic compression

« Continuous variable slope delta (CVSD) modulation,
which works well for audio data with relatively smooth
continuity, usually the case for typical voice conversa-
tions

Host-Controller Interface (HCI)

The HCI is an optional interface between the two major
components of the Bluetooth stack: the host and the con-
troller. As shown in Figure 2 and described earlier, the ra-
dio, baseband controller, and link manager comprise the
module, which is often, but not necessarily, implemented
in a single electronics package. Such a module can be inte-
grated easily into many devices, with the remaining layers
of the stack residing on the main processor of the device
(such as a notebook computer, mobile phone, or PDA).
These remaining layers (described next) are referred to as
the host portion of the stack.

Figure 2 illustrates a typical “two-chip” solution in
which the first “chip” is the Bluetooth module and the
second “chip” is the processor in the device on which
the host software executes. (The module itself might have
multiple chips or electronic subsystems for the radio, the
firmware processor, and other external logic.) In such a
system, the HCI allows different Bluetooth modules to be
interchanged in a device, because it defines a standard
method for the host software to communicate with the
controller firmware that resides on the module. So, at least
in theory, one vendor’s Bluetooth module could be substi-
tuted for another, so long as both faithfully implement the
HCI. Although this is not the only type of partitioning that
can be used when implementing a Bluetooth system, the
SIG felt it was common enough that a standard interface
should be defined between the two major components of
the system. A Bluetooth system could be implemented
in an “all-in-one” single module, where the host and

controller reside together in the same physical package
(often called a “single-chip” solution), although in this
case, the HCI might still be used as an internal interface.
When the two-chip solution is used, the physical layer for
the HCI (that is, the physical connection between the host
and the controller) could be one of several types. The Blue-
tooth specification defines three particular physical layers
for the HCI:

* Universal serial bus (USB)
* Universal asynchronous receiver/transmitter (UART)
* RS-232 serial port

Other HCI transports could be implemented; the Blue-
tooth specification currently contains details and consid-
erations for these three.

Logical Link Control and Adaptation Protocol (L2CAP)
The Logical Link Control and Adaptation Protocol
(L2CAP) layer serves as a “funnel” through which all data
traffic flows. As discussed earlier, voice packets typically
are routed directly to the baseband, whereas data packets
flow to and from higher layers, such as applications, to
the baseband via the L2CAP layer.

The L2CAP layer offers an abstraction of lower layers
to higher layer protocols. This allows the higher layers to
operate using more natural data packet formats and pro-
tocols, without being concerned about how their data is
transferred over the air-interface. For example, the Service
Discovery Protocol layer (discussed next) defines its own
data formats and protocol data units. At the SDP layer,
only the service discovery protocol needs to be handled;
the fact that SDP data must be separated into baseband
packets for transmission and aggregated from baseband
packets for reception is not a concern at the SDP layer, nor
are any of the other operations that occur at the baseband
(such as encryption, whitening, and so on). This is accom-
plished because the L2CAP layer performs operations on
data packets. Among these operations are segmentation
and reassembly, whereby the L2CAP layer breaks higher
layer protocol data units into L2CAP packets, which
in turn can be transformed into baseband packets; the
L2CAP layer conversely can reassemble baseband pack-
ets into L2CAP packets that in turn can be transformed
into the natural format of higher layers of the stack.

An L2CAP layer in one Bluetooth stack communicates
with another, corresponding L2CAP layer in another Blue-
tooth stack. Each L2CAP layer can have many chan-
nels. L2ZCAP channels identify data streams between the
L2CAP layers in two Bluetooth devices. (L2CAP chan-
nels should not be confused with baseband channels used
for frequency hopping. L2CAP channels are logical iden-
tifiers between two L2CAP layers.) An L2CAP channel
often is associated with a particular upper layer of the
stack, handling data traffic for that layer, although there
need not be a one-to-one correspondence between chan-
nels and upper-layer protocols. An L2CAP layer might
use the same protocol on multiple L2CAP channels. This
illustrates another data operation of the L2CAP layer:
protocol multiplexing. Through the use of multiple chan-
nels and a protocol identifier (called a protocol-specific
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multiplexer, or PSM), L2CAP allows various protocols
to be multiplexed (flow simultaneously) over the air-
interface. The L2CAP layer sorts out which packets are
destined for which upper layers of the stack.

Service Discovery Protocol (SDP)

The SDP layer provides a means by which Bluetooth de-
vices can learn, in an ad hoc manner, which services are
offered by each device. Once a connection has been estab-
lished, devices use the SDP to exchange information about
services. An SDP client queries an SDP server to inquire
about services that are available; the SDP server responds
with information about services that it offers. Any Blue-
tooth device can be either an SDP client or an SDP server,
acting in one role or the other at different times.

SDP allows a device to inquire about specific services
in which it is interested (called service searching) or to
perform a general inquiry about any services that hap-
pen to be available (called service browsing). A device can
perform an SDP service search to look for, say, printing
services in the vicinity. Any devices that offer a printing
service that matches the query can respond with a “han-
dle” for the service; the client then uses that handle to per-
form additional queries to obtain more details about the
service. Once a service is discovered using SDP, other pro-
tocols are used to access and invoke the service; one of the
items that can be discovered using SDP is the set of pro-
tocols that are necessary to access and invoke the service.

SDP is designed to be a lightweight discovery protocol
that is optimized for the dynamic nature of Bluetooth pi-
conets. SDP can coexist with other discovery and control
protocols; for example, the Bluetooth SIG has published
a specification for using the UPnP discovery and control
technology over Bluetooth links.

RFCOMM
As its name suggests, the RFCOMM layer defines a stan-
dard communications protocol, specifically one that
emulates serial port communication (the “RF” designates
radio frequency wireless communication; the “COMM”
portion suggests a serial port, commonly called a COM
port in the personal computer realm). RFCOMM emulates
a serial cable connection and provides the abstraction of a
serial port to higher layers in the stack. This is particularly
valuable for Bluetooth cable replacement applications,
because so many cable connections—modems, infrared
ports, camera and mobile phone ports, printers, and
others—use some form of a serial port to communicate.
RFCOMM is based on the European Telecommunica-
tions Standards Institute (ETSI) TS07.10 protocol (ETSI,
1999), which defines a multiplexed serial communications
channel. The Bluetooth specification adopts much of the
TS07.10 protocol and adds some Bluetooth adaptation
features. The presence of RFCOMM in the Bluetooth pro-
tocol stack is intended to facilitate the migration of ex-
isting wired serial communication applications to wire-
less Bluetooth links. By presenting higher layers of the
stack with a virtual serial port, many existing applica-
tions that already use a serial port can be used in Blue-
tooth environments without any changes. Indeed, many of
the cable replacement applications cited earlier, including

dial-up networking, LAN access, headset, and file and ob-
ject exchange, use RFCOMM to communicate. Because
RFCOMM is a multiplexed serial channel, many serial
data streams can flow over it simultaneously; each sep-
arate serial data stream is identified with a server channel,
in a manner somewhat analogous to the channels used
with L2CAP.

Telephony Control Specification-Binary (TCS-BIN)
The TCS-BIN is a protocol used for advanced telephony
operations. Many of the Bluetooth usage scenarios in-
volve a mobile telephone, and some of these use the
TCS-BIN protocol. TCS-BIN is adopted from the ITU-T
Q.931 standard (International Telecommunication Union,
1998), and it includes functions for call control and man-
aging wireless user groups. Typically, TCS-BIN is used to
set up and manage voice calls; the voice traffic that is the
content of the call is carried over audio packets as des-
cribed earlier. Applications such as the three-in-one phone
usage model use TCS-BIN to enable functions such as us-
ing a mobile phone as a cordless phone or an intercom.
In these cases, TCS-BIN is used to recognize the mobile
phone so that it can be added to a wireless user group that
consists of all the cordless telephone handsets used with
a cordless telephone base station. TCS-BIN also is used
to set up and control calls between the handset and the
base station (cordless telephony) or between two handsets
(intercom).

TCS-BIN offers several advanced telephony functions;
devices that support TCS-BIN can obtain knowledge of
and directly communicate with any other devices in
the TCS-BIN wireless user group, essentially overcom-
ing the master-slave relationship of the underlying Blue-
tooth piconet (detailed later). It should be noted that not
all Bluetooth telephony applications require TCS-BIN;
an alternative method for call control is the use of AT
commands over the RFCOMM serial interface. This latter
method is used for the headset, dial-up networking, and
fax profiles.

Adopted Protocols

Although several layers of the Bluetooth protocol stack
were developed specifically to support Bluetooth wireless
communication, other layers are adopted from existing
industry standards. I already have noted that RFCOMM
and TCS-BIN are based on existing specifications. In ad-
dition to these, protocols for file and object exchange and
synchronization are adopted from the Infrared Data As-
sociation (IrDA), and Internet networking protocols are
used in some applications.

The IrDAs object exchange (OBEX) protocol is used
for the file and object transfer, object push, and synchro-
nization usage models. OBEX originally was developed
for infrared wireless communication, and it maps well
to Bluetooth wireless communication. OBEX is a rela-
tively lightweight protocol for data exchange, and sev-
eral well-defined data types—including electronic busi-
ness cards, e-mail, short messages, and calendar items—
can be carried within the protocol. Hence, the Bluetooth
SIG adopted OBEX for use in its data exchange scenar-
ios; by doing so, existing infrared applications can be used
over Bluetooth links, often with no application changes.
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Figure 3: The Bluetooth profiles.

In addition, the infrared mobile communications (IrMC)
protocol is used for the synchronization usage model. Typ-
ically, infrared communication occurs over a serial port,
so the adopted IrDA protocols operate over RFCOMM in
the Bluetooth protocol stack.

Networking applications such as dial-up networking
and LAN access use standard Internet protocols, includ-
ing point-to-point protocol (PPP), Internet protocol (IP),
user datagram protocol (UDP), and transmission control
protocol (TCP). As shown in Figure 2, these protocols
operate over the RFCOMM protocol. Once a Bluetooth
RFCOMM connection is established between two devices,
PPP can be used as a basis for UDP-IP and TCP-IP net-
working packets. This enables typical networking appli-
cations, such as network dialers, e-mail programs, and
browsers, to operate over Bluetooth links, often with no
changes to the applications.

Bluetooth Profiles

I have presented an overview of the Bluetooth protocols,
which are specified in Bluetooth SIG (2001a), the first vol-
ume of the Bluetooth specification. The Bluetooth SIG
also publishes a second volume of the specification (Blue-
tooth SIG, 2001b), which defines the Bluetooth profiles.
Profiles offer additional guidance to developers beyond
the specification of the protocols. Essentially, a profile is a
formalized usage case that describes how to use the proto-
cols (including which protocols to use, which options are
available, and so on) for a given application. Profiles were
developed to foster interoperability; they provide a stan-
dard basis for all implementations, to increase the like-
lihood that implementations from different vendors will
work together, so that end users can have confidence that
Bluetooth devices will interoperate with each other. In ad-
dition to the profile specifications, the SIG offers other
mechanisms intended to promote interoperability; among
these are the Bluetooth Qualification Program (a definition
of testing that a Bluetooth device must undergo) and un-
plugfests (informal sessions where many vendors can test
their products with each other); detailed discussions of

these programs are outside the scope of this chapter, but
more information is available on the Bluetooth Web site
(Bluetooth SIG, 2002b).

Our earlier discussion of Bluetooth applications pre-
sented several usage models for Bluetooth wireless com-
munication. Many of these applications have associated
profiles. For example, the dial-up networking profile de-
fines implementation considerations for the dial-up net-
working application. Most of the applications cited here
have associated profiles, and many new profiles are being
developed and published by the SIG; the official Bluetooth
Web site (Bluetooth SIG, 2002b) has a current list of avail-
able specifications. In addition, there are some fundamen-
tal profiles that describe basic Bluetooth operations that
are necessary for most any application. The version 1.1
profiles are illustrated in Figure 3. This figure shows
the relationship among the various profiles, illustrating
how certain profiles are derived from (and build upon)
others.

The leaf nodes of the diagram consist of profiles that de-
scribe particular applications—file and object transfer, ob-
ject push, synchronization, dial-up networking, fax, head-
set, LAN access, cordless telephony, and intercom. The
telephony (TCS-BIN) profile includes elements that are
common to cordless telephony and intercom applications;
similarly, the generic object exchange profile describes the
common elements for its children, and the serial port pro-
file defines operations used by all applications that use the
RFCOMM serial cable replacement protocol. Note that the
generic object exchange profile derives from the serial port
profile; this is because OBEX operates over RFCOMM in
the Bluetooth protocol stack.

The two remaining profiles describe fundamental
operations for Bluetooth communication. The service
discovery application profile describes how a service dis-
covery application uses the service discovery protocol (de-
scribed earlier). The generic access profile is common to
all applications; it defines the basic operations that Blue-
tooth devices use to establish connections, including how
devices become discoverable and connectable, security
considerations for connections, and so on. The generic
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access profile also includes a common set of terminology
used in other profiles; this is intended to reduce ambi-
guity in the specification. The generic access and service
discovery application profiles are mandatory for all Blue-
tooth devices to implement, because they form the basis
for interoperable devices. Other works, including Miller
and Bisdikian (2000), delve more deeply into the Blue-
tooth profiles.

Bluetooth Operation

Having discussed WPANSs, Bluetooth applications, proto-
cols, and profiles, I now turn our attention to some of the
fundamental concepts of Bluetooth operation, illustrating
an example flow for a Bluetooth connection.

At the baseband layer, Bluetooth operates on a master—
slave model. In general, the master device is the one that
initiates communication with one or more other devices.
Slaves are the devices that respond to the master’s queries.
In general, any Bluetooth device can operate as either a
master or a slave at any given time. The master and slave
roles are meaningful only at the baseband layer; upper lay-
ers are not concerned with these roles. The master device
establishes the frequency hopping pattern for communi-
cation with its slaves, using its internal clock values to
generate the frequency hopping pattern. Slaves follow the
frequency hopping pattern of the master(s) with which
they communicate.

When a master establishes a connection with one or
more slaves, a piconet is formed. To establish the connec-
tion, a master uses processes called inguiry and paging.
A master can perform an inquiry operation, which trans-
mits a well-defined data sequence across the full spectrum
of frequency hopping channels. An inquiry effectively
asks, “Are there any devices listening?” Devices that are in
inquiry scan mode (a mode in which the device periodi-
cally listens to all of the channels for inquiries) can re-
spond to the master’s inquiry with enough information
for the master device to address the responding device
directly. The inquiring (master) device may then choose
to page the responding (slave) device. The page also is
transmitted across the full spectrum of frequency hop-
ping channels; the device that originally responded to the
inquiry can enter a page scan state (a state in which it
periodically listens to all of the channels for pages), and
it can respond to the page with additional information
that can be used to establish a baseband connection be-
tween the master and the slave. The master can repeat
this process and establish connections with as many as
seven slaves at a time. Hence, a piconet consists of one
master and up to 7 active slaves; additional slaves can be
part of the piconet, but only seven slaves can be active at
one time. Slaves can be “parked” (made inactive) so that
other slaves can be activated. Figure 4 illustrates a typical
Bluetooth piconet. Note that a device could be a slave in
more than one piconet at a time, or it could be a master of
one piconet and a slave in a second piconet. In these cases,
the device participating in multiple piconets must use the
appropriate frequency hopping pattern in each piconet,
so it effectively must split its time among all the piconets
in which it participates. The Bluetooth specification calls
such interconnected piconets scatternets.

Once a piconet is formed (a baseband connection ex-
ists between a master and one or more slave devices),
higher layer connections can be formed, and link man-
ager commands and responses may be used to manage
the link. At some point, it is likely that an L2CAP con-
nection will be formed for data packets (even if the main
content for a link is voice traffic, an L2CAP data con-
nection will be needed to set up and manage the voice
links). A Bluetooth device can have one data (L2CAP)
connection and up to three voice connections with any
other Bluetooth device at a given time (recall, however,
that L2CAP connections can be multiplexed, so many
different data streams can flow over the single L2CAP
connection). Once an L2CAP connection is established,
additional higher layer connections can be established.
If the devices are not familiar to each other already, it is
likely that an SDP connection will be used to perform ser-
vice discovery. RFCOMM and TCS-BIN connections also
might be made, depending on the application. From here,
applications can manage voice and data packets to ac-
complish their usage scenarios, which might be those de-
fined by Bluetooth profiles or other ways to use Bluetooth
wireless communication to accomplish a given task. Ad-
ditional details about fundamental Bluetooth operations
and connection establishment, including the various types
of packets, master-slave communication protocols, and
timing considerations, are outside the scope of this chap-
ter but are detailed in works such as Miller and Bisdikian
(2000) and Bray and Sturman (2000).

An additional noteworthy aspect of Bluetooth opera-
tion is security. In the wireless world, security justifiably is
a key concern for device manufacturers, device deployers
and end users. The Bluetooth specification includes se-
curity measures such as authentication and encryption.
At the time that a link is established, Bluetooth devices
may be required to authenticate themselves to each other.
Once a link has been established, the data traffic over that

Figure 4: Example of a Bluetooth piconet.
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link may be required to be encrypted. The methods used
for authentication and encryption are detailed in the spec-
ification, and the Bluetooth profiles discuss what security
measures should be employed in various circumstances
(for example, the file transfer profile requires that both
authentication and encryption be supported, and it rec-
ommends that they be used). Applications are free to im-
pose additional security restrictions beyond those that are
provided in the specification. For example, applications
might choose to expose data or services only to authorized
users or to implement more robust user authentication
schemes. Details of the operation of Bluetooth security
features are outside the scope of this chapter but are de-
tailed in works such as Miller and Bisdikian (2000) and
Bray and Sturman (2000).

Related Technologies

Other sources, including other chapters in this ency-
clopedia (see the “Cross References” section), discuss
related wireless communication technologies in some
depth. Here I briefly describe two particularly interest-
ing related technologies, IrDA and TEEE 802.11 WLANI.
I also comment on the IEEE 802.15.1 WPAN standard.

IrDA technology (IrDA 2002) uses infrared optical
links, rather than RF links, to accomplish wireless com-
munication between two devices. IrDA ports are common
on many portable computing and communication devices
and often are found on the same sorts of devices that are
good candidates for using Bluetooth technology. IrDA and
Bluetooth technologies share several aspects:

* Both are for short-range communication.
* Both use low-power transmission.
* Both are useful for cable-replacement applications.

Some differences between the two technologies are the
following:

IrDA typically uses less power than Bluetooth radios.

IrDA data rates typically are greater than those of Blue-
tooth wireless communication.

IrDA technology, because it uses optical communica-
tion, requires a “line of sight” between the two devices,
whereas Bluetooth technology, because it uses RF com-
munication, can penetrate many obstacles that might lie
between two devices.

As already noted, many IrDA applications are well
suited for use with Bluetooth links, and the Bluetooth
SIG adopted the OBEX and IrMC protocols from the IrDA
specification for use in the Bluetooth specification to fos-
ter the use of common applications for either technology.
For certain applications in certain situations, one tech-
nology or the other might be the most suitable to use.
A more detailed comparison of the two technologies can
be found in Suvak (1999).

Many articles (e.g., Miller, 2001) have dealt with the
relationship between IEEE 802.11 WLAN (IEEE, 1999)
and Bluetooth WPAN technologies. Often, these two tech-
nologies are portrayed as being in competition with one
another, with the proposition that one will “win” at the ex-

pense of the other. In fact, I believe, as many do, that these
two technologies are complementary. Indeed, they are
optimized for different purposes and applications. IEEE
802.11 is for WLAN applications, whereas Bluetooth tech-
nology is aimed at WPAN applications. Similarities be-
tween the two technologies include the following:

» Both operate in the 2.4-GHz RF spectrum. (The IEEE
802.11 standard actually includes two variants, 802.11a
and 802.11b. Here I focus primarily on 802.11b. IEEE
802.11a operates in the 5-GHz spectrum.)

« Both use spread spectrum to communicate.
* Both can be used to access networks.

There are, however, distinct differences between the two
technologies, including the following:

« IEEE 802.11 has a longer range (nominally 100 m) ver-
sus the typical nominal range of 10 m for Bluetooth wire-
less communication.

« IEEE 802.11 permits a much faster data rate (about 11
Mbps for 802.11b, even faster for 802.11a) than does
Bluetooth technology (about 1 Mbps).

» The topology, higher data rate, and longer range of
IEEE 802.11 WLAN technology inevitably lead to higher
power consumption on average, making it less suitable
for small portable personal devices with limited battery
power.

« IEEE 802.11 is intended to be used for Ethernet-style
networking applications in a LAN environment—it is
a typical LAN without the wires—whereas Bluetooth
is optimized for WPAN applications, notably cable re-
placement.

Indeed, the TEEE distinguishes between WLAN and
WPAN technologies and has a separate standard, IEEE
802.15.1 (IEEE, 2001) for WPAN applications. In fact, this
IEEE 802.15.1 standard is based on the Bluetooth specifi-
cation, and it essentially adopts a subset of the Bluetooth
technology as the IEEE standard. Using Bluetooth wire-
less technology as the basis for the IEEE WPAN standards
offers further evidence that Bluetooth and IEEE 802.11
technologies can complement each other, as does the fact
that the Bluetooth SIG and the IEEE work together on
certain issues, including pursuing methods by which the
RF interference between the two technologies can be min-
imized.

CONCLUSION

This introduction to Bluetooth wireless technology has
touched on what can be done with the technology (Blue-
tooth applications), how it began and how it now is man-
aged (the Bluetooth SIG), how it works (Bluetooth proto-
cols, profiles, and operation), and how it relates to some
other wireless communication technologies. The chapter
focused on the application of Bluetooth wireless com-
munication as a WPAN technology for connecting per-
sonal portable devices. I have presented several references
where this topic is explored in greater detail.

With tremendous industry backing, a design to
work with both voice and data, the ability to replace
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cumbersome cables, and many new products being de-
ployed on a regular basis, Bluetooth wireless technology
is poised to become an important way for people to com-
municate for the foreseeable future. From its genesis as a
method to provide a wireless headset for mobile phones,
this technology named for a Danish king continues to
spread across the planet.

GLOSSARY

Bluetooth wireless technology Name given to a wire-
less communications technology used for short-range
voice and data communication, especially for cable-
replacement applications.

Bluetooth SIG The Bluetooth Special Interest Group,
an industry consortium that develops, promotes, and
manages Bluetooth wireless technology, including the
Bluetooth qualification program and the Bluetooth
brand.

Frequency-hopping spread spectrum A method of di-
viding packetized information across multiple chan-
nels of a frequency spectrum that is used in Bluetooth
wireless communication.

IEEE 802.11 A wireless local-area network standard de-
veloped by the Institute for Electrical and Electronics
Engineers that is considered complementary to Blue-
tooth wireless technology.

IEEE 802.15.1 A wireless personal area network stan-
dard developed by the Institute for Electrical and Elec-
tronics Engineers that is based on Bluetooth wireless
technology.

Infrared Data Association (IrDA) An industry consor-
tium that specifies the IrDA infrared communication
protocols, some of which are used in the Bluetooth pro-
tocol stack.

Piconet A Bluetooth wireless technology term for a set
of interconnected devices with one master and up to
seven active slave devices.

Profile In Bluetooth wireless technology, a specification
for standard methods to use when implementing a par-
ticular application, with a goal of fostering interoper-
ability among applications and devices.

Radio frequency (RF) Used in the Bluetooth specifi-
cation to describe the use of radio waves for physical
layer communication.

Wireless personal area network (WPAN) A small set
of interconnected devices used by one person.

CROSS REFERENCES

See Mobile Commerce; Mobile Devices and Protocols;
Mobile Operating Systems and Applications; Propagation
Characteristics of Wireless Channels; Radio Frequency and
Wireless Communications; Wireless Application Protocol
(WAP); Wireless Communications Applications; Wireless
Internet.
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INTRODUCTION AND BACKGROUND

Numerous excellent resources exist to help would-be
entrepreneurs with the technical aspects of writing a busi-
ness plan, many of which are referenced here. Many
articles have also been written on financial management
of e-businesses, but most of these are targeted to help-
ing venture capitalists (VCs) rather than entrepreneurs.
Would-be entrepreneurs should begin by taking one step
back from the actual preparation of a written busi-
ness plan to consider the types of funding available for
start-up e-businesses. Deciding how best to fund a start-
up company is the first important issue faced by en-
trepreneurs, yet the consequences of specific choices are
often overlooked—the people who fund the company will
invariably have a major impact on how the company is
ultimately managed.

Although there are numerous benefits to actually writ-
ing a business plan, most formal business plans are ex-
ecuted as a requirement for obtaining external funding,
and the primary source of funding for e-businesses is
venture capital. In fact, Venture Economics, a New York-
based consulting firm, notes that about $240 billion has
been poured into venture funds since the beginning of
1998 (Healy, 2002). This number does not include the sig-
nificant contributions from VCs beyond the large, cen-
trally managed venture funds. Accordingly, the benefits
and challenges of using venture capital as a primary
source of start-up funding are discussed here. Through
consulting engagements with numerous start-up compa-
nies, the number one problem this author sees is that
entrepreneurs fail to recognize that differences between
their motivations for starting businesses and the investors’
motivation for funding them. Publicly available exam-
ples are used throughout this chapter to help explain
the additional volatility that entrepreneurs face when
using venture capital to fund their e-business start-up
companies.
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Beginning of the Dot-com Gold Rush

The mid-1990s marked the beginning of the dot-com gold
rush, a period of time when investors eagerly supplied
capital to any entrepreneur willing to brave the mysteri-
ous world of electronic commerce and build a business-
to-consumer (B2C) company presence on the Internet. All
would-be entrepreneurs needed were the words “online,”
“dot-com,” or “electronic commerce” in their business
plans to spark significant interest. Traditional concerns
regarding the potential to generate revenues—typically
measured by the existence of current sales—were tem-
porarily suspended, as investors believed that the Internet
held limitless potential and that existing business meth-
ods for sales held little predictive value for the success of
an e-business. Essentially, as recently as 1993 the bound-
aries of this new frontier were completely unknown and
every investment was a tremendous leap of faith. Yet many
investors readily made this leap, believing that the payoff
would be worth it.

Since 1993, we have learned a great deal about the In-
ternet’s role in business, including the fact that many of
the keys to success for an e-business venture are the same
as the keys to success for most traditional business ven-
tures. “Just because you're part of the Net doesn’t mean
that the laws of economics have been repealed. You've got
to have a real business,” says Bill Reichart, the current
President of Garage Technology Ventures (Aragon, 2000).
The challenge is in finding the right balance between tra-
ditional and new business measures and methods. Many
e-business ventures that were started in the mid-1990s
continue to flourish, but many more ventures have come
and gone. What we hear about most in the popular press
are the spectacular failures of the dot-com companies,
often dubbed “dot-bombs.” In fact, whole Web sites have
been dedicated to documenting these failures. Table 1 lists
some of the failed companies’ documentation sites, still up
and running in September 2002. It is interesting to note
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Table 1 Listing of Dot-com Failure Web Sites

HOOVERS http://www.hoovers.com/news/detail/0,2417,11_3583,00.html
ITWATCHDOG http://www.itwatchdog.com/NewsFeeds/DotcomDoom.html
PLANETPINKSLIP http://www.planetpinkslip.com/

DOTCOMSCOOP http://www.dotcomscoop.com

WEBMERGERS http://www.webmergers.com/

that at one time many more documentation sites existed,
but many of them ceased to exist as the economy slowed
considerably during the third quarter of 2001 and contin-
ued to decline for several months afterward.

Studying past failure is an important part of increas-
ing future likelihood of success, lest history repeat it-
self. Many articles have documented the explosion of
e-business failures, with particular emphasis given to the
myriad new but bad ideas that have been funded. How-
ever, that’s not the entire story, or even the most inter-
esting bit of the story. In this chapter, a brief discussion
of other major reasons for dot-com failures precedes the
discussion of keys to business plan success. Specifically,
this chapter focuses on two additional key factors in nu-
merous dot-com failures. First, the rapidly changing inter-
ests of investing firms are discussed. That is followed by a
discussion of failed frontrunners with new and good busi-
ness ideas that just lost their balance on the steep learning
curve of new customer issues and/or business infrastruc-
ture requirements for e-business success.

Changing Interests of Investing Firms

Beginning in the mid-1990s, numerous investors eagerly
sought electronic commerce ventures and were especially
interested in funding B2C start-ups. The prospect of po-
tentially reaching any consumer around the world with-
out the cost of setting up physical shops seemed to hold
unlimited profit potential. In fact, for a short period of
time it seemed that the ultimate goal was to find and fund
purely virtual companies, or companies completely inde-
pendent of physical constraints. One of the first success-
ful virtual companies is Tucows (http://www.tucows.com).
Scott Swedorski, a young man who was very good at de-
veloping Winsock patches for Microsoft products, started
Tucows in 1993. Mr. Swedorski developed a Web site and
posted software patches as freeware. The Web site became
so successful among software developers that advertisers
rushed to place banner advertisements on the Web site. It
is interesting to note that not only is Tucows one of the
first successful virtual companies, it is also one of a very
few companies that successfully used banner advertising
as a sustainable business model. Indeed, Tucows is the ex-
ception, not the norm. Mr. Swedorski recognized a unique
market need and fulfilled it, using the Internet.

In contrast, many new e-business start-ups have been
driven more by a desire to identify new Internet markets
rather than by an existing need. That is one valuable lesson
from the Tucows example. Another lesson is that Tucows
did not need venture capital funding because the company
grew as a result of meeting a need in a new way. There is
much less risk all around if an entrepreneur with a good

idea can start small and grow the business slowly. En-
trepreneurs who want to start big usually require venture
capital. Invariably, this means that entrepreneurs will re-
linquish control of company management. It also means
that overall the financial stakes are higher.

Two examples of start-up failures are briefly docu-
mented here to illustrate the related risks of starting big
and using venture capital. Please note, however, that these
examples are not intended to represent an indictment of
VCs. Rather, it is a call to attention of the challenges of
using venture capital that are generally overlooked.

Pets.com started off as a good idea—one-stop online
shopping for pet supplies, from food to beds to routine
medications. Pets.com was started late in the 1990s, a
time when VCs were pushing managers to establish brand
recognition at all costs. During this period, it was com-
mon for VCs to give large sums of money to start-up
managers and tell them to spend aggressively on adver-
tising campaigns designed to establish significant brand
recognition as quickly as possible. During 1998 and 1999,
the spectacular successes of a few firms with this strat-
egy further encouraged other firms to push the limits on
advertising campaigns. For example, exorbitant spending
by the start-ups monster.com and hotjobs.com during the
Superbowl in 1999 proved to be very successful. There
was little reason to believe that it wouldn’t work for other
companies, such as Pets.com. Yet in the fiscal year ending
September 30, 1999, Pets.com made $619,000 in revenues
and spent $11,815,000 on marketing and sales. They were
arguably successful in establishing brand recognition, as
most people today would still recognize the Pets.com sock
puppet, but the cost was too high. In the year 2000, they
went public, but despite their brand recognition, con-
sumers did not come in as quickly as as needed to build
revenues. Consequently, they closed their doors the same
year they went public.

The role of VCs in the failure of Pets.com and similar
companies during the late 1990s is often overlooked in the
retelling of the stories but was, in fact, key to those fail-
ures. Instead of fostering the vision of a sustainable busi-
ness model, many VCs pushed artificial company growth
purely through venture spending, with the goal of tak-
ing the company public as quickly as possible. Once such
companies went through their initial public offering and
public investors started to buy, the original VCs often
sold their shares. Thus, it was traditional investors, not
the VCs, who were left holding the losses. Traditional in-
vestors have learned the hard way that revenues matter,
even for young companies. At the same time, for would-be
entrepreneurs interested in seeking venture capital, such
stories provide important lessons: Logistics and trans-
portation issues probably would not have spun so far out
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of control if companies had started smaller, and brand
recognition is not the only thing that matters.

It is important to keep in mind the focus of high risk in-
vestors such as VCs: They are willing to make higher risk
investments with the hope of fast and significant payoffs.
Unfortunately, this translates into an environment where
some of those investors are willing to sacrifice the long-
term future of a start-up company for their own profitabil-
ity. Accordingly, it is very important that entrepreneurs
check the track records of different investors before de-
ciding whom to approach for funding.

VCs also played a major role in the failure of companies
that never went public simply by shifting their interest
to other types of start-ups before their previous start-up
investments had stabilized. Streamline.com was an on-
line grocery company that had a business model superior
to most of their competitors’ in terms of provisions for
customer value and service. One of their primary prob-
lems was that they underestimated logistics and trans-
portation costs, and they also found that competing with
large grocery stores for top-quality products from food
production companies was difficult. By the time that they
began to learn from these issues, the VCs decided against
further financing of the business, as their interests had
shifted to other, newer types of emerging e-commerce
companies.

The initial enthusiasm for B2C start-ups in the mid-
1990s was replaced in the late 1990s with interest in the
business-to-business (B2B) space. Investors began to re-
alize that the profit potential in the B2B space was much
greater because of larger transaction size and volume and
greater customer reliability (businesses instead of individ-
uals). Soon after B2B business plans became the favored
choice for VCs, investors began to realize that a lot of work
on Internet infrastructure was needed in order to truly
exploit the Internet’s potential. Thus, companies building
software applications and other support mechanisms for
strengthening the Internet’s infrastructure replaced B2B
investments as the favored business plans to invest in.

Within the span of 5 years or so, the interests of in-
vestors moved from B2C, to B2B, to Internet infrastruc-
ture business plans. This was taking place at the same
time entrepreneurs were receiving large sums of money
to build artificial growth. The result was that a number of
companies with sound business plans grew too quickly to
be sustainable on their own revenues, yet venture backing
stopped, as VCs moved on to what they deemed to be more
exciting categories of business plans. Streamline.com is
but one example of a B2C company that started to show
signs of progress as interest in financing shifted from B2C
to what were considered potentially more lucrative ven-
tures.

The moral of the story is that entrepreneurs looking for
venture backing need to understand trends in business as
well as what investments are favored by venture firms. En-
trepreneurs willing to start smaller and grow more slowly
can maintain control of the company’s management and
can move along the learning curve at a more reasonable
pace. On the other hand, entrepreneurs with clear ideas
for fulfilling significant and known market needs with
electronic commerce businesses should genuinely con-
sider venture capital as a funding option.

Confounding Organizational Issues

In the previous section, Streamline.com was mentioned
as a firm that could not attract additional rounds of fund-
ing as they were learning how to manage their opera-
tions. Many online stores, such as Streamline.com and
Amazon.com, started off believing they would compete di-
rectly with physical stores. Indeed, during the mid-1990s
there was much discussion regarding anticipated changes
in profits of physical stores and anticipated changes in
consumer behavior. In the end, it became clear that most
consumers were primarily interested in online shopping
as an additional convenience rather than as an exclusive
alternative to shopping in physical stores. This meant that
online stores did not grow their market shares as quickly
as they had hoped or anticipated.

Also, online stores underestimated their own depen-
dence on companies with a physical presence, such as
warehouses and distribution centers. Amazon.com is a
perfect example of a company that ultimately was reorga-
nized when managers recognized they needed the physi-
cal world more than they originally imagined (Vigoroso,
2002).

Brick-and-mortar companies making e-business in-
vestments struggled less with e-business investments, as
they already had the infrastructure support they needed
and they also had a clearer understanding of their cus-
tomer base. In fact, many brick-and-mortar companies
learned very quickly how to adopt best practices from
the efforts of virtual companies and had the capital to
implement their ideas with much less trouble than the
virtual firms. Yet it is also interesting to note that many
of these brick-and-mortar ventures into e-business lacked
the innovation and forethought that could have resulted in
truly innovative business practices. For example, Barnes
and Noble developed their Web presence completely sepa-
rately from their physical presence. Barnesandnoble.com
had a completely different staff and completely different
databases. Once the managers of the brick-and-mortar
establishment felt that the market had stabilized and
that the threat of market share loss from such compa-
nies as Amazon.com had dissipated, the managers of the
brick-and-mortar Barnes and Noble decided to keep some
shares in barnesandnoble.com but sell off the rest of vir-
tual Barnes and Noble. Imagine, however, what innova-
tions might have developed if, for example, the online
databases had been fully integrated with the databases of
sales from physical inventories? A much more complete
understanding of customer spending habits on books
could have been obtained.

Organizing the Keys to Success

Many of the keys to success for e-business ventures are
simply the keys to success for any new business. The busi-
ness world has learned a great deal by doing postmortem
analyses of failed e-business start-ups. We have learned
that customers want Web options as opposed to Web ex-
clusivity in their lives. We have relearned that revenues
count, relationships with suppliers are important, and a
host of other traditional business values are still relevant.
Many core considerations for building a successful com-
pany did not change as a result of the high tech investment
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boom and have not changed since the investment bust.
Yet there are also some unique issues to tackle for e-
business start-ups. The next four sections of this paper
provide a layered view of methods for building a success-
ful e-business plan, starting with the most general success
considerations and building to the most specific issues. In
particular, keys to success are analyzed as follows: consid-
erations for any new business venture, considerations for
any new company, special concerns when planning a new
e-business venture for an existing brick-and-mortar firm,
and special considerations when starting a new business
that is primarily an e-business.

CONSIDERATION FOR ANY NEW
BUSINESS VENTURE

A business venture may be anything, from an investment
in a major new project by an existing company, to the
start-up of a new company. Although new and established
companies have some unique challenges and opportuni-
ties, there are also numerous issues common to both types
of companies. Regardless of the size and sophistication
of any given company, it is imperative to begin with three
basic questions: what, who, and how much. More specif-
ically, what is the venture goal or strategy, and how is the
proposed business plan different from competitors’ plans?
Who will be designated as the key leaders for the venture,
and approximately how much capital is needed to start
the project or company? This section takes a closer look
at each of these issues.

Identification of a Competitive Mission

The first thing angel investors or VCs will look at in a
business plan is the executive summary. Specifically, they
will be looking to see how the mission of a company is
different from others they have seen. Investors will be
looking for evidence that the company is proposing prod-
ucts or services that are in demand and that the orga-
nizational leaders in some way demonstrate innovation
in their thinking about running the business. They will
also be looking for evidence that the key managers have
given adequate thought and consideration to the com-
petitive environment. Investors want assurance that thor-
ough analysis of the customers, competitors, and sup-
pliers has been completed. Since the failure of so many
e-business start-ups, investors have started scrutinizing
mission statements very carefully and asking organiza-
tional leaders numerous difficult questions prior to mak-
ing an investment. In a sense, this is an advantage to the
proposed organizational leaders, as they should be forced
to consider many possible business scenarios prior to ac-
tually starting their business.

Established brick-and-mortar companies investing in
e-business operations, either B2B or B2C, should ask
themselves the same difficult questions that VCs and
bankers will ask entrepreneurs, to ensure that the pro-
posed business plan fits well with the organization’s exist-
ing missions and goals. However, brick-and-mortar com-
panies often find themselves in a position of investing
in e-business out of competitive necessity rather than
out of competitive strategy. As a result, the e-business

investments of the brick-and-mortar companies are of-
ten not leveraged to the extent they could be if they were
more strategically linked to organizational goals and mis-
sions. Barnes and Noble is an example of lost opportunity
when a major investment in e-business is never strategi-
cally linked to other core services offered by the company.

Key Employees

It is important to identify project leaders and key person-
nel as early as possible. These individuals need to provide
strong leadership to the organization and to shape the
company’s future. Yet aspiring entrepreneurs often learn
that finding a good business partner is about as difficult
as finding a good marriage partner. First and foremost,
entrepreneurs should find someone whose skills comple-
ment their skills. For example, a software engineer needs
someone to be responsible for designing a marketing and
sales plan. Also, entrepreneurs need partners who share
their vision and, perhaps most important, are capable of
helping fulfill that vision. Many would-be entrepreneurs
are enthusiastic at the beginning of a start-up venture
but do not know how, or do not have the wherewithal,
to see the vision through to fruition. It is generally not a
good idea to jump into a business venture with a relative
stranger. A possible exception is if the partner candidate
has a proven track record and enough time is spent with
him or her to know that a good rapport exists. A proven
track record for follow-through is of equal importance to
rapport, however, and should not be overlooked simply
because the person is likable. Anyone who can’t execute
your business plan effectively will quickly become less
likable!

Ronald Grzywinski and Mary Houghton, cofounders of
Shorebank Corp (http://www.sbk.com) note that effective
management also requires a commitment to developing
and creating opportunities for others to move through the
ranks of the organization. They find that it is most difficult
to find personnel with strong general management skills.
Accordingly, they invest a great deal in building these skills
in their existing personnel.

Identifying key personnel for e-business ventures of
brick-and-mortar companies has its own challenges. Iden-
tifying whom to designate as the new managers for the
e-business venture of a brick-and-mortar company in-
volves deciding whether to move proven managers from
the existing organization over to the e-business, or
whether to hire new personnel from outside the com-
pany. Existing employees can ensure that an understand-
ing of the current customer base is considered as deci-
sions are made to develop the new venture. On the other
hand, it may be possible to attract e-business veterans
who can help the traditional management team with the
e-business learning curve. It seems like an attractive
option to hire a combination of insiders and outsiders
to run new e-business ventures, but care must be taken
to ensure that a culture clash does not get in the way of
effective management.

In any event, it is most important that the strategic
goals and missions of the e-business be clearly thought
out and articulated at the very beginning, and that ev-
ery subsequent decision be measured against these goals.
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This will ensure that the scope of projects considered by
the company stays reasonable and that the company does
not take off in directions that cannot be subsequently
supported by the core capabilities of the organization.
Although this sounds like common sense, managers of-
ten get so caught up in either making a sale—any sale
under any circumstances—that they forget to focus on
fulfilling the strategic missions of the company. A clearly
articulated and carefully considered mission that is con-
tinuously referenced by the management team can signifi-
cantly reduce the likelihood of miscommunication within
the organization and will help keep all personnel on the
same strategic page.

Budgeting

Budgeting for any new business venture is not easy.
E-business ventures, however, are particularly difficult to
budget for, as the majority of capital used in start-up is
for Web and other software development, network in-
frastructure, personnel, marketing, and other intangible
items. Budgeting for intangibles is difficult because costs
are difficult to estimate and the resulting financial bene-
fits are difficult to calculate. Yet without adequate effort
to capture estimated costs and benefits, financial control
of a company is quickly lost. Oracle financial managers
note that traditional business planning relies heavily on
return on investment (ROI) as the key metric for measur-
ing project effectiveness. However, to accurately measure
e-business effectiveness, organizations are looking at mul-
tiple additional metrics, including changes in productiv-
ity, changes in cost of sales, and changes in the costs of
customer acquisition and the gains in customer retention
(Oracle, 2001). In any event, perhaps it is most impor-
tant to remember that numbers associated with intangible
assets are invariably based on numerous assumptions.
Wherever financial calculations and projections are made
pertaining to e-business, the assumptions should be read-
ily available as well. Typical financial information that
should be incorporated into the business plan include
the following: sales projections, product demand, cost of
sales/services, breakdown of fixed and variable costs, pro-
jected months to break even, projected months to positive
cash flow, estimated capital burn rate, and a full set of pro
forma financial statements.

While developing financial projections, it is also worth-
while to consider outsourcing some e-business activi-
ties. Even if managers ultimately decide to develop and
manage everything in-house, consideration of outsourc-
ing can help clarify cost and management issues. Com-
mon e-business activities that many companies have de-
cided to outsource today include hosting of Web services,
customer support applications, information security
management, and advertising.

It is worthwhile mentioning that there are numerous
budgeting tools available for e-business entrepreneurs on
the Web. For example, at Entrepreneur.com, many forms
are available for downloading, including forms to help
managers estimate business start-up cash needs, busi-
ness insurance planning worksheets, personal cash flow
management statements, and development budget work-
sheets. There are also many stories in the online business

periodicals documenting financial mistakes made in
e-business start-ups. An article by Benoliel (2002) cites
five of the most common financial mistakes made by new
e-businesses.

Overstating Projections. Benoliel notes that like Enron,
some companies may overstate expected revenues to
deceive, but many companies overestimate earnings
simply by being overly enthusiastic. In either case, real-
istic budgets and projections are the best choice for the
long-term success of relationships between managers
and investors.

Ignoring Immediate Budgetary Needs. Although some
managers err by being overly optimistic, others will not
ask for enough upfront capital to get started because
they don’t want to scare off potential investors. Since
the failure of so many e-businesses, managers have cre-
ated more conservative budgets, believing that capi-
tal will be much more difficult to come by. Ultimately,
however, there is still a lot of investment capital out
there and investors are looking for good ideas to fund
adequately for success. Again, best-estimate budgets
are better than overly ambitious or overly conservative
budgets.

Revenues = Positive Cash Flow. This is a simple account-
ing principle that many entrepreneurs without a busi-
ness background can get into trouble over. Where pos-
sible, a conservative policy of delaying new purchases
until after revenues are collected and existing bills are
paid is a good business practice for young companies
with minimal cash inflow.

Forgetting Taxes. Sales tax and employee withholdings
are paid periodically instead of perpetually and ac-
cordingly may be temporarily forgotten as genuine ex-
penses until it is time to pay them.

Mismanaging the Advertising Timeline

Advertising costs are often recorded as a percentage of
sales in the same period. Yet advertising costs are ac-
tually incurred in the hope that they will lead to fu-
ture sales. Failure to budget the appropriate items in a
strategic time frame will underutilize finances needed to
achieve sales goals and can lead to overspending in later
months.

Security of Transactions

Eighty percent of the brick-and-mortar companies still
not engaged in electronic commerce claim the primary
reason for their trepidation is the inherent insecurity of
the Internet medium. Thus, full consideration must be
given to all security issues involved in the use of the In-
ternet for e-business. Specifically, considerable thought
should be given to security of information as it resides in
company databases and as it is transmitted from point
A to point B. Also, the confidentiality and privacy of
customer information needs to be carefully considered.
General security plans should be explained in business
plans to the extent possible.

Many entrepreneurs consider the use of third-party
Web site security providers as a means of ensuring
transaction security and thus attracting new customers.
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Specifically, some of the most frequently used compa-
nies for assuring information security, information pri-
vacy, or both include TRUSTe (http://www.truste.org), the
Better Business Bureau (http://www.bbbonline.com), the
AICPA (http://www.aicpa.org), and Verisign (http://www.
versign.com). Major differences in offerings from these
four organizations are briefly summarized here. For an in-
depth analysis of the differences, the reader should con-
sult the corresponding Web sites. Essentially, the Better
Business Bureau is, and always has been, a consumer-
oriented organization. As such, they focus primarily on
assuring consumers that online vendors will respond ap-
propriately to consumer complaints. Although this is the
lowest level of assurance, it is the oldest company, so
an entrepreneur may actually attract more average con-
sumers with this seal than with lesser known seals that
indicate stronger security. The TRUSTe seal assures con-
sumers that an online company provides certain levels of
protection of personal information in addition to promis-
ing to respond to customer complaints. Verisign, on the
other hand, focuses on authentication of online mer
chants to assure that they are who they say they are, as well
as on assurance that actual transactions are safely trans-
mitted in an encrypted form to protect against data theft.
Finally, the AICPA focuses on providing comprehensive
transaction integrity assurance as well as on informing
customers about specific business policies. AICPA services
are far more comprehensive, and far more expensive, than
other organizational offerings.

NEW START-UP CONSIDERATIONS

Anyone thinking about starting a new company needs
to consider at least two issues, in addition to those dis-
cussed in the previous section. Specifically, would-be en-
trepreneurs of new companies need to consider how they
will go about building brand recognition and customer
loyalty, and how they will go about financing the start-up
of their company. These are concerns for any new com-
pany, high tech or otherwise.

Building Brand and Customer Loyalty

It costs a company five times as much to acquire a new
customer as it does to keep an existing one. This is good
news for existing companies building e-businesses but
rather daunting news for a start-up company. The fact
that acquiring new customers is difficult has lured many
e-business entrepreneurs into spectacular spending on ad-
vertising campaigns. As mentioned in the introductory
section of this chapter, there was a brief period during
the late 1990s when e-business managers focused on es-
tablishing brand recognition at the expense of all other
business considerations. The fact that it worked for com-
panies like monster.com fueled overspending by many e-
business managers, who followed their lead. Another ex-
ample is Drkooop.com. Prior to their demise, they spent
very heavily on advertising. Specifically, they had deals
with Creative Artists Agency, ABCNews.com, and three
of Disney’s GO Network sites to be their exclusive health
content provider. In July 1999, drkoop.com signed a four-
year, $89 million contract to feature its logo on AOLs

portals—an amount that represented nearly 181% of the
company’s total available cash at the time. Although traffic
increased dramatically, the price paid by Drkoop.com
proved too high, just as it did for Pets.com. In Decem-
ber 2001, Drkoop.com filed for bankruptcy. Although we
now have proof that focusing only on brand recognition is
more often than not a fatal business concept, establishing
brand recognition is still a critical success factor for start-
ups. Balancing spending to establish brand with all other
start-up costs when budgets for new companies are be-
coming quite lean is particularly challenging.

A good starting point for spending on brand is to
identify a target market and build advertising campaigns
specifically matched to interests of individuals in that tar-
get market. Media choices should be carefully selected
based on target market habits. Even if a generous budget
is set for advertising and marketing, a well thought out
plan should drive spending on brand. Otherwise it is very
easy for this expense to spin out of control. Sales and mar-
keting personnel should be given liberal freedom to spend,
but expenses should also be reconciled against plans, and
personnel should be expected to justify expenditures on
a periodic basis. Perhaps the most infamous example of
why justification and reconciliation are so important is
the story of the six Barclay bankers who ran up a $62,700
dinner tab (mostly for drinks) at a fine restaurant in
London and then tried to pass it off as a client ex-
pense. Reconciliation and justification efforts resulted
in five of the six bankers getting fired. Thankfully, most
entrepreneurs do not need to worry about their sales
personnel spending $62,000 on one dinner, but if man-
agement makes it clear early on that all employees are
accountable for the money they spend, they will think
twice before treating themselves to airline upgrades, ex-
pensive hotel rooms, valet parking, and other unnec-
essary luxuries commonly expensed when no one is
watching.

Building customer loyalty is related to building brand
recognition in that having loyal customers is one of the
most effective means of establishing brand. Yet customers
are usually loyal to companies that provide unique prod-
ucts and services, or that provide products and services
in a consistently reliable fashion or at consistently lower
prices. Accordingly, building customer loyalty is particu-
larly challenging for B2C start-up companies that aim to
sell commodity-type goods over the Internet. A broad def-
inition of commodity is used here: It means that products
manufactured with the same specifications are not differ-
ent from each other. In other words, two items that are
configured in exactly the same way are, for all intents and
purposes, interchangeable. Books, CDs, computers, and
automobiles are examples.

Financing Options

As with many other aspects of business, favored financ-
ing options for start-up companies have in a sense come
full circle. Before the e-business boom, many new en-
trepreneurs built their businesses slowly, by starting with
one or two clients, and then applying revenues from those
sales either directly to investments in a new company or
as collateral for a traditional bank loan.
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The dream of early e-business entrepreneurs, however,
was to grow their company quickly to a substantial size.
What we have learned from the growing pains experi-
enced by many of those firms is that slow and steady has
definite merits over fast and fatal! For example, Donna
LaVoie, entrepreneur, launched her corporate communi-
cations company in the fall of 2001 (Hendricks, 2002).
She took a one-third prepayment of services to be ren-
dered for her first client and used that to hire her first
employee.

This return to old-fashioned values may not be entirely
by choice for many entrepreneurs, however. Results from
a recent survey by the National Association of Manufac-
turers show that more than a third of respondents find
it harder to get loans from their banks now than it was
in early 2001, whereas results from another survey, by the
National Venture Capital Association, reveal that the num-
ber of companies receiving venture money fell from 6,245
in 2000 to 3,736 in 2001 (Henricks, 2002).

Yet there is also evidence that capital is still read-
ily available for well-presented business plans. Enter the
term venture capital into any good search engine, such as
Google, and a very large number of venture capital firm
sites will be returned. A few especially good sites to be-
gin with include http://www.Start-upjournal.com, http://
www.businessplans.org, and http://www.garage.com. Be-
fore approaching VCs, however, entrepreneurs interested
in external funding should understand a little bit about
the basic categories of financing options. New start-ups
with no initial capital and no customers will usually start
by looking for “angel” investors. Angel investors are in-
dividuals or companies willing to take bigger risks with
their capital than VCs are, but they will also expect big-
ger company percentages than traditional VCs, gener-
ally in the form of a larger share of the start-up com-
pany. Angels generally expect to contribute anywhere
from $100,000 to $1,000,000,000 to help get a company
started. VCs today will come in a bit later and large
venture capital companies will often want a seat on the
company’s board of directors to help protect their invest-
ments. Another investment option is to approach compa-
nies that specialize in providing management services in
addition to financial backing. These companies are called
incubators.

This chapter has described the numerous advantages
and disadvantages both to self-financing and to external
financing of operations, with particular emphasis on the
pros and cons of using venture capital. These issues need
to be carefully considered before financing options are
pursued in earnest.

SPECIAL CONSIDERATIONS FOR
E-VENTURES OF BRICK-AND-MORTAR
FIRMS

Brick-and-mortar firms need to consider the issues dis-
cussed in sections one and two of this chapter, as well
as the issues unique to their environment, which are
described in this section. Specifically, brick-and-mortar
companies have unique customer and operational man-
agement issues to sort out.

Potential for Channel Conflict/Channel
Complement

Channel conflict occurs when a company cannibalizes its
own sales with other operations. For example, eSchwab
cannibalizes some of Schwab’s traditional services and
fees, but other online brokerage services were capturing
part of their market share, so they felt they did not have a
choice. At the same time, Schwab did a good job of build-
ing synergies between their online and offline service of-
ferings, ultimately resulting in channel complements that
helped build customer loyalty.

In retail, many companies have developed an online
presence, believing it is a competitive necessity. This often
leads to a situation where little is truly gained by the online
presence, as little strategic intellectual capital is invested.
One company that has done a great job of building chan-
nel complements between its online and offline business
is Talbots. Talbots was one of the first retail companies to
embrace the idea that customers want the convenience of
being one customer to the entire company. Accordingly,
you can buy a product at Talbots.com and return it to a
brick-and-mortar Talbots store with no hassle. This has
done a great deal to boost their sales overall.

Most businesses lose about 25% of their customers an-
nually. If brick-and-mortar companies viewed e-business
investments as a means of keeping their existing customer
base happy, they would likely be more profitable overall,
by reducing the number of customers lost.

Operational Management Issues

The first major management decision that brick-and-
mortar companies need to make is whether to manage the
online operations completely separately from the offline
business. The temptation is great to manage them sepa-
rately because it is far simpler and more familiar. Yet sep-
arate management increases the likelihood that the two
different channels will end up competing for the same
customers. Separation also increases the risk that the on-
line operations will not stay aligned with the corporate
business missions and goals. There are tremendous op-
portunities for creative thinking about channel manage-
ment and building customer loyalty if a company decides
to operate the online and offline operations synergistically.
Yet commitment to building synergies is likely to be very
expensive, as team management issues and data architec-
ture issues may require significant upfront capital outlays.

In any event, strong management leadership and a
commitment from top management is a major key to the
success of e-ventures made by brick-and-mortar compa-
nies.

One advantage that brick-and-mortar companies have
over virtual companies is that they are more likely to have
good business policies and practices in place for measur-
ing success of investments and for evaluating manage-
ment performance. Constant feedback on performance
is key for a new venture. Another advantage brick-and-
mortar companies have is that they start with an existing
customer base. Identifying creative means for leveraging
this base can be the difference between success and fail-
ure.
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SPECIAL CONSIDERATIONS FOR
NEW E-BUSINESSES

Finally, there are a couple of special considerations
for new e-business entrepreneurs. Specifically, new
e-businesses must give special consideration to band-
width and security, in addition to the issues discussed in
the first three sections of this chapter.

Bandwidth

A company that is completely dependent on the Internet
for sales must ensure that customers have minimal wait
time for pages and images to appear on screen. This is a
life and death issue for start-up companies. It is impor-
tant to select top-quality Internet service providers and
to have highly scalable software solutions. The user inter-
face should be attractive and helpful but should not be
unnecessarily bandwidth intensive.

Additional Security Issues for
New E-businesses

It is fairly well known by now that companies with an
online presence attract computer criminals. The latest an-
nual security survey from the Computer Security Institute
revealed a number of shocking statistics, including the
following findings (http://www.gocsi.com):

Ninety percent of respondents detected computer security
breaches within the past 12 months.

Eighty percent acknowledged financial losses due to com-
puter breaches.

For the fifth year in a row, more respondents (74%) cited
their Internet connection instead of their internal sys-
tems as a frequent point of attack.

Forty percent detected system penetration from the out-
side.

Forty percent detected denial of service attacks.

Although all companies with an online presence need
to ensure the best security possible for online transac-
tions, for a company that is completely dependent on on-
line customers, one security breach is potentially fatal to
the entire company. Thus, new e-business entrepreneurs
need to ensure that they budget adequately for security of
financial and personal customer data, security of finan-
cial and personal employee data, appropriate internal and

Table 2 Sources for Writing a Business Plan

remote access controls, control over portable and hand-
held computing devices, and transaction security mecha-
nisms and policies.

PREPARING THE BUSINESS PLAN

In this final section, all the elements described in previous
sections are pulled together. The key elements of a modern
business plan are described and an outline of essential
e-business plan elements is provided. Writing a business
plan for an e-business is not much different from writ-
ing one for any other business now. If anything, what
has changed since the investment in, and subsequent fail-
ure of, so many Internet companies is that investors have
become a lot more savvy about their investments and
scrutinize business plans greater than ever. Investors in
new companies like to take calculated risks and are usu-
ally looking for new and exciting ideas to invest in. In
the business plan, the entrepreneur must communicate
effectively yet simply the innovation in his or her busi-
ness ideas. It is critical that the business plan include
a reasonable explanation of the value of the company’s
ideas.

Business plans are generally shorter than they used to
be, because investors expect either to be involved in com-
pany decision making or to keep close contact with the
start-up company’s management. First and foremost, a
business plan should begin with a good executive sum-
mary. If the executive summary doesn’t hook potential in-
vestors, they will not read the rest of the business plan.
Following the executive summary, a business plan should
have at least four major sections: a detailed description
of the business, a marketing plan, a financial plan, and a
general management plan. There are a multitude of Web-
based resources for writing a business plan (Table 2) and
there are a number of possible additions to a business
plan beyond the basic four elements described above. The
model in the Appendix provides a reasonably comprehen-
sive description of the business plan sections most com-
monly found in an e-business plan.

Ultimately, whether a business plan is read depends on
whether it sparks interest with the reader. Accordingly, en-
trepreneurs should get to the point of uniqueness quickly,
emphasize why their team can fulfill the concept better
than any other company, and put forth reasonable finan-
cial goals for getting the job done. If these key elements
are in place, the end result will likely be successful funding
of the business proposal.

BUSINESS PLANS SOFTWARE
GOOGLE DIRECTORY

WSJ’s START-UP JOURNAL
BUSINESS PLANS

BUSINESS 2.0 http://www.business2.com/webguide/0,1660,19799,FF.html

INC http://www.inc.com/guides/start_biz/directory.html

DELOITTE http://www.deloitte.com/vc/0,1639,5id%253D2304%2526¢id%253D9021,00.html
SBA http://www.sba.gov/starting/indexbusplans.html

http://www.businessplansoftware.org
http://directory.google.com/Top/Business/Small_Business/Resources/
http://www.Start-upjournal.com

http://www.businessplans.org
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APPENDIX

The following is an excerpt from Professor Dennis Gal-
letta’s Web site on Business Plans (http://www.pitt.edu/~
galletta/iplan.html). It lists the sections of an e-commerce
business plan.

Executive Summary: This section must concisely commu-
nicate the basics of an entire business plan. Keep in
mind that your reader may be unfamiliar with the In-
ternet and its tremendous potential.

Business Description: In this section, discuss your firm’s
product or service, along with information about the
industry. Describe how your product and the Internet
fit together or complement each other.

Marketing Plan: Discuss your target market, identify
competitors, describe product advertising, explain
product pricing, and discuss delivery and payment
mechanisms.

Customers: Define who your customers are and how many
of them exist on the Internet. An analysis of the cus-
tomer base should not be a casual guess.

Competitors: Use Internet search engines to look for
known competitors or products similar to yours. Be
sure to use several search engines, because each
uses different search techniques. All major direct
competitors should be found and analyzed in your
plan.

Remember, readers of your business plan will be very
interested in knowing how you are going to beat the
competition.

Advertising: Describe how you are going to tell the Inter-
net community about your product or service. Design-
ing beautiful Web pages is only a first step. You must
also get the word out about your Web site. Some tips:
Detail a plan to add your Web address to the databases
of search engines, add it to the bottom of all of your
e-mail messages, and perhaps create physical novelties
for local customers.

Pricing: How are you setting prices for your products or
services? If your product is intangible information de-
livered over the Internet, you should try to create some
sort of pricing model to justify your prices. You could
start by researching what others are charging for sim-
ilar products.

Delivery and Payment: How are you going to deliver
your product and get paid? E-mail alone is not secure.
Consider encryption techniques and online payment
services.

Research and Development: The technical aspects of your
company, this addresses where the company is now
andd the R&D efforts that will be required to bring it
to completion; it will also forecast how much the com-
pany will cost. Since the Internet is continually devel-
oping, you should also address continuing plans for
R&D.

Operations and Manufacturing: Discuss the major aspects
of the business, including daily operations and physi-
cal location. Also, what equipment will your business
require? Will you be using your own Web server, or will

you be contracting with another company? Who will be
your employees—will you hire staff with knowledge of
the Internet or will you train them in-house? Be sure
to include cost information.

Management: Address who will be running the busi-
ness and their expertise. Because the business centers
around the Internet, be sure to discuss the manage-
ment team’s level of Internet expertise and where they
gained it. Also, describe your role in the business.

Risks: Define the major risks facing the proposed busi-
ness. In addition to such regular business risks as
downward industry trends, cost overruns, and the un-
expected entry of new competitors, also include risks
specific to the Internet. For example, be sure to address
the issues of computer viruses, hacker intrusions, and
unfavorable new policies or legislation.

Financial: Include all pertinent financial statements. Po-
tential investors will pay close attention to this area,
because it is a forecast of profitability. Remember
to highlight the low expenses associated with oper-
ating on the Internet compared to those of other
business.

Timeline: Lay out the steps it will take to make your pro-
posal a reality. When developing this schedule, it might
be helpful to talk to other Internet businesses to get an
idea of how long it took to establish their Internet pres-
ence.

GLOSSARY

Angel investor Early investors in new Start-up compa-
nies who usually are willing to accept even higher risks
than venture capitalist but in exchange for anticipated
larger returns, generally in the form of a larger share
of the Start-up company for their investment than later
venture capitalists would expect to receive.

Brick-and-click companies Companies with both tra-
ditional operations and e-business operations. Origi-
nally, brick-and-click was used to describe brick-and-
mortar companies that built an e-business presence.
Now many e-businesses are also building traditional
operations.

Brick-and-mortar companies Companies without any
e-business presence or to traditional companies whose
operations are completely dependent on physical
buildings and other assets and physical business in-
frastructures.

Business-to-business (B2B) Internet age term re-
ferring to the online exchange of products, ser-
vices or information between two or more business
entities.

Business-to-consumer (B2C) Internet age term refer-
ring to the online sale of products, services or informa-
tion to consumers by businesses.

Channel conflict When a company cannibalizes their
own sales with other operations.

Dot bomb A failed dot-com company.

Dot-com A dot-com is any Web site intended for busi-
ness use and, in some usages, it’s a term for any kind
of Web site. The term is popular in news stories about
how the business world is transforming itself to meet



REFERENCES 105

the opportunities and competitive challenges posed by
the Internet and the World Wide Web (definition taken
from www.whatis.com).

E-business venture Any major investment in an e-
business initiative ranging from investment in a new
Web-enabled transaction processing system for a
brick-and-mortar company to a new virtual company
built around a set of e-business missions and goals.

Incubators Companies that specialize in providing
management services in addition to financial backing

Venture capitalist (VC) Investors, usually in smaller
private companies, who are looking for larger than
average returns on their investments. VCs may be in
private independent firms, in subsidiaries or affiliates
of corporations, or government supported agencies.

Venture funding Investment funds received from a ven-
ture capitalist.

Virtual company A company with primary operations
that are independent of other brick and mortar com-
panies.

CROSS REFERENCES
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Business-to-Business (B2B) Internet Business Models;
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INTRODUCTION

The focus of business-to-business e-commerce (e-B2B)
is on the coordination and automation of interor-
ganizational processes via electronic means. E-B2B
is conducted between business organizations and is
a subset of all e-commerce activity, which includes,
among others, business-to-consumer (B2C), business-to-
government (B2G), and consumer-to-consumer (C2C) ac-
tivities.

Before an in-depth analysis of e-B2B, it is worthwhile
to note that many authors today identify e-commerce as
one component of a more general form of electronic busi-
ness termed e-business. E-business is generally used to
identify the wider context of process automation that can
occur between businesses and includes automating the
provision and exchange of services, support, knowledge
transfer, and other aspects of business interaction that do
not necessarily result in a buy or sell transaction being ex-
ecuted. Within this document the terms e-commerce and
e-business are used interchangeably and refer in either
case to the wider context defined above.

E-B2B is a major driving force for the Internet econ-
omy. According to research from the Gartner Group
(http://www.gartner.com), B2B is growing at a rate of 100-
200% per year. With an estimated $430 billion in 2000,
the total value of e-B2B activity was initially expected
to exceed $7 trillion by 2004 with the largest shares in
North America ($2.8 trillion), Europe ($2.3 trillion), and
Asia ($900 billion), and 24% of all e-B2B transactions are
expected to be performed electronically by 2003 (SBA,
2000). However, the recent slowdown in the global econ-
omy has caused a revision of these initial predictions to
reflect changing economic conditions. Current estimates
for 2004 global B2B revenues have been reduced to $5.9
trillion with a growth rate of 50-100% per year (Gartner
Group, 2001). Even with the slowdown, the rates of adop-
tion are significant and on track to exceed $8.5 trillion in
2005.
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FOUNDATIONS OF B2B E-COMMERCE

Sustaining a high rate of adoption and growth in e-B2B
activity requires several key components: the innovative
application of technology, a ubiquitous communication
medium well suited for the transmission of e-B2B-related
documents and information, a business and regulatory
environment suitable for sustaining the process, and last
but not least a set of motivating forces prompting organi-
zations to adopt interbusiness automation as part of their
day-to-day operations.

Innovations in Technology

The technological foundations of e-B2B have been devel-
oping over the past 30 years and reflect innovations in
telecommunications, computer communications proto-
cols and methods, and intraorganizational business pro-
cess management. During the 1970s, electronic funds
transfer (EFT) and electronic data interchange (EDI) were
nascent communication standards developed for business
exchanges over expensive private computer networks.
The costs of participating in these initial systems were
high. EDI systems, for example, require specialized data
processing equipment and dedicated telecommunications
facilities, prohibiting all but the largest businesses to par-
ticipate. However, the potential benefits realized from im-
plementing these early electronic B2B systems included
greatly reduced labor costs and processing time as well as
vast increases in accuracy.

Private communications networks requiring dedicated
telecommunications facilities, initially the only option for
e-business, are still in use today and provide a secure
medium for exchanging electronic data. A value-added
network (VAN) is a type of semiprivate communications
network usually managed by a third-party provider that
allows groups of companies to share business information
using commonly agreed-upon standards for transmitting
and formatting the data. VANs have traditionally been
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associated with EDI and provide an alternative to more
costly private communications facilities.

More recently e-business has adopted the public In-
ternet as its basic communication medium. The Internet
provides the ubiquitous connectivity and high data rates
necessary to support modern e-business. The significantly
reduced costs of operation and costs of entry of the Inter-
net with respect to other communication systems such as
traditional VANs or private lines makes the adoption of
an e-business model more attractive and sustainable to
smaller organizations.

One of the key technologies allowing the Internet to
support e-business is the virtual private network (VPN).
VPNs are a form of protected communication using a
combination of encryption methods and specialized data
transmission that allows companies to use the public In-
ternet as if it were a private system. VPNs also enable
development of extended private networks (extranets),
which are shared with business partners. Today VPNs
largely replace the role played by early value-added net-
works with a cost-effective alternative allowing compa-
nies to freely share private business information over the
public Internet.

Processing transactions electronically can significantly
reduce the cost and time taken to manage business infor-
mation. Computer servers today can handle thousands of
transactions per second and significantly help reduce the
costs and risks associated with sending and recording a
business transaction. One of the greatest current interop-
erability challenges is the development of common meth-
ods and protocols to enable semantic translation. To date
there are hundreds of protocols and standards that gov-
ern almost every aspect of using the Internet to transmit
and translate business data. Extensible markup language
(XML) is an example of a data-format technology that can
be understood and processed by a wide variety of com-
puter languages and systems.

These new and emerging standards build on earlier
protocols such as EFT and EDI. When coupled with
system-independent data communication protocols such
as the Internet’s TCP/IP, these initial data translation pro-
tocols enable business data to literally transcend organiza-
tional and technological boundaries. For example, while
EDI documents can still be sent over private lines, to-
day it is also possible to complete the same transactions
using the Internet and XML at a fraction of the cost of
traditional EDI. Companies who invested heavily in the
early technologies can maintain their original investment
and still participate in modern e-business initiatives while
companies who could not afford technologies such as EDI
are now able to engage in intraorganizational data ex-
change.

Innovations in Business Processes

Greenstein, O'Leary, Ray, and Vasarhelyi (in press), in a
discussion on the electronization of business, identify the
surge of e-B2B activity as a progression of an evolving
process that has been evident throughout the industrial
revolution. The authors attribute the rise of e-business
activity as a response to dramatic improvements in both
information processing and telecommunications systems,

which have facilitated revolutionary change in organiza-
tional business processes. This most recent of techno-
logical revolutions centered around the Internet provides
businesses with the ability to automatically place orders,
send quotes, share product designs, communicate sales
projections, and collect payment using electronic means,
providing the potential to reduce operating costs, shorten
time-to-market for new products, and receive payment
faster than ever before. Moreover, businesses willing to
commit to transitioning to the new digital economy have
the potential to partner with other similarly minded busi-
nesses creating tightly integrated supply chains, remove
intermediaries, and develop networks of loyal customers
and trading partners who, research shows, collectively
outperform their competitors.

Recent changes in the banking industry provide an ex-
ample for understanding the potential improvements in
business processes that can be achieved using electronic
automation. The U.S. Federal Reserve along with 6 other
central banks and 66 major financial firms recently imple-
mented a system called the Continuous Link Settlement
System. This system is designed to automate the trading
and settlement of foreign currency exchanges. Tradition-
ally, when performing a trade, two banks agree on an ex-
change rate and wire the money to each other. This is
a process that can take two to three days during which
time events can change the value of a country’s currency,
ultimately affecting the exchange rate. In extreme cases
banks have gone bankrupt in this period of time (Colkin,
2002). Banks trade on the order of $300 trillion each day,
so the ability to perform trades in real time can reduce the
amount of lost interest. Accordingly, the risk associated
with transaction latency justifies the $300 million invest-
ment in technology that the Continuous Link Settlement
costs.

MOTIVATION FOR B2B E-COMMERCE

There are a number of reasons why a company might de-
cide to invest in developing and implementing an e-B2B
strategy. Established companies, faced with rising costs
and increased competition, often have a set of motivat-
ing factors and goals different than that of newer com-
panies. Newer companies are often more technologically
agile and can readily take advantage of newer e-business
strategies and products.

Benefits for Established Companies

E-B2B strategies have been proven to cut operations cost
for companies and to reduce cycle time during product
development. We provide examples from Federal Express
and General Motors later in this text to illustrate how dif-
ferent e-B2B strategies can lead to cost reduction and an
increased ability to compete by reducing the time required
to design and develop new products. The ability of a com-
pany to automate its supply chain is another significant
advantage of e-B2B. Reducing costs and production times
are only a few of the types of benefits that can be real-
ized by e-B2B companies. Other benefits are associated
with increased visibility over the supply chain allowing for
better planning and inventory management, strengthened
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relationships with business partners, and the ability to in-
tegrate with new business partners in a variety of interest-
ing and innovative ways using mechanisms such as online
exchanges and auctions.

Norris, Hurley, Hartley, Dunleavy, and Balls (2000)
identify three stages in the adoption of an e-B2B busi-
ness model by established companies. The early focus
of a company’s e-B2B activity are on increasing the ef-
ficiency of the sales and/or purchasing processes while
minimizing the disruption to organizational culture and
business processes. The second stage of adoption is usu-
ally on improving business processes by using electronic
information technologies to integrate the supply chain
and streamline the process of conducting business. This
stage is often aimed at reducing costs and increasing the
effectiveness of operations beyond sales and purchasing.
The last stage in the conversion of a company to a mature
e-business model is the development of strategic, tightly
coupled relationships between companies to realize the
mutual benefits and joint rewards of an optimized supply
chain. General Motors (http://www.generalmotors.com) is
an example of a traditional company that is rapidly evolv-
ing into an e-B2B company. General Motors has adopted a
multipronged approach in its transition to an e-business
using small pilot projects to test different e-B2B strate-
gies in a drive to increase its competitive edge and reduce
costs. Among GM’s e-B2B initiatives are joint product de-
sign, dealer portals, and online auctions (Slater, 2002).

E-B2B can be used to reduce a company’s risk such
as the financial risks associated with completing mone-
tary transactions in a timely manner as demonstrated by
the Continuous Link Settlement System. E-business can
also be an effective tool in reducing the risk associated
with performing business under changing economic con-
ditions. Such risk can be mitigated by developing eco-
nomic as well as digital ties to existing business partners
and providing a framework wherein new business part-
ners can be introduced and incorporated into the supply
chain.

New Products, New Services,
and New Companies

E-business strategies may involve creating and introduc-
ing new products and services within existing compa-
nies as well as providing the basis for the creation of
entirely new e-business. Online exchanges, for example,
have emerged as a multibillion dollar industry virtually
overnight as a result of the desire for increased speed
and expediency of interorganizational electronic business
transactions.

Proprietary supply-chain integration is another area
with significant e-B2B activity. However, even with these
proprietary efforts, companies acting as intermediaries
may provide a large part of the technology and services
involved in supply-chain operations. Examples of such
companies include Manugistics (http://www.manugistics.
com), which has successfully adapted its more traditional
technologies and services to operate within the emerging
e-business environment across a broad array of indus-
tries, as well as brand new technology-savvy companies
such as Elogex (http://www.elogex.com) with niche

strategies of developing technology and services specifi-
cally for a narrow industry focus: consumer goods, food
and grocery in this case.

For small to mid-sized organizations, the barriers to
participating in the e-business arena have been removed.
The financial overhead associated with implementing
early e-business systems such as EDI is significant and
out of reach of all but the largest corporations. The rapid
adoption of the Internet as a ubiquitous communication
medium along with the reduced cost of computer systems
and software over the last decade has allowed all types of
companies to develop e-business strategies providing in-
creasing levels of competition, innovation, and access to
a global pool of potential business partners. In fact, the
inverse relationship between size and agility gives small
to mid-size firms some competitive advantages.

The dot-com boom of the late 1990s, which was so vis-
ible in the B2C sector with companies such as Pets.Com
and WebVan, carried over into the B2B sector. During
this time large numbers of highly innovative, technology-
savvy Internet-focused companies became immersed in
all areas of online business-to-business activity. By 2000
there were an estimated 2,500 online B2B exchanges serv-
ing industries such as electronics, health care, chemicals,
machinery, food, agriculture, construction, metals, print-
ing, and medical lab equipment (Wichmann, 2002). Like
their B2C counterparts, however, many of the B2B dot-
com companies have failed as a result of weak business
models and misguided, overzealous venture capital. Now
less than 150 of these exchanges are left.

CLASSIFICATION OF B2B STRATEGIES

E-business strategies are usually classified based on the
nature of the interaction taking place between the busi-
ness partners. Four strategies that may be classified us-
ing this approach are e-selling, e-procurement, e-markets,
and e-collaboration. Within each of these strategies we
can further identify the vertical or horizontal industry
focus of the participation and whether the participation
involves the use of intermediaries.

Companies with a vertical focus usually operate within
asingle industry such as the automotive, chemical, energy,
or food-retailing industries. Alternatively, companies with
horizontal focus provide products and/or services across
a wide range of industries. Office supplies and computers
are examples of products horizontally focused.

Intermediaries in e-B2B are most often associated with
e-markets and electronic auctions where one company,
the intermediary, acts as a broker allowing other compa-
nies to buy and sell products and services by collaborating
using the infrastructure provided by the intermediary.

E-selling

E-selling is concerned with the direct sale of products
and services to other businesses using automated means.
The business model is similar to the B2C direct-sale
model but differs in that B2B interaction requires prene-
gotiation of prices, catalog items, and authorized users.
Turban, King, Lee, Warkentin, and Chung (2002) iden-
tify two major methods for e-selling: electronic catalogs
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and electronic auctions. Electronic catalogs can be cus-
tomized in both content and price for specific businesses
and can be coupled with customer relationship man-
agement software such as SAP’s Internet sales solution
(http://www.sap.com) to provide personalized content de-
livery. There are many examples where companies pro-
vide a direct sales channel to other businesses using the
Internet: Dell Computers (http://www.dell.com) and Sta-
ples (http://www.staples.com) are examples of companies
that allow businesses to set up accounts through the
Web and customize the content available for online pur-
chase. Cisco is another example of a company that has
a very successful direct-sale approach using the Internet
(http://www.cisco.com). Using Internet based pricing and
configuration tools, Cisco receives 98% of their orders on-
line, reducing operating costs by 17.5% and lead-times by
at least 50% down to 2-3 days (Turban et al., 2002).

Electronic auctions are sites on the World Wide Web
where surplus inventory is auctioned by a business for
quick disposal. Auctions allow companies to save time
and reduce the cost of disposing of surplus inventory,
allowing the company to obtain a better price. Ingram
Micro, for example, receives on average 60% of an item’s
retail cost by selling surplus inventory through an on-
line auction. Prior to using the auction Ingram Micro re-
covered 10-25% of the price using traditional liquidation
brokers (Schneider, 2002). Some companies create and
manage their own auction sites such as CompUSA. Comp-
USA’s Auction Site (http://www.compusaauctions.com) is
designed to allow small and mid-sized companies to bid
on its inventory. Alternatively, companies can use exist-
ing general purpose or industry-specialized auction sites
such as eBay (http://www.ebay.com) or ChemConnect
(http://www.chemconnect.com). Both Sun Microsystems
and IBM have successfully adopted eBay as an auction
site for surplus computer hardware, software, training
courses, and refurbished equipment. eBay in this case is
operating as a horizontally aligned intermediary between
Sun Microsystems and the companies or individuals bid-
ding on Sun’s products. ChemConnect is an example of
a specialized third-party auction site designed to manage
the selling and buying of chemical and plastic products
using an auction format. Unlike eBay, which is hori-
zontally focused, ChemConnect has a vertical focus
and concentrates on selling specifically to the chemical
industry.

E-procurement

E-procurement is concerned with the automated purchas-
ing of goods and services from suppliers. These applica-
tions are designed to facilitate the exchange of electronic
information between trading partners by integrating a
buyer’s purchasing process with a seller’s order entry pro-
cess (Davis & Benamati, 2002). E-procurement systems
can be either buy- or sell-side applications. Buy-side ap-
plications reside on the buyer’s systems and control access
to the ordering process, the authorization of the order,
and possibly the list of trading partners allowed to re-
ceive the order. Sell-side applications reside on supplier’s
systems and allow authorized buyers to access and place
orders directly on the system. Sell-side systems are often

implemented as extranets where access to the electronic
catalogs and pricing information is carefully controlled.

According to the Aberdeen Group, e-procurement
is one of the main areas of e-B2B that is “deliver-
ing rapid and quantifiable results.” They estimate that
80-90% of companies plan to use online procurement
systems by 2003 (Aberdeen Group, 2001b). The sorts
of products purchased by e-procurement systems are
generally limited and of relatively low value. Strategis
(http://www.strategis.gc.ca), an online branch of Indus-
try Canada, report that 42% of e-procurement purchases
by businesses in Canada in 2001 were for office supplies,
furniture, and office equipment, followed by IT hardware
and software (29% of total) and travel services (15% of
total) (Strategis, 2002). Similarly, Microsoft reports that
70% of their annual 400,000 procurement purchases are
for requisitions less than $1,000 (Microsoft, 2000).

Early e-procurement implementations relied on fax, e-
mail delivery, EDI, or real-time system processing to trans-
fer data among trading partners. Newer e-procurement
systems use Internet technologies to manage the ordering
process. Recent surveys indicate that most commercial
solutions now use XML and the Internet to share procure-
ment data and provide access to online market places as
part of the offering (Aberdeen Group, 2001b).

E-procurement systems can significantly benefit com-
panies in a variety of ways. In 1999 Federal Express iden-
tified e-procurement as a key strategy in reducing costs
and saving time in the purchase order process. FedEx
purchased a B2B commerce platform from Ariba Inc.
(http://www.ariba.com), which was implemented within
a month and reportedly returned a positive ROI within
three months. The new system manages about 20% of
FedEx’s 25,000 annual requisitions and has reduced pur-
chasing cycle times from 20 to 70%, depending on the
type of items purchased. The purchase of new PCs now
takes 2 days rather than the 17-19 days it took using a
traditional paper-based approach. FedEx also managed to
reduce the purchasing department staff by half, allowing
these extraneous staff to be reassigned (Aberdeen Group,
2001a). Microsoft reports similar success with MS Mar-
ket, a desktop procurement system designed to run from
a Web browser over the company’s corporate intranet. MS
Market is deployed to 55 Microsoft locations in 48 coun-
tries and saves the company an estimated $7.5m annually
(Microsoft, 2000). In the United States, Microsoft use MS
Market to order almost 100% of the company’s requisi-
tions at an average cost of $5 per requisition.

E-collaboration

E-collaboration is a term broadly used to describe any
form of shared e-business activity in which companies
collaborate together with the goal of providing a mutu-
ally more efficient business environment. E-collaboration
can take many forms such as supply-chain integration, the
joint design and development of products, joint demand
forecasting, and joint planning. General Motors, for ex-
ample, shares specialized engineering software and data
files with its suppliers in a drive to reduce product de-
velopment time. As part of this joint-product design strat-
egy, General Motors partially or fully underwrites the cost
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of the software licenses for some of its suppliers in or-
der to standardize the design platform across the supply
chain. By standardizing and sharing design tools, General
Motors reduced the design-to-production cycle for new
products by 50% to just 18 months (Slater, 2002).

Collaborative Planning Forecasting and Replenish-
ment (CPFR) is a collaborative approach that allows sup-
pliers and sellers to jointly forecast demand for products
in an attempt to better coordinate value chain processes
such as restocking, managing exceptions, and monitoring
effectiveness. The major idea underlying CPFR is that bet-
ter forecasting between trading partners will lead to im-
proved business processes, which in turn will reduce costs
and improve customer service and inventories. Wal-Mart’s
RetailLink is an example of a CPFR system that operates
over the Internet using EDI documents to share informa-
tion. RetailLink allows Wal-Mart’s suppliers to receive de-
tailed information about store sales, inventory, effects of
markdowns on sales, and other operational information
that allows the suppliers to effectively manage their in-
ventory at the individual Wal-Mart stores.

CPFR and similar types of supply-chain integration can
result in numerous benefits for companies interested in
collaborating with business partners. After interviewing
81 companies, Deloitte & Touche concluded that compa-
nies that “collaborate extensively” with their supply-chain
partners while focusing heavily on customer loyalty and
retention are almost twice as profitable as companies that
are “below average” in the areas of supply-chain collabo-
ration. Deloitte & Touche also found that companies who
understand customer loyalty are much more likely to ex-
ceed their goals on shareholder returns, return on assets,
and sales growth, and 12% of the companies studied were
in this group (Rich, 2001).

E-markets

E-markets provide third-party integration services by sup-
plying online applications that allow organizations to
exchange goods and services using a common technol-
ogy platform. In essence, these electronic marketplaces
are designed to bring suppliers and buyers together in a
common forum with a common technology platform. E-
markets are usually vertically aligned for industries such
as energy or automotive but there are also horizontally
aligned e-markets that service industries such as office
supplies and information technology. Many e-markets are
independent exchanges managed by a company that is
neither a buyer nor a seller in the marketplace but pro-
vides third-party services that allow other businesses to
collaborate through them. Alternatively, e-markets can be
created and managed by a company or consortia of com-
panies who are leaders in the industry being served. In
the late 1990s third-party e-markets were the focus of a
lot of new dot-com activity. Berlecon Research identified
2,500 independent exchanges on the Internet by 2000.
Due to competition and the downturn in the economy,
by late 2001 fewer than 150 of these exchanges were still
in operation (Wichmann, 2002).

Covisint (http://www.covisint.com) is an example of a
global marketplace sponsored by a consortium of indus-
try leaders rather than an independent third party. In

this case the industry leaders are DailmerChrysler, Ford,
and General Motors among others. Covisint was jointly
funded in 2000 to provide a global solution for the au-
tomotive industry with the goal to “improve the effec-
tiveness of mission critical processes such as collabora-
tive product development, procurement and supply chain
management. ..through implementation and use of a se-
cure and comprehensive online marketplace” (Covisint,
2002). Covisint’s mission is to “connect the automotive in-
dustry in a virtual environment to bring speed to decision
making, eliminate waste and reduce costs while support-
ing common business processes between manufactures
and their supply chain.”

Covisint provides three products: Covisint Auctions,
Covisint AQP (Advanced Quality Planner), and Covisint
Catalog. Covisint Auctions are online bidding events
that provide rapid, real-time, Web-based negotiations in
a secure environment for the purpose of supporting the
sourcing of parts and components. Covisint AQP is an
Internet-enabled application that provides an environ-
ment for collaboration, reporting, routing, and visibility
of information important to developing high-quality stan-
dards for components being designed for vehicle produc-
tion. Lastly, Covisint Catalogs are electronic purchasing
environments for indirect and Maintenance, Repair, and
Operations (MRO) material. This application allows users
to shop online and provides a system to automate ap-
provals and the creation of necessary supporting docu-
mentation such as purchase orders.

The total value of transactions managed by Covisint in
2001 was more than $129 billion. During the year, Gen-
eral Motors used Covisint to buy $96 billion worth of raw
materials and parts for future vehicle models. In a single
four-day period in May, DaimlerChrysler used the ex-
change to procure $3 billion worth of parts—the single
largest online bidding event to date. Ford reported that
it used the exchange to save $70 million, which is more
than its initial investment in the exchange and expects to
save approximately $350 million in 2002 (Konicki, 2001).
Recent research has questioned the validity of the savings
claims made by exchanges in general as they reflect the
maximum theoretical savings that could be achieved at
the close of the auction while the amount of actual sav-
ings is likely to be less (Emiliani & Stec, 2002).

METHODS FOR IMPLEMENTING B2B

Integrating a business process in one company with a
business process in another requires that both compa-
nies provide the necessary technology that allows the
information systems to be integrated over a computer net-
work such as the Internet. Depending on the type of activ-
ity, this could include interfacing with other companies’
supply-chain management, procurement, or sourcing sys-
tems, or involve something less complex such as simply
establishing an e-mail system or sharing electronic files on
tape or other digital media. Newer businesses are more
likely to have modern information systems specifically
designed for integration and collaboration; older compa-
nies are more likely to have legacy systems, which were
never designed to be used for data sharing and pose signif-
icant challenges for B2B. A variety of methods that allow
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companies to overcome issues with legacy and incompat-
ible business systems and allow them to effectively share
business information have been developed.

Point-to-Point Transfer Methods

The point-to-point transfer of business information using
computer data files dates back to the earliest B2B integra-
tion efforts. By the 1950s companies had already started to
use computers to manage business transactions. Business
information moving between companies at this time used
paper forms, which had to be re-entered into the recipi-
ent computer systems using manual methods: a process
that was unreliable, expensive, and redundant (Schneider,
2002). By the 1960s companies had started to use mag-
netic tape and punch cards as a medium to record busi-
ness information for transfer. The encoded tapes or card
decks would be transferred to a recipient computer sys-
tem and automatically processed using card or tape read-
ers. The advantages of these automated methods were in
the removal of the expensive and error-prone process of
redigitizing the business information as the data could be
entered directly from the transfer medium.

Tape and card decks were replaced by automated file-
transfer methods such as Tymnet, UUCP, Kermit, and
later by the ubiquitous file transfer protocol (FTP) for
use on the Internet. Using these applications, one com-
puter system exports business data from an application
to a data file; the file is then transferred to the recipient
computer system over a phone line, computer network,
or the Internet. At the recipient end the file is imported
into the application using specialized software. FTP is
part of a suite of protocols specifically designed for the
Internet and is implemented today by most computer sys-
tems, allowing for a seamless transfer of binary or text
data from one computer system to another. This “built-in”
ease of use has largely replaced other file transfer appli-
cations for the business-to-business transfer of informa-
tion.

The point-to-point business integration model using
file transfer methods is simple to design and implement
and works well in situations where there is little change
in the applications sharing information and a high-degree
of collaboration between the business entities. Yee & Apte
(2001) identify several disadvantages of this approach.
With respect to the format of the data being shared: the
sending and receiving applications must agree on a fixed
file format, export and import logic is often restricted by
the applications, and lastly, the overall system is brittle
and can fail if either system changes the data format.
From a data management perspective, data transfer is
conducted in batch mode rather than real time, which
introduces latency into the system; there are no methods
for recovery or guaranteed delivery of the data. Sharing
data with multiple business partners becomes difficult to
manage as the impact of these disadvantages becomes
multiplied with each additional business partner.

Database Integration Methods

Point-to-point file transfer methods are perhaps the
simplest integration approaches where the only factors
in common between the collaborating systems are a

prenegotiated file format and data content and a com-
mon communication method. Accessing data directly in
the databases is another data integration method that can
be relatively straightforward to implement given the cor-
rect set of preconditions.

Database software such as Oracle’s Enterprise
Database, Microsoft’s SQL Server, and IBM’s DB2 soft-
ware can be thought of as layered applications. At the
lowest layer is the data itself and a set of procedures
designed to efficiently manage the organization of the
data on the host computer system. At the top level is
a user interface, which allows users to connect to the
database, manage the data, and format reports. Between
the data and the user interface layers exists a suite of
applications that implement the data management and
query capabilities of the database. This application layer
typically uses a specialized computer language called
structured query language (SQL) to manage all aspects of
a database and to interface between the users and the data
itself. Database connectivity middleware such as JDBC,
ODBC, and ADO allow direct programmatic access to the
application layer of remote databases using a variety of
programming languages and environments and replaces
the user-interface layer of the database by generating SOL
commands directly from the programming environment.
This direct access allows systems designers to create
points of direct integration between an application and a
database over a telecommunications system such as the
Internet. These database connectivity technologies also
tend to shield the collaborating applications from the
specifics of the data storage, overcoming differences in
storage formats between disparate databases and com-
puter systems. For example, a business transaction could
be extracted by a remote application from an Oracle
database instance on a Windows Server and inserted
into an IBM DB2 database instance on an 0S/400 server
without difficulty, only relying on the understanding of
the organization of the recipient database and permission
to access the requisite database resources.

Newer business systems tend to decouple the applica-
tion logic from the storage of the business data and store
the data in a commercial database. This design makes the
process of integration relatively simple as the database
can be accessed directly. Older business systems, however,
tend to tightly couple the business logic to the data and
are less “open” in systems terms. These types of systems
may use proprietary data stores and/or data storage for-
mats, which makes integration at the database level prob-
lematic. Linthicum (2001) suggests that integration with
these older “closed” systems is best managed at the ap-
plication level as it is often impossible to deal with the
database without dealing with the application logic as
well.

A recent trend among database vendors is to facilitate
interapplication data integration by allowing database
software to send and receive data using XML syntax. XML
data can be processed by the databases and either stored
and queried in native (XML) form or converted to more
traditional database storage types. This approach further
serves to open up information systems for integration and
often provides a way in which legacy systems with closed
database platforms can integrate with newer systems.
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Many companies use multiple databases for storing
and maintaining their business data. Each database could
be associated with a single application or be a point of
integration for two or more applications in use within
the company. Integrating data from multiple data sources
provides a complication for normal direct database inte-
gration approaches as these typically require a single data
source to connect with. To overcome the issue of integrat-
ing a business system with multiple target data sources
database gateways can be used. Database gateways are
middleware technologies that provide a query facility,
often using SQL, against multiple target data sources.
The middleware acts as a proxy and accepts requests for
data from client systems, which it then translates into a
form that can be executed against one or more connected
databases. The database gateway middleware merges the
underlying databases to form a “composite” or “virtual”
database, which is a conjoining of all or selected parts
of the underlying (managed) database schemas. IBM’s
Distributed Relational Database Architecture (DRDA) is
an example of a database gateway built into IBM’s DB2
enterprise database systems to facilitate interoperation
of multiple databases within heterogeneous computing
environments.

While proficient at providing read-only access to busi-
ness data for remote applications, Yee & Apte (2001) main-
tain that database gateways systems have limitations for
e-commerce systems. In particular, database gateways are
inefficient when integrating multiple disparate systems
as queries against the virtual database must be recast to
query the underlying data sources and the results merged
by the middleware to form a set of results that can be re-
turned to the client. Further, Yee & Apte argue that the
database approach to integration bypasses the business
rules implemented in the application code and may result
in redundant business logic, which must be both devel-
oped and maintained at some cost.

API Integration

As an alternative to integration through direct access to
the data, applications can often share information via a
set of interfaces “built in” to the application and designed
to be accessed using other programs. These application
programming interfaces (APIs), as they are called, allow
external applications (clients) to share data and business
logic with a host application (server) often via the Internet
or other connection media. Depending on the type of tech-
nology used, the applications, and the form of the APIs,
the two independent programs can share simple computer
data composed of text strings and numbers and even com-
plex structured data objects that represent an atomic in-
formation component such as a customer or purchase or-
der. Some APIs allow the client system to execute business
logic functions on the server such as removing an element
of data or performing some action.

Integration via APIs is often more difficult in a hetero-
geneous computing environment as differences in how
systems can be accessed and the representation of data
components such as strings, numbers, dates, and complex
higher-order objects can vary enough to render data
generated on one system intelligible on another. These

well-known system compatibility issues often require
middleware applications, which can broker between the
data representations on the different systems. Remote
procedure calls (RPCs) are a middleware technology that
provides a framework for translating system-specific data
to and from a common data format, which can then be
transferred without loss of representation between client
and server systems over a computer network. RPC frame-
works, initially developed to network UNIX applications
together, are available on most computer systems used
by businesses today and rely on a common computer lan-
guage called interface definition language (IDL), which all
data must be translated to before it can be sent over the
network. Other API technologies are in common use. Mi-
crosoft (http://www.microsoft.com) has extended its Com-
ponent Object Model (COM) to allow computers to share
data and methods between systems running different ver-
sions of Windows software over a network. This Dis-
tributed COM, also known as COM+, is available on all
second-generation Microsoft Server products. The Com-
mon Object Request Broker Architecture (CORBA) is a
system similar to Microsoft’s DCOM that was developed
as an open specification by the Object Management Group
(http://www.omg.org), a consortium consisting of over
800 independent software developers. The initial CORBA
specification was developed in 1991 and, although it has
been overshadowed in recent years by Java and XML, is
still in use especially in the banking industry, who has
adopted it as a standard method of integration.

Message-oriented middleware (MOM) was developed
to address some of the issues associated with tightly cou-
pled solutions such as RPC and COM. MOM applications
transfer data between applications in the form of mes-
sages: an application-defined unit of data that could be
in binary format or text-based. Most message-driven ap-
plications use an asynchronous processing model rather
than the synchronous model used by most tightly coupled
systems. In an asynchronous message-driven system one
application sends messages to another application. Unlike
RPCs, which deliver the data immediately, the messages
sent from one application to another using MOM are typi-
cally placed into a specialized piece of software that allows
the messages to be stored and queued. When the recipi-
ent application is ready to process messages it accesses the
queue and extracts the messages from the queue that are
for the application. This model allows the sending system
to send messages to possibly several systems at the same
time without having to wait for the recipient applications
to process the data. This “fire-and-forget” model allows
all systems to work independently and at different speeds.
IBM’s WebSphere MQ software—formally MQSeries—is
an example of a widely deployed MOM system.

Java is a computer language developed by Sun Micro-
systems (http:/java.sun.com) in the 1990s specifically for
use on the Internet. Unlike most other computer langu-
ages Java uses a data format that is common to all Java
applications, is independent of the hardware/software
environment, and negates the need for an intermediate
language such as IDL to represent data that will be
transmitted between applications over a network. This
“one-size-fits-all” approach greatly decreases the cost of
developing and maintaining networked applications
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although Java critics maintain that Java is slow com-
pared to other programming languages due to its
device-independent run-time architecture. Since its
inception the Java language has been rapidly growing to
accommodate the evolving needs of the business com-
munity. Versions of the Java language are now available
specifically to meet the needs of enterprise applications
and mobile users. Java 2 Enterprise Edition (J2EE)
provides a framework for developing robust distributed
applications using specialized software platforms called
application servers. J2EE application servers such as
BEA Systems WebLogic (http://www.bea.com/framework.
jsp? CNT =index.htm&FP =/content/products/platform),
IBM’s WebSphere (http://www-3.ibm.com/software/infol/
websphere/index.jsp), and Oracle’s 9iAS (http://www.
oracle.com/ip/deploy/ias/) provide frameworks for effici-
ently accessing databases, managing transactions,
creating message-driven applications, and developing
Web-based interfaces. Java 2 Mobile Edition (J2ME) is
a version of the Java language specifically designed for
mobile devices such as Personal Digital Assistants (PDAs)
or in-vehicle systems.

The recent adoption and proliferation of XML and
XML-oriented middleware has provided an alternative
means for sharing data between systems and is the basis
of the new generation of interapplication methods called
Web services. Web services are similar to RPCs in that
middleware exists on both the client and the server that
communicate and act as proxies for the client and server
applications. Web services use a common XML document
format based on the simple object access protocol (SOAP)
specification developed jointly by Microsoft, IBM, and
others to share data and can utilize commonly available
Internet network connections and protocols such as HTTP
and TCP/IP to communicate. Web services further benefit
system developers because they can implement dynamic
discovery mechanisms and centralized service registries
that allow client applications to locate services and “dis-
cover” the interfaces and data formats available from the
services and automatically integrate with them, thereby
reducing the amount of time and the complexity required
to build integration components.

Process-Oriented Integration

Process-oriented integration focuses on the logical se-
quencing of events and the processing of information as
it moves within and between business organizations and
relies on a business process rather than a technological
foundation. The goal of process-oriented integration is for
trading partners to share relevant business data with the
intention of increasing competitive advantage through co-
operation. This approach tends to be more strategic than
tactical as the results are often hard to measure in terms
of traditional investments as they involve developing
trust relationships with suppliers and sharing private and
often confidential information to realize more intangi-
ble benefits such as better products, increased customer
satisfaction, and better supply-chain operation. Sharing
production forecasts and schedules with suppliers, for ex-
ample, allows business partners to better plan their own
production activities, which in turn can lead to lower costs

overall as the guesswork involved in anticipating demand
can be removed and the likelihood of stock-outs dimin-
ished. Changes in production schedules can similarly be
communicated, allowing suppliers to automatically ad-
just their production schedules to match, thereby reduc-
ing waste and uncertainty.

In its simplest form process-oriented integration might
simply be a group of companies agreeing on a common
suite of products to use for their internal systems such as
SAP/R3 (http://www.sap.com) or Oracle’s e-business ap-
plications suite (http://www.oracle.com/applications) and
then deciding which processes they are willing to exter-
nalize as integration points. Establishing a common tech-
nology platform for the business systems also establishes
a framework for sharing information as the data moving
between businesses are guaranteed to be compatible and
interchangeable as most enterprise-scale systems have
built-in APIs or messaging systems to facilitate the shar-
ing of data within and across organizations.

Evaluating and Selecting
Integration Approaches

The wide variety of methods available for B2B system in-
tegration provides companies in the planning phase of a
B2B initiative a number of alternatives they can choose
among. Key design characteristics that must be evaluated
for new systems are open vs closed implementations, inte-
gration at a data level using databases and/or middleware
APIs or at a systemic level by adopting common business
processes and systems, whether to use the public Internet
as the data transport medium or to invest in private or
semiprivate networks, and lastly, the ease of integration
with existing and planned internal systems.

One of the key decisions is to determine the level of ef-
fort necessary for trading partners to couple and decouple
from the trading environment. Systems such as SAP/R3,
which use proprietary technology and require specialized
hardware and connectivity environments, can be expen-
sive and difficult to implement. Hershey Foods, for exam-
ple, spent three years and $115 million implementing a
software system from SAP. The new system was designed
to replace a number of older systems and tie into supply-
chain-management software from Manugistics and cus-
tomer relationship management products from Siebel.
Glitches in the ordering and shipping systems, however,
resulted in a 12.4% drop in sales during the company’s
busiest quarter (Osterland, 2000).

ERP II is a new generation of Internet-centric enter-
prise resource planning (ERP) software designed specif-
ically to address the types of implementation issues as-
sociated with sharing information across a supply chain
experienced by Hershey Foods. For companies who have
already invested in ERP systems, ERP II will allow them
to leverage their investments and move toward a collab-
orative planning system by upgrading their existing ERP
systems over time (Bond et al., 2002). Companies with-
out an existing investment in ERP will be able to adopt a
system that provides both internal and external business
process integration.

In contrast to ERP II, light-weight technologies like
XML/SOAP can provide points of integration between
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business systems and facilitate relatively low costs of entry
into a trading consortium. A possible disadvantage of this
relatively low cost of entry and ease-of-implementation is
that trading partners could move to a competitor system
with relative ease, thereby undermining the trust relation-
ship between companies.

Other key decisions will center on the robustness, se-
curity, and scalability of the technology being selected.
Last but not least, companies should examine the record
of systems vendors and critically examine the vendors’
record with respect to implementation success, after-sale
support, and case studies proving the advertised ROI.

B2B E-COMMERCE CHALLENGES

There are several challenges to companies planning an
e-B2B strategy, including managing and valuing e-B2B
projects and getting up to speed on the regulatory envi-
ronment surrounding e-B2B and the technical challenges
associated with selecting and implementing e-B2B tech-
nologies.

Management Challenges

One significant management challenge associated with
developing and sustaining a viable e-B2B initiative is mea-
suring the true tangible and intangible benefits of the
investment. Intangible benefits are hard to isolate and
quantify and can accordingly effect how an investment is
perceived by the company and shareholders. Other chal-
lenges for management include developing and maintain-
ing an information technology strategy in an environment
that is rapidly changing and evolving and managing the
trust and expectations of business partners.

Measuring Intangible Benefits

Businesses choose to develop an e-B2B strategy for
a variety of reasons, such as increasing process effi-
ciency, reducing costs, and integrating new suppliers
and customers. Tangible benefits such as increased sales,
decreased production time, and reduced waste can be
estimated fairly accurately. However, the intangible ben-
efits of e-B2B are hard to evaluate using purely eco-
nomic measures. For example, intangible benefits such
as increased customer satisfaction and stronger relation-
ships with business partners are two benefits that are
highly sought but difficult to measure. The potential ben-
efits from increased global visibility through an electronic
presence on the Internet might include better hiring op-
portunities or more favorable investment opportunities.
Again, such benefits are extremely difficult to quantify.

Managing Trust Relationships

Coupling business processes through technological
frameworks requires that participants trust each other
with valuable and often confidential business informa-
tion such as new product specifications, purchasing pat-
terns, and production forecasts. As businesses increas-
ingly move toward a pattern of sharing information in real
time a bond of trust must be established and proactively
managed to ensure continued and mutual benefits for all
companies involved. This trust relationship involves not
only guaranteeing the security and confidentiality of the

data being shared but also guaranteeing the accessibility
and reliability of the systems being integrated. Managing
trust relationships involves determining and maintaining
predefined levels of system performance such as the speed
and volume of transactions that can be processed, the sta-
bility of the information systems, and how systems should
respond to erroneous or unprocessable data. Also impor-
tant are agreements to establish responsibility and avail-
ability of the systems for routine maintenance and up-
grade cycles.

Managing Information Technology Infrastructure

In an e-business, the information technology infrastruc-
ture of a company is the foundation for business success.
The information technology infrastructure must be care-
fully managed to support the business goals of the com-
pany and should be perceived internally as a strategic as-
set. The Hurwitz Report (Hurwitz Group, 2001) identifies
several ways in which the management and perception of
the role of a company’s IT organization is critical to suc-
cess. In traditional companies, the IT group is responsible
for managing internal processes and is used to support or
maintain business functions. While IT groups are often
treated as overhead and run as cost centers in traditional
businesses, the IT organization in successful e-businesses
is viewed as a revenue generator and treated as a compet-
itive asset allowing innovation within the organization to
drive competitive advantage and help reduce costs.

The reliability of the infrastructure is also paramount
and must be carefully managed. As companies become
more reliant on online processes, the potential conse-
quences to a company and its business partners of even a
temporary loss of service can be devastating. For example,
a survey of companies in 2001 showed that for 46% of the
companies surveyed, system downtime would cost them
up to $50k per hour, 28% of the respondents would incur
a loss of up to $250k per hour, and 26% would loose up
to or over $1m per hour (Contingency Planning Research,
2001).

Managing Expectations

Simply developing the e-business technology is just the
start of the electronic collaboration process. A key chal-
lenge to successfully implementing an e-business strat-
egy is managing the expectations of the e-business and
effectively communicating the benefits to business part-
ners. At the request of the Boards of Grocery Manufac-
turers of America and Food Marketing Institute Trading
Partners Alliance (TPA), A. T. Kerney developed an ac-
tion plan to accelerate the degree of cooperation between
TPA members after over $1 billion had already been in-
vested in a variety of exchanges and electronic collabora-
tion platforms within the industry. Central to the recom-
mendations made by A. T. Kerney was the need for better
communication among the partners to address common
concerns over data synchronization, education about the
benefits of collaboration and implementation best prac-
tices, and regular feedback through surveys and progress
tracking initiatives. Also identified was the need for indi-
vidual companies to proactively encourage trading part-
ners to join through training and sharing of best-practices
(Kerney, 2002).
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Monitoring and Regulation Challenges

There are many challenges associated with monitoring
and regulating online businesses. These challenges are ex-
acerbated by the increasing internationalization of busi-
ness. Issues with taxation, security, and privacy are more
difficult to manage when applied in a global environment
where the laws and ethics governing business are often
conflicting rather than complementary. Issues also exist
with standardizing the accounting mechanisms for digital
businesses and processes as traditional accounting princi-
ples must adapt to the new business environment. Lastly,
due to the global nature of the Internet, issues with man-
aging the security of the digital systems and prosecuting
those who attempt to disrupt the flow of digital informa-
tion provides significant challenges for international legal
organizations.

Internet Business

As a global phenomenon, e-B2B poses a complicated
series of issues for those organizations charged with mon-
itoring and regulating international business. The Inter-
net compresses the natural geographic separation of busi-
nesses and the related movement of products and money
between these businesses and allows business operations
to span political borders literally at the speed of light. To
date, the Internet is largely uncontrolled and business on
the Internet follows suit. It is the responsibility of individ-
ual countries to decide how to regulate, how much to reg-
ulate, and who should regulate the Internet and Internet-
related business operations within their boundaries, as
well as the degree to which they should accommodate the
rules and regulations set up by other countries.

Within any country there are opposing forces at work.
Governments are trying to regulate the Internet in a way
that stimulates their economies and encourages use. At
the same time governments must protect the rights of cit-
izens and existing businesses. It is not surprising that few
Internet regulatory laws have been passed even though
e-B2B has been in place for many years. To further com-
plicate the regulatory issue, the ubiquity of the Internet
has resulted in the rapid expansion of businesses inter-
operating across international borders. Traditionally only
large, well-financed companies could perform interna-
tional commerce; now there are no limits to how small
a multinational company can be.

Confidentiality and Privacy

As businesses and industries in general move toward
higher degrees of collaboration at a digital level, issues
about the security of the digital information being col-
lected, stored, and transmitted as part of normal business
operations becomes more important. Many of the regula-
tory laws that do exist pertain to protection of personal,
confidential, or legally sensitive business data. For exam-
ple, in the United States personal finances and healthcare
records now must be protected from accidental or mali-
cious exposure. The Health Insurance Portability and Ac-
countability Act (HIPAA, 1996) is an attempt to regulate
the movement, storage, and access to healthcare-related
personal information through enforcement of privacy
standards. HIPAA is a direct regulatory response within

the United States to several well-publicized breaches of
doctor-patient trust including the errant transfer of pre-
scription records on a computer disk sold to an individ-
ual in Nevada, medical records posted on the Internet in
Michigan, and digital media containing medical records
stolen from a hospital in Florida. These are just a few
of the better-publicized cases. The HIPAA regulation is
scheduled to go into effect in 2003.

Accounting for Digital Transactions and Digital Assets
The Federal Accounting Standards Board (FASB, 2001)
identifies several challenges to the accounting industry
associated with the transition from a traditional paper-
driven economy to one where business is transacted us-
ing digital documents. From an accounting perspective,
there is no standard measure for determining the short-
term or long-term value of technology, knowledge capital,
and intellectual property associated with implementing
and managing an e-business infrastructure. Yet compa-
nies are investing huge amounts of capital in these activi-
ties that must be accounted for fairly. Valuing these intan-
gible assets would require that the accounting profession
extend its province to nonfinancial areas of business op-
erations and generate standard frameworks and metrics
for reporting and tracking nonfinancial information.

Computer Crimes

There are many types of criminal activity associated with
the Internet, ranging from petty acts of vandalism and
copyright violations to organized systematic attacks with
malicious intent to cause damage, financial loss, or in ex-
treme cases, wholesale disruption of critical infrastruc-
ture. Each week it seems that there are reports on new
attacks, break-ins, viruses, or stolen data made public.
Different countries, however, treat different types of com-
puter attacks in different ways with little consensus as
to the degree of criminality and severity of punishment.
Turban et al. (2001) provide a comparison of computer
crime legislation in several countries and note that an ac-
tivity such as attempting to hack (to gain access to an
unauthorized system), while legal in the United States, is
illegal in the United Kingdom. However, successful hack-
ing, which causes loss, is criminal in both countries but
punished far more severely in the United States, carrying
a maximum penalty of 20 years.

Security breaches and malicious attacks such as van-
dalizing Web sites and disabling computer servers us-
ing viruses, denial-of-service (DoS) attacks, and buffer-
overflow techniques can prove costly to e-business by
making the systems unavailable for normal operation,
often resulting in incomplete transactions or lost busi-
ness while the systems are incapacitated. A recent sur-
vey based on 503 computer security practitioners in the
United States reported that 90% of respondents detected
security breaches in their systems within the 12-month
reporting period. Eighty percent of the respondents at-
tributed financial loss to these security breaches, amount-
ing to approximately $500 million from the 44% who were
able to quantify their loss (Computer Security Institute,
2000).

The global nature of the Internet makes regulating
this so-called cybercrime a significant issue as attacks
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against systems can be launched from countries with
less-stringent regulations and lower rates of enforcement.
The United States has recently caused international con-
cern by successfully detaining and convicting foreign na-
tionals accused of crimes against systems in the United
States even thought the attacks were launched from non-
U.S.-based systems (U.S. Department of Justice, 2002).
However, not all attacks are malicious and are often per-
petrated to expose security holes in business systems
as a means to draw public attention to issues of vul-
nerability with the intent of eliciting a general harden-
ing of the systems by the systems developers (Hulme,
2002).

Technological Challenges

Some of the most extreme information technology re-
quirements found in the commercial business world are
associated with designing and implementing large-scale e-
business systems. Issues with the design and deployment
of such systems include localizing the applications for in-
ternational users, managing the quality of service, and
protecting access to the data and applications.

Localization and Globalization

Like other forms of e-commerce, e-B2B is increasingly
multinational and differences in language and culture
can affect the usability of systems. One technological
challenge is the process of designing and developing
software that functions in multiple cultures/locales, other-
wise known as globalization. Localization is the process
of adapting a globalized application to a particular cul-
ture/locale.

A culture/locale is a set of rules and a set of data spe-
cific to a given language and geographic area. These rules
and data include information on character classification,
date and time formatting, numeric, currency, weight, and
measure conventions, and sorting rules. Globalizing an
application involves identifying the cultures/locales that
must be supported by the application, designing features
that support those cultures/locales, and developing the
application so that it functions equally well in any of the
supported cultures/locales.

If business systems are to share information across na-
tional and cultural borders, the information they are shar-
ing must be both syntactically correct and unambiguous
for all the systems involved. Of particular importance to
cross-cultural systems are the design and development of
data storage and data processing systems that can accom-
modate the differences in data and translate the data be-
tween supported locales. Consider three companies op-
erating in the United States, U.K., and Japan respectively,
and sharing data about a shipment date that will occur on
the date specified by the string “07/08/02.” In the United
States this date string is interpreted as July 8, 2002. In
the U.K. the date and month field are transposed, result-
ing in a local/culture-specific interpretation of August 7,
2002. In Japan the year and month field are transposed
resulting in an interpreted shipment date of August 2,
2007. This is a simple example but the cost associated
with developing new or re-engineering existing systems to
translate culture/locale-specific values such as simple date

strings across a variety of culture/locales is high. There are
similar issues associated with sharing data that contains
time information, addresses, telephone numbers, and
currency.

Scalability, Reliability, and Quality of Service

The general planning considerations for engineering a
service such as a B2B marketplace are to provide suf-
ficient system functionality, capacity, and availability to
meet the planned demand for use of the systems, which
translates loosely into the number of transactions that
can be processed in a given time period. The difficulty
lies in estimating and planning the processing require-
ments for a system and engineering a system that can
respond to periodic increases in use. In particular, system
designers need to understand the demand on the system
during “normal” operations and how the demand on the
system might vary over a period such as a single day, a
week, a month, or the course of a year. Further, system
designers need to plan for the effects of “special events,”
which might cause a short-term increase in the use of the
system. Lastly, the system designers need to understand
how the B2B interactions translate to workload against
the internal systems such as an ERP and plan for match-
ing the capacity of the internal systems with that of the
external-facing systems being designed so that the inter-
nal systems do not become the weak link in the processing
chain.

From a trading-partner perspective, the primary con-
cerns will pertain to the quality of service (QOS) provi-
sions for the system they are going to integrate against.
The QOS concerns can be broken down into four key ar-
eas: system reliability, system security, system capacity,
and system scalability. E-business companies need to set
design goals for these key QOS requirements and plan the
level of investment and predicted ROI accordingly.

Protection of Business Data and Functions

One result of growth in e-business activity is the associ-
ated increase in the transmission and storage of digital
information and the corresponding increase in reliance
on information systems to support business activities.
This poses two major problems to information technol-
ogy management: how to maintain the integrity and con-
fidentiality of business information and, secondly, how to
protect the information systems themselves from security
breaches, malicious attacks, or other external factors that
can cause them to fail.

Potentially sensitive information shared between busi-
nesses is at risk not only during the transmission of the
information from one system to another but also as it is
stored on file servers and in databases accessible over the
computer network infrastructure. The general trend to-
ward open systems poses transmission security issues be-
cause open systems rely on text-based data formats such
as EDI and XML. If intercepted, these documents can
be read and understood by a variety of software publicly
available on the Internet. Standards for encrypting XML
documents are being developed but have yet to make the
mainstream. Encryption technologies for securing data
moving over the Internet between business partners, such
as VPN, have been available for a decade or more but rely
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on coordinating privacy schemes among businesses, shar-
ing encryption keys, and above all developing effective im-
plementation policies that must be constantly revised and
tuned to adapt to changing events. Even using encryption
systems is often not enough as systems using 40- or 56-
bit keys can now be broken using brute-force methods in
a few minutes using a personal computer. On the other
hand, strong encryption systems that protect data from
these brute-force attacks can often not be shared with
partners outside of the United States.

Maintaining the integrity and confidentiality of busi-
ness data and computer systems is important. An often
overlooked part of the e-business process, however, is the
protection of access to the business systems themselves.
The tragic events of September 11, 2001, in New York
City have served to underline the fragility of electronic
business systems and have provided new priorities for e-
business companies. Rather than just simply protecting
business data stored in corporate databases by backing
it up on tape, companies are now considering holistic
approaches to protecting business operations, including
protecting access to critical applications such as e-mail as
well as protecting lines of communication to those busi-
nesses upon which they are dependent (Garvy & McGee,
2002).

B2B E-COMMERCE IN PERSPECTIVE

Whether or not the actual global value of e-B2B activity
meets the predictions for 2005 mentioned in the Introduc-
tion, the current rates of adoption and continuing perva-
siveness of e-B2B activity across all types of business and
all types of industry are indicators that e-B2B is going to
remain a major driving force within the global economy.
At the same time, e-B2B should be regarded as a nascent
activity that is rapidly emerging and consequently exhibit-
ing growing pains. Based on a survey of 134 companies
around the world, the Cutter Consortium provides some
interesting insight into the e-B2B implementation experi-
ence (Cutter Consortium, 2000):

Asked to rank the obstacles to e-business, respondents
chose “benefits not demonstrated” as the number-one
obstacle, followed by financial cost and technological
immaturity.

Success with electronic supply-chain management is
mixed, with half of those using it enjoying success rates
of 76-100% and about a third experiencing success
rates of 0-10%.

Similarly, Deloitte & Touche examined data from 300
U.S.- and U.K.-based companies in a wide variety of
industries and identified a highly conservative trend to
e-business. Less than half of the companies examined ex-
pected their e-business strategy to involve transforming
business processes while the majority expected to engage
in simple Internet-based buying and selling. More telling
is that only 28% of the companies had actually developed
a formal e-business strategy, the majority being in some
stage of investigation (Rich, 2001).

Undemonstrated returns on investment, unsuccess-
ful implementations, and lack of knowledge about the

technology, the risks, and the rewards associated with e-
B2B all combine to make businesses cautious as they plan
ahead for a connected future. The Deloitte & Touche study
reports that approximately 50% of respondents indicated
that the major barriers to e-B2B lie in the lack of skills and
training, or existing business culture compared to approx-
imately 20% of respondents who perceive technological
or security issues as the major barrier. These are issues
that can be overcome with time as the global corporate
knowledge base grows, as more case studies illustrating
successful and profitable implementations are available,
and as the technology framework becomes more robust,
secure, and prevalent.

The success stories available are highly compelling:
General Motors, Federal Express, and Cisco are exam-
ples that clearly demonstrate the returns possible when
e-business is implemented successfully. The bottom line
that drives most organizations to evaluate and adopt
e-B2B is that performing business electronically is both
cheaper to execute and more efficient in terms of time
than traditional means. An electronic transaction is also
more accurate, which often draws trading partners into
supply-chain integration efforts. Indeed, recent evidence
indicates that businesses are still investing in e-B2B in-
frastructure, particularly for electronic supply-chain inte-
gration including e-procurement as well as for e-markets.
Berlecon Research estimate that the number of B2B ex-
changes worldwide will grow 10-fold over the next two
years particularly in Europe where there are several un-
derserved industries that lack online B2B marketplaces
(Wichmann, 2002).

Clearly, implementing an e-business strategy is highly
technical and involves many facets of information tech-
nology that are new to most companies and indeed new to
the information technology industry as well. In essence,
everyone is learning how to perform e-business and the
technical solutions are adapting to meet the evolving re-
quirements of e-B2B. However, as one author puts it,
“Business comes before the e” (Horne, 2002), reinforc-
ing the idea that e-business is not a means to an end but
should be regarded as an extension of a sound and well-
constructed business plan.

GLOSSARY

ActiveX Data Objects (ADO) Middleware developed by
Microsoft for accessing local and remote databases
from computers running a Windows-based operating
system.

Application programming interface (API) Compo-
nents of an application that allow other applications
to connect to and interact with the data and services
of the application; usually published by the application
developer as a formal library of functions.

Dot-com Companies that emerged during the Internet
boom of the late 1990s with a focus on building appli-
cations for or selling products on the World Wide Web;
usually funded by large amounts of venture and private
equity capital.

E-business All types of business activity performed
using electronic means; has a wider context than
e-commerce and includes business exchanges that
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involve interorganizational support, knowledge shar-
ing, and collaboration at all levels.

E-commerce A form of e-business that results in a
business transaction being performed using electronic
means such as a buy or sell event.

Electronic data interchange (EDI) One of the first
forms of e-business used to pass electronic documents
between computer systems often over private telecom-
munication lines or value-added networks; still used by
many businesses today.

Electronic funds transfer (EFT) An early form of
e-commerce used to transfer money electronically
between banks.

Enterprise resource planning (ERP) A collection of
applications designed to manage all aspects of a busi-
ness. ERP systems are designed to integrate sales,
manufacturing, human resources, logistics, account-
ing, and other enterprise functions within an organi-
zation.

Intermediary A company that adds value or assists
other companies in performing supply-chain activities
such as connecting suppliers with buyers.

Java Database Connectivity (JDBC) Middleware used
for accessing remote databases from an application
written using the Java programming language.

Message oriented middleware (MOM) Middleware
used to integrate applications using a system of mes-
sages and message queues; allows systems to share data
using an asynchronous processing model.

Middleware Software that enables the access and trans-
port of business data between different information
systems often over a computer network.

Open Database Connectivity (ODBC) Middleware
specification originally designed by Microsoft to access
databases from Windows platforms using a standard
API. ODBC has since been ported to UNIX and Linux
platforms.

Protocol A standard for the format and content of data
passed between computers over a computer network;
often maintained by independent organizations such
as the World Wide Web Consortium.

Remote procedure call (RPC) Middleware technology
originally developed for UNIX systems for sharing data
and methods between applications over a network.

Structured query language (SQL) A computer lan-
guage developed by IBM in the 1970s for manipulating
data stored in relational database systems; became the
standard language of databases in the 1980s.

Supply chain The end-to-end movement of goods and
services from one company to another during a man-
ufacturing process.

Transmission control protocol/Internet protocol
(TCP/IP) Communication protocols originally de-
veloped as part of ARPANET that today form the basic
communication protocols of the Internet.

Transaction A record of a business exchange such as a
sell or a buy event.

Tymnet An early value-added network developed by
Tymshare Inc. and used by companies for transferring
computer files between computer systems; the largest
commercial computer network in the United States
and was later sold to MCI.

UNIX-to-UNIX-Copy (UUCP) A utility and protocol
available on UNIX systems that allows two computers
to share files over a serial connection or over a tele-
phone network using modems.

Value-added network (VAN) A form of computer
network connection often between two companies to
perform e-business that is managed by a third party;
initially used to transfer EDI documents; modern ones
can operate over the Internet.

Virtual private network (VPN) A form of network con-
nection between two sites over the public Internet that
uses encrypted data transmission to provide a private
exchange of data.
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NATURE OF B2B E-COMMERCE

In general, B2B e-commerce can be classified according
to the nature of the goods/services in transaction, the pro-
curement policy, and the nature of the supply chain.

Businesses conduct B2B e-commerce to sell or buy
goods and services for production and/or nonproduction.
Production materials, or direct materials, go directly to
the production of goods or services. Usually they are not
shelf items that could be readily purchased at anytime in
the marketplace. Their use is scheduled according to a
production plan. They are purchased in large volume af-
ter negotiation and contracting with the sources to guar-
antee a continuous stream of input materials for the
production process. Nonproduction materials, or indirect
materials, are used in maintenance, repairs, and opera-
tions. They are also called MROs, containing low-value
items. Although constituting 20% of purchase value, they
amount to approximately 80% of an organization’s pur-
chased items.

Depending on the strategic nature of the materials in
the production, a procurement policy may involve a long-
term contract or an instant purchase/rush order. Strategic
sourcing for a long-term contract results from negotia-
tions between suppliers and buyers. Spot buying for an
instant purchase/rush order concludes at a market price
resulting from the matching of current supply and de-
mand. Due to the strategic role of direct materials in the
production, a manufacturer wishes to secure a consistent
long-term transaction at an agreed upon price with its
suppliers. Most organizations spend a great deal of time
and effort for upstream procurement of direct materials,
usually high-value items, and overlook low-value items,
including MROs. Consequently, there are potential inef-
ficiencies in the procurement process, such as delays in
production due to insufficient MROs and/or overpayment
for rush orders to acquire these MROs.
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From a value chain and supply chain perspective, B2B
e-commerce can take place in a vertical market or a hor-
izontal market. A vertical market involves transactions
between and among businesses in the same industry or
industry segment. Usually this market deals with the
production process or direct materials necessary for the
production of goods and services of firms in the same in-
dustry. A horizontal market involves transactions related to
services or products of various industries. These materials
are diversified and related to the maintenance, repair, and
operation of a specific firm. Most of these materials do
not contribute directly to the production of goods and/or
services offered by the firms.

Before the advent of B2B e-commerce, companies
used the following tendering process. A department in a
company submits a requisition for the goods/services it
needs. The purchasing agent prepares a description of the
project, giving its specification, quality standards, delivery
date, and required payment method. Then the purchasing
department announces the project and requests propos-
als via newspaper/trade magazine ads, direct mail, fax, or
telephone. Interested vendors/suppliers may ask for and
receive detailed information by mail. Then these suppliers
prepare and submit proposals. Proposals are evaluated by
several departments/agents at the buying company. Nego-
tiation may take place and the contract is awarded to the
supplier who offers the lowest price. In this process, com-
munication mostly takes place via letter or fax/phone.

Similarly on the selling side, a supplier announces in
newspapers or trade magazines the inventory to be dis-
posed of and invites interested parties to inquire and bid.
A sales force may be set up to identify and make direct
contact with potential buyers. The interested parties may
request additional information about the goods to be de-
livered by mail or fax. Then they decide to submit a sealed
bid by mail. At the closing date, the bids are examined and
the highest bid wins the auction.



B2B BUSINESS MODELS BY OWNERSHIP 121

This manual and paper-based process takes a long time
and is prone to error. Electronic processes conducted via
telecommunication systems are faster but require an in-
vestment in a dedicated private network. Recently, Web-
based technologies have made business communication
much less expensive and easier to administer. Transac-
tions over the Internet also make it possible to reach a
larger pool of business partners and to locate the best deal
for the project.

There are many classification schemes for B2B
e-commerce business models (Laudon & Traver, 2001;
Turban et al., 2002; Pavlou & El Sawy, 2002). The clas-
sifications provide details on the context and constraints
of the various business models so that an interested busi-
ness may select an appropriate strategic choice to gain a
competitive advantage.

In the following, B2B e-commerce business models are
classified on the basis of business ownership and transac-
tion methods.

B2B BUSINESS MODELS
BY OWNERSHIP

Depending on who is controlling the marketplace and ini-
tiating the transactions, B2B e-commerce can be classified
as company-centric or an exchange model. A company-
centric model, representing a one-to-many business re-
lationship, involves one business party initiating trans-
actions and deals with many other parties interested in
buying or selling its goods and services. In a direct-selling
model, a company does all the selling to many buyers,
whereas in a direct-buying model a company does all the
buying from many suppliers.

In these models, the initiative company has com-
plete control over the supportive information systems.
However, a third party may serve as an intermediary to
introduce buyers to sellers and vice versa, and to pro-
vide them with a platform and other added-value ser-
vices for transaction. In many cases, buyers and suppliers
having idle capacity in their Internet host sites for B2B
e-commerce have served as intermediaries for other
smaller businesses.

An exchange or trading model, representing a many-
to-many business relationship, involves many buyers and
many suppliers who meet simultaneously over the Inter-
net to trade with one another. Usually there is a market
maker who provides a platform for transactions, aggre-
gates the buyers and sellers, and then provides the frame-
work for the negotiation of prices and terms.

A variation of the exchange model is a consortium trad-
ing exchange, which constitutes a group of major compa-
nies that provide industry-wide services that support the
buying and selling activities of its members. The activities
can be vertical/horizontal purchasing/selling.

Direct Selling

This is a company-centric B2B model focusing on sell-
ing, in which a supplier displays goods and services in a
catalog at its host site for disposal. The seller could be a
manufacturer or a distributor selling to many wholesalers,
retailers, and businesses.

In this model, a large selling company transacts over
a Web-based, private-trading sales channel, usually over
an extranet, to its business customers. A smaller business
may use its own secured Web site. The company could use
some transaction models, such as direct selling from elec-
tronic catalogs, requests for proposal (RFP), and selling
via forward auctions, and/or one-to-one dealing under a
long-term contract. The classification of these transaction
methods in B2B e-commerce is discussed in detail in the
next section.

In the B2B direct selling, the involved parties may ben-
efit from speeding up the ordering cycle and reducing
errors processing. They also benefit from reducing or-
der processing costs, logistics costs, and paperwork, es-
pecially the reduction of buyers’ search costs in finding
sellers and competitive prices and the reduction of sell-
ers’ search costs in advertising to interested buyers.

Most major manufacturers have conducted B2B
e-commerce with their business partners. For example,
Dell.com, Cisco.com, IBM.com, Intel.com, and Staples.
com, among others, have special secured sites for regis-
tered partners to provide them with information on prod-
ucts, pricing, and terms. At this site, business customers
can browse the whole catalog, customize it, and create
and save a shopping list/shopping cart for internal ap-
proval before placing orders. The sites have the tracking
facility for customers to follow up on the status of their
orders. These sites also have links to shipper’s Web site
(UPS, FedEx, Airborne Express, etc.) to help customers
keep track of delivery.

In this model, depending on whether a manufac-
turer/distributor that hosts its own Web site and sup-
port provides complete transaction or not, the company
may have to pay fees and commissions to intermediaries
for hosting and value-added services. Usually, corporate
buyers have free access to the e-marketplace after a free
registration to the site.

Direct Buying

This is a company-centric B2B model focusing on buy-
ing, in which a company posts project specifications/
requirements for goods and services in need and invites
interested suppliers to bid on the project.

In this model, a buyer provides a directory of open re-
quests for quotes (RFQs) accessible to a large group of
suppliers on a secured site. The buying company doesn’t
have to prepare requests and specifications for each of
these potential tenders. Suppliers could be notified auto-
matically with an announcement of available RFQs, or
even the RFQs sent directly from the buyer site. Inde-
pendent suppliers can also use search-and-match agent
software to find the tendering sites and automate the bid-
ding process. Then suppliers can download the project
information from the Web and submit electronic bids for
projects. The reverse auction could be in real time or last
until a predetermined closing date. Buyers evaluate the
bids and negotiate electronically and then award a con-
tract to the bidder that best meets their requirements. A
large buying company can also aggregate suppliers’ cata-
logs at its central site for the ease of access from its own
branch offices. These affiliations will purchase from the
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most competitive supplier. In this case, the suppliers will
be notified directly with the invitation for tender or pur-
chase orders.

This model streamlines and automates the traditional
manual processes of requisition, RFQ, invitation to ten-
der, issue of purchase orders, receipt of goods, and pay-
ment. The model makes the procurement process simple
and fast. In some cases, it increases productivity by autho-
rizing purchases from the units/departments where the
goods/services are needed and therefore bypassing some
paperwork at the procurement departments. The model
helps in reducing the administrative processing costs per
order and lowering purchase prices through product stan-
dardization and consolidation of orders.

The model also contributes to improving supply chain
management by providing information on suppliers and
pricing. It helps to discover new suppliers and vendors
who can provide goods and services at lower cost and on
a reliable delivery schedule. It also minimizes purchases
from noncontract vendors at higher prices for uncontrol-
lable quality goods/services.

An example for this model is GE’'s Trading Process
Network (TPN), where a company’s sourcing department
receives internal material requests and sends off RFQs to
external suppliers. Currently GE opens this network to
other business partners, at gxs.com site.

In this model, a buying company may set up its own
Web site and may engage other services from intermedi-
aries with licenses. Suppliers have to register at the host
site and may have to pay an access fee.

Exchange/Trading Mall

The exchange model involves many suppliers and buyers
meeting at the marketplace for transactions. The market-
place could be a dedicated site or a trading mall open
to the public. Transactions in this marketplace involve
spot buying as well as negotiation for a long-term buying/
selling contract. In spot buying, a deal is concluded at a
price based on supply and demand at any given time at
the marketplace. In systematic sourcing, the exchange ag-
gregates the buyers and sellers and provides them with a
platform for the negotiation of prices and terms.

In the exchange, a company lists a bid to buy or an offer
to sell goods/services. Other sellers and buyers in the ex-
change can view the bids and offers, although the identity
of the tenderer or the bidder is kept anonymous. Buyers
and sellers can interact in real time, as in a stock exchange,
with their own bids and offers to reach an exact match be-
tween a buyer and a seller on price, quantity, quality, and
delivery term. Third parties outside the exchange may pro-
vide supporting services, such as credit verification, qual-
ity assurance, insurance, and order fulfillment.

The exchange provides an open marketplace so that
buyer and seller can conclude/negotiate the transaction
at a competitive price resulting from the supply/demand
mechanism. It has the characteristics and benefits of a
competitive market in terms of classic economics. A buyer
may benefit from lower costs due to a large volume of
goods/services being transacted. A supplier may benefit
from reaching a larger pool of new buyers than is possible
when conducting business in a traditional market.

In this business model, some exchanges act purely as
information portals by transferring the order/inquiry to
the other party via hyperlinks so that the transactions will
take place at the seller/buyer sites. Others aggregate sup-
pliers and/or buyers for the convenience of the trading
parties. In supplier aggregation, the exchange standard-
izes, indexes, and aggregates suppliers’ catalogs and then
makes them available to buyers at a centralized host site.
Or requests for proposals (RFPs) from participant suppli-
ers are aggregated and matched with demand from partic-
ipant buyers. In buyer aggregation, RFQs of buyers, usu-
ally the small ones, are aggregated and linked to a pool of
suppliers that are automatically notified of the existence
of current RFQs. Then the trading parties can make bids.

Another type of exchange is called a consortium trad-
ing exchange, formed by a group of buyers or sellers. In
buying consortia, a group of companies joins together to
streamline the purchasing process and to pressure the
suppliers to cut prices and provide quality, standardized
goods/services in vertical as well horizontal supply chain
transactions. An example of a buying consortium is Co-
visint.com, an automotive industry joint venture by GM
Motors, Ford, DaimlerChrysler, Renault, Peugeot Citroen,
and Nissan. In selling consortia, suppliers in the same in-
dustry deal with other downstream businesses to main-
tain reasonable prices and controllable production sched-
ules for goods/services in vertical trading. An example
of a selling consortium is the Star Alliance, an alliance of
major domestic and international airlines, consisting of
Air Canada, Lufthansa, SAS, United Airway, and others.
These companies sell or exchange seats in their airplanes
to one another to assure full booking for their fleets.

The use of exchange would especially benefit smaller
businesses, which don’t have large customer bases or sup-
plier sources. Transactions via exchange and intermediary
sites don’t require additional resources for informa-
tion technology infrastructure, staffing, and other related
costs. If the exchange is controlled by an intermediary,
this third party often assumes the responsibility for credit
verification, payment, quality assurance, and prompt de-
livery of the goods.

There are intermediary exchanges, such as eBay.com
and the Trading Information Exchange of GE Global eX-
change Services (gxs.con), that provide an open market-
place for many suppliers/vendors and buyers. In other
cases, manufacturers provide upstream and downstream
partners with a service enabling them to do business with
one another.

One prominent example is Boeing’s secured site My-
BoeingFleet.com, at which Boeing’s airline customers can
access the PART page to order maintenance parts directly
from Boeing’s suppliers. This service significantly stream-
lines time and labor in the procurement process for all
business partners. One no longer needs to go through
archives to look for blueprints, specifications, and sources
of thousands parts of an aircraft for the requisition of a
specific item.

On the revenue models of exchanges, if a major partner
of the supply chain owns the site, access to an exchange
marketplace could be free of charge. In other cases, par-
ticipants pay an annual registration fee and/or a trans-
action fee that is either a fixed amount or a percentage
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Table 1 B2B E-commerce Business Models

BY TRANSACTION METHODS

BY OWNERSHIP

Direct Selling

Direct Buying  Exchange

Electronic Catalogs
Automated RFQs
Digital loyal networks
Metacatalogs

Order aggregation
Auction

Bartering

of the transaction volume. The participants may also pay
for added-value services, such as credit verification, insur-
ance, logistics, and collection, provided by the exchange.
Some exchanges generate extra revenue from online ad-
vertisements on the site.

B2B BUSINESS MODELS BY
TRANSACTION METHODS

B2B business models could be classified by the transac-
tion methods a buying/selling company uses to conduct
business with its partners in the e-marketplace. A com-
pany may use one or many transaction models suitable
for its transactions.

Electronic Catalogs

Using this model, a supplier posts an electronic version
of its catalog in a Web site for free access from inter-
ested parties. The company benefits from exposure to a
large pool of potential buyers over the Internet without
the costly creation and distribution of voluminous cat-
alogs. The electronic catalog can be updated in a timely
manner. Most companies have this model as a supplement
ary to their paper-based catalogs to reach more customers
outside their physical facilities. The transactions incurred
may be handled with a traditional procurement process.

In this passive and low-cost business model, a supplier
could inform potential buyers of the existence of the cat-
alogs via regular mail or e-mail. The supplier may also
register the Web site in the directories of some exchanges
or intermediaries. Using a search engine, interested buy-
ers may discover the competitive offer and then contact
the supplier directly for further information about prod-
ucts and services.

Automated RFQs

In this model, requests for quotes (RFQ) are automati-
cally distributed from the buying company to its business
partners via a private communication network. An exam-
ple of this model is GE’s Trading Process Network (TPN).
At GE, the sourcing department receives the requisitions
electronically from other departments. It sends off RFQs
containing specifications for the requisitions to a pool of
approved suppliers via the Internet. Within a few hours,
potential suppliers around the world are notified of in-
coming RFQs by e-mail or fax, instead of within days and
weeks, as in the traditional paper-based system. Suppliers

have a few days to prepare bids and to send them back
over the extranet to GE. The bids are then routed over the
intranet to the appropriate purchasing agents and a con-
tract could be awarded on the same day. GE reports that,
using TPN, labor involved in the procurement process was
reduced by 30% and material cost was reduced from 5%
to 50% due to reaching a wider base of supplier online.
Procurement departments of GE’s branches around the
world can share information about their best suppliers.
With TPN, it takes a few days for the whole procurement
process instead of weeks, as before. Because the trans-
actions are handled electronically, invoices are automati-
cally reconciled with purchase orders and human errors
in data entries/processing are minimized accordingly.

In this business model, sourcing cycle time in the ac-
quisition process is reduced significantly, with the distri-
bution of information and specifications to many busi-
ness partners simultaneously. It allows purchasing agents
to spend more time negotiating for the best deal and less
time on administrative procedures. A company also con-
solidates a partnership with suppliers by buying only from
approved sources and awarding business based on perfor-
mance. Consequently, it allows the company to acquire
quality goods and services from a large pool of competi-
tive suppliers around the world.

With the advent of Web-based technology, networking
becomes affordable and cost effective for interested busi-
nesses. A smaller company can engage an intermediary,
or Web-service provider, to alleviate the cost of building
and maintaining a sophisticated transaction network.

Digital Loyalty Networks

As in traditional business, highly valued business part-
ners in B2B e-commerce may get special treatment. In
this model, a B2B e-commerce Web site differentiates vis-
itors by directing the valued ones to a special site, in-
stead of trading in a public area opened for other regu-
lar business partners. The system may also direct special
requests/offers to a preferred group of business partners.

Using this business model, different RFQs will be sent
to different groups of potential suppliers from the ap-
proved supplying source for the company. A business
may differentiate between its suppliers based on past per-
formance in terms of product quality, pricing, delivery,
and after-sales services. Similarly, a selling company may
reward its preferred buyers with special discounts and
conditions on transactions.
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Metacatalogs

In this model, catalogs of approved suppliers are aggre-
gated, indexed so that buyers will have the opportunity
to deal with a large pool of suppliers of goods/services.
These metacatalogs are usually kept in a central site
for ease of access to potential buyers. Using this model,
a global company may maintain a metacatalog of sup-
pliers for the internal use of its branches. Or a trad-
ing mall can keep a metacatalog for the wide public
access.

For the internal use of a global company, the model
aggregates items of all approved suppliers from their
catalogs into one source. Buyers from affiliated firms or
branches can find the items in need, check their avail-
ability and delivery time, and complete an electronic req-
uisition form and forward it to the selected supplier. In
this transaction, prices could be negotiated in advance.
Potential suppliers tend to offer competitive prices, as
they would be exposed to a larger pool of buyers, in this
case the world-wide affiliations/branches of the buying
company. In addition, suppliers may become involved in
a long-term relationship with a global company and its
affiliations/branches. The listing in the metacatalog is free
to the suppliers as a result of the negotiation of terms and
prices for the goods/services to be provided to the buying
company.

For wide public access, an intermediary or a distribu-
tor will create metacatalogs and make them available for
its clients. Because buyers have an opportunity to deal
with a large source of suppliers, these suppliers are under
pressure to compete with one another in terms of price,
quality, and services to win business. In this model, the
supplier may have to pay a fee for listing on the catalog
and/or a commission as a percentage of the transaction
value. The buyer may have a free access or may pay a
membership fee to the host/distributor.

Order Aggregation

In this model, RFQs from buyers are aggregated and sent
to a pool of suppliers as invitations to tender. The order
aggregation could be internal or external. In an internal
aggregation, company-wide orders are aggregated to gain
volume discounts and save administrative costs. In an ex-
ternal aggregation, a third party aggregates orders from
small businesses and then negotiates with suppliers or
conducts reverse auctions to reach a deal for the group.
Usually, an intermediary will aggregate RFQs of partici-
pant buyers and match then with requests for proposals
(RFPs) from participant suppliers.

In order aggregation, small buyers benefit from the
volume discount through aggregation that could not be
realized otherwise. Similarly, suppliers benefit from pro-
viding a large volume of goods/services to a pool of
buyers and save the transaction costs incurred from
dealing with many, fragmented buyers. Order aggrega-
tion works well, with defined indirect production mate-
rials and services having relative stable prices. In this
model, if the order aggregation is undertaken by an in-
termediary, then involved business parties may have to
pay a flat fee and/or a commission on the transaction
value.

Auction

To reach a deal, business partners involved in B2B could
use auction and/or matching mechanisms. A forward auc-
tion involves one seller and many potential buyers. A
reverse auction involves one buyer and many potential
sellers. In double auction, buyers and sellers bid and of-
fer simultaneously. In matching, related price, quantity,
quality, and delivery terms from the bid and ask are
matched.

In a buying-side marketplace, a buyer opens an elec-
tronic market on its own server, lists items in need, and
invites potential suppliers to bid. The trading mechanism
is a reverse auction, in which suppliers compete with one
another to offer the lowest price. The bidder who offers
the lowest price wins the order from the buyer. Other is-
sues, such as delivery, schedule, and related costs, are also
taken into account when awarding contracts to bidders.

In a selling-side marketplace, a seller posts the infor-
mation for the goods/services to be disposed and invites
potential buyers to bid. The trading mechanism is a for-
ward auction, in which participating buyers compete to
offer the highest price to acquire goods/services in need.

The transaction can also take place at an intermediary
site, at which buyers post their RFQs and suppliers post
their RFPs. Depending on the regulations of the auction
site, bidders can bid either only once or many times. In the
latter case, bidders can view current supply and demand
for the goods/services and change their bids accordingly.
The transaction concludes when bidding prices and ask-
ing prices are matched.

The advantage of this model is that it attracts many
buyers to a forward auction and many suppliers to a
reverse auction.

The auction can be conducted at the seller/buyer pri-
vate trading site or at an intermediary site. The auction
can be in real time or last for a predetermined period.

If the auction is conducted at an intermediary site, the
involved business parties may have to pay an access fee. In
addition, sellers may have to pay a commission on trans-
action value.

Bartering

In this model, a company barters its inventory for
goods/services in need by announcing its intention in a
classified advertisement. Actually, a company rarely finds
an exact match by itself. The company will have a bet-
ter chance if it joins an e-commerce trading mall, as it
could reach a larger pool of interested parties over the
Internet.

An intermediary can create a bartering exchange, at
which a company submit its surplus to the exchange
and receives credits. Then it can use these credits to buy
the items in need from the stock of goods/services listed
for bartering at the exchange. An example is the barter-
ing site of Intagio.com (formerly Bartertrust.com), where
the owner claims to be the market leader in facilitating
corporate trading in which goods and services are ex-
changed between businesses without using cash. Business
parties using an intermediary site may have to pay for a
membership fee and/or a commission on the transaction
volume.
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MERITS AND LIMITATIONS
OF B2B E-COMMERCE

Along with other business models in the e-marketplace,
B2B e-commerce has been welcomed as an innovative
means of conducting transactions over the Internet. These
business models promise not only effective and efficient
business operations/transactions, but also competitive ad-
vantages to early adopters. Companies have adopted B2B
e-commerce more slowly than predicted, but even conser-
vative projections estimate that B2B transactions will top
$3 trillion by 2004 (mro.com, 2002). It has been predicted
that 66% of bids for MRO goods will be solicited over the
Internet and 42% of MRO orders will be electronic (Fein
& Pembroke Consulting, 2001).

An example of cost savings in B2B e-commerce is the
story of Suncor Energy Inc. of Canada. In 2000, the com-
pany was working with 1,000 suppliers, with a total MRO
budget of $192 million. About 70% of its expenditures
went to 40 suppliers, yet its purchasing staff spent 80%
of their time manually processing transactions with the
900 smallest suppliers. The switching to e-Procurement
was predicted to generate a savings of $32 million directly
from e-Procurement, $64 million from the redeployment
of the purchasing workforce, and $10 million in inventory
reductions (mro.com, 2002). It is noteworthy that these
savings come from process automation, not from forcing
price concessions from distributors.

Although having certain merits, these business models
encounter some limitations that hinder the effective and
efficient implementation and operation of a sustainable
business. However, there are many possible solutions for
overcoming these limitations.

Merits of B2B E-commerce

B2B e-commerce in general exposes a selling/buying com-
pany to a larger pool of suppliers and corporate buyers.
Transactions over the Internet help overcome the geo-
graphical barrier, bringing business partners from all over
the world to the e-marketplace. A company may benefit
from transactions with business partners beyond the lo-
cal market.

The Web-based technology of e-commerce helps
minimize the human error found in the paper-based
activities and supports timely, if not real-time, commu-
nication between and among partners. Different from
traditional, costly telecommunications networks, Web-
based technology makes transactions over the Internet af-
fordable to most businesses involved in the e-marketplace.
Also, the existence of many intermediaries also provides
interested businesses with low-cost solutions for imple-
menting a B2B e-commerce model.

B2B e-commerce models address the concerns about
the effectiveness and efficiency of the supply chain
management of business partners—suppliers as well as
company buyers. Supply chain management coordinates
business activities from order generation, order taking to
order distribution of goods/services for individual as well
as corporate customers (Kalakota & Whinston, 1997). In-
terdependencies in the supply chain create an extended
boundary that goes far beyond an individual firm, so

that individual firms can no longer maximize their own
competitive advantage and therefore profit from cutting
costs/prices. Material suppliers and distribution-channel
partners, such as wholesalers, distributors, and retailers,
all play important roles in supply chain management. B2B
e-commerce models address the creation of partnerships
with other parties along the supply chain, upstream as
well as downstream, to share information of mutual ben-
efit about the need of final customers. The key issue is that
all upstream and downstream business activities should
be coordinated to meet effectively the demand of final
customers. Each partner in the stream should coordinate
its own production/business plans (order fulfillment, pro-
curement, production, and distribution) with those of the
other partners so that sufficient streams of goods/services
will reach customers in the right place at the right time.

B2B business models also address issues of customer
relationship management (Kalakota & Whinston, 1997),
the front-end function of a supply chain. An effective
business model helps in creating more loyal customers
who are not inclined to shop for lower prices but rather
who pay for quality and service, in retaining valued cus-
tomers, and in developing new customers by providing
them with new quality products and services. The cus-
tomer base could be segmented on history of performance
in sales/purchases. This information will serve as a basis
for promotion and discount, promoting the loyalty of cur-
rent customers.

Limitations of B2B E-commerce
and Possible Solutions

Some limitations of B2B e-commerce have been identi-
fied, such as conflicts with the existing distributing chan-
nel, cost/benefit justification for the venture, integration
with business partners, and trust among business part-
ners (Laudon & Traver, 2001; Turban et al., 2002)

Most suppliers have existing distributing networks
of wholesalers, distributors, and dealers. If a company
decides to do business over the Internet directly with
interested partners, it may cause conflict in terms of
territory agreement and pricing policies on product lines.
A possible solution could be redirecting these potential
customers to the appropriate distributors and having the
company handle only new customers outside the current
sales territories of these distributors. Another alternative
could be the company handling specific products/services
not available within the traditional distribution channel.
Or orders could be taken at the central site, with a
distributor providing downstream added-value services
(delivery, maintenance, support) to the new customers of
the company.

Another limitation is the number of potential business
partners, and sales volume must be large enough to justify
the implementation of a Web-based B2B system. Selling-
side marketplaces for B2B e-commerce is promising if
the supplier has a sufficient number of loyal business cus-
tomers, if the product is well known, and if the price is not
the critical purchasing criteria. For the buying side, the
volume of transactions should be large enough to cover
the investments and costs in the B2B e-commerce venture.
In many cases, the interested business could participate



126 BUSINESS-TO-BUSINESS (B2B) INTERNET BUSINESS MODELS

in an exchange by paying a fixed fee or a commission on
the volume of transactions. Using an intermediary could
be feasible, as the company would not need to invest and
maintain the expensive and sophisticated infrastructure
of B2B e-commerce systems.

On a technical perspective, unless a B2B e-commerce
site has implemented a comprehensive network/system
architecture, integration with a variety of business part-
ners systems (Oracle, IBM, or other ERP systems) may
cause an operational problem. These business partners
should be able to transact on compatible network plat-
forms and protocols of communication. Sometimes the
conversion implies additional investments and requires
an extra cost/benefit analysis for the project. Also the
technology should handle global transactions, such as
multiple currencies and multiple languages from multi-
ple countries, multiple terms of contract, and multiple
product quality standards. Commerce One has been of-
fering a “Global Trading Web” solution to address these
issues.

Because transactions over Internet are not face-to-face,
most business partners are unknown to each other. Con-
sequently, the issue of trust in B2B is the same as in B2C
e-commerce transactions. Many B2B exchanges have
failed because they did not assure the creditability of the
involved business partners. Trust in e-commerce could
be enhanced with some quality assurance services and
warranty seal programs, such as WebTrust and SysTrust
of the American Institute of Certified Public Accountants
(AICPA) (Nagel & Gray, 2001). In these programs, a third
party (such as a CPA) audits the e-commerce transactions
and infrastructure of a company to assure that it imple-
ments and follows some procedures and policies to guar-
antee the security of the online transactions and integrity
in terms of fulfilling its obligation toward and honoring
the privacy of its business partners. Once the company
meets some prescribed criteria, it is awarded with a war-
ranty seal to post on its Web site to inform the potential
business partners on the security and quality of its online
transactions.

CRITICAL SUCCESS FACTORS
FOR B2B E-COMMERCE

From the performances of current B2B e-commerce enti-
ties, one can highlight some critical success factors having
an impact on sustainable business and competitive advan-
tages (Laudon & Traver, 2001; Turban et al., 2002).

A company has pressure to cut costs and expenses in
the traditional paper-based procurement process related
to vendor and product searches, vendor performance and
cost comparison, opportunity costs, and errors of man-
ual system. B2B e-commerce would provide ample op-
portunities and alternatives to optimize the procurement
process. In this circumstance, the company has an incen-
tive be involved in an effective and efficient cost-saving
venture using Web-based technology. In addition, the top
management will be interested in sponsoring and advo-
cating the project.

Another success factor would be for a company to have
experience with EDI or other non-Web-based business-
to-business electronic transactions and be willing to inte-

grate its current systems with new technologies in B2B.
This would create a favorable climate supporting tech-
nology innovation. This factor is important in evaluating
the technical feasibility of the B2B e-commerce project.
It helps assess the readiness of the company, in terms of
its technological maturity, to nurture an innovative sys-
tem, and the availability of technical expertise needed to
develop, operate, and maintain the system.

The industry concentrates on selling and buying with
fragmented supplier and seller, and experiences difficul-
ties in bringing both parties together. The larger source
of buyers and sellers offered by B2B e-commerce would
provide a company with opportunities to optimize its sup-
ply chain management. In this context, the potential eco-
nomic and operational benefits would justify involvement
in a B2B e-commerce venture.

Large initial liquidity is needed in terms of the number
of buyers and sellers in the market and the volume and
value of transaction to attract early business venture. In
any economic feasibility analysis of a new venture, one
needs to assess the cost of development and the payback
period of the system. A large initial liquidity would justify
the initial investment in a sustainable business.

A full range of services, such as credit verification,
insurance, payment, and delivery, is needed to attract
small and medium businesses. The market maker also
needs available domain expertise for these services. The
added-value services would facilitate the transactions of
smaller businesses. These business partners, without a
sophisticated infrastructure and expertise, will need a
one-point access to the e-marketplace to conduct a one-
stop transaction in B2B e-commerce.

Business ethics should be respected, to nurture trust
among business partners, fairness to all business parties,
especially in non-face-to-face transactions over the In-
ternet. Security issues should be implemented to protect
privacy and trade secrets of involved business entities in
an open networked marketplace. To address the issue of
trust, the company may include some quality assurance
services and seal programs, such as WebTrust and Sys-
Trust of AICPA.

Another factor is being able to successfully manage the
channel conflict, to avoid any impact on the short-term
revenue of supply chain partners. This conflict of interest
is one of the limitations of B2B e-commerce and possible
solutions to it were discussed in the previous section.

B2B E-COMMERCE ENABLE
TECHNOLOGIES AND SERVICES

The hands-off nature of such Internet technologies as
the communication protocols TCP/IP and HTTP and the
programming languages HTML and XML enables the
progress of e-commerce. These technologies assure in-
teroperability across businesses using various platforms,
which is necessary for global communications and trans-
actions. XML, as a widely distributed standard, is com-
pact and easy to program and permits businesses to more
completely describe documents and transactions over the
Internet.

Involvement in B2B e-commerce does not necessar-
ily require intensive investment in hardware, software, or
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staffing for a sophisticated telecommunications network
and database. There are many application and service
providers that offer cost-efficient solutions for business
interested in participation in this innovative marketplace.
These services may support the complete value chain pro-
cesses/activities of a business from its upstream suppliers
to its final customers. Below are reviews of some service
providers in B2B e-commerce.

GE’s Global eXchange Services (GXS) (gxs.com) of-
fers many services to B2B business. Its Trading In-
formation Exchange (TIE) is a global extranet service
with features such as online information publishing, dy-
namic delivery of supply chain data, and promotions—
management workflow applications, enabling partners
to share detailed operational information and to jointly
manage key business processes. Its Source-to-Pay Ser-
vices suite includes facilities for posting and respond-
ing to RFQs, online auctions, catalog purchases, invoice
tracking, and payment. This provider has served more
than 100,000 trading partners conducting about 1 billion
transactions worth $1 trillion annually. GE itself has used
these services internally since 1999 to connect with about
36,000 of its suppliers and has conducted about 27,000
auctions worth close to $10 billion (isourceonline.com,
2002).

Commerce One promotes the Global Trading Web
to link buyers, suppliers, service providers, and e-
marketplaces in a single, global community. This network
is based on an open architecture—without closed and
proprietary applications—and widely disseminated stan-
dards to assure technical and operational interoperabil-
ity. The standards on data, content, and document for-
mat are established across the community. The technical
interoperability assures that files, data, and applications
can be transferred across platforms. The operational in-
teroperability assures that e-marketplace processes and
procedures can operate in unison. There are about 10,000
buyers and suppliers participating in the Global Trading
Web. In addition nearly 100 e-marketplaces in all sizes
and industries make up the membership that forms the
backbone of the trading community (commerceone.com,
2000).

Ariba (ariba.com) products and services have enabled
B2B e-commerce processes for more than 100 leading
companies around the world, including over 40 of the
Fortune 100, in diverse industries. Ariba products have
been implemented on more than 3,750,000 desktops
around the world (ariba.com, 2002). Web-based mar-
ketplaces powered by Ariba unite fragmented value
chains operated by interdependent trading partners,
bringing together buyers, suppliers, and service providers
in Internet-speed trading communities. Ariba provides
solutions for the rapid deployment and configuration of
online procurement portals and automates end-to-end
commerce processes, including catalog searches, requi-
sitioning, purchasing, and invoicing. Integration with
Ariba Supplier Network provides the infrastructure and
third-party services companies need to transact, manage,
and route orders in real time. It connects companies
to e-procurement on-ramps, supplier-hosted catalogs,
and other marketplaces. Ariba Marketplace integrates
seamlessly and comprehensively with dynamic sourcing

and RFQ capabilities, providing market makers with
cost-efficient trading models, such as auctions, reverse
auctions, bid/ask exchanges, and negotiations features. It
can also handle real-time multicurrency translation for
increased payment capabilities.

i2 (i2.com) has over $1 billion in revenues with more
than 1000 customers. It has delivered about $30 billion
in audited value to customers (i2.com, 2002). i2 Global
Network is an Internet collaboration space that enables
buyers, suppliers, and marketplaces to rapidly connect
to each other and use i2 Network Services for content,
collaboration, and commerce. These services allow the
enterprise to extend its e-procurement and collaboration
initiatives beyond tier 1 suppliers. i2 industry solutions
include preconfigured industry templates, packaged role-
based workflows, integration capabilities, product config-
urations, and example models and scenarios built specifi-
cally for an industry. From this starting point, companies
can easily modify the template to meet their unique needs.
i2 Supplier Relationship Management (SRM) supports
the partnership with suppliers by coordinating processes
across product development, sourcing, supply planning,
and purchasing within a company and across companies.
i2 Supply Chain Management (SCM) manages the sup-
ply chain within a company and across companies in the
value chain as well. It provides multienterprise visibil-
ity, intelligent-decision support, and execution capability
utilizing open, real-time collaboration with trading part-
ners. i2 Demand Chain Management (DCM) synchronizes
customer front-end processes with operations, enhancing
responsiveness of the supply chain to maximize customer
profitably and loyalty.

MRO Software Inc. (mro.com) provides fully hosted,
off-the-shelf online services for Web storefront, security,
catalog management, supplier administration, customer
relationship management, order management, transac-
tion processing, and integration with other online B2B
services in the e-marketplace. This provider has served
more than 8,000 customers (mro.com, 2002).

BEYOND SELLING AND BUYING
B2B MODELS

B2B e-commerce extends to activities other than just sell-
ing and buying. For example, partners in a value chain
could be involved in collaborative commerce (c-commerce)
in a Web-based system to meet final consumer demand by
sharing information on product design, production plan-
ning, and marketing coordination. Once consumer de-
mand is identified, the quantity on hand of the raw mate-
rial and semifinished and finished products of one partner
will be made visible to others, avoiding bottlenecks along
the value chain and supply chain (Laudon & Travers,
2001). In this type of business, some partners act as value
chain integrators while others are value chain service
providers. This business model assures the production
of goods/services that effectively meet consumer demand
with the collaboration between manufacturers and retail-
ers. Then the product design and production cycle will be
efficiently shortened with the collaboration between man-
ufacturers and upstream suppliers.
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GLOSSARY

Aggregation of orders and/or RFQs A compilation of
small orders and RFQs of many businesses into a larger
package to gain volume discount and economic of
scale.

Bartering A trading method in which business partners
exchange their surplus to one another without using
cash.

Company-centric B2B e-commerce A business model
represents a one-to-many business relationship in B2B
e-commerce. In this model, a company involves in di-
rect selling or direct buying of goods and services with
many business partners.

Digital loyalty network A business model to offer spe-
cial treatment to valued/preferred business parties in
the value chain or supply chain in terms of priority,
pricing and contract conditions.

Exchange/trading mall A business model repre-
sents a many-to-many business relationship in B2B
e-commerce. In this marketplace, many buyers trans-
act with many suppliers for goods and services.

Meta-catalog A compilation and index of goods and ser-
vices offered by many small businesses into one source
for easy of access to the public or interested parties.

MRO Non-production or indirect materials in mainte-
nance, repairs, and operations.

Request for proposal (RFP) A tendering system in
which a seller lists the materials for disposal and asks
potential buyers bid on the contract. Buyer offers high-
est bid (forward auction) will win the contract.

Request for quote (RFQ) A tendering system in which
the buyer lists the materials in need and asks the po-
tential suppliers bid on the contract. Supplier offers
lowest bid (reverse auction) will win the contract.
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INTRODUCTION

For as long as commerce has existed, there have been
diverse business models. A business model, very simply
stated, is the method by which a firm manages to remain
a going concern, that is, the way in which a company earns
sufficient revenue to remain in business. By far the most
often encountered business model is one in which an orga-
nization sells a product or provides a service in exchange
for currency. Consider the manufacturing business model
and, as an example, Dell Computer. Dell is in the busi-
ness of building personal computers and selling them ei-
ther to other businesses or to the general public. With the
retailing business model companies also sell products in
exchange for cash payment—for example Zales Jewelers.
Zales does not manufacture the jewelry it sells; it provides
aretail outlet, that is, a physical location, where potential
customers can engage in the purchase of the goods that
Zales has to offer. A variant on the retail model is the cat-
alog business model. Catalog companies often don’t have
physical facilities (although some do); rather, they offer
their goods for sale via their catalog and then ship the
goods to the purchaser. An example of a catalog retailer
is Figis, which sells gourmet snacks and gifts. The ser-
vice business model has been growing significantly over
the past several decades. Service-type businesses are quite
varied, including, for example, beauty salons, attorneys,
plumbers, and physicians. What they all have in common
is that a service is rendered in exchange for a cash pay-
ment. Not all business models involve providing a product
or service in exchange for cash. Consider, for example, the
way some health clubs provide child care to their mem-
bers. In some cases, the health club provides a room where
children can remain happily occupied while their parent
exercises. In order to avail themselves of the facilities for
their children, health club members must be willing to
personally provide the supervision for a fixed number of
hours. That is, health club members who take advantage
of the room by leaving their children there when they exer-
cise pay for this benefit by working a few hours themselves
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in the child-care room. This service is paid for, then, not
by cash but by a corresponding service. For any business
model to be successful, it must generate some type of rev-
enue or “value” that will enable the organization to con-
tinue in operation.

The arrival of the Internet's World Wide Web has
brought about myriad new business models as well as
a variation on the business models that had already ex-
isted, most notably the retailing model. These new busi-
ness models take advantage of the Internet in many ways:
to change a delivery system (e.g., digital delivery of soft-
ware instead of physical shipment of the product); to im-
prove customer service (e.g., online tracking of orders
through the United Parcel Service); or to reach a wider
audience (all geographical and time constraints are re-
moved). Regardless of the model, however, the principle
remains the same. A successful business model is one in
which an exchange occurs between entities (companies
or individuals) such that the organization can be self-
sustaining through the receipt of revenue or something
else of value, and it is worth noting that no level of
sophisticated technology can make up for the lack of a
good business model.

The next section is devoted to the definition and illus-
tration of the most popular business-to-consumer (B2C)
Internet business models. Later, some important tenets
for Internet strategy are presented, along with lessons
learned as a result of the quick rise and fall of many dot-
coms.

INTERNET BUSINESS MODELS (B2C)

Some businesses have migrated to the Internet without
changing their business model at all. These companies
built Web sites, aptly called brochureware, which simply
provide information about the company—as it exists in
the physical world. They don’t attempt to provide another
sales channel, that is, to engage in virtual commerce.
Other businesses, called brick-and-clicks, moved to the
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Internet by offering their current products for sale on-
line. Still others didn’t exist prior to the advent of the
World Wide Web and couldn’t operate without it. There
are clear advantages to electronic commerce from the per-
spective of both the business and the consumer. For ex-
ample, an online business is available to a much larger
set of customers than would be possible if the customer
had to physically visit the business establishment. Also,
this larger potential market allows a business to sell its
product with lower marketing costs. Further, online busi-
nesses can actually improve customer service, for exam-
ple through online help desks. Finally, an online business
can better utilize human resources and warehouse/retail
space.

Benefits also accrue to consumers who shop online.
Customers can now shop at their convenience—any day
and any time of day. They have a much larger selection
to choose from; that is, it is possible to visit many more
online retailers than would be feasible if they had to get in
their car and drive from store to store. Price comparisons
are more easily made online, especially with the aid of
shopping bots, as is described later.

It is rare, however, to find a business environment that
provides advantages without also having potential prob-
lems. Electronic commerce is no different. Problems are
possible for both the online business and the online con-
sumer. For example, online businesses suffer from a much
higher rate of credit card fraud than their real-world coun-
terparts, according to Visa—24% for online transactions
compared with 6% overall for all transactions (Mearian,
2001).

In the following sections, the most popular business-to-
consumer (B2C) business models are described and illus-
trated. It should be noted that although there are many
ways to classify business models, no generally accepted
categorization scheme for Internet business models cur-
rently exists.

The breakdown provided in this paper attempts to
show the diversity of business models operating on the
Web according to the type of transaction (or activity) en-
gaged in, coupled with the way revenue is earned. Revenue
can be earned, for example, through traditional sales pur-
chases, as a commission on auction purchases, or through
advertising that supports free information. Some of these
business models, for example auctions and reverse auc-
tions, existed in the physical world prior to the advent
of the World Wide Web. However, the Web has allowed
these business models to be redefined in virtual space,
taking advantage of the huge Internet community. There
are other business models that only came into existence
after the advent of the World Wide Web, for example shop-
ping bots. The way each of these unique models operates
on the Internet is described in the following sections.

The Retail Model

Businesses adopting the refail model sell a product in
exchange for cash. These retailers can be further differ-
entiated according to whether the company exists solely
online (online-only storefronts) or whether the Internet
serves as just one of multiple sales channels (brick-and-
click retailers). Online-only storefronts are more popularly

called dot-coms; these businesses did not exist prior to the
advent of the World Wide Web. As a matter of fact, it was
the World Wide Web that provided the conditions allow-
ing for the emergence of the dot-coms—companies that
exist only on the Internet. Perhaps the most well-known
dot-com company is Amazon.com, which started as a
bookseller and migrated into a marketplace that now sells
many diverse product lines, such as electronics, toys and
games, music, cars, and magazine subscriptions. Amazon
titles their home page “Amazon.com—Earth’s Biggest
Selection.” They have clearly ascribed to the “reach” strat-
egy as espoused by Evans and Wurster (1999) as they have
grown their company. (This strategy, along with several
others, is explained in the final section of this chapter.)
Somewhat less well know than Amazon is Pets.com, one
of the more famous “failures” in the sea of dot-coms, go-
ing out of business late in 2000. Amazon owned a large
share in Pets.com. Unfortunately for Amazon, this was
the second company they backed that went out of busi-
ness (Living.com was the first).

Organizations conducting business in the physical as
well as the virtual world are often referred to as brick-
and-click companies (and sometimes click-and-mortar).
In contrast to dot-coms, these firms had an established
business before the advent of the World Wide Web, and
after the Web was created, an online presence was added.
More recently, firms in this category have found that the
most successful strategy is to use the Internet as a way
of supporting their primary channel—in most cases, the
retail store. Although some companies may have created
a Web site that’s simply brochureware (information with-
out any transaction ability), brick-and-clicks are capable
of conducting retail business over the Web. Consider two
extremely well-known, yet very different, brick-and click-
companies, Lands’ End and Wal-Mart.

Lands’ End appeared on the Internet very early, in 1995,
and today boasts the world’s largest apparel Web site. Well
known as a catalog retailer, Lands’ End also sells through
outlet stores and the Internet. One reason for their Inter-
net success is likely their initial catalog experience. Cat-
alog stores have much in common with electronic com-
merce and have, therefore, proved to be successful when
the Internet channel is added. Another reason for Lands’
End’s success is the way in which they have utilized the
Web to add value for their customers. For example, “My
Virtual Model” allows customers to “try on” clothes after
creating a virtual model of themselves by entering their
critical measurements. Lands’ End also provides a fea-
ture they call “My Personal Shopper,” wherein customers
answer a series of questions about themselves, thus al-
lowing a virtual personal shopper to make various recom-
mendations. Another one of their features, “Lands’ End
Custom,” provides custom tailored apparel on request,
and they also provide online chat facilities with customer
service.

WalMart became the nation’s number one retailer in
the early 1990s and the nation’s largest employer in 1997.
It is famous for its huge superstores, where a consumer
can find just about anything at an everyday low price.
Walmart.com, a wholly owned subsidiary of Wal-Mart
Stores, Inc., came into existence in January 2000, mak-
ing it a somewhat late entry in the e-commerce market.
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Wal-Mart has been successful on the Web because they
have exploited their channels, rather than keeping them
separate. For example, a consumer can make a purchase
on the Web and return it to a store, if desired. Consumers
can see the current Wal-Mart circular or the current adver-
tised sales by visiting the Web site, and they can request
e-mail notice of special values.

The Auction Model

The auction business model has existed for a very long
time; consider, for example, Sotheby’s, who auctions valu-
able items to the public in large halls where many prospec-
tive buyers can assemble. Although Sotheby’s has now
added online auctioning to their services, eBay has clearly
revolutionized the auction business model. eBay calls it-
self “The World’s Online Marketplace.” Their mission is
to “help practically anyone trade practically anything on
earth” (http://www.ebay.com). eBay has reinvented the
auction by including every conceivable type of item—
from the most expensive (e.g., automobiles and rare col-
lectibles) to the least expensive (e.g., junk souvenirs) to
professional services (e.g., Web design or accounting).
eBay is one of the very few dot-coms that managed to
make a profit almost immediately after it appeared on the
Internet. It earns revenue in several ways: from “posting”
fees, from “special feature posting” fees, and from com-
missions on item sales. That is, sellers who wish to join
the auction pay a very nominal posting fee (ranging from
a few cents to a few dollars) in return for eBay provid-
ing space to show their item. If the seller wishes to use a
special feature that might catch the attention of prospec-
tive buyers (e.g., highlighting an entry or listing an item at
the “top” of a search), he or she pays another small fee.
These two types of fees are paid by the seller whether or
not the product eventually sells. However, because they
are such nominal fees, there is very little at risk to the
seller when the item is placed for bid. The final type of fee
is collected by eBay if anyone bids on the item and it even-
tually sells. This fee is based on the amount of the sale; that
is, the seller would pay more for a car that is auctioned
than for a used book or CD that sells. What eBay provides
is the mechanism for completing a transaction between a
buyer and a seller. It provides the complete software in-
terface for the transaction, and it does so splendidly. Its
proven dependability and accuracy has attracted almost
40 million registered users and made it the leading online
marketplace for the sale of goods and services—almost
$15 billion was transacted on eBay in the year 2002. Many
reasons exist for eBay’s success, not the least of which is
the flawless operation of its Web site, or the low cost for
putting items up for bid. In addition to these basic items,
however, eBay has provided added value in several other
ways. For example, “Buy it Now” is a feature that allows a
buyer to purchase an item immediately, at a stated price,
if no one has yet placed a bid on the item, without waiting
for the full auction time (typically a week) to expire. eBay
even has a feature that allows bidders to participate (real
time) in auctions that are currently being conducted in
the world’s leading auction houses. Other Web sites offer
auctions (e.g., Yahoo and Amazon), but their volume and
success is far less than that achieved by eBay since it came
into existence, in 1995.

The Reverse Auction Model

Like the auction model, the reverse auction business
model was not born on the Internet; businesses have uti-
lized this approach for many years through requests for
proposals (RFPs). Whereas an auction offers a good or
service for sale and invites interested parties to bid higher
and higher to obtain it, a reverse auction specifies the de-
mand for some good or service and invites sellers to of-
fer the item for sale at lower and lower prices. Although
there are many reverse auction sites available on the Net,
no individual Web site in the B2C market has become
a household name. Examples of reverse auction sites in-
clude Respond and PillBid. Respond offers consumers the
opportunity to request either a product or a service in
widely diverse categories, such as automobiles, comput-
ers, legal services, travel, and home improvement. As a
matter of fact, about 60% of all online requests are actu-
ally for services, rather than for hard goods, according to
Respond. The most often requested service categories are
hotels/motels, auto insurance, apartment/house rentals,
DSL service providers, and day spas (Greenspan, 2002).
Respond earns their revenue from two basic sources: affil-
iates and product/service providers. Any site can become
an affiliate by adding a link to Respond’s site, and affili-
ates are paid $1 every time a visitor clicks through and
makes a request at Respond. Product/service providers
can choose from one of two payment options: a subscrip-
tion plan or a straight fee schedule. Under the subscription
plan, providers are given access to all leads along with lead
management and scheduling tools. Under the fee sched-
ule, providers pay a small amount for each lead to which
they choose to respond.

A niche-oriented reverse auction occurs at PillBid,
where consumers post an interest in filling a prescription.
PillBid serves as the intermediary between the consumer
and pharmacies and offers an additional, value-added ser-
vice: a search of the PillBot database. PillBot searches
online pharmacies and advises the consumer about the
lowest prices available on the Net.

What the Internet provides for any Web site utilizing
this type of business model is the potential for a huge
community of participants, which is important for the ul-
timate success of a reverse auction. The ability to facili-
tate auctions without human intervention and the poten-
tial for a very large number of participants are the factors
provided by the Internet that allow for the sale of low-price
items and the ability of a company to achieve profitabil-
ity by charging very low commissions. This would not be
possible in the physical world.

The “Name-Your-Price” Model

Many people consider Priceline to be a reverse auction,
and it is often referred to as such in the literature. How-
ever, Priceline claims that it is not a reverse auction be-
cause sellers do not bid lower and lower for the ability
to fill the demand for an item (www.priceline.com). In-
stead Priceline has patented a technology that they call
“Name Your Own Price.” Their system works as follows.
Consumers make purchase offers with a fixed price for
such things as airline tickets and hotel rooms. Addition-
ally, they agree to some level of flexibility with respect to
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vendor, travel date, number of connecting flights, and so
forth. Finally, they agree in advance to make the purchase
(by supplying credit card information) if their price and
flexibility levels can be matched by a vendor. Priceline then
takes these offers and attempts to find a vendor that will
provide the product or service for the terms specified. This
business model exploits the Internet by improving infor-
mation about supply to buyers and information about de-
mand to sellers. That is, Priceline provides added value by
serving as an information intermediary. Like other mar-
ket makers, Priceline obtains its revenue as the difference
between the price of acquiring the product or service and
the price at which it turns the product or service over to
the consumer (Mahadevan, 2000). Priceline, now a house-
hold name, has seen its share of success and failure. Its
stock has traded at as high as $158 and as low as just a
few dollars. It has found tremendous success in the sale
of airline tickets; as a matter of fact, Priceline has claimed
to be the largest seller of leisure air tickets in the United
States (Anonymous, 2000). On the other hand, it lost so
much money attempting to sell groceries and gasoline that
it had to exit these markets soon after entry. This would
lead one to conclude that some categories are far better
suited to the name-your-price business model than others.

The Flea Market Model

Each of the three previous models (auction, reverse auc-
tion, and name your price) belong to the broad category
of models categorized as the “broker” model by Rappa
(2001). In its simplest form, a broker is a site that brings
buyers and sellers together, and that facilitates buying
transactions by providing a location and a system where
the buying can take place. Like the previous models, the
flea market model acts as a broker. However, it differs from
the other models because the purchase transaction more
clearly takes place between the buyer and the seller, rather
than through some type of auctioning system. The interac-
tion “feels” more like a typical flea market purchase. This
type of model is employed at Half, which is a subsidiary
of eBay. Sellers can post items for sale at Half, and when
buyers search for them, they see the selling price and data
about the current “condition” of all items available. Once
the buyer selects an item, the sale is enacted immediately
at the posted selling price. Half, acting as a broker, ac-
cepts payment from the buyer, deducts its net commission
(based on selling price and shipping costs), and gives the
proceeds to the seller. Half also earns revenue by inviting
other Web sites to become affiliates (similar to the affiliate
program explained earlier for Respond.)

An even more typical flea market transaction takes
place at iOffer. iOffer has an interface that closely resem-
bles eBay, but it is not an auction. At iOffer, a prospective
buyer can search for an item and see a listing of items that
match the search criteria. (If nothing matches the buyer’s
criteria, the buyer can post a free “want ad.” These want
ads are then used to provide relevant sellers with poten-
tial sales leads.) Once the buyer finds an interesting item,
he/she can either buy the item at the selling price or make
an offer. This second choice allows the buyer and seller
to interact directly, making offers and counteroffers, until
either the sale is transacted or the buyer “walks away.” As

with other broker sites, the seller pays a fee based upon
the selling price of the item.

The Group-Buying Model

Manufacturers and distributors have always provided
price breaks to buyers as the number of units ordered
increased. That is, a company would expect to pay less
per unit for an order of 1,000 units than for an order
of one unit. The group-buying business model attempts
to provide individual consumers with this same advan-
tage. Operationally, items for sale appear on the group-
buying Web site for a period of time, generally several
days to a week. As time passes and more buyers join the
“group” (i.e., place an order at the current price), the price
goes down, reflecting the large volume discount. At the
end of the buy cycle, all group members are billed for
the final price. Group members who have placed an or-
der are likely motivated to attempt to get others to join
the group, causing the ultimate price to go down even
further. This sounds like a good idea; however, in prac-
tice, this business model has failed in the B2C market. In
January 2001, both of the well-known consumer group-
buying sites, Mercata and MobShop, closed their doors
to consumers. Mercata had performed well since their
opening, in May 1999, and was the top-ranked online buy-
ing service in Spring 2000, according to Gomez Advisors.
MobShop, which opened in October 1998, had been at-
tempting to shift to the business-to-business (B2B) and
government markets when it discontinued consumer ser-
vice. MobShop’s software is now used by the U.S. Gen-
eral Services Administration and some B2B marketplaces
(Totty, 2001).

The Shopping Bot (Buyer Advocate) Model

A “bot” (short for robot) is a software tool that can search
through tons of data on the Internet, return the found
information, and store it in a database. Shopping bot pro-
grams crawl from Web site to Web site and provide the
information that will ultimately populate the databases of
search engines and shopping sites. Shopping bots can pro-
vide prices, shipping data, product availability, and other
information about products available for sale online. This
data is then aggregated into a database and is provided
to a consumer when he or she is interested in making
a purchase online. Most shopping bots were started by
small, independent organizations and quickly sold to large
companies for proprietary use on their site. For example,
Amazon bought the technology supporting Junglee in
1998 and MySimon was purchased by Cnet in 2000. Shop-
ping bot technology is incorporated into many sites; for
example, DealTime, is incorporated into AOLs shopping
section and that of other portals, such as Lycos and iWon.
Initially, bots were often blocked by retail sites for fear
of uncompetitive prices. However, bots are now consid-
ered advantageous because they drive consumer traffic to
the site (buyers can “click through” to the desired retailer
from the bot site.) As a matter of fact, bots now partner
with shopping sites for revenue enhancement. Multiple
revenue streams exist in this business model. For example,
merchants can pay for advertising space on the bot site
to promote special incentives and sales. Some bot sites,
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such as mySimon and DealTime, allow merchants to pay
for a higher position in the retailer listing, and mySimon
also obtains revenue for placing some products in a list of
so-called “recommended” items (White, 2000). Other bot
sites, rather than accept revenue for a higher place in the
listing, charge all retailers simply to list on the site (Borzo,
2001). It will be interesting to watch the success of this
business model, which earned quick popularity by exploit-
ing a strategy of affiliation with the consumer, but which
has systematically moved away from affiliation with the
customer and closer to affiliation with the retailers.

The Full-Service Market-Making Model

Market makers don’t sell products they personally pro-
duce. Rather, they bring together potential buyers and
sellers and provide a virtual marketplace where all parties
can discuss and engage in transactions. When the prod-
ucts and services are all related, a full-service site emerges.
Revenue generally comes from two areas—program fees
and advertising.

Autobytel, for example, improves the vehicle purchas-
ing process by providing data for the initial research and
comparison of models, the actual auto purchase, and the
ultimate auto resale. It also supports car ownership by
listing data about recommended service schedules and
vehicle recalls, and it gives users the ability to schedule
service and maintenance appointments online. Finally,
the site provides featured articles and links to myriad
auto parts and accessories retailers. Autobytel describes
itself as an “Internet automotive marketing services com-
pany that helps retailers sell cars and manufacturers
build brands through efficient marketing and customer
relationship management tools and programs.” Auto-
bytel is the largest syndicated car buying content net-
work, and its four branded Web sites received nine mil-
lion unique visitors in just the fourth quarter of 2001
(http://www.autobytel.com). Like a good many other In-
ternet business models, Autobytel earns revenue from a
combination of sources, including dealer program fees,
advertising, enterprise sales, and other products and ser-
vices.

The Online Currency Model

Initially, online currency was designed to fill a desire for
consumer privacy. That is, many thought that consumers
might want to make online purchases where the detail
wouldn’t show up on a credit card statement. In other
cases, e-cash was designed to enable payment of microp-
urchases. Qpass online currency, for example, can be used
to make micropurchases (e.g., data on mutual funds) at
Morningstar online. Currently, there are very few oppor-
tunities for micropurchases on the Net; however, as rev-
enues from online advertising continue to decline, mi-
cropurchases may yet emerge successful for the purchase
of small information items, such as news and medical
information. Online currency has also been used to en-
courage surfers to visit particular sites, and their visits
were rewarded with small amounts of online currency.
This has not proved to be a successful business model,
however. Cybergold, for example, paid consumers for var-
ious actions, such as reading ads, answering surveys, and

registering at Web sites. Beenz acted similarly and at-
tempted to fill a niche by providing e-cash in various in-
ternational currencies. Cybergold and Beenz have both
gone out of business. Flooz, another failed brand, was
marketed as a gift certificate for Internet shopping. The
model used for all these online currencies was to take a
small percentage from transactions at their participating
retailers, that is, the same as the credit card model. Pay-
pal, a successful brand, with an initial public offering in
early 2002, mainly facilitates eBay transactions and pro-
cesses payments via major charge cards or direct checking
account access. It now offers multiple currencies to fa-
cilitate global transactions. In some ways it appears that
generic online currency is a solution still waiting for a
problem.

The Free-Information Model

Free information of all types is ubiquitous on the Internet.
For example, virtually all major news organizations main-
tain Web sites with regularly updated news items. When
people don'’t have access to a newspaper or a television set
(and even when they do), they can visit their favorite news
site to find out what’s happening in the world, what the
weather is expected to be, and how their favorite sports
team is faring. CNN, USA Today, and others use these sites
to strengthen their brand and earn revenue through ad-
vertising.

News isn’t the only type of information available on
the Web, however. Diverse types of free information can
be found, for example, at MapQuest, Nolo, and Encarta.
MapQuest allows users to get driving directions between
any two addresses in the United States—at no charge
whatsoever. Nolo provides free advice about various le-
gal issues, for example as related to creating a will or ob-
taining a divorce, and Encarta, provided by the Microsoft
Network (MSN), is an online encyclopedia. These sites
collect revenue in various ways. For example, MapQuest
licenses its technology to thousands of business partners
and provides advertising opportunities using banner ads
and electronic coupons for hotels, restaurants, and the
like, which target consumers as they travel. Nolo sells le-
gal software and books on its site, and the free informa-
tion that drives users to the site could also entice a user to
make a purchase there. The Encarta site provides a great
deal of information for free, but the full Encarta Refer-
ence Library is available for sale on the site, as are many
other products. (This is the MSN, after all.) Just how long
so much free information will remain free is unknown.
In the future, these types of sites might be excellent can-
didates for micropurchases, should that concept ever be-
come popular.

Search Engines

Search engines provide free information. However, they
are unique enough and important enough to be discussed
as a subcategory of the free-information model. Search
engines serve as indexes to the World Wide Web. At a
search engine site, people use keywords to indicate the
type of information they are looking for, and the site re-
turns matches considered relevant to the user’s request.
The data provided by a search engine comes from their
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database, which is continually updated. These databases
are populated and updated through a continual search of
the Web by programs called spiders. A number of search
engines exist, for example Google, Lycos, and AltaVista.
Because the spider code differs from search engine to
search engine, as does the capacity of the database, the
results one gets will also differ. Portals (discussed below)
sometimes partner with a search engine in order to
provide search facilities; for example, Comcast utilizes
Google on its home page and Yahoo uses Google as its
back-end search engine (Notess, 2002).

Directories

Directories are different from search engines in that a
user typically selects from among a choice of categories,
which have multiple levels of subcategories, to find the
desired data. Yahoo was the first directory on the Web,
and in addition to grabbing territory early, it has contin-
ually grown and reinvented itself. Yahoo now provides
both directory and search engine facilities. It provides a
tremendous amount of content, as well as services (e.g.,
e-mail), and shopping. As a result of the immense capa-
bility of its site, users spend increasingly large amounts
of time there, and this, in turn, provides a great deal of
information to Yahoo. This information is used to target
advertising, which yields significant revenue, because tar-
geted ads can sell for up to 60 times more than untargeted
ones (Anonymous, 2001).

Portals

Although portals don’t necessarily have to provide free in-
formation, in reality they generally do, so they are best
discussed as a subcategory of the free-information model.
A portal is a place of entry into the virtual world, that
is, the site that a user chooses as his or her “home” in a
browser, and most portals are, in fact, search engines or
have search engine capabilities built in. Yahoo, for exam-
ple, is one of the most popular sites used as a Web portal.
Many other sites serve as the portal of choice for Web
users, most notably those provided by Internet service
providers, such as AOL or MSN. Because these general-
purpose portals appear by default on the desktop when a
browser is launched, they have a distinct competitive ad-
vantage. News sites such as USA Today or CNN are also
popular portals. General-purpose portals typically pro-
vide current news items, shopping, and the ability to con-
figure the page according to personal interest. Many also
provide e-mail capabilities, online calendars, and Web-
based storage. Some Web users prefer a portal targeted to
their specific interests, such as Healtheon/WebMD, fun-
trivia.com, or MavenSearch (a portal to the Jewish world).
Regardless of the type, portals derive their revenue from
site advertising and partnership agreements, or in the case
of Internet service providers (discussed below), subscrip-
tion fees help to defray the costs of maintaining their
portal.

The Service-for-a-Fee Model

Although products can and are purchased on the Web,
services are available for online purchase as well. The
service-for-a-fee model operates in the same fashion as the

retail model in that consumers pay for services rendered,
and these fees account for the great majority of earned
revenue. At Resume.com, for example, professionals will
write, revise, or critique a resume. They will also pre-
pare cover letters and thank you letters or even serve as a
“personal career agent.” The price for these services
ranges from $50 for a cover letter, to $99 for a “classic”
resume, to $1,499 to act as a personal career agent.

In the same basic industry, Monster provides services
to both job seekers and employers. Monster’s slogan is
“Work. Life. Possibilities.” They accept job postings from
both employers and potential employees and allow ei-
ther group to browse the available listings. The price for
a job posting starts at $120, which is much less than
many large, urban newspapers will charge, yet the au-
dience reach is significantly broader. They also provide
a number of job-related services, such as the “Personal
Salary Report,” which gives job seekers an idea of their
potential worth in the current job market, and the “In-
side Scoop,” which purports to tell job seekers what in-
terviewers “really want to know.” Monster is the largest
employment site on the Internet, operating in at least
21 countries, thus providing a huge marketplace for em-
ployers and employees to meet. They are a real success
story among the dot-coms, having about 30 million unique
visits and over 12 million resumes. Yet they continue
to seek avenues for new growth. For example, Monster
recently joined with AOL, providing it with the largest
consumer base on the Net, over 30 million members
(www.tmpw.com), and it began providing online train-
ing and employee development services in August 2001
(Moore, 2001). This site is especially useful for employees
who are willing to relocate or for employers who want the
broadest possible geographical exposure for their posi-
tions. A search function using keywords is available for
both employers and employees, to simplify the search
process.

E*Trade, an online brokerage and banking firm, was
launched in 1983 as a service bureau before the World
Wide Web came into existence. It linked with AOL and
CompuServe in 1992, becoming Etrade.com, one of the
first all-electronic brokerage firms. It is now a global
leader in personal financial services, providing portfolio
tracking, free real-time stock quotes, market news, and re-
search. E*Trade Bank, now the largest purely online bank,
was added to its portfolio in 2000 to offer a variety of
financial services, including checking, saving and money
market accounts, online bill paying, mortgage and auto
loans, and credit cards. In 2001, E*Trade announced its
first proprietary mutual fund, which is to be solely man-
aged by E*Trade Asset Management (www.etrade.com).

Internet Service Providers (ISPs)

Internet service providers are a little different from other
types of services available on the Web, because they are
not generally thought of as a “destination” on the Inter-
net. Rather, ISPs provide consumers with the ability to
access the Internet, and to send and receive electronic
mail. Some of the most well known of these ISPs are AOL,
CompuServe, and MSN. More recently, cable providers
(e.g., Comcast and Cox) and DSL providers (e.g., Verizon)
have earned and continue to increase market share by
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providing a high-speed alternative to modem access. As
of early 2002, 7% of U.S. households were using one of
these broadband alternatives for Internet access and the
percentage is growing (Associated Press, 2002). ISPs
charge a monthly fee for their service, which accounts
for the vast majority of their revenue.

NetZero is the most well-known free ISP, but in return
for being “free,” it requires users to allow their surfing and
buying behavior to be snooped. Thus, although the user is
not paying for this service with cash, he or she is paying
for it by providing a large amount of personal informa-
tion. This information is worth a great deal to NetZero,
who can turn it into cash by selling the information to
other businesses. NetZero also fills the user’s screen with
more than the usual amount of advertising banners. Some
believe that the free ISP model is not sustainable in the
long run (Addison, 2001), and it should be noted that even
NetZero has two types of service—free and “platinum.”
Platinum costs less than most well-known ISPs (currently
$9.95/month), but it offers better service than the free sub-
scription does, and it removes the plethora of banner ads
from the screen. Other examples of the free-service model
are mentioned below. NetZero is an example of both the
service-for-a-fee model and the free-service model. It is
included here because it is an ISP.

The Free-Service Model

It is often difficult to distinguish between free informa-
tion and free services. For example, are the driving di-
rections Mapquest provides a service or information? For
purposes of categorization in this chapter, a service that
actually provides information is considered as belonging
to the free-information model. Only services providing
something distinctly different from information are cate-
gorized as service models. One type of free service is the
provision of games, such as games of chance. At Freelotto,
for example, visitors can play an online lottery, which is
supported by online advertisements. Napster provided a
much publicized example of an extremely popular, free-
service site. At Napster, users could trade music files; how-
ever, in reality, no trading was actually required. Members
provided music files free to anyone who wanted to down-
load them, and they could download as many files as they
desired. Napster was shut down as a result of a lawsuit
brought by music providers. There are similar sites still
operating (e.g., www.imesh.com), but none of these sites
is anywhere as successful as Napster. It is worth noting
that the music industry has attempted to replace the pop-
ular Napster service by offering “fee-for-download” sites,
such as RealOne and Pressplay. However, these sites are
relatively expensive (about $10/month) and have alliances
with only a subset of the large record companies, resulting
in members being able to download only music sold by al-
liance companies. Most sites that offer a free service earn
their revenue through site advertising and/or reselling of
consumer information.

INTERNET STRATEGY

Creation of a successful Internet business model must also
include the clarification of a firm’s strategy, including the

consideration of how to best exploit the features of the
Internet. It should be noted that Internet strategy is not
the same as a business model. The strategy outlines the
specifics of how a company will implement a given model,
and any business model can be implemented by an almost
unlimited variety of strategies. The fact that some compa-
nies succeed when using a particular business model (e.g.,
auction) while others fail clearly attests to this fact. Dur-
ing the process of delineating an Internet strategy, one
must clearly define how the day-to-day operations of the
organization will allow the firm to become self-sustaining
within a reasonable period of time. The amazing prolifer-
ation of dot-coms, and the incredible losses that accrued
to some, provide us with many “lessons learned,” which
are also briefly discussed in this section.

Competitive Advantage Through the Internet

Evans and Wurster (1999) suggest that success on the
Internet will accrue to those organizations that exploit
one of the following: reach, affiliation, or richness. Reach
is defined along two dimensions: (a) how many customers
a firm can reach and/or (b) how many products/services
can be provided to a customer. The advantage of reaching
a large potential customer base is obvious, and that’s one
of the main reasons why many businesses set up shop on
the Internet. Customers from virtually anywhere in the
world can shop online 24 hours a day, 7 days a week.
On the Internet a business can also provide a huge num-
ber of products, significantly more than can be pro-
vided in a finite physical space. For example, Amazon,
one of the Internet’s pioneers, offers 25 times more
books for sale than the largest bookstore anywhere in the
world.

Competitive advantage can also be achieved through
affiliation—specifically, through affiliation with the con-
sumer. Consumers will have more trust in an organiza-
tion that appears to be on “their side.” For example, if
someone is going to buy an automobile, whose opinion
will carry more weight with the buyer, the auto manu-
facturer (e.g., Ford or Totota) or an unbiased third-party
(e.g., Edmunds.com or Consumer Reports)? The Internet
has seen the rise of new types of business models that af-
filiate themselves with the consumer, for example search
engines such as Yahoo or Google. Consumers can visit
these sites, request data, have their requests honored, and
pay nothing for the service.

The final dimension suggested by Evans and Wurster
is richness. They define richness as (a) how much detail
the organization provides to the consumer or (b) how
much information about the consumer is collected by
the organization. In the first case, firms can achieve com-
petitive advantage by providing significant detail to the
consumer—more than the amount provided by their com-
petition. This strategy will be most effective when the
product is technical and/or changes frequently. Examples
of the types of products that might benefit from a strategy
of richness are computers, wireless phones, and digital
cameras. A firm can also achieve competitive advantage
if it holds a significant amount of information about its
customers, because information is an asset when used
effectively. Many online companies use information about
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their customers’ buying habits to customize the site for
each visitor and also to provide suggestions about addi-
tional products the visitor might be interested in.

Lessons Learned

The advent of the World Wide Web brought with it a rush
of businesses hoping to be first to achieve market share
online. During this frenzy of the mid-1990s, venture cap-
italists were willing to invest in almost any type of on-
line organization. The belief seemed to be that just about
any idea could bring a fortune online. Nothing appeared
to be too extreme. However, by the late 1990s, many of
the companies that, years later were still losing money,
started to appear less elegant, and much of the venture
capital funding that was so easily obtained earlier was
drying up. One phenomenon worth considering is the re-
liance on Web advertising for revenue. In the early days
of Internet surfing, the banner ad was something new
and intriguing, and many people were motivated to click
through, hoping to discover a “terrific deal” or to find out
what they “won.” However, this initial curiosity was fol-
lowed by consumer disinterest, as a result of both previ-
ous disappointments and the sheer numbers of ads pop-
ping up everywhere. Business models that relied solely on
advertising revenue were among those fighting for their
virtual life. Considering history and the current environ-
ment, a variety of recipes for online success have been
espoused. Patton (2001) suggests several rules for online
success. One is be diverse. Travelocity, for example, has
found success by moving from its initial business model,
which was to sell airline tickets and collect revenue from
online advertising, to its revised model, which no longer
depends so much on advertising, relying instead on its
extensive customer database to sell things other than air-
line tickets (e.g., hotel rooms, membership in travel clubs,
and suitcases) This is also an example of using “rich-
ness” to achieve competitive advantage. A second rule is
exploit channels. Retailers have historically used multi-
ple channels—such as retail stores and catalogs (e.g.,
Victoria’s Secret or L.L. Bean)—for selling their merchan-
dise. The mistake made by some retailers was to consider
the Web as a separate, competing channel, so that what a
person bought in one channel, for example online, could
not be returned to a different channel, such as the retail
store. This practice was met with consumer frustration
and dissatisfaction. On the other hand, the more success-
ful enterprises exploited their channels, using one chan-
nel to promote another and treating all channels equally.
This practice strengthened their brands and increased
customer loyalty.

Hamel (2001) suggests that there are three ways to im-
minent online failure, which he labels “dumb,” “dumber,”
and “dumbest.” He claims that it is a dumb idea to mis-
calculate timing. That is, there are circumstances that
require speed, such as where customer benefits are sub-
stantial and competitors are likely to appear quickly. On
the other hand, there are circumstances that call for a
slower approach, that is, where complementary products
or new customer behaviors are required in order to take
advantage of the product. Even dumber is to overpay for
market share. For example, Pets.com paid $180 for ev-

ery customer it ultimately acquired. This huge cost, plus
its inability to differentiate itself, led to its speedy failure
(Patton, 2001). In order to be effective, a company must
acquire customers at a discount, not at a premium. The
dumbest idea, according to Hamel, is to come to market
without a good business model, and he claims that there
are two fundamental flaws that will kill a business model.
They are (a) misreading the customer (are there really
customers who actually want what you are going to sell?)
and (b) unsound economics (are there really enough cus-
tomers available to render your business profitable?).

CONCLUSION

A business model is the method by which a firm manages
toremain a going concern, and a business strategy helps to
define the goals of the particular business model chosen.
With the advent of the Internet, some existing business
models were revised and other new models were invented.
Many of the revised business models simply incorporated
the addition of a new sales channel—the World Wide Web.
Companies utilizing these models are called brick-and-
clicks. However, simply adding this new sales channel has
provided no guarantee of success. Rather, companies who
added this channel successfully did so through their spe-
cific implementation strategy. For example, Lands’ End
added value to their Internet channel by incorporating
special features and services that would entice people
to shop on their Web site, and Wal-Mart utilized their Web
site to strengthen their primary channel—the Wal-Mart
store. These Internet strategies (i.e., value-added features
or services and channel exploitation), along with others
described above, helped aspiring brick-and-click compa-
nies achieve Internet success.

Some companies revised an existing business model
by adding value that could only be provided by the Inter-
net. For example, eBay reinvented the auction model by
providing an efficient and effective online marketplace,
where sellers could market their goods with very little
risk and for a very reasonable expenditure level. This
has resulted in a volume so large as to exploit both the
reach and affiliation strategies as espoused by Evans and
Wurster (1999). Another example, the free-information
model, is sometimes a variation on the traditional broad-
cast (television or radio) model. Companies such as CNN
and USA Today provide free information to the public,
and they earn their revenue through advertising. In other
cases, the free-information model more closely resembles
an ongoing “promotion” using free samples. Consider, for
example, the information provided on the Nolo site, which
might entice the user to purchase the related software
package.

Finally, the Internet has provided the catalyst for some
completely new models, and these models would not ex-
ist without the Internet. Examples in this category are
search engines, Internet service providers, and portals.
These brand new business models exist for the purpose
of helping people effectively access the World Wide Web.
That is, ISPs provide the technology necessary to connect
to the Web, portals provide a place to start activity once ac-
cess to the Web is gained, and search engines help users
find the right path to Web sites of interest. Portals and
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search engines exploit an affiliation strategy, and the most
successful ones provide the quality and quantity of infor-
mation and services desired by the consumer, thereby ex-
ploiting richness.

Regardless of whether a business model merely inclu-
des the Internet as a separate sales channel or adds value
to an existing model in order to exploit the unique fea-
tures of the Internet, or whether a model was invented
specifically for the Internet, it has been shown that no firm
can be successful without a good business model coupled
with sound strategy, resulting in sufficient revenue to al-
low the firm to remain a going concern. It is also clear that
technology alone, no matter how sophisticated it is, can-
not overcome the problems inherent in a business model
that, for example, misreads the customer or for which in-
sufficient customers actually exist. The days of unlimited
venture capital are over; future funding will require sen-
sible models united with a profitable strategy.

GLOSSARY

Bot Programs that can autonomously search through
data on the Internet and return the data for storage in
a database (short for robot; also called spider).

Brick-and-Click Companies conducting business in
both the physical and the virtual world.

Business Model Method by which a firm manages to
remain a going concern.

Click-and-Mortar Companies conducting business in
both the physical and the virtual world.

Dot-com Companies that exist solely on the Internet.

Ecash Special-purpose currency that can be spent when
shopping online.

Internet Service Provider (ISP) Provides Internet ser-
vices such as access to the World Wide Web and e-mail.

Micropurchase An online purchase having a cost of
from just a few cents to a dollar or two.

Portal A place of entry into the virtual world; the site a
user selects as “home” in a browser.

Search Engine An index to the World Wide Web; allows
users to enter keywords that help to find desired infor-
mation.

Spider Programs that can crawl from Web site to Web
site and retrieve data that is stored in the database of
a search engine.

CROSS REFERENCES

See Business-to-Business (B2B) Electronic Comumerce;
Business-to-Business (B2B) Internet Business Models;
Click-and-Brick Electronic Commerce; Collaborative Com-
merce (C-commerce); Consumer-Oriented Electronic Com-
merce; Electronic Commerce and Electronic Business; E-
marketplaces.
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INTRODUCTION

The Internet is continuing to grow rapidly throughout
most of the world. The most popular Internet applica-
tions continue to be the World Wide Web (Web), elec-
tronic mail, and news. These applications use a client-
server paradigm: Systems called servers provide services
to clients. Client-server describes the relationship be-
tween two computer programs in which one program,
the client, makes a service request from another pro-
gram, the server, which fulfills the request. Although the
client-server idea can be used by programs within a sin-
gle computer, it is a more important idea in a network. In
a network, the client-server model provides a convenient
way to interconnect programs that are distributed effi-
ciently across different locations. The client-server model
has become one of the central ideas of network com-
puting. Most business applications written today use the
client-server model. So does the Internet’s main program,
TCP/IP (transmission control protocol/Internet protocol).
It is critical that these servers are able to deliver high per-
formance in terms of throughput (requests per second)
and response time (time taken for one request). As new
capabilities and services make their way to the Web, the
ability for forecast the performance of integrated infor-
mation technology networks will be critical to the future
success of businesses that provide and rely on these capa-
bilities and services.
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The explosive growth of Internet sites and e-commerce
has presented new challenges in managing performance
and capacity. Also, the ability to estimate the future perfor-
mance of a large and complex distributed software system
at design time can significantly reduce overall software
cost and risk. These challenges have led to the develop-
ment of a discipline of managing system resources called
capacity planning, which Menasce and Almeida (2000,
p- 186) described as “the process of predicting when future
load levels will saturate the system and of determining the
most cost-effective way of delaying system saturation as
much as possible.”

Performance management is an important part of the
capacity planning process. The goal of performance man-
agement is to proactively manage current system perfor-
mance parameters such as throughput and latency to pro-
vide the user adequate response time as well as minimal
downtime.

Planning Considerations

Determining future load levels can be difficult if a dis-
ciplined process is not used. There have been many ex-
amples of systems that suffered economic and reputation
damage as a result of not planning correctly and ade-
quately for growth and capacity. Building systems “on In-
ternet time” appears to have been a way to get around
disciplined system development processes in some cases.
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Figure 1: Modern information technology systems are complex networks with many

stakeholders and performance requirements.

Modern information technology systems are compli-
cated and involve a number of stakeholders and users
(Figure 1). New capabilities are continuously being added
to further complicate these already taxed systems. Plan-
ning the growth and evolution of these systems and man-
aging them effectively cannot be a part-time job. There are
too many interrelated factors that prevent it from being
such, and businesses have come to be extremely depen-
dent on these systems for their livelihoods.

Nevertheless, the determination of future load levels
should consider how the workload for the system will
evolve over time. If a Web system is just coming online,
supplemented by an increasing advertising campaign, de-
velopers should expect an increasing workload due to an
increasing number of visits to the site. If there are plans
to deploy a system in increments, adding new capabil-
ities periodically during a phased deployment schedule,
this should be considered in the planning of future load
levels. Finally, changes in customer behavior should be
considered. Whether this is due to a sale, a world event,
or seasonal functions being added to the site, the estima-
tion should be predicted and managed accordingly. Re-
gardless of the driver for future load level changes, the
goal should be to head toward a predictive pattern and
not based solely on experimentation.

Service Level Agreements

Service level agreements (SLAs; Figure 2) should be put in
place with the customer (internal or external) to establish
the upper and lower bounds of performance and availabil-

ity metrics. For example, the customer may need to have agreements

the site availability greater than 99.95% for security rea- 4

sons. This should be stated in the SLA. If the server side customers Specified | Adequate

response time to information requests must be less than 5 Tecs':::;g?f: & MTseorvers, capacity
Oracle DB, etc

seconds per request, this should also be stated in the SLA.

SLAs vary by organization. The creation of an SLA is
a management function with feedback from the user as
well as the information technology developers. If any of
the IT functions are outsourced, the SLA becomes more
important and should be the basis for subcontractor
management.

Determining Future Load Levels

Determining future load levels of a system requires care-
ful consideration of three major factors. The first is the
expected growth of the existing system workload. Consid-
eration should be given to how the company or business
will evolve over time.

The second is the plan for deploying new system ser-
vices and new or upgraded applications. These new capa-
bilities will require more memory, processing power, and
I/O (input/output). These capabilities must also be mea-
sured against how often they will be used in order to deter-
mine the overall system impact when they are deployed.
For example, for a new semiconductor design workbench
capability added to its Web site, an estimate of the pro-
cessing resources required to run the new application as
well as the number of new users drawn to the site that will
be using the new capability must all be considered.

Finally, the third factor to consider is changes in cus-
tomer behavior. This includes surges in site traffic due to
world events, news stories, sales and advertisements, and
other events that draw people to a specific site. The site
must be able to sustain these temporal changes to load
levels. If the semiconductor design workbench capability
is accompanied by a large advertising campaign, the sys-
tem should be built to handle the surge in new users reg-
istering for this capability, each of which will need system
resources to operate their virtual design workbench.

Service Response time < 1 sec,
level Availability > 99.7%

A

management

Cost

@ @ constraints Startup cost < $5 million
A i 1ce cost < $500K/year

Figure 2: Capacity planning is driven by several system pa-
rameters.
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In determining adequate capacity for a site, there
are several factors that must be considered (Figure 2;
Menasce & Almeida, 2000, p. 187):

» System performance. This includes factors such as
performance and availability metrics for the system. Ex-
amples of performance metrics to be considered are
server-side response time and session throughput. (A
session in this context will normally consist of several
Hypertext Transfer Protocol [HTTP] requests performed
by a user during the period the user is browsing, shop-
ping, etc.) Examples of availability metrics include site
availability. Site availability is driven by many other fac-
tors including backup time, time to install new hardware
and software, reboot time for failed applications, system
maintenance time, and so on.

 System technologies. Internet solutions can draw from
a number of technologies in the industry. Servers are
available from many vendors that have provided cer-
tain advantages for specific types of applications (for ex-
ample, transaction-based applications). There are many
database solutions available as well. The choice of these
technologies and the decisions of how to integrate these
technologies has a significant effect on the overall site
performance.

« System cost. System performance and system tech-
nologies are ultimately affected by the cost constraints
for the system. Cost drives many of the decisions with
respect to the type of servers, the number of servers, the
technology used, training on the new technology, and so
on.

CAPACITY PLANNING METHODOLOGY

Menasce and Almeida (2000) described a capacity plan-
ning methodology as consisting of four core planning pro-
cesses: business, functional, resource, and customer be-
havior planning.

Business Planning

The main goal of this process is to generate a business
model that describes the type of business conducted.
Web-based businesses can be business to business (B2B),
which is a business that sells products or services to an-
other business; business to consumer (B2C), which is
a business that sells products or services to a targeted
set of end user consumers; and consumer to consumer
(C2C), in which untrusted parties sell products and ser-
vices to one another. Business planning also considers
the type of delivery associated with the business model.
For example, selling books requires a fulfillment model
that is different from distributing an upgrade to a soft-
ware application that may be a digital delivery directly
over the Internet. Business planning must also consider
the use of third-party services that can vary from such
functions as fulfillment and delivery, to site maintenance,
to customer support. Other quantitative measures are
also considered, such as the number of registered users,
which may be important for an online subscription prod-
uct to consumer buying patterns, which may be impor-
tant to the advertisers sponsoring some or all of the site
development.

Functional Planning

A functional model of the system can be created that in-
cludes important information about the functions pro-
vided by the system including how the user interacts with
the system, the Web technology used, the type of authenti-
cation used for e-business sites, and so on. The functional
model is required before resource allocation can be es-
timated. The functional model can vary by business type
and needs and will have a considerable impact on the over-
all resource allocation. The selection of the search engine,
for example, will have a direct impact on the processing
resources required to execute the particular search algo-
rithms (which vary from search engine to search engine).
The type of database model will dictate the type and form
of query required, which will also drive resource demands.
An online workbench for designers will require a certain
amount of processing resources and memory to support
this type of activity.

Resource Planning

Resource planning is used to map resources based on cus-
tomer behavior models the functional and business plan-
ning. Resource planning requires the development staff
to characterize the current information technology (IT)
environment and model it for performance analysis. This
model is then analyzed and calibrated, if necessary, iter-
atively until the model is validated against the require-
ments of the system and SLA. Because few organizations
have infinite cost resources to accommodate all wishes,
the performance model must be consistent with the cost
model for the project. The iterative nature of this phase
attempts to develop a system, as closely as possible, that
matches both the performance model as well as the cost
model of the system. Because of this goal, a lot of “what if”
analysis is usually performed in this phase to achieve the
most optimal solution.

Customer Behavior Planning

Customer behavior models are also required to perform
adequate capacity planning. These models are used to de-
termine the possible navigation patterns by the user. This
information is then used to determine required or needed
site layout adjustments as well as new services. For exam-
ple, if the navigation pattern data showed users spending
a majority of time performing information queries, the
database server will need to be designed to accommodate
this pattern. If the navigation patterns showed customers
navigating to a function that displayed various product
images, this information can be used to provide adequate
performance in image presentation. The customer behav-
ior characterization leads to workload characterization
and forecasting. Based on the navigation patterns of the
user and where the user spends most of the time when
navigating a Web site, the workload can be estimated to
provide a goal for resource allocation.

A well-thought-out and planned methodology for
capacity planning will lead to more effective sys-
tems integration and execution. Effective capacity plan-
ning also depends on accurate predictive performance
models.
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Figure 3: Layered infrastructure for Web-based systems.

UNDERSTANDING THE SYSTEM AND
MEASURING PERFORMANCE

A complex infrastructure supports the delivery of Web ser-
vices. The main components of any Web-based architec-
ture are the hardware (central processing units [CPUs],
disks, network interface cards, etc.), the operating system,
the communication protocol (TCP/IP, UDP [uniform data-
gram protocol], etc.), and the HTTP server (Figure 3).

The bottleneck in performance can be anywhere along
the chain of delivery through this infrastructure. It is
therefore important to understand what to measure and
how to measure to model and predict future needs accu-
rately.

Web services infrastructure consists of not only servers
that crunch user requests, but also local area networks
(LANSs), wireless area networks (WANSs), load balancers,
routers, storage systems, and security systems. To make
matters worse, many of these resources are shared bet-
ween many other Web services, groups, companies, and
individuals.

Determining Response Time

The overall response time can then be broken down
into two major components: the network time, which is
the time spent traveling through the network, and the Web
site time, which is the time the request spends being pro-
cessed at the Web site. The network time consists of the
transmission time of the request. This is the time it takes
for the required information to be sent from the browser
of the user to the Web site. This can vary depending on the
technology the user has (modem, digital subscriber line
[DSL], cable, etc.) as well as how much data is being sent
(which dictates how many packets of information will be
sent). Even the TCP/IP stack on the user side has an impact
on the overall performance. There are many commercial
and customer implementations of TCP/IP stacks. Bench-
marking must be performed to get the true performance.
The other component of network time is the latency,
which is a measure of how many round-trip messages are
required to be sent from the user to the Web site. Again,
this varies and is dependent on many factors. For exam-
ple, if the Web site requires the use of a cookie to be placed
on the user machine, then each time the Web site is vis-
ited, the cookie exchange will take additional overhead to
complete and must be added to the overall response time.

The main components of the Web site time include
the service time and the queuing time. Each of these

components is dependent on the hardware available to
handle these functions—the CPU, the storage disks, and
the LAN network. The service time is the time spent
getting service from the CPU, storage device, and so on.
Modern programming models protect these resources us-
ing mechanisms such as semaphores to prevent problems
such as the shared data problem in which more than one
task can corrupt data structures based on their calling
sequence. Mechanisms such as semaphores inherently
imply that while one task is using a resource like a CPU,
other tasks that also want to use that resource must wait
until the resource is free. This leads to a queuing model,
which must be considered and modeled because it can
add a substantial amount to the overall Web site time.
Engineers must understand what the specific queuing
model is (operating system, ping-pong buffer, etc.) and
consider the impact in the overall performance numbers.
In some network devices such as routers, the queuing
mechanism may simply be a hardware buffer where all
requests get stored and processed.

Configuration of network resources has a significant
impact on the overall performance estimate. For example,
adding fast memory (random access memory, or RAM)
to a server will improve performance by some amount
(which must be measured). Access time to RAM is much
better (by orders of magnitude in some cases) than access
time to magnetic media like a hard disk. The trade-off
is usually cost and the cost-versus-performance analy-
sis must be a variable that is known in advance (usu-
ally described in the SLA). Even the configuration of the
user browser can have an impact on overall performance.
Cache size settings in the browser, for example, can have
an impact. Because this is a parameter set by the user, the
model should consider either default values in the browser
or be set to some average industry setting.

Web page download time must also be considered be-
cause this varies considerably based on the application.
Modern Web pages contain markup language as well as
embedded images and other embedded objects. To esti-
mate the average download time for a Web page (inde-
pendent of network traffic and other factors not associ-
ated with the Web page itself, although these factors must
be considered in the final analysis), analysis must be per-
formed on various computer configurations and settings.
Models must be developed that take into consideration
the number of embedded objects, the size of the embed-
ded objects, HTTP header size, and the number segments
per object. The more elaborate the Web page, the more
processing is required to get the page to the user and pro-
vide the response time called for in the SLA. Keep in mind
that the response time for a Web page with complicated
embedded objects will vary considerably depending on
the connection type. If many users will be working or ac-
cessing the site from home, dial-up modems’ performance
should be considered, not only the performance assuming
a T1 line or other high-performance connection.

Interaction Performance

As with most user interface systems, it is not just the
performance of the system itself that must be consid-
ered, but also the performance of the person interact-
ing with the Web site. When analyzing any user interface
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Figure 4: The Web infrastructure consists of many components, all of which must be considered

for accurate capacity planning.

for performance-related issues, there is a delay associated
with the interaction associated with the user think time.
This is the period of time in which the user is perceiving
the information and deciding what to so next. If the Web
page is complicated and difficult to navigate, this “think”
time will increase. Easy to understand and navigate Web
sites reduce the think time. Designers of Web sites need to
be careful when using the latest Web development tech-
nology to create fancy animated images, using multiple
colors, and so on because these cause the user to become
distracted from the task and lead to unnecessary delays
in the overall interaction.

A Web infrastructure contains many interacting com-
ponents (Figure 4). Servers, Internet service providers,
firewalls, several levels of servers, load balancers, and so
on combine in different ways to achieve a certain per-
formance level. There can be a significant performance
difference depending on whether the user is accessing in-
formation from inside or outside a firewall, for example.
With the growing popularity of wireless technology and
the Wireless Application Protocol (WAP), the complexity
will continue to grow. This presents significant challenges
with respect to performance analysis and capacity plan-
ning. The randomness with which the thousands or mil-
lions if users interact with a company intranet or extranet
or the Internet, in general, makes the forecasting and ca-
pacity planning job extremely difficult. The first step is
to understand the various components involved in the de-
ployment of a system and model the current and predicted
workloads as accurately as possible.

THE PERFORMANCE AND

CAPACITY PROCESS

Menasce and Almeida (2002, p. 178) defined adequate
Web capacity as having been achieved “if the Service Level
Agreements (SLAs) are continuously met for a specified

technology and standards, and if the services are provided
within cost constraints.” This assumes that the organiza-
tion has an SLA. If not, adequate capacity will normally be
defined by users who complain or stop using the service
if they do not consider the performance adequate.

Model for Capacity Planning

There are many models for capacity planning. Figure 5
is one simple model that describes the major factors in-
volved in capacity planning. Regardless of the model, be-
fore improvements can be made and plans for the future
can be drawn up, there needs to be a way to assess current

Determine
future
performance

Determine
existing
performance,

Model,
analyze capacity!
requirements

Customer behavior model
Cost model —
Functional/Resource model
Business model

Determine
options

Develop
capacity
plan

Implement
and
manage

Figure 5: The performance and capacity planning process.
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performance

performance. This requires understanding the system and
environment and estimating its use. To understand the en-
vironment adequately requires an understanding of the
client and server technology, the applications running on
the servers and clients, the network connectivity used, the
access protocols in the system, and the usage patterns of
various types of customers and clients (e.g., when do they
shop, when do they log on, what pages are frequented
most often, etc.).

Usage Patterns

Once the main components of the system are understood,
the usage patterns should be mapped onto the system
model to determine the overall workload characteriza-
tion. This provides the capacity planner an estimate as
the workload intensity allocated to each of the main com-
ponents in the system. This is useful for determining bot-
tlenecks and knowing where to focus the effort in terms
of overall system performance. Each of the components
of the system can be measured in terms of the following
parameters:

* Number of client visits,
* Average message size,
Total CPU use,

Number of transactions per unit time,

Number of e-mails sent and received per day, and
Number of downloads requested.

The actual parameters depend on the component be-
ing measured, and other components in addition to these
can come into play as well. They are different depending
on whether the component is an e-mail system, a search
engine, an interactive training module, and son on. The
capacity planner must determine what makes sense to
measure for each of these components.

Once the components have been selected and the im-
portant parameters have been chosen for each compo-
nent, the capacity planner must collect the appropriate
data and perform a series of benchmarks to measure the
performance on the actual physical machine. The main

benchmarking technique is to run a set of known pro-
grams or applications in the target system and measure
the actual performance of the system in relation to the
parameters chosen in the analysis phase. It is not impor-
tant to run a truly representative application, as long as
the workload is well defined on a given system so an accu-
rate comparison can be made. For Web-based systems the
major benchmarking measures are time and rate. Time is
from the users point of view; how long it takes to perform a
specific task is important to this user group. From a man-
agement perspective, the main measure is the rate that
drives how many users can be processed per unit time,
which relates to overall productivity, revenue, or cost, de-
pending on the application.

The process of benchmarking and measuring true per-
formance on a real system is an important step and one
that must be completed before proceeding to the step of
modeling and predicting future performance. As shown
in Figure 6, real workload should first be run on real sys-
tem and the performance measured. The next step is to
model the workload so that an accurate projection can
be made about the future. This modeled workload must
be run on the “system of the future,” which is unknown
at this time. To perform the required “what if” analysis,
the system must also be modeled. This allows the mod-
eled workload to be run on a modeled system. Measure-
ments are made to ensure that the modeled system is an
accurate representation of the real system. These mea-
surements are made directly between the real system and
the modeled system (of the real system). Any differences
in the modeled measurements and the real measurements
must be explained and understood. The modeled work-
load should be run through the modeled system to get
the predicted performance. As a final validation step, the
predicted performance produced by the modeled system
should be compared with the measured performance of
the actual system. Again, any differences should be under-
stood.

Only after the model of the system has been validated
can the effort of developing a projected workload and a
projected system model be made. The projected workload
should come from a variety of sources, including the SLA.
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Figure 7: Deciding how to model the Web system depends on the questions that are needed to be
answered. From Scaling for E-Business (p. 289), by D. A. Menasce and V. Almeida, 2000, Upper

Saddle River, NJ: Prentice Hall, 2000.

Modeling Parameters for Web-Based Systems

The key parameters associated with modeling a Web-
based system are workload, performance and configu-
ration. These parameters can be used in various ways
to answer different questions. For example, analyzing
workload plus configuration gives a measure of per-
formance, which helps in predicting the future system
requirements. Likewise, configuration and performance
give a measure of workload, which helps to determine
saturation points of the system. Finally, performance
and workload help determine system configuration,
which helps determine the sizing required in the future
system.

Modeling Approaches for Capacity
Management

Capacity planning can be simplified substantially by cre-
ating representative models of the real world using a sim-
plified capacity model. This model should be based on
critical or bottleneck resource availability as well as by
interpreting the demand on that resource alone to deter-
mine the overall likely output. This technique can provide
arough order of magnitude verification that demand and
capacity are in balance.

The phrase “all models are wrong but some are use-
ful” is accurate in the sense that models, by definition, are
abstractions of reality and therefore not 100% reflective
and accurate with respect to reality. As the level of ab-
straction increases, the accuracy of the model decreases.
System level models are higher levels of abstraction but
can nevertheless be useful for modeling complex systems
like Web-based systems. They can provide meaningful in-
formation to the capacity planner when making decisions
about how to build and deploy future systems. Depending
on the data needed for analysis, the question that needs

to be answered is in what detail does the system (exiting
and proposed) need to be modeled (Figure 7).

Of the many modeling approaches available, I focus
here on several proposed by Menasce and Almeida
(chapter 4), which are applicable to Web-based systems.
The client-server interaction model is one approach that
helps one to understand the interaction between the
clients and servers in the system. In a multitiered system,
this model can be useful in showing the important inter-
actions at each tier. This can be used for future workload
estimates. As shown in Figure 8, each e-business func-
tion of importance can be modeled in this way to show
all possible interactions with that function. In Figure 8a,
the interactions at the different computing tiers over time
in a model that resembles a UML (unified modeling lan-
guage) sequence diagram (where time increases from top
to bottom) can be represented. This provides a time-based
model of the interactions over time. Figure 8b shows
the interactions between the different servers (application
server, database server, and Web server) in a Markovian
model. The Markovian model can be thought of as con-
sisting of states (server nodes), arcs (arrows connecting
the nodes showing interaction between the servers), and
probabilities that represent the navigation patterns for
the specific e-business function. This information effec-
tively represents the customer behavior when interacting
with the e-business function. Web sites can be optimized
by applying modeling approaches such as the Markov
model to the analysis of Web logs (Venkatachalam &
Syed, n.d.).

Finally, the message sizes can also be represented and
are shown in the diagram as well. With this information, a
mathematical model can be developed that estimates the
workload, message traffic, and other meaningful informa-
tion about the system. Keep in mind that, like all other
Markovian models, the model is only as accurate as the
probability data assigned to the arcs. Relatively accurate



146 CAPACITY PLANNING FOR WEB SERVICES

[Image not available in this electronic edition.]

Figure 8: A client...serverinteraction diagram showing all possible interactions for an e-business function: (a) the
interactions over time; (b) the interactions showing navigation patterns and message sizes. From Scaling for E-Business
(pp- 74...75)by D. A. Menasce and V. Almeida, 2000, Upper Saddle River, NJ: Prentice Hall, 2000.

data can be obtained from analyzing current systems, the
logs on these systems for existing applications, estimates
from other sources such as prototypes, and other prod-
ucts in the field. These models are also hierarchical, which
allows them to be decomposed into lower level, more de-
tailed models when necessary.

At the next lower level of detail (the component level),
additional detail can be added. For example, queuing af-
fects can be analyzed as service requests pass through the
various levels of a multitiered application. Figure 7 can
be represented from a queuing perspective as shown in
Figure 9, in which each symbol represented a queuing
function. Combination of these queuing functions form a
queuing network in which each queue represents a system
resource, such as a CPU or a disk drive, and the request
waiting to use that resource. Average response times can
be applied to each queue. Each of the system resources
may have a different queue characteristic; use of the re-
source may be load independent which means the ser-
vice time is not dependent on the queue length (e.g., a
disk access), it may be load dependent where the service
time is a function of the queue length (e.g., a CPU), or
the queue may be a simple finite delay element (e.g., a
network).

Regardless of the modeling approach used and which
parts of the system are modeled, the result should be an-
swers to the important questions raised during the plan-
ning process and used to drive the decisions on what and
where to improve to meet future demands.

[Image not available in this electronic edition.]

Figure 9: A queuing model of the different service layers
from Figure 8. From Scaling for E-Business (p. 289), by
D. A. Menasce and V. Almeida, 2000, Upper Saddle River,
NJ: Prentice Hall, 2000.

SOFTWARE PERFORMANCE
ENGINEERING—MANAGING
THE PROCESS

Many Web-based systems must meet a set of performance
objectives. In general, performance is an indicator of how
well a software-intensive system or component meets a
set of requirements for timeliness. Timeliness can be mea-
sured in terms of response time, the time required to re-
spond to some request, and throughput, which is an indi-
cator of the number of requests that can be processed by
the system in some specified time interval. Scalability is
another important dimension of an embedded real-time
system. Scalability is a measure of the systemis ability to
continue to meet response time or throughput require-
ments as the demand for the system increases.

Choosing the right server, network, software, and so
on for the job means nothing without proper performance
management through the development life cycle. The con-
sequences of performance failures can be significant, from
damaged customer relations, to lost income, to overall
project failure and even loss of life. Therefore, it is im-
portant to address performance issues throughout the life
cycle. Managing performance can be done reactively or
proactively. The reactive approach addresses performance
issues by using a bigger server, dealing with performance
only after the system has been architected, designed, and
implemented and waiting until there is actually some-
thing to measure before addressing the problems. Proac-
tive approaches to managing performance include track-
ing and communicating performance issues throughout
the life cycle, developing a process for identifying perfor-
mance jeopardy, and training team members in perfor-
marnce processes.

Definition of Software Performance
Engineering

Software performanceengineering (SPE) is a proactive
approach to managing performance. SPE is a system-
atic, quantitative approach to constructing software in-
tensive systems that meet performance objectives (Smith
& Williams, 2002). SPE is an engineering approach to
performance, which avoids the “fix it later” mentality in
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designing real-time systems. The essence of SPE is us-
ing models to predict and evaluate system tradeoffs in
software functions, size of hardware resources, and other
resource requirements.

The Software Performance Engineering
Process

The SPE process consists of the following steps (Smith &
Williams, 2002):

+ Assess performance risk. What is the performance risk
of the project? The answer to this question helps deter-
mine the amount of effort to put into the SPE process.

+ Identify critical “use cases.” Use cases are an infor-
mal, user-friendly approach for gathering functional
requirements for a system (Booch, Rumbaugh, &
Jacobsen, 1999). Critical use cases are those use cases
that are important from a responsiveness point of view
to the user.

« Select key performance scenarios. These represent

those functions that will be executed frequently or are

critical to the overall performance of the system.

Establish performance objectives. In this step, the

system performance objectives and workload estimates

are developed for the critical use cases.

 Construct performance models. A relevant model is
developed for the system to measure performance. This
can be an execution graph, a rate monotonic resource
model (Rate Monotonic Analysis, 1997) or other relevant
model to measure performance.

* Determine software resource requirements. This
step captures the computational needs from a soft-
ware perspective (e.g., number of messages processed
or sent).

* Add computer resource requirements. This step
maps the software resource requirements onto the
amount of service required from key system devices in
the execution environment (e.g., a server processor, fast
memory, hard drive, router).

 Evaluate the models. If there is a problem a decision
must be made to modify the product concept or revise
the performance objectives.

« Verify and validate the models. Periodically take steps
to make sure the models accurately reflect what the
system is really doing.

SPE Assessment Requirements

The information generally required for a SPE assessment
for network systems is as follows:

* Workload— the expected use of the system and appli-
cable performance scenarios. It is important to choose
performance scenarios that provide the system with the
worst case data rates. These worst case scenarios can
be developed by interfacing with the users and system
engineers.

 Performance objectives. This represents the quantita-
tive criteria for evaluating performance. Examples in-
clude server CPU utilization, memory utilization, and

1/0 bandwidth. The choice, in part, depends on the cus-
tomer requirements.

 Software characteristics. This describes the process-
ing steps for each of the performance scenarios and the
order of the processing steps. One must have accurate
software characteristics for this to be meaningful. This
data can come from various sources such as early pro-
totype systems using similar algorithm streams. Algo-
rithms description documents, if available, also detail
the algorithmic requirements for each of the functions
in the system. From this, a discrete event simulation can
be developed to model the execution of the algorithms.

* Execution environment. This describes the platform
on which the proposed system will execute. An accurate
representation of the hardware platform can come from
a simulator that models the I/O peripherals of the em-
bedded device as well as some of the core features. The
other hardware components can be simulated as neces-
sary.

* Resource requirements. This provides an estimate of
the amount of service required for the key components
of the system. Key components can include CPU, mem-
ory, and I/O bandwidth for each of the software func-
tions.

Processing overhead. This allows the mapping of soft-
ware resources onto hardware or other device resources.
The processing overhead is usually obtained by bench-
marking typical functions (search engine, order process-
ing, etc.) for each of the main performance scenarios.
One example of a flow used to develop this data is shown
in Figure 10.

The model is only as accurate as the data used to de-
velop the model. For example, key factors that influence
the processor throughput metric are as follows:

» The quantity of algorithms to implement

» Elemental operation costs (measured in processor cy-
cles)

* Sustained throughput to peak throughput efficiency

* Processor family speed-up

The quantity of algorithms to perform is derived from
a straightforward measurement of the number of mathe-
matical operations required by the functions in the algo-
rithm stream. The number of data points to be processed
is also included in this measurement. The elemental
operation costs measures the number of processor cy-
cles required to perform typical functions. The sustained
throughput to peak throughput efficiency factor de-
rates the “marketing” processor throughput number to
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Figure 10: Performance metric calculation flow.
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something achievable over the sustained period of time
a real world code stream requires. This factor allows for
processor stalls and resource conflicts encountered in op-
eration. The processor family speed-up factor can be used
to adjust data gained from benchmarking on a previous
generation processor.

Key factors that influence the memory utilization met-
ric are as follows:

* Size and quantity of intermediate data products to be
stored,

* Dynamic nature of memory usage,
* Bytes/data product,
+ Bytes/instruction, and

* Size and quantity of input and output buffers based on
worst case system scenarios (workloads).

SPE for Web-Based Applications

For Web-based applications, the SPE calls for using de-
liberately simple models of software processing. These
should be easy to build and solve (like the ones discussed
in the previous section) and provide the right feedback
on whether the proposed software architecture will be
sufficient to meet the performance goals. The SPE ap-
proach relies on execution models which then get mapped
to system resources. The goal is to provide enough data to
make the capacity planner comfortable with the following
(Smith & Williams, 2002, p. 132):

Placement of objects on the right processor and pro-
cesses,

Understand the frequency of communication among the
objects,

Understand which forms of synchronization primitives
are required for each communication between the soft-
ware objects,

The amount of data passed during each communication,
and

The amount of processing performed by each software
object.

AVAILABILITY MODELING
AND PLANNING

When online systems are down, productivity and revenue
is lost. The magnitude of the loss varies, depending on the
type of system and how it is used. But the numbers can
be in the hundreds of thousands per hour and even per
minute. Online systems operating 24 hours a day, seven
days a week, 365 days per year for international business
opportunities have become a key mechanism for deliv-
ering services and products to customers. Downtime is
just as important as a store being closed in the middle of
a business week. Customers unable to access online sys-
tems are likely to take their business elsewhere, resulting
in long-term revenue loss as well.

Although all downtime (also referred to as outage) is a
potential loss of productivity or revenue (or both), some
downtime is unavoidable. There must be “planned” down-
time for system and application upgrades, new hardware

and software, and backups. It is the “unplanned” down-
time which must be minimized. Unplanned downtime
occurs because of hardware failures, software crashes,
computer viruses, and hacker attacks.

The solution to online system availability is not adding
more hardware and other system resources. The system
platform accounts for about 20% of the total system avail-
ability. The other 80% comes from a combination of peo-
ple, process, and product (McDougall, 1999, p. 2).

Process

The industry has developed many processes over the last
couple of decades to increase overall system availabil-
ity. Some of the well-proven processes include system
installation standards, change control, release upgrade
processes, and backup and recovery testing. Just as stan-
dard software development processes are in place to allow
quicker development of quality software, so are good pro-
cesses and techniques important for maintaining online
systems.

People

Availability should be considered an attitude instead of a
priority. The staff responsible for maintaining the system
should be trained properly to deal with backup and re-
covery techniques, as well as the standard processes for
conducting business.

Product

The system platform itself contributes to overall down-
time but not as much as the system process and peo-
ple techniques described earlier. The system includes
the hardware, the network infrastructure, and network
operating system, and other required software, and hard-
ware support. The investments made in the product (hard-
ware and software) will add to the overall availability, but
the right system configurations must be tested to ensure
reliability of all the system parts working together. Given
the large combination of different configurations, proper
planning for this form of system testing is paramount to
prevent unanticipated system surprises.

Availability Specification

Before beginning to address system availability, there
must exist a set of requirements that define the key system
goals for availability. An example availability specification
may have the following statements:

* “During the peak hours of the system, 90% of queries
will be completed in less than 1 second on average,
with up to 100 users online. No queries will exceed
three seconds” (modified from Cockroft & Walker, 1999,
p.3D).

“The order processing system for the XYZ online book-
store will be capable of sustaining 3,000 transactions per
second during normal business hours.”

Measuring Availability

As with any kind of process improvement effort, there
must be a way of knowing whether the investment in
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process or product improvement is working. The cost of
achieving additional availability can be extremely expen-
sive, so knowing when to stop investing is important. Most
measurements of availability are measured in percentage
terms. Typically “five nines” availability, 99.999% is a often
cited goal, but can be difficult to achieve.

Before beginning to address system availability, there
must exist a set of requirements that define the key system
attributes:

+ Coverage—the normal business hours of the system. If
the system is reporting stock exchange transactions, for
example, the normal business hours will be a certain
part of the business day and week. Availability should
always be measured in terms of the coverage time only.

* Outage—This represents the number of minutes per
month that the system can be down.

Availability is then measured as (coverage-outage)/
coverage x 100.

Availability can also be measured in terms of mean
time between failures (MTBF—how long the system is up)
and mean time to repair (MTTR—how long the system is
down).

Availability = MTBF/MTBF + MTTR

As can be seen from this availability equation, as the
MTTR approaches zero, the availability approaches 100%.
As the MTBEF gets larger, the MTTR begins to have lesser
impact on availability.

Availability must be measured at several levels includ-
ing the hardware platform level, the network level, and
the application level—there can be failures in any one of
these layers that can bring down the entire system.

Design Principles for System Availability

There are several general design principles that should
be used when designing system to meet availability goals.
These include but are not limited to the following (Zuberi
& Mudarris, 2001):

» Select reliable hardware,

» Use mature and robust software,
 Invest in failure isolation,

* Test everything,

+ Establish service level agreements,

* Maintain tight security,

+ Eliminate single points of failure, and
+ Availability modeling techniques.

There are approaches to modeling systems to produce
availability estimates, but this is a difficult process be-
cause many system components that must be modeled
are interrelated which makes accurate modeling more
difficult. The common modeling approaches used to de-
termine system availability include Markov models and
Monte Carlo simulation techniques (Gilks, Richardson, &
Spiegelhalter). These approaches model the system as a

series of known system states and state transitions. Addi-
tional information such as time taken to go between sys-
tem states and the probability of moving between system
states are included in the model to improve accuracy.

TOOLS TO SUPPORT CAPACITY
PLANNING

Capacity-planning software was created to help net-
work executives and capacity planners plan for long-term
growth and implement new initiatives. These same plan-
ning tools can also be used to help companies make their
existing assets stretch further. A common thought with ca-
pacity planning is “I want to buy more,” but this is actually
a flawed understanding. Capacity planning is oftentimes
not about buying more.

Itis no surprise that as the importance of capacity plan-
ning has grown, commercial tools have become available
to help manage the process, collect data, and visualize it in
useful ways. When deciding on a capacity planning tool,
it is important to understand how the tool will be used in
the capacity planning process. Selecting the right tool for
the job remains just as important as it always has.

Examples of Capacity Planning Tools

Sun Microsystems Resource Management Suite focuses
on the capacity planning for storage systems. Some of the
common storage-related problems are as follows:

* The inability for companies to keep pace with increasing
storage demands;

« Storage is too expensive and complex to manage effec-
tively;

* The inability to accurately plan, budget, and justify fu-
ture storage needs; and

» The lack of data to support new storage architectures.

When planning for storage capacity, the common ques-
tions to answer are as follows:

* How much storage do I have today?
* How can I prevent storage related crashes?
* How can I predict future capacity needs accurately?

The tool provides the necessary infrastructure to fore-
cast storage growth, manage heterogeneous storage, cre-
ate and enforce storage policies, track usage, and create
plans for future upgrades. Trend graphs are available to
characterize usage patterns over selected time intervals.

Compagq’s Enterprise Capacity and Performance Plan-
ner is a modeling tool used to predict the performance of
both stand-alone and clustered systems. The tool is used
to determine system performance levels for various work-
loads and system configurations. The tool also collects and
analyzes data collected on the various platforms. Perfor-
mance predictions are made with the tool using analytic
queuing network models. A graphical component allows
for “what if” analysis. A baseline model is developed from
the data collected from the existing system and becomes
the starting point for assessing the impact of changes
to the system configuration of user estimated workloads.
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The “what if” analysis forms the foundation for the overall
capacity planning effort. Performance statistics are pro-
vided in detailed reports that encompass the main capac-
ity planning performance statistics:

« Resource utilization,
* Response time,

* Throughput,

* Queue length, and

* Service time.

CAPACITY MANAGEMENT—
PERFORMANCE AND STRESS
TESTING OF WEB-BASED SYSTEMS

The only true way to assess the performance of a product
is to try it out. The same holds true for a Web-based sys-
tem. Performance testing is done to gain an understand-
ing of the specific services being offered under specific
and actual workload conditions. The capacity planning
team should work in cooperation with other groups—
development, production, and management staff—to
plan, execute, and follow up on the results of this process.

Types of Performance Testing

There are several types of performance testing, including
load testing which measures the performance of the sys-
tem under load conditions called out in the SLA. The load
can be actual or simulated depending on the system and
process used. Spike testing is another useful performance
test that tests a Web service under specific circumstances,
and, just like the name implies, subjects the system to a
heavy spike of traffic to determine how the system will
react under this specific load condition.

Probably the most important type of performance test-
ing is stress testing. Stress testing attempts to expose and
help address the following important concerns:

« Stability issues—unexpected downtime and poorly writ-
ten Web objects,

* Performance problems—locate bottlenecks and
whether the application will handle peak loads, and

* Capacity planning—how many machines are needed to
support usage.

Stress testing, if performed correctly, can help find and
fix problems to avoid financial losses as well as ensure
customer satisfaction. Stress testing is effective at locating
the following bottlenecks:

* Memory,

¢ Processor,

* Network,

* Hard disk, and

* COM (Common Object Model) component.

Stress Testing Model for Web-Based Systems

A traditional stress test model is shown in Figure 11. The
Web server is the system under test and is connected to

Web server

Member Member
Stress Stress
Client Client
Controller
Stress
Client

Figure 11: A traditional stress test model for Web-
based systems.

a number of stress clients that simulate the workload by
performing certain tasks, requests, operations, and so on
from the Web server. The test is controlled by a controller
stress client that directs the other stress clients as to the
workload patterns while the test runs as well as collects
the information needed to analyze the results of the testing
process.

The basic approach to stress testing involves the
following steps:

+ Confirm that the application functions under load,

* Find the maximum requests per second any application
can handle,

¢ Determine the maximum number of concurrent connec-
tions the application can handle, and

Test the application with a predefined number of unique
users.

Based on the information obtained from the testing
process, certain types of performance can be calculated.
For example the following formula can be used to measure
performance to aid in future capacity planning:

MHz Cost = N * S* avg (PT)/avg(Rps),

where N = number of processors, S = speed of processors,
PT = % total processor time (this is a measure from the
actual system servers), and Rps = requests per second,
reports view (this comes from an analysis of the results of
a test and is an application service provides (ASP) based
measurement).

As an example, consider a test using a four processor
Web server that achieved 750 requests per second, with
the processors 80% utilized. This works out to

4 processors * 500 MHz — 2 GHz
80% processor utilization = (2 Gig) * (0.80)
= 1.6 GHz used
750 ASP (Active Server Page) requests per second
1.6/750 = 2.1 million cycles per ASP request
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There are commercial tools available to aid the capac-
ity planner in performing different types of performance
testing, including stress testing. One such tool from Mi-
crosoft called Application Center Test (ACT) automates
the process of executing and analyzing stress tests for
Web-based systems.

The explosive growth of Internet sites and e-commerce
has presented new challenges in managing perfor-
mance and capacity. Also, the ability to estimate the future
performance of a large and complex distributed software
system at design time can significantly reduce overall soft-
ware cost and risk. Capacity planning is the disciplined
approach of managing system resources and defines the
process of predicting when future load levels will saturate
the system and of determining the most cost-effective way
of delaying system saturation as much as possible.

GLOSSARY

Capacity planning The process of predicting when fu-
ture load levels of an Internet-based system will sat-
urate the system and the steps required to determine
a cost-effective way of delaying system saturation as
much as possible.

Client-Server A communication model between com-
puter systems in which one system or program acts as
the client and makes requests for service from another
system or program called the server that fulfills the
request.

E-commerce The buying and selling of goods and ser-
vices on the Internet.

Markov Model A model consisting of a finite num-
ber of states and a probability distribution relating
to those states, which governs the transitions among
those states.

Network time The time spent for a packet of informa-
tion to travel through a network.

Performance management An integral part of the ca-
pacity planning process in which system performance
is managed proactively to ensure optimum efficiency of
all computer system components so that users receive
adequate response time.

Service level agreement An agreement between the
customer and the system developer that outline the ac-
ceptable levels of performance and capacity require-
ments for the system.

Service time The time spent getting service from the
central processing unit, storage device, and so on.

Software performance engineering A proactive,
systematic and quantitative approach to constructing
software intensive systems that meet performance
objectives.

Stress testing The attempt to create a testing envi-
ronment that is more demanding of the application
than it would experience under