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SPATIOTEMPORAL SIGNAL PROCESSING IN
WIRELESS COMMUNICATIONS

DIMITRIOS HATZINAKOS

RYAN A. PACHECO

University of Toronto
Toronto, Ontario, Canada

1. INTRODUCTION

Wireless channels are severely limited by fading due to
multipath propagation. When fading is ‘‘flat,’’ the receiver
experiences fast or slow variations of the received signal
amplitude, which makes detection of the information
symbols difficult. Fading can also be frequency-selective, in
which case in addition to signal variations we experience
intersymbol interference. An effective strategy to deal
with multipath propagation and fading has been the
utilization of multiple antennas at the receiver and or
at the transmitter. Beamforming with multiple antennas
closely spaced together has been traditionally used
for directive transmission and rejection of multipath
components. However, this approach requires line-of-sight
communications and the formation of steerable multiple
beams in the case of mobile multiuser communications.
Another approach is diversity, which is based on the
weighted combination of multiple signal copies that are
subject to independent fading. Therefore, two adjacent
receive or transmit antennas must be apart by several
wavelengths so that signals transmitted or received from
different antennas are sufficiently uncorrelated. The latter
approach is considered in this article.

The information-theoretic capacity of multiple antenna
systems and data communication techniques that exploit
the potential of spatial diversity have been studied [3,4],
and dramatic increases in supportable data rates are
expected. In such systems, the capacity can theoretically
increase by a factor up to the number of transmit and
receive antennas in the array. Spacetime diversity and
coding techniques, such as trellis spacetime codes, block
spacetime codes, and variations of the very popular BLAST
(Bell Laboratories layered spacetime) architecture, among
others [5,7–9] are currently under investigation. However,
there is a need for more thorough investigation of
the potential and limits of such technologies and the
development of efficient low complexity systems. In the
first half of this article, we provide a general treatment
of the spacetime signal processing scenario and spacetime
diversity and coding frameworks based on block spacetime
codes and discuss potential benefits, requirements, and
limitations.

A common assumption in existing spacetime coding
literature is the knowledge or availability of a good
estimate for the multipath channel [3,7]. In the absence
of channel knowledge, the capacity gains to be achieved
depend on the particular characteristics (e.g., coherence
time) of the channel. Various schemes, consisting of an
antenna array and a spatio-temporal processor at the
base station (or at the mobile unit), have been proposed
to mitigate the effects of intersymbol interference (ISI),
and to reject cochannel interference (CCI) or multiple-
access interference (MAI) induced by simultaneous intra-
or intercell users [5,17]. To cope with the time-varying and
fading nature of wireless channels, data are transmitted
in bursts, and attached to each burst is a training
sequence of short duration that is used to help the receiver
recover the unknown parameters of the communication
channel [10]. In many cases unsupervised (i.e., blind)
techniques [12,21], which require no training data, as
well as semiblind approaches, which provide a synergistic
treatment of training and blind principles, are employed to
address the channel estimation and/or the direct channel
equalization problems [1,11,14]. In the second half of the
article, a semiblind channel equalization approach will
be presented and integrated with spacetime diversity
and coding to form a realistic scenario for detection
and estimation.

The aim of the article is by no means to provide an
exhaustive coverage but rather to illustrate the principle
and potential and to suggest a realistic approach for
implementation of spacetime wireless transceivers, and
also to provide a motivation for exploring the fast-growing
literature and technological developments in the area.

2. THE DISCRETE-CHANNEL MODEL

The basic structure of a wireless transceiver employing
spacetime diversity and coding (multiple-input multiple-
output system) is depicted in Fig. 1.

The received equivalent discrete-time signal at the
receiver antenna a, a = 1, . . . , A, after demodulation,
filtering, and oversampling (i.e., taking N samples per
symbol period) can be written as [1]

ra[n] =
M∑

m=1

Nb−1∑
k=0

bm[k] · gma[n − kN] + va[n] (1)

where Nb is the length of the transmitted burst of data
and the {bm[k]}Nb−1

k=0 denote the data symbols transmitted
from the antenna m, m = 1, . . . , M. When spacetime coding
is employed in the transmitter, we may assume that M

Information
symbols

Spacetime
encoding Receiver

bM(k)

b1(k) r1(k)

rA(k)

Sk Sk

Figure 1. Single-user communication
using multiple transmit and receive
antennas.
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complex symbols are transmitted simultaneously from the
M transmit antennas. In this case, we may write [3]

b[k] =
M∑

l=1

qr
l [k] · sr

l +
M∑

l=1

jqj
l[k] · sj

l (2)

where b(k) = [b1(k), . . . , bM(k)]T is the transmitted data
vector at time instant k, sl = sr

l + jsj
l, l = 1, . . . , M are

the transmitted symbols and qr
l (k) and qj

l(k) are the
M × 1 transmit antenna weight vectors for the real and
imaginary part of the symbol l, respectively, at time
instant k. The gma[n], n = 0, . . . , LN − 1 accounts for the
transmit and receive filters and the multipath channel
between transmit antenna m and receive antenna a.
Without loss of generality we will assume that all the
channels between transmit and receive antennas are of
the same length LN − 1 samples and are time-invariant
during the transmission of a burst of Nb data symbols.
Finally va[n] is circular complex white Gaussian noise,
uncorrelated with bm[n]∀m, with zero mean and variance
σ 2.

Assume that we are interested in recovering the mth
transmitted symbol at time instant k. To do this we first
collect N samples from all antenna elements to form the
vector r(k), which takes the following form:

r(k) = [G(L − 1), . . . , G(0)]

· [b(k − L + 1)T, . . . , b(k)T]T + v(k) (3)

where

r(k) =




r1[kN]
...

r1[(k + 1)N − 1]
...

rA[kN]
...

rA[(k + 1)N − 1]




AN×1

G(l) =




g11[lN] · · · gM1[lN]
...

...
g11[(l + 1)N − 1] · · · gM1[(l + 1)N − 1]

...
...

g1A[lN] . . . gMA[lN]
...

...
g1A[(l + 1)N − 1] · · · gMA[(l + 1)N − 1]




AN×M

b(k) =

 b1[k]

...
bM[k]




M×1

v(k) =




v1[kN]
...

v1[(k + 1)N − 1]
...

vA[kN]
...

vA[(k + 1)N − 1]




AN×1

In general, the simultaneous transmission of M symbols
will span µ received vectors. Thus, it may be necessary to
process more than one received vector at a time in order to

estimate the mth symbol. Then, assuming a linear receiver
structure and in the absence of noise, the recovery of the
real information symbol sq

m, where q = r or q = j, at time
instant k, requires that the A × 1 weight vectors Wq

i,m
of the spacetime equalizer at i = k, . . . , k + µ − 1 satisfy
the relation

k+µ−1∑
i=k

WqH

i,m · r(i) = sq
m[k − d] (4)

where d is an arbitrary delay. Throughout the article the
symbols ∗, T, and H denote conjugate, transpose, and
conjugate transpose operations, respectively.

3. SPACETIME DIVERSITY AND FLAT-FADING CHANNELS

Here we are going to examine the benefits that can
be expected by employing both transmit and receive
diversities. We follow a procedure based on an excellent
analysis [3] of this problem. To simplify the mathematical
formulas, we assume a flat-fading channel described by the
constant matrix G and that N = 1, with no oversampling.
Then, by placing L = 1, N = 1, and G(0) = G into the
relation of Section 2, we obtain the following simplified
relation between the A × 1 receive signal vector r(k) and
the M × 1 transmit data symbol vector b(k):

r(k) = G · b(k) + v(k) (5)

where

r(k) =

 r1[k]

...
rA[k]




A×1

G =

 g11 · · · gM1

...
...

g1A · · · gMA




A×M

b(k) =

 b1[k]

...
bM[k]




M×1

v(k) =

 v1[k]

...
vA[k]




AN×1

The transmitted data vector at time instant k is given by
Eq. (2). Then, according to Eq. (4), the output of the linear
spatiotemporal receiver filter (detector) for the real symbol
sq

m, q = r or q = j, m = 1, . . . , M is

ŝq
m = Real

{
k+µ−1∑

i=k

WqH

i,m · r(i)

}

= Real

{
µ+k−1∑

i=k

WqH

i,mG
M∑

l=1

qr
l (i)s

r
l

+
µ+k−1∑

i=k

WqH

i,mG
M∑

l=1

jqj
l(i)s

j
l +

µ+k−1∑
i=k

WqH

i,mv(i)

}
(6)

It can be shown [3,6] that the maximum signal to noise
ratio (SNR) for this linear spatiotemporal receiver is
achieved when (within a scale term)

Wi,m = Gqr
m(i) or Wi,m = Gjqj

m(i) (7)
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for sr
m and sj

m, respectively. By substituting these values in
Eq. (6), we determine the detector output ŝr

m for sr
m, where

m = 1, . . . , M:

ŝr
m = Real

{
µ+k−1∑

i=k

qrH

m (i)GHG
M∑

l=1

qr
l (i)s

r
l

}

+ Real

{
µ+k−1∑

i=k

qrH

m (i)GHG
M∑

l=1

jqj
l(i)s

j
l

}

+ Real

{
µ+k−1∑

i=k

qrH

m (i)GHv(i)

}

= Real

{
M∑

l=1

trace(GQr
l Q

rH

m GH)sr
l

}

+ Real

{
M∑

l=1

j trace(GQj
lQ

rH

m GH)sj
l

}

+ Real

{
µ+k−1∑

i=k

qrH

m (i)GHv(i)

}
(8)

where Qr
m = [qr

m(k), . . . , qr
m(k + µ − 1)]M×µ and Qj

m =
[qj

m(k), . . . , qj
m(k + µ − 1)]M×µ are the transmitter weight

matrices for symbols sr
m and sj

m, respectively. Similarly, we
find the detector output ŝj

m for sj
m, where m = 1, . . . , M:

ŝj
m = −Real

{
M∑

l=1

trace(GQj
lQ

jH
m GH)sj

l

}

+ Real

{
M∑

l=1

j trace(GQr
l Q

jH
m GH)sr

l

}

+ Real

{
µ+k−1∑

i=k

qjH
m (i)GHv(i)

}
(9)

By properly choosing the weight matrices Qr
m, Qj

m, m =
1, . . . , M, the interference from other symbols can be
significantly reduced or completely eliminated and the
output SNR maximized. In this case, a transmit diversity
gain up to the order M and a transmit–receive diversity
gain of order up to AM is possible. Another way of looking
at the above procedure is that of mapping the set of
symbols {sl} to the set of vectors {b(k)}, that is

[s1s2 · · · sM]1×M → [b(k)b(k + 1) · · · b(k + µ − 1)]M×µ (10)

which is a form of spacetime block code. Thus, the
objective is to design efficient such codes. It can be
shown that in general this is possible only if µ ≥ M [3–5].
Next we provide a few examples to demonstrate some
important points.

Example 1. Let us consider the transmission of two
complex symbols s1, s2 from a transmitter with two
antennas by using the above mentioned process (M = 2)

and let µ = 2. First let us consider the following choice of
weight matrices

Qr
1 = [q 0]Qr

2 = [0 q]Qj
1 = [q 0]Qj

2 = [0 q]

where q is a 2 × 1 weight vector. The transmitted complex
vectors are

b(k) = [qs1], b(k + 1) = [qs2]

This is clearly the situation of Space-only transmission.
Then, since

Qx
l Q

xH

m = 0, x = r, j, m �= l

interference from different symbols is eliminated. Further-
more since

Qx
mQyH

m , m = 1, 2

are Hermitian, the terms

Trace(GQx
mQyH

m GH), m = 1, 2

are real. Thus, equations (8) and (9) are reduced to

Dx
m = ±trace(GqqH

mGH)sx
m + qHGHv

x = r, j m = 1, 2 (11)

and the corresponding SNR per real symbol is easily found
to be

SNR = Es

σ 2
trace(GqqHGH)

where Es is the energy of the real symbol and σ 2 the
variance of the white noise.

Example 2. Let again M = 2 and µ = 2 but this time
choose the weight matrices as follows [3–5]:

Qr
1 =

[
1 0
0 1

]
, Qr

2 =
[

0 1
−1 0

]
, Qj

1 =
[

1 0
0 −1

]
,

Qj
2 =

[
0 1
1 0

]

and the transmitted complex vectors are

b(k) =
[

s1

−s∗
2

]
, b(k + 1) =

[
s2

s∗
1

]

In this case of spacetime processing it is easy to show by
following arguments similar to those in example 1 that all
interference is eliminated and since

Qx
mQxH

m = I2×2, m = 1, 2

are identity matrices

Dx
m = ±trace(GGH

)sx
m +

k+1∑
i=k

qxH

m (i)GH(0)v(i)

x = r, j m = 1, 2 (12)

and the corresponding SNR per real symbol is found to be

SNR = Es

σ 2
trace(GGH

) = Es

σ 2

2∑
i=1

2∑
j=1

|gi
j |2
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Example 3. Consider now the case of M = 1, A > 1
corresponding to pure receive diversity. In this case
the matrix G reduces to a vector A × 1. Similarly, the
transmit weight matrices reduce to scalars and after some
calculations we find that the corresponding maximum
SNR per real symbol is

SNR = Es

σ 2

A∑
i=1

|gi
1|2

which corresponds to the case of Maximal Ratio Combin-
ing.

From these examples, we conclude the following:

1. In the case of space-only processing (Example 1),
it is important that both the transmitter and the
receiver know the channel, that is, the matrix G, to
maximize the output SNR. This is achieved when the
transmit weight vector q is equal to the eigenvector
of G corresponding to the largest eigenvalue.

2. On the other hand, in the case of spacetime
processing of Example 2, the transmitter does not
need to know the channel. Obviously the receiver
still requires knowledge of the channel for decoding.

3. Examples 2 and 3 indicate that the spacetime
diversity gain with M transmit and A receive
antennas is of the order M · A. Thus, in Example 3,
in order to achieve similar gains as in Example 2,
we must choose A = 4. Similar arguments can be
made for the case of transmit only diversity where
M > 1, A = 1.

4. Spacetime diversity exploits the propagation envi-
ronment itself to improve the performance. The
richer the multipath channel (matrix G), the higher
the diversity gain is.

4. SPACETIME DIVERSITY AND SEMIBLIND CHANNEL
EQUALIZATION

In multiaccess communications, channel resources are
allocated in ways that require either strict cooperation
among users, such as in time- or frequency-division
multiple access (TDMA or FDMA), or not, as in code-
or space-division multiple access (DS-CDMA or SDMA).
DS-CDMA and SDMA systems generally require more
complex receivers than do TDMA or FDMA since

the received data may contain interference from other
users (multiuser interference, also called multiple-access
interference (MAI)). The amount of interference that
one user contributes to another is dependent on the
orthogonality between their received signals. In DS-CDMA
systems, orthogonality may exist on the transmitting end
by assigning orthogonal spreading codes to users but will
not exist on the receiver end because of propagation
effects (multipath propagation in the case of wireless
channels). The end result is that correlation-type receivers
are no longer viable and some method of multiuser
detection is needed in order to deal effectively with MAI.
Many different multiuser detection strategies have been
proposed over the past decade from prohibitively complex
[20] to extremely simple [13].

In addition to MAI there is also intersymbol inter-
ference (ISI), or self-interference, that is also caused by
multipath propagation. ISI is negligible in low-rate DS-
CDMA applications but is becoming more of an issue in
third-generation systems (where the symbol duration is
on the order of the multipath delay spread [10]). Con-
sequently, high-rate DS-CDMA systems suffer from MAI
and ISI. Thus, receivers for such systems need to perform
equalization and multiuser detection.

When MAI and ISI are present, an analytic treatment
of the spacetime diversity and coding scenario is not as
straightforward as with flat-fading single-user channels.
In any case, the unknown wireless channel must be
estimated at the receiver or directly equalized for
cancellation of the interference and detection of the
desired data symbols. In this section, we complement
the spacetime diversity and coding principles described in
the previous section with a spacetime semiblind channel
equalization technique and propose a realistic and effective
wireless communications transceiver.

4.1. Revised Signal Model

A K-user DS-CDMA system is considered. Each user
is assigned a unique spreading code with a processing
gain of N. In addition, each user transmits from an
M-element antenna array to an antenna array with A
elements. The block diagram of such a transceiver is
depicted in Fig. 2. Let bk

m[n] be the nth symbol for the
kth user from the mth transmit antenna. We assume
a 4-QAM modulation scheme bk

m[n] ∈ {e±j(π/4), e±j(3π/4)}.
Summing over all transmit antennas for all users, we
can rewrite the received signal at the ath receive antenna

Information
symbols

Burst
formation Spreading

Filtering,
semi-blind

equalization and
multiuser
detection

Spacetime
encoding

*

*

Sk

S1

S1

S2

r1(k)

rA(k)
S2

Figure 2. kth-user transceiver using 2 transmit and A receive antennas including spacetime
coding and channel equalization.
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is as

ra[n] =
K∑

k=1

M∑
m1

Nb−1∑
k=0

bk
m[nb]gk

ma[n − Nnb] + va[n] (13)

where now gk
ma[n] represents the combined impulse

response of channel plus spreading code for the kth user
from the mth transmit antenna to the ath receive antenna:

gk
ma[n] =

Lk−1∑
l=0

βmak[l]ck[n − l] (14)

In this equation {βk
ma[l]}Lk−1

l=0 represents the frequency-
selective multipath channel for the given user. The
ck[n] is the normalized spreading code for the kth user:
ck[n] ∈ {±1}/√N. Once again, it is assumed that the fading
coefficients do not change during the transmission of Nb

data symbols and that max(Lk − 1) ≤ (L − 1)N for some
integer L.

Collecting the N chips corresponding to the nbth
transmitted symbol, the received vector is written as

ra(nb) = Ga · bnb + va(nb) (15)

where

ra(l) = [ra[lN], . . . , ra[(l + 1)N − 1]]T

Ga = [Ga(L − 1), . . . , Ga(0)]

Ga(l) = [g1
1a(l), g1

2a(l), . . . , gK
Ma(l)]

gk
ia(l) = [gk

ia[lN], . . . , gk
ia[(l + 1)N − 1]]T

bnb = [b(nb − L + 1)T, . . . , b(nb)
T]T

b(l) = [b1
1[l], b1

2[l], . . . , bK
M[l]]T

va(l) = [va[lN], . . . , va[(l + 1)N − 1]]T

4.2. Interference Suppression Strategies

We now fix the number of transmit antennas per user
(M) at two and apply the block code of Example 2 (this is
similar to the Alamouti scheme [7]). In this case, symbols
for the kth user, {bk[n]}Nb−1

n=0 , are mapped as follows for each
pair of symbols ({bk[0], bk[1]}, {bk[2], bk[3]}, . . .):

bk
1[0] = bk[0]√

2
, bk

2[0] = −b∗
k[1]√
2

bk
1[1] = bk[1]√

2
, bk

2[1] = b∗
k[0]√

2

The additional normalization by
√

2 has been intro-
duced so that the total transmitted energy remains con-
stant and independent of M. In the receiver we employ two
linear filters. The first, W1, is trained to extract the even-
numbered symbols (b1[0], b1[2], . . .) and the other, W2, is
trained to extract the odd-numbered symbols (in this case
user number one is the desired user).

4.2.1. Least-Squares Optimization. Using least squares,
the solution then becomes

WLS
1 = arg min

W

2
Nt

Nt/2−1∑
i=0

|WHr(i) − b1[2i]|2 (16)

WLS
2 = arg min

W

2
Nt

Nt/2−1∑
i=0

|WHr(i) − b∗
1[2i + 1]|2 (17)

where Nt is the number of training symbols per burst (see
Fig. 3) and

r(i) = [r1(2i)T, r∗
1(2i + 1)T, . . . , rA(2i)T, r∗

A(2i + 1)T]T

The second vector for each antenna element is conjugated
to account for the conjugate introduced by the space-
time code.

If Nt/2 ≥ 2AN, then the solution to Eqs. (16) and (17)
is well known:

WLS
1 =

RNt︷ ︸︸ ︷(
2
Nt

Nt/2−1∑
i=0

r(i)r(i)H

)−1

P
N1

t︷ ︸︸ ︷(
2
Nt

Nt/2−1∑
i=0

r(i)b∗
1[2i]

)
(18)

WLS
2 =

(
2
Nt

Nt/2−1∑
i=0

r(i)r(i)H

)−1 (
2
Nt

Nt/2−1∑
i=0

r(i)b1[2i + 1]

)
︸ ︷︷ ︸

P
N2

t

(19)

In cases where this is not true, the time-averaged
autocorrelation matrix, RNt , becomes singular, so we use
diagonal loading for regularization

WLS
1,2 = (RNt + δI2AN)−1P1,2

Nt
(20)

where δ is some small positive constant (σ 2 ideally). As
Nt → ∞, RNt → R, where R is the autocorrelation matrix

R = GBGH + σ 2I2AN (21)

Symbols

Data

0.625 ms

0.625 ms

Training

NT ND

N NDN NT

Chips

DataTraining

Spreading (N chips/symbol)

Figure 3. Burst structure.
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and

G =




G1 0
0 G∗

1...
...

GA 0
0 G∗

A


 , B = E

([
b2i

b∗
2i+1

]
[bH

2i bT
2i+1]

)

Assuming that 2AN ≥ 4KL, and that G has full rank, it
can be shown that the dimensionality of the signal space,
k, (rank(GBGH

)) is given by

κ =
{

2 · K if L = 1 (flat-fading)

2 · K · (L + 1) if L > 1
(22)

Thus, in the noiseless case (σ 2 = 0) the minimum number
of training symbols required to completely suppress
the interference (multiple access and intersymbol) is
simply 2 · κ . However, in the presence of noise and in
a time-varying propagation environment, longer training
sequences are needed. For a given length of training, the
performance degrades with decreasing SNR and is highly
dependent on the time-varying channel characteristics.
This has serious implications on both user detectability
and system spectral efficiency, which is measured as
a percentage of training data in a burst. To alleviate
this problem semiblind algorithms that utilize blind
signal estimation principles to effectively increase the
equivalent length of the training sequence have been
proposed [1,14,16]. The semiblind algorithm described
next can be effectively incorporated in a spatiotemporal
framework and provide significant performance gains as it
will be demonstrated by means of computer simulations.

4.2.2. Semiblind Processing. The objective is to find the
weight vectors that minimize the cost functions

W1 = arg min
W

2
Nb

Nb/2−1∑
i=0

|WHr(i) − b1[2i]|2 (23)

W2 = arg min
W

2
Nb

Nb/2−1∑
i=0

|WHr(i) − b∗
1[2i + 1]|2 (24)

given the following information about the source symbols:

• b1[i] is known for i = 0, . . . , Nt − 1 (training symbols),
• |b1[i]| = 1, i = 0, . . . , Nb − 1.

Our strategy is to use an alternating projection
approach such as that discussed by van der Veen [2].
For the ith iteration of the weight vector, let

b̃1(i)
1

�=
{

b1
Nt

,
WH(i)

1 r(Nt/2)

|WH(i)
1 r(Nt/2)| , . . . ,

WH(i)
1 r(Nb/2 − 1)

|WH(i)
1 r(Nb/2 − 1)|

}

b̃2(i)
1

�=
{

b2
Nt

,
WH(i)

2 r(Nt/2)

|WH(i)
2 r(Nt/2)| , . . . ,

WH(i)
2 r(Nb/2 − 1)

|WH(i)
2 r(Nb/2 − 1)|

}

where b1
Nt

= [b1[0], b1[2], . . . , b1[Nt − 2]] and b2
Nt

= [b1[1],
b1[3], . . . , b1[Nt − 1]]) are a sequence that contains

the known Nt source symbols, and (Nb − Nt)/2 esti-
mated source symbols (via the Godard-type nonlinearity
WH

1 r(k)

|WH
1 r(k)| ). The function

WH
1 r(k)

|WH
1 r(k)| is chosen based on a

priori knowledge of the source constellation (it returns a
complex number with unit magnitude). If the initializa-
tion is accurate, then it will return the correct phase of the
source symbol. We refer to the corresponding (Nb − Nt)/2
symbols in b̃1(i)

1 (b̃2(i)
1 ) as pseudotraining symbols.

The sequence b̃1(i)
1 (b̃2(i)

1 ) is then used to estimate a
new cross-correlation vector, P̃1(i)

Nb
(P̃2(i)

Nb
), and W(i)

1 (W(i)
2 ) is

updated using this new vector and signal space parameters
computed from eigen-decomposition of the time-averaged
autocorrelation matrix RNb :

P̃1(i)
Nb

= 2
Nb

Nb/2−1∑
k=0

b̃∗1(i)
1 (k)r(k) (25)

P̃2(i)
Nb

= 2
Nb

Nb/2−1∑
k=0

b̃2(i)
1 (k)r(k) (26)

W(i+1)

1 = ÛS�̂−1
S ÛH

S P̃1(i)
Nb

(27)

W(i+1)

2 = ÛS�̂−1
S ÛH

S P̃2(i)
Nb

(28)

where US are the signal space eigenvectors and �S are
the signal space eigenvalues. The complete algorithm is
given in Table 1. The algorithm is called the (semiblind
constant-modulus algorithm) (SBCMA).

5. SIMULATION EXAMPLES

This section compares the MSE and probability of error
performance of the SBCMA algorithm against LS. Channel
coefficients, {βk

ia[l]}Lk−1
l=0 , are randomly generated for each

user (k = 1, . . . , K) and for each transmitter/receiver
pair (i = 1, 2, a = 1, . . . , A) from a complex Gaussian
distribution of unit variance and zero mean. The channel
coefficients do not change during the transmission of Nb

data symbols. SNR is defined as 10 log10(1/σ 2). In all cases

Table 1. SBCMA

In: Ûs, �̂s, {r(k)}Nb/2−1
k=0 , {b1[k]}Nt−1

k=0 , ζ Out: W1,2

H �= Ûs�̂
−1
s ÛH

s

X �= [r(0), . . . , r(Nb/2 − 1)]

Choose W(0)
1 = WLS

1 , W(0)
2 = WLS

2

for i = 0, 1, . . .

a. Y1 = (W(i)H
1 X)/|W(i)H

1 X|
Y2 = (W(i)H

2 X)/|W(i)H
2 X|

b̃1 = [b1
Nt, Y1[Nt/2], . . . , Y1[Nb/2 − 1]]

b̃2 = [b2
Nt, Y2[Nt/2], . . . , Y2[Nb/2 − 1]]

b. P̃1(i)
Nb

= (X · b̃H
1 )/(Nb/2)

P̃2(i)
Nb

= (X · b̃T
2 )/(Nb/2)

c. W(i+1)
1 = H · P̃1(i)

Nb
, W(i+1)

2 = H · P̃2(i)
Nb

until ||W(i+1)
1 − W(i)

1 ||2/||W(i)
1 ||2 < ζ
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ζ = 10−5, and N = 7. The signal space rank was estimated
using the MDL criterion.

Figure 4 demonstrates the zero-forcing ability of the LS
filter when the number of training symbols is greater than
the signal space dimensionality [as predicted by Eq. (22)].
In this case L = 2 and K is increased from 1 to 4. It is
seen that once Nt ≥ 2 · κ there is complete suppression of
multiple access and intersymbol interference.

Figure 5 compares the MSE performance of the SBCMA
with LS under the conditions that K = 3, L = 2 and A = 2
or A = 4. It is observed that the SBCMA uses significantly
fewer training symbols than the LS and that the SBCMA
is able to converge using fewer training symbols than
required by LS in the noiseless case (36 in this case). When
A = 4, the MSE is significantly lower but the required
number of training symbols for convergence is roughly the
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same. This can be understood from the fact that increasing
A does not increase the column space of G.

Finally, Fig. 6 compares the probability of error
performance of the SBCMA with LS under the same
conditions as above. Again, we observe the superior
convergence speed of the SBCMA over LS.

6. CONCLUSION

Some theoretical results and a practical approach on
spatio-temporal signal processing for wireless communica-
tions have been presented. The investigation for efficient
utilization of multiple antennas at both ends of a wireless
transceiver combined has raised the expectations for sig-
nificant increases of the system capacity but at the same
time created new challenges in developing the required
signal processing technologies. The research and devel-
opments in this area are ongoing, and the corresponding
literature is rapidly increasing as we now try to define the
systems that will succeed the third generation of wireless
mobile systems.
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1. INTRODUCTION

Speech coding is the process of obtaining a compact
representation of voice signals for efficient transmission
over band-limited wired and wireless channels and/or
storage. Today, speech coders have become essential
components in telecommunications and in the multimedia
infrastructure. Commercial systems that rely on efficient
speech coding include cellular communication, voice over
internet protocol (VOIP), videoconferencing, electronic
toys, archiving, and digital simultaneous voice and data
(DSVD), as well as numerous PC-based games and
multimedia applications.

Speech coding is the art of creating a minimally
redundant representation of the speech signal that can
be efficiently transmitted or stored in digital media, and
decoding the signal with the best possible perceptual
quality. Like any other continuous-time signal, speech may
be represented digitally through the processes of sampling
and quantization; speech is typically quantized using
either 16-bit uniform or 8-bit companded quantization.
Like many other signals, however, a sampled speech
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signal contains a great deal of information that is
either redundant (nonzero mutual information between
successive samples in the signal) or perceptually irrelevant
(information that is not perceived by human listeners).
Most telecommunications coders are lossy, meaning that
the synthesized speech is perceptually similar to the
original but may be physically dissimilar.

A speech coder converts a digitized speech signal into
a coded representation, which is usually transmitted in
frames. A speech decoder receives coded frames and syn-
thesizes reconstructed speech. Standards typically dictate
the input–output relationships of both coder and decoder.
The input–output relationship is specified using a ref-
erence implementation, but novel implementations are
allowed, provided that input–output equivalence is main-
tained. Speech coders differ primarily in bit rate (mea-
sured in bits per sample or bits per second), complexity
(measured in operations per second), delay (measured in
milliseconds between recording and playback), and percep-
tual quality of the synthesized speech. Narrowband (NB)
coding refers to coding of speech signals whose bandwidth
is less than 4 kHz (8 kHz sampling rate), while wideband
(WB) coding refers to coding of 7-kHz-bandwidth signals
(14–16 kHz sampling rate). NB coding is more common
than WB coding mainly because of the narrowband nature
of the wireline telephone channel (300–3600 Hz). More
recently, however, there has been an increased effort in
wideband speech coding because of several applications
such as videoconferencing.

There are different types of speech coders. Table 1
summarizes the bit rates, algorithmic complexity, and
standardized applications of the four general classes of
coders described in this article; Table 2 lists a selection
of specific speech coding standards. Waveform coders
attempt to code the exact shape of the speech signal
waveform, without considering the nature of human
speech production and speech perception. These coders
are high-bit-rate coders (typically above 16 kbps). Linear
prediction coders (LPCs), on the other hand, assume that
the speech signal is the output of a linear time-invariant
(LTI) model of speech production. The transfer function
of that model is assumed to be all-pole (autoregressive
model). The excitation function is a quasiperiodic signal
constructed from discrete pulses (1–8 per pitch period),
pseudorandom noise, or some combination of the two. If
the excitation is generated only at the receiver, based on a
transmitted pitch period and voicing information, then the
system is designated as an LPC vocoder. LPC vocoders that
provide extra information about the spectral shape of the
excitation have been adopted as coder standards between
2.0 and 4.8 kbps. LPC-based analysis-by-synthesis coders

(LPC-AS), on the other hand, choose an excitation function
by explicitly testing a large set of candidate excitations
and choosing the best. LPC-AS coders are used in most
standards between 4.8 and 16 kbps. Subband coders are
frequency-domain coders that attempt to parameterize the
speech signal in terms of spectral properties in different
frequency bands. These coders are less widely used than
LPC-based coders but have the advantage of being scalable
and do not model the incoming signal as speech. Subband
coders are widely used for high-quality audio coding.

This article is organized as follows. Sections 2, 3,
4 and 5 present the basic principles behind waveform
coders, subband coders, LPC-based analysis-by-synthesis
coders, and LPC-based vocoders, respectively. Section 6
describes the different quality metrics that are used
to evaluate speech coders, while Section 7 discusses a
variety of issues that arise when a coder is implemented
in a communications network, including voice over IP,
multirate coding, and channel coding. Section 8 presents
an overview of standardization activities involving speech
coding, and we conclude in Section 9 with some final
remarks.

2. WAVEFORM CODING

Waveform coders attempt to code the exact shape of the
speech signal waveform, without considering in detail the
nature of human speech production and speech perception.
Waveform coders are most useful in applications that
require the successful coding of both speech and nonspeech
signals. In the public switched telephone network (PSTN),
for example, successful transmission of modem and
fax signaling tones, and switching signals is nearly as
important as the successful transmission of speech. The
most commonly used waveform coding algorithms are
uniform 16-bit PCM, companded 8-bit PCM [48], and
ADPCM [46].

2.1. Pulse Code Modulation (PCM)

Pulse code modulation (PCM) is the name given to
memoryless coding algorithms that quantize each sample
of s(n) using the same reconstruction levels ŝk, k =
0, . . . , m, . . . , K, regardless of the values of previous
samples. The reconstructed signal ŝ(n) is given by

ŝ(n) = ŝm for s(n) s.t. (s(n) − ŝm)2 = min
k=0,...,K

(s(n) − ŝk)
2

(1)

Many speech and audio applications use an odd number of
reconstruction levels, so that background noise signals
with a very low level can be quantized exactly to

Table 1. Characteristics of Standardized Speech Coding Algorithms in Each of
Four Broad Categories

Speech Coder Class Rates (kbps) Complexity Standardized Applications Section

Waveform coders 16–64 Low Landline telephone 2
Subband coders 12–256 Medium Teleconferencing, audio 3
LPC-AS 4.8–16 High Digital cellular 4
LPC vocoder 2.0–4.8 High Satellite telephony, military 5
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Table 2. A Representative Sample of Speech Coding Standards

Application
Rate

(kbps)
BW

(kHz)
Standards

Organization
Standard
Number Algorithm Year

Landline telephone 64 3.4 ITU G.711 µ-law or A-law PCM 1988
16–40 3.4 ITU G.726 ADPCM 1990
16–40 3.4 ITU G.727 ADPCM 1990

Tele conferencing 48–64 7 ITU G.722 Split-band ADPCM 1988
16 3.4 ITU G.728 Low-delay CELP 1992

Digital 13 3.4 ETSI Full-rate RPE-LTP 1992
cellular 12.2 3.4 ETSI EFR ACELP 1997

7.9 3.4 TIA IS-54 VSELP 1990
6.5 3.4 ETSI Half-rate VSELP 1995
8.0 3.4 ITU G.729 ACELP 1996

4.75–12.2 3.4 ETSI AMR ACELP 1998
1–8 3.4 CDMA-TIA IS-96 QCELP 1993

Multimedia 5.3–6.3 3.4 ITU G.723.1 MPLPC, CELP 1996
2.0–18.2 3.4–7.5 ISO MPEG-4 HVXC, CELP 1998

Satellite telephony 4.15 3.4 INMARSAT M IMBE 1991
3.6 3.4 INMARSAT Mini-M AMBE 1995

Secure communications 2.4 3.4 DDVPC FS1015 LPC-10e 1984
2.4 3.4 DDVPC MELP MELP 1996
4.8 3.4 DDVPC FS1016 CELP 1989

16–32 3.4 DDVPC CVSD CVSD

ŝK/2 = 0. One important exception is the A-law companded
PCM standard [48], which uses an even number of
reconstruction levels.

2.1.1. Uniform PCM. Uniform PCM is the name given
to quantization algorithms in which the reconstruction
levels are uniformly distributed between Smax and Smin.
The advantage of uniform PCM is that the quantization
error power is independent of signal power; high-power
signals are quantized with the same resolution as
low-power signals. Invariant error power is considered
desirable in many digital audio applications, so 16-bit
uniform PCM is a standard coding scheme in digital audio.

The error power and SNR of a uniform PCM coder
vary with bit rate in a simple fashion. Suppose that a
signal is quantized using B bits per sample. If zero is a
reconstruction level, then the quantization step size � is

� = Smax − Smin

2B − 1
(2)

Assuming that quantization errors are uniformly dis-
tributed between �/2 and −�/2, the quantization error
power is

10 log10 E[e2(n)] = 10 log10
�2

12
≈ constant + 20 log10(Smax − Smin) − 6B (3)

2.1.2. Companded PCM. Companded PCM is the name
given to coders in which the reconstruction levels ŝk are
not uniformly distributed. Such coders may be modeled
using a compressive nonlinearity, followed by uniform
PCM, followed by an expansive nonlinearity:

s(n) → compress → t(n) → uniform PCM

→ t̂(n) → expand → ŝ(n) (4)

It can be shown that, if small values of s(n) are more
likely than large values, expected error power is minimized
by a companding function that results in a higher density
of reconstruction levels x̂k at low signal levels than at
high signal levels [78]. A typical example is the µ-law
companding function [48] (Fig. 1), which is given by

t(n) = Smax
log(1 + µ|s(n)/Smax|)

log(1 + µ)
sign(s(n)) (5)

where µ is typically between 0 and 256 and determines
the amount of nonlinear compression applied.

2.2. Differential PCM (DPCM)

Successive speech samples are highly correlated. The long-
term average spectrum of voiced speech is reasonably
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Figure 1. µ-law companding function, µ = 0, 1, 2, 4, 8, . . . , 256.
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Figure 2. Schematic of a DPCM coder.

well approximated by the function S(f ) = 1/f above about
500 Hz; the first-order intersample correlation coefficient
is approximately 0.9. In differential PCM, each sample
s(n) is compared to a prediction sp(n), and the difference
is called the prediction residual d(n) (Fig. 2). d(n) has
a smaller dynamic range than s(n), so for a given error
power, fewer bits are required to quantize d(n).

Accurate quantization of d(n) is useless unless it
leads to accurate quantization of s(n). In order to avoid
amplifying the error, DPCM coders use a technique copied
by many later speech coders; the encoder includes an
embedded decoder, so that the reconstructed signal ŝ(n) is
known at the encoder. By using ŝ(n) to create sp(n), DPCM
coders avoid amplifying the quantization error:

d(n) = s(n) − sp(n) (6)

ŝ(n) = d̂(n) + sp(n) (7)

e(n) = s(n) − ŝ(n) = d(n) − d̂(n) (8)

Two existing standards are based on DPCM. In the
first type of coder, continuously varying slope delta
modulation (CVSD), the input speech signal is upsampled
to either 16 or 32 kHz. Values of the upsampled signal are
predicted using a one-tap predictor, and the difference
signal is quantized at one bit per sample, with an
adaptively varying �. CVSD performs badly in quiet
environments, but in extremely noisy environments (e.g.,
helicopter cockpit), CVSD performs better than any
LPC-based algorithm, and for this reason it remains
the U.S. Department of Defense recommendation for
extremely noisy environments [64,96].

DPCM systems with adaptive prediction and quan-
tization are referred to as adaptive differential PCM
systems (ADPCM). A commonly used ADPCM standard
is G.726, which can operate at 16, 24, 32, or 40 kbps
(2–5 bits/sample) [45]. G.726 ADPCM is frequently used
at 32 kbps in landline telephony. The predictor in G.726
consists of an adaptive second-order IIR predictor in series
with an adaptive sixth-order FIR predictor. Filter coef-
ficients are adapted using a computationally simplified
gradient descent algorithm. The prediction residual is
quantized using a semilogarithmic companded PCM quan-
tizer at a rate of 2–5 bits per sample. The quantization
step size adapts to the amplitude of previous samples of
the quantized prediction error signal; the speed of adapta-
tion is controlled by an estimate of the type of signal, with
adaptation to speech signals being faster than adaptation
to signaling tones.

3. SUBBAND CODING

In subband coding, an analysis filterbank is first used to
filter the signal into a number of frequency bands and
then bits are allocated to each band by a certain criterion.
Because of the difficulty in obtaining high-quality speech
at low bit rates using subband coding schemes, these
techniques have been used mostly for wideband medium
to high bit rate speech coders and for audio coding.

For example, G.722 is a standard in which ADPCM
speech coding occurs within two subbands, and bit
allocation is set to achieve 7-kHz audio coding at rates
of 64 kbps or less.

In Refs. 12,13, and 30 subband coding is proposed as
a flexible scheme for robust speech coding. A speech pro-
duction model is not used, ensuring robustness to speech
in the presence of background noise, and to nonspeech
sources. High-quality compression can be achieved by
incorporating masking properties of the human auditory
system [54,93]. In particular, Tang et al. [93] present a
scheme for robust, high-quality, scalable, and embedded
speech coding. Figure 3 illustrates the basic structure
of the coder. Dynamic bit allocation and prioritization
and embedded quantization are used to optimize the per-
ceptual quality of the embedded bitstream, resulting in
little performance degradation relative to a nonembedded
implementation. A subband spectral analysis technique
was developed that substantially reduces the complexity
of computing the perceptual model.

The encoded bitstream is embedded, allowing the
coder output to be scalable from high quality at higher
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Figure 3. Structure of a perceptual subband speech coder [93].
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bit rates, to lower quality at lower rates, supporting
a wide range of service and resource utilization. The
lower bit rate representation is obtained simply through
truncation of the higher bit rate representation. Since
source rate adaptation is performed through truncation
of the encoded stream, interaction with the source coder
is not required, making the coder ideally suited for rate
adaptive communication systems.

Even though subband coding is not widely used for
speech coding today, it is expected that new standards
for wideband coding and rate-adaptive schemes will be
based on subband coding or a hybrid technique that
includes subband coding. This is because subband coders
are more easily scalable in bit rate than standard CELP
techniques, an issue which will become more critical for
high-quality speech and audio transmission over wireless
communication channels and the Internet, allowing the
system to seamlessly adapt to changes in both the
transmission environment and network congestion.

4. LPC-BASED ANALYSIS BY SYNTHESIS

An analysis-by-synthesis speech coder consists of the
following components:

• A model of speech production that depends on certain
parameters θ :

ŝ(n) = f (θ) (9)

• A list of K possible parameter sets for the model

θ1, . . . , θk, . . . , θK (10)

• An error metric |Ek|2 that compares the original
speech signal s(n) and the coded speech signal ŝ(n).
In LPC-AS coders, |Ek|2 is typically a perceptually
weighted mean-squared error measure.

A general analysis-by-synthesis coder finds the opti-
mum set of parameters by synthesizing all of the K
different speech waveforms ŝk(n) corresponding to the
K possible parameter sets θk, computing |Ek|2 for each
synthesized waveform, and then transmitting the index of
the parameter set which minimizes |Ek|2. Choosing a set
of transmitted parameters by explicitly computing ŝk(n) is
called ‘‘closed loop’’ optimization, and may be contrasted
with ‘‘open-loop’’ optimization, in which coder parameters
are chosen on the basis of an analytical formula without
explicit computation of ŝk(n). Closed-loop optimization of
all parameters is prohibitively expensive, so LPC-based
analysis-by-synthesis coders typically adopt the following
compromise. The gross spectral shape is modeled using an
all-pole filter 1/A(z) whose parameters are estimated in
open-loop fashion, while spectral fine structure is modeled
using an excitation function U(z) whose parameters are
optimized in closed-loop fashion (Fig. 4).

4.1. The Basic LPC Model

In LPC-based coders, the speech signal S(z) is viewed as
the output of a linear time-invariant (LTI) system whose
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Figure 4. General structure of an LPC-AS coder (a) and
decoder (b). LPC filter A(z) and perceptual weighting filter W(z)
are chosen open-loop, then the excitation vector u(n) is chosen in
a closed-loop fashion in order to minimize the error metric |E|2.

input is the excitation signal U(z), and whose transfer
function is represented by the following:

S(z) = U(z)
A(z)

= U(z)

1 −
p∑

i=1

aiz−i

(11)

Most of the zeros of A(z) correspond to resonant
frequencies of the vocal tract or formant frequencies.
Formant frequencies depend on the geometry of the vocal
tract; this is why men and women, who have different
vocal-tract shapes and lengths, have different formant
frequencies for the same sounds.

The number of LPC coefficients (p) depends on the
signal bandwidth. Since each pair of complex-conjugate
poles represents one formant frequency and since there is,
on average, one formant frequency per 1 kHz, p is typically
equal to 2BW (in kHz) + (2 to 4). Thus, for a 4 kHz speech
signal, a 10th–12th-order LPC model would be used.

This system is excited by a signal u(n) that is
uncorrelated with itself over lags of less than p + 1. If
the underlying speech sound is unvoiced (the vocal folds
do not vibrate), then u(n) is uncorrelated with itself even
at larger time lags, and may be modeled using a pseudo-
random-noise signal. If the underlying speech is voiced
(the vocal folds vibrate), then u(n) is quasiperiodic with a
fundamental period called the ‘‘pitch period.’’

4.2. Pitch Prediction Filtering

In an LPC-AS coder, the LPC excitation is allowed to vary
smoothly between fully voiced conditions (as in a vowel)
and fully unvoiced conditions (as in / s /). Intermediate
levels of voicing are often useful to model partially voiced
phonemes such as / z /.

The partially voiced excitation in an LPC-AS coder is
constructed by passing an uncorrelated noise signal c(n)

through a pitch prediction filter [2,79]. A typical pitch
prediction filter is

u(n) = gc(n) + bu(n − T0) (12)
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where T0 is the pitch period. If c(n) is unit variance white
noise, then according to Eq. (12) the spectrum of u(n) is

|U(ejω)|2 = g2

1 + b2 − 2b cos ωT0
(13)

Figure 5 shows the normalized magnitude spectrum
(1 − b)|U(ejω)| for several values of b between 0.25 and
1. As shown, the spectrum varies smoothly from a uniform
spectrum, which is heard as unvoiced, to a harmonic
spectrum that is heard as voiced, without the need for
a binary voiced/unvoiced decision.

In LPC-AS coders, the noise signal c(n) is chosen from
a ‘‘stochastic codebook’’ of candidate noise signals. The
stochastic codebook index, the pitch period, and the gains
b and g are chosen in a closed-loop fashion in order to
minimize a perceptually weighted error metric. The search
for an optimum T0 typically uses the same algorithm as
the search for an optimum c(n). For this reason, the list of
excitation samples delayed by different candidate values
of T0 is typically called an ‘‘adaptive codebook’’ [87].

4.3. Perceptual Error Weighting

Not all types of distortion are equally audible. Many
types of speech coders, including LPC-AS coders, use
simple models of human perception in order to minimize
the audibility of different types of distortion. In LPC-AS
coding, two types of perceptual weighting are commonly
used. The first type, perceptual weighting of the residual
quantization error, is used during the LPC excitation
search in order to choose the excitation vector with the
least audible quantization error. The second type, adaptive
postfiltering, is used to reduce the perceptual importance
of any remaining quantization error.

4.3.1. Perceptual Weighting of the Residual Quantization
Error. The excitation in an LPC-AS coder is chosen to
minimize a perceptually weighted error metric. Usually,
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Figure 5. Normalized magnitude spectrum of the pitch predic-
tion filter for several values of the prediction coefficient.

the error metric is a function of the time domain waveform
error signal

e(n) = s(n) − ŝ(n) (14)

Early LPC-AS coders minimized the mean-squared error

∑
n

e2(n) = 1
2π

∫ π

−π

|E(ejω)|2 dω (15)

It turns out that the MSE is minimized if the error
spectrum, E(ejω), is white — that is, if the error signal
e(n) is an uncorrelated random noise signal, as shown in
Fig. 6.

Not all noises are equally audible. In particular, noise
components near peaks of the speech spectrum are hidden
by a ‘‘masking spectrum’’ M(ejω), so that a shaped noise
spectrum at lower SNR may be less audible than a white-
noise spectrum at higher SNR (Fig. 7). The audibility of
noise may be estimated using a noise-to-masker ratio
|Ew|2:

|Ew|2 = 1
2π

∫ π

−π

|E(ejω)|2
|M(ejω)|2 dω (16)

The masking spectrum M(ejω) has peaks and valleys at
the same frequencies as the speech spectrum, but the
difference in amplitude between peaks and valleys is
somewhat smaller than that of the speech spectrum. A
variety of algorithms exist for estimating the masking
spectrum, ranging from extremely simple to extremely
complex [51]. One of the simplest model masking spectra
that has the properties just described is as follows [2]:

M(z) = |A(z/γ2)|
|A(z/γ1)| , 0 < γ2 < γ1 ≤ 1 (17)

where 1/A(z) is an LPC model of the speech spectrum.
The poles and zeros of M(z) are at the same frequencies
as the poles of 1/A(z), but have broader bandwidths. Since
the zeros of M(z) have broader bandwidth than its poles,
M(z) has peaks where 1/A(z) has peaks, but the difference
between peak and valley amplitudes is somewhat reduced.
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Figure 7. Shaped quantization noise may be less audible than
white quantization noise, even at slightly lower SNR.

The noise-to-masker ratio may be efficiently computed
by filtering the speech signal using a perceptual weighting
filter W(z) = 1/M(z). The perceptually weighted input
speech signal is

Sw(z) = W(z)S(z) (18)

Likewise, for any particular candidate excitation signal,
the perceptually weighted output speech signal is

Ŝw(z) = W(z)Ŝ(z) (19)

Given sw(n) and ŝw(n), the noise-to-masker ratio may be
computed as follows:

|Ew|2 = 1
2π

∫ π

−π

|Sw(ejω) − Ŝw(ejω)|2 dω =
∑

n

(sw(n) − ŝw(n))2

(20)

4.3.2. Adaptive Postfiltering. Despite the use of per-
ceptually weighted error minimization, the synthesized
speech coming from an LPC-AS coder may contain audible
quantization noise. In order to minimize the perceptual
effects of this noise, the last step in the decoding process is
often a set of adaptive postfilters [11,80]. Adaptive postfil-
tering improves the perceptual quality of noisy speech by
giving a small extra emphasis to features of the spectrum
that are important for human-to-human communication,
including the pitch periodicity (if any) and the peaks in
the spectral envelope.

A pitch postfilter (or long-term predictive postfilter)
enhances the periodicity of voiced speech by applying
either an FIR or IIR comb filter to the output. The time
delay and gain of the comb filter may be set equal to the
transmitted pitch lag and gain, or they may be recalculated
at the decoder using the reconstructed signal ŝ(n). The
pitch postfilter is applied only if the proposed comb filter
gain is above a threshold; if the comb filter gain is below
threshold, the speech is considered unvoiced, and no pitch
postfilter is used. For improved perceptual quality, the
LPC excitation signal may be interpolated to a higher
sampling rate in order to allow the use of fractional pitch
periods; for example, the postfilter in the ITU G.729 coder
uses pitch periods quantized to 1

8 sample.

A short-term predictive postfilter enhances peaks in the
spectral envelope. The form of the short-term postfilter is
similar to that of the masking function M(z) introduced
in the previous section; the filter has peaks at the same
frequencies as 1/A(z), but the peak-to-valley ratio is less
than that of A(z).

Postfiltering may change the gain and the average
spectral tilt of ŝ(n). In order to correct these problems,
systems that employ postfiltering may pass the final signal
through a one-tap FIR preemphasis filter, and then modify
its gain, prior to sending the reconstructed signal to a D/A
converter.

4.4. Frame-Based Analysis

The characteristics of the LPC excitation signal u(n)

change quite rapidly. The energy of the signal may change
from zero to nearly full amplitude within one millisecond
at the release of a plosive sound, and a mistake of more
than about 5 ms in the placement of such a sound is
clearly audible. The LPC coefficients, on the other hand,
change relatively slowly. In order to take advantage of the
slow rate of change of LPC coefficients without sacrificing
the quality of the coded residual, most LPC-AS coders
encode speech using a frame–subframe structure, as
depicted in Fig. 8. A frame of speech is approximately
20 ms in length, and is composed of typically three to four
subframes. The LPC excitation is transmitted only once
per subframe, while the LPC coefficients are transmitted
only once per frame. The LPC coefficients are computed
by analyzing a window of speech that is usually longer
than the speech frame (typically 30–60 ms). In order
to minimize the number of future samples required to
compute LPC coefficients, many LPC-AS coders use an
asymmetric window that may include several hundred
milliseconds of past context, but that emphasizes the
samples of the current frame [21,84].

The perceptually weighted original signal sw(n) and
weighted reconstructed signal ŝw(n) in a given subframe

n

Speech signal s(n)

LPC coefficients Excitation indices and gains

LPC analysis window
(typically 30-60ms)

Sub-frames for excitation search
(typically 3-4/ frame)

Speech frame for codec
synchronization (typically 20ms)

Figure 8. The frame/subframe structure of most LPC analysis
by synthesis coders.
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are often written as L-dimensional row vectors S and Ŝ,
where the dimension L is the length of a subframe:

Sw = [sw(0), . . . , sw(L − 1)], Ŝw = [ŝw(0), . . . , ŝw(L − 1)]
(21)

The core of an LPC-AS coder is the closed-loop
search for an optimum coded excitation vector U, where
U is typically composed of an ‘‘adaptive codebook’’
component representing the periodicity, and a ‘‘stochastic
codebook’’ component representing the noiselike part of
the excitation. In general, U may be represented as
the weighted sum of several ‘‘shape vectors’’ Xm, m =
1, . . . , M, which may be drawn from several codebooks,
including possibly multiple adaptive codebooks and
multiple stochastic codebooks:

U = GX, G = [g1, g2, . . .], X =

X1

X2
...


 (22)

The choice of shape vectors and the values of the gains
gm are jointly optimized in a closed-loop search, in
order to minimize the perceptually weighted error metric
|Sw − Ŝw|2.

The value of Sw may be computed prior to any codebook
search by perceptually weighting the input speech vector.
The value of Ŝw must be computed separately for each
candidate excitation, by synthesizing the speech signal
ŝ(n), and then perceptually weighting to obtain ŝw(n).
These operations may be efficiently computed, as described
below.

4.4.1. Zero State Response and Zero Input Response. Let
the filter H(z) be defined as the composition of the LPC
synthesis filter and the perceptual weighting filter, thus
H(z) = W(z)/A(z). The computational complexity of the
excitation parameter search may be greatly simplified
if Ŝw is decomposed into the zero input response (ZIR)
and zero state response (ZSR) of H(z) [97]. Note that the
weighted reconstructed speech signal is

Ŝw = [ŝw(0), . . . , ŝw(L − 1)], ŝw(n) =
∞∑

i=0

h(i)u(n − i)

(23)

where h(n) is the infinite-length impulse response of H(z).
Suppose that ŝw(n) has already been computed for n < 0,
and the coder is now in the process of choosing the optimal
u(n) for the subframe 0 ≤ n ≤ L − 1. The sum above can be
divided into two parts: a part that depends on the current
subframe input, and a part that does not:

Ŝw = ŜZIR + UH (24)

where ŜZIR contains samples of the zero input response
of H(z), and the vector UH contains the zero state
response. The zero input response is usually computed by
implementing the recursive filter H(z) = W(z)/A(z) as the
sequence of two IIR filters, and allowing the two filters to

run for L samples with zero input. The zero state response
is usually computed as the matrix product UH, where

H =




h(0) h(1) . . . h(L − 1)

0 h(0) . . . h(L − 2)
...

...
...

...
0 0 . . . h(0)


 ,

U = [u(0), . . . , u(L − 1)] (25)

Given a candidate excitation vector U, the perceptually
weighted error vector E may be defined as

Ew = Sw − Ŝw = S̃ − UH (26)

where the target vector S̃ is

S̃ = Sw − ŜZIR (27)

The target vector needs to be computed only once per
subframe, prior to the codebook search. The objective of
the codebook search, therefore, is to find an excitation
vector U that minimizes |S̃ − UH|2.

4.4.2. Optimum Gain and Optimum Excitation. Recall
that the excitation vector U is modeled as the weighted
sum of a number of codevectors Xm, m = 1, . . . , M. The
perceptually weighted error is therefore:

|E|2 = |S̃ − GXH|2 = S̃S̃′ − 2GXHS̃′ + GXH(GXH)′ (28)

where prime denotes transpose. Minimizing |E|2 requires
optimum choice of the shape vectors X and of the gains G. It
turns out that the optimum gain for each excitation vector
can be computed in closed form. Since the optimum gain
can be computed in closed form, it need not be computed
during the closed-loop search; instead, one can simply
assume that each candidate excitation, if selected, would
be scaled by its optimum gain. Assuming an optimum gain
results in an extremely efficient criterion for choosing the
optimum excitation vector [3].

Suppose we define the following additional bits of
notation:

RX = XHS̃′, � = XH(XH)′ (29)

Then the mean-squared error is

|E|2 = S̃S̃′ − 2GRX + G�G′ (30)

For any given set of shape vectors X, G is chosen so that
|E|2 is minimized, which yields

G = R′
X�−1 (31)

If we substitute the minimum MSE value of G into
Eq. (30), we get

|E|2 = S̃S̃′ − R′
X�−1RX (32)
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Hence, in order to minimize the perceptually weighted
MSE, we choose the shape vectors X in order to maximize
the covariance-weighted sum of correlations:

Xopt = arg max(R′
X�−1RX) (33)

When the shape matrix X contains more than one row,
the matrix inversion in Eq. (33) is often computed using
approximate algorithms [4]. In the VSELP coder [25],
X is transformed using a modified Gram–Schmidt
orthogonalization so that � has a diagonal structure, thus
simplifying the computation of Eq. (33).

4.5. Types of LPC-AS Coder

4.5.1. Multipulse LPC (MPLPC). In the multipulse LPC
algorithm [4,50], the shape vectors are impulses. U is
typically formed as the weighted sum of 4–8 impulses per
subframe.

The number of possible combinations of impulses
grows exponentially in the number of impulses, so joint
optimization of the positions of all impulses is usually
impossible. Instead, most MPLPC coders optimize the
pulse positions one at a time, using something like
the following strategy. First, the weighted zero state
response of H(z) corresponding to each impulse location
is computed. If Ck is an impulse located at n = k, the
corresponding weighted zero state response is

CkH = [0, . . . , 0, h(0), h(1), . . . , h(L − k − 1)] (34)

The location of the first impulse is chosen in order to
optimally approximate the target vector S̃1 = S̃, using the
methods described in the previous section. After selecting
the first impulse location k1, the target vector is updated
according to

S̃m = S̃m−1 − Ckm−1 H (35)

Additional impulses are chosen until the desired number
of impulses is reached. The gains of all pulses may be
reoptimized after the selection of each new pulse [87].

Variations are possible. The multipulse coder described
in ITU standard G.723.1 transmits a single gain for all the
impulses, plus sign bits for each individual impulse. The
G.723.1 coder restricts all impulse locations to be either
odd or even; the choice of odd or even locations is coded
using one bit per subframe [50]. The regular pulse excited
LPC algorithm, which was the first GSM full-rate speech
coder, synthesized speech using a train of impulses spaced
one per 4 samples, all scaled by a single gain term [65].
The alignment of the pulse train was restricted to one
of four possible locations, chosen in a closed-loop fashion
together with a gain, an adaptive codebook delay, and an
adaptive codebook gain.

Singhal and Atal demonstrated that the quality of
MPLPC may be improved at low bit rates by modeling
the periodic component of an LPC excitation vector using
a pitch prediction filter [87]. Using a pitch prediction filter,
the LPC excitation signal becomes

u(n) = bu(n − D) +
M∑

m=1

ckm (n) (36)

where the signal ck(n) is an impulse located at n = k
and b is the pitch prediction filter gain. Singhal and Atal
proposed choosing D before the locations of any impulses
are known, by minimizing the following perceptually
weighted error:

|ED|2 = |S̃ − bXDH|2, XD = [u(−D), . . . , u((L − 1) − D)]
(37)

The G.723.1 multipulse LPC coder and the GSM
(Global System for Mobile Communication) full-rate RPE-
LTP (regular-pulse excitation with long-term prediction)
coder both use a closed-loop pitch predictor, as do all
standardized variations of the CELP coder (see Sections
4.5.2 and 4.5.3). Typically, the pitch delay and gain are
optimized first, and then the gains of any additional
excitation vectors (e.g., impulses in an MPLPC algorithm)
are selected to minimize the remaining error.

4.5.2. Code-Excited LPC (CELP). LPC analysis finds
a filter 1/A(z) whose excitation is uncorrelated for
correlation distances smaller than the order of the filter.
Pitch prediction, especially closed-loop pitch prediction,
removes much of the remaining intersample correlation.
The spectrum of the pitch prediction residual looks like the
spectrum of uncorrelated Gaussian noise, but replacing the
residual with real noise (noise that is independent of the
original signal) yields poor speech quality. Apparently,
some of the temporal details of the pitch prediction
residual are perceptually important. Schroeder and Atal
proposed modeling the pitch prediction residual using a
stochastic excitation vector ck(n) chosen from a list of
stochastic excitation vectors, k = 1, . . . , K, known to both
the transmitter and receiver [85]:

u(n) = bu(n − D) + gck(n) (38)

The list of stochastic excitation vectors is called a stochastic
codebook, and the index of the stochastic codevector is
chosen in order to minimize the perceptually weighted
error metric |Ek|2. Rose and Barnwell discussed the
similarity between the search for an optimum stochastic
codevector index k and the search for an optimum predictor
delay D [82], and Kleijn et al. coined the term ‘‘adaptive
codebook’’ to refer to the list of delayed excitation signals
u(n − D) which the coder considers during closed-loop
pitch delay optimization (Fig. 9).

The CELP algorithm was originally not considered effi-
cient enough to be used in real-time speech coding, but
a number of computational simplifications were proposed
that resulted in real-time CELP-like algorithms. Trancoso
and Atal proposed efficient search methods based on the
truncated impulse response of the filter W(z)/A(z), as dis-
cussed in Section 4.4 [3,97]. Davidson and Lin separately
proposed center clipping the stochastic codevectors, so that
most of the samples in each codevector are zero [15,67].
Lin also proposed structuring the stochastic codebook so
that each codevector is a slightly-shifted version of the pre-
vious codevector; such a codebook is called an overlapped
codebook [67]. Overlapped stochastic codebooks are rarely
used in practice today, but overlapped-codebook search
methods are often used to reduce the computational com-
plexity of an adaptive codebook search. In the search of
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Figure 9. The code-excited LPC algorithm (CELP) constructs an
LPC excitation signal by optimally choosing input vectors from
two codebooks: an ‘‘adaptive’’ codebook, which represents the
pitch periodicity; and a ‘‘stochastic’’ codebook, which represents
the unpredictable innovations in each speech frame.

an overlapped codebook, the correlation RX and autocor-
relation � introduced in Section 4.4 may be recursively
computed, thus greatly reducing the complexity of the
codebook search [63].

Most CELP coders optimize the adaptive codebook
index and gain first, and then choose a stochastic
codevector and gain in order to minimize the remaining
perceptually weighted error. If all the possible pitch
periods are longer than one subframe, then the entire
content of the adaptive codebook is known before the
beginning of the codebook search, and the efficient
overlapped codebook search methods proposed by Lin
may be applied [67]. In practice, the pitch period of a
female speaker is often shorter than one subframe. In
order to guarantee that the entire adaptive codebook is
known before beginning a codebook search, two methods
are commonly used: (1) the adaptive codebook search may
simply be constrained to only consider pitch periods longer
than L samples — in this case, the adaptive codebook will
lock onto values of D that are an integer multiple of
the actual pitch period (if the same integer multiple is not
chosen for each subframe, the reconstructed speech quality
is usually good); and (2) adaptive codevectors with delays
of D < L may be constructed by simply repeating the most
recent D samples as necessary to fill the subframe.

4.5.3. SELP, VSELP, ACELP, and LD-CELP. Rose and
Barnwell demonstrated that reasonable speech quality
is achieved if the LPC excitation vector is computed com-
pletely recursively, using two closed-loop pitch predictors
in series, with no additional information [82]. In their
‘‘self-excited LPC’’ algorithm (SELP), the LPC excitation
is initialized during the first subframe using a vector of
samples known at both the transmitter and receiver. For
all frames after the first, the excitation is the sum of an
arbitrary number of adaptive codevectors:

u(n) =
M∑

m=1

bmu(n − Dm) (39)

Kleijn et al. developed efficient recursive algorithms for
searching the adaptive codebook in SELP coder and other
LPC-AS coders [63].

Just as there may be more than one adaptive codebook,
it is also possible to use more than one stochastic codebook.
The vector-sum excited LPC algorithm (VSELP) models
the LPC excitation vector as the sum of one adaptive and
two stochastic codevectors [25]:

u(n) = bu(n − D) +
2∑

m=1

gmckm (n) (40)

The two stochastic codebooks are each relatively small
(typically 32 vectors), so that each of the codebooks may be
searched efficiently. The adaptive codevector and the two
stochastic codevectors are chosen sequentially. After selec-
tion of the adaptive codevector, the stochastic codebooks
are transformed using a modified Gram–Schmidt orthog-
onalization, so that the perceptually weighted speech
vectors generated during the first stochastic codebook
search are all orthogonal to the perceptually weighted
adaptive codevector. Because of this orthogonalization,
the stochastic codebook search results in the choice of a
stochastic codevector that is jointly optimal with the adap-
tive codevector, rather than merely sequentially optimal.
VSELP is the basis of the Telecommunications Industry
Associations digital cellular standard IS-54.

The algebraic CELP (ACELP) algorithm creates an
LPC excitation by choosing just one vector from an
adaptive codebook and one vector from a fixed codebook.
In the ACELP algorithm, however, the fixed codebook
is composed of binary-valued or trinary-valued algebraic
codes, rather than the usual samples of a Gaussian noise
process [1]. Because of the simplicity of the codevectors,
it is possible to search a very large fixed codebook very
quickly using methods that are a hybrid of standard CELP
and MPLPC search algorithms. ACELP is the basis of the
ITU standard G.729 coder at 8 kbps. ACELP codebooks
may be somewhat larger than the codebooks in a standard
CELP coder; the codebook in G.729, for example, contains
8096 codevectors per subframe.

Most LPC-AS coders operate at very low bit rates, but
require relatively large buffering delays. The low-delay
CELP coder (LD-CELP) operates at 16 kbps [10,47] and
is designed to obtain the best possible speech quality,
with the constraint that the total algorithmic delay of a
tandem coder and decoder must be no more than 2 ms.
LPC analysis and codevector search are computed once
per 2 ms (16 samples). Transmission of LPC coefficients
once per two milliseconds would require too many bits, so
LPC coefficients are computed in a recursive backward-
adaptive fashion. Before coding or decoding each frame,
samples of ŝ(n) from the previous frame are windowed, and
used to update a recursive estimate of the autocorrelation
function. The resulting autocorrelation coefficients are
similar to those that would be obtained using a relatively
long asymmetric analysis window. LPC coefficients are
then computed from the autocorrelation function using
the Levinson–Durbin algorithm.
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4.6. Line Spectral Frequencies (LSFs) or Line Spectral Pairs
(LSPs)

Linear prediction can be viewed as an inverse filtering
procedure in which the speech signal is passed through an
all-zero filter A(z). The filter coefficients of A(z) are chosen
such that the energy in the output, that is, the residual or
error signal, is minimized. Alternatively, the inverse filter
A(z) can be transformed into two other filters P(z) and
Q(z). These new filters turn out to have some interesting
properties, and the representation based on them, called
the line spectrum pairs [89,91], has been used in speech
coding and synthesis applications.

Let A(z) be the frequency response of an LPC inverse
filter of order p:

A(z) = −
p∑

i=0

aiz−i

with a0 = −1. The ai values are real, and all the zeros of
A(z) are inside the unit circle.

If we use the lattice formulation of LPC, we arrive at a
recursive relation between the mth stage [Am(z)] and the
one before it [Am−1(z)] For the pth-order inverse filter, we
have

Ap(z) = Ap−1(z) − kpz−pAp−1(z−1)

By allowing the recursion to go one more iteration, we
obtain

Ap+1(z) = Ap(z) − kp+1z−(p+1)Ap(z−1) (41)

If we choose kp+1 = ±1 in Eq. (41), we can define two new
polynomials as follows:

P(z) = A(z) − z−(p+1)A(z−1) (42)

Q(z) = A(z) + z−(p+1)A(z−1) (43)

Physically, P(z) and Q(z) can be interpreted as the inverse
transfer function of the vocal tract for the open-glottis and
closed-glottis boundary conditions, respectively [22], and
P(z)/Q(z) is the driving-point impedance of the vocal tract
as seen from the glottis [36].

If p is odd, the formulae for pn and qn are as follows:

P(z) = A(z) + z−(p+1)A(z−1)

=
(p+1)/2∏

n=1

(1 − ejpn z−1)(1 − e−jpn z−1) (44)

Q(z) = A(z) − z−(p+1)A(z−1)

= (1 − z−2)

(p−1)/2∏
n=1

(1 − ejqn z−1)(1 − e−jqn z−1) (45)

The LSFs have some interesting characteristics: the
frequencies {pn} and {qn} are related to the formant
frequencies; the dynamic range of {pn} and {qn} is
limited and the two alternate around the unit circle
(0 ≤ p1 ≤ q1 ≤ p2 . . .); {pn} and {qn} are correlated so that
intraframe prediction is possible; and they change slowly
from one frame to another, hence, interframe prediction is
also possible. The interleaving nature of the {pn} and {qn}
allow for efficient iterative solutions [58].

Almost all LPC-based coders today use the LSFs
to represent the LP parameters. Considerable recent
research has been devoted to methods for efficiently
quantizing the LSFs, especially using vector quantization
(VQ) techniques. Typical algorithms include predictive
VQ, split VQ [76], and multistage VQ [66,74]. All of these
methods are used in the ITU standard ACELP coder G.729:
the moving-average vector prediction residual is quantized
using a 7-bit first-stage codebook, followed by second-stage
quantization of two subvectors using independent 5-bit
codebooks, for a total of 17 bits per frame [49,84].

5. LPC VOCODERS

5.1. The LPC-10e Vocoder

The 2.4-kbps LPC-10e vocoder (Fig. 10) is one of the
earliest and one of the longest-lasting standards for low-
bit-rate digital speech coding [8,16]. This standard was
originally proposed in the 1970s, and was not officially
replaced until the selection of the MELP 2.4-kbps coding
standard in 1996 [64]. Speech coded using LPC-10e sounds
metallic and synthetic, but it is intelligible.

In the LPC-10e algorithm, speech is first windowed
using a Hamming window of length 22.5ms. The gain
(G) and coefficients (ai) of a linear prediction filter are
calculated for the entire frame using the Levinson–Durbin
recursion. Once G and ai have been computed, the LPC
residual signal d(n) is computed:

d(n) = 1
G

(
s(n) −

p∑
i=1

ais(n − i)

)
(46)

The residual signal d(n) is modeled using either a
periodic train of impulses (if the speech frame is voiced)
or an uncorrelated Gaussian random noise signal (if the
frame is unvoiced). The voiced/unvoiced decision is based
on the average magnitude difference function (AMDF),

�d(m) = 1
N − |m|

N−1∑
n=|m|

|d(n) − d(n − |m|)| (47)

The frame is labeled as voiced if there is a trough in �d(m)

that is large enough to be caused by voiced excitation.
Only values of m between 20 and 160 are examined,
corresponding to pitch frequencies between 50 and 400 Hz.
If the minimum value of �d(m) in this range is less than
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Figure 10. A simplified model of speech production whose
parameters can be transmitted efficiently across a digital channel.
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a threshold, the frame is declared voiced, and otherwise it
is declared unvoiced [8].

If the frame is voiced, then the LPC residual is
represented using an impulse train of period T0, where

T0 = arg
160

min
m=20

�d(m) (48)

If the frame is unvoiced, a pitch period of T0 = 0 is
transmitted, indicating that an uncorrelated Gaussian
random noise signal should be used as the excitation of
the LPC synthesis filter.

5.2. Mixed-Excitation Linear Prediction (MELP)

The mixed-excitation linear prediction (MELP) coder [69]
was selected in 1996 by the United States Department
of Defense Voice Processing Consortium (DDVPC) to
be the U.S. Federal Standard at 2.4 kbps, replacing
LPC-10e. The MELP coder is based on the LPC model
with additional features that include mixed excitation,
aperiodic pulses, adaptive spectral enhancement, pulse
dispersion filtering, and Fourier magnitude modeling [70].
The synthesis model for the MELP coder is illustrated
in Fig. 11. LP coefficients are converted to LSFs and a
multistage vector quantizer (MSVQ) is used to quantize
the LSF vectors. For voiced segments a total of 54 bits that
represent: LSF parameters (25), Fourier magnitudes of the
prediction residual signal (8), gain (8), pitch (7), bandpass
voicing (4), aperiodic flag (1), and a sync bit are sent.
The Fourier magnitudes are coded with an 8-bit VQ and
the associated codebook is searched with a perceptually-
weighted Euclidean distance. For unvoiced segments, the
Fourier magnitudes, bandpass voicing, and the aperiodic
flag bit are not sent. Instead, 13 bits that implement
forward error correction (FEC) are sent. The performance
of MELP at 2.4 kbps is similar to or better than that of the
federal standard at 4.8 kbps (FS 1016) [92]. Versions of
MELP coders operating at 1.7 kbps [68] and 4.0 kbps [90]
have been reported.

5.3. Multiband Excitation (MBE)

In multiband excitation (MBE) coding the voiced/unvoiced
decision is not a binary one; instead, a series of
voicing decisions are made for independent harmonic
intervals [31]. Since voicing decisions can be made in
different frequency bands individually, synthesized speech
may be partially voiced and partially unvoiced. An
improved version of the MBE was introduced in the late
1980s [7,35] and referred to as the IMBE coder. The IMBE
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Figure 11. The MELP speech synthesis model.

at 2.4 kbps produces better sound quality than does the
LPC-10e. The IMBE was adopted as the Inmarsat-M
coding standard for satellite voice communication at a
total rate of 6.4 kbps, including 4.15 kbps of source coding
and 2.25 kbps of channel coding [104]. The Advanced
MBE (AMBE) coder was adopted as the Inmarsat Mini-M
standard at a 4.8 kbps total data rate, including 3.6 kbps
of speech and 1.2 kbps of channel coding [18,27]. In [14]
an enhanced multiband excitation (EMBE) coder was
presented. The distinguishing features of the EMBE coder
include signal-adaptive multimode spectral modeling
and parameter quantization, a two-band signal-adaptive
frequency-domain voicing decision, a novel VQ scheme for
the efficient encoding of the variable-dimension spectral
magnitude vectors at low rates, and multiclass selective
protection of spectral parameters from channel errors. The
4-kbps EMBE coder accounts for both source (2.9 kbps) and
channel (1.1 kbps) coding and was designed for satellite-
based communication systems.

5.4. Prototype Waveform Interpolative (PWI) Coding

A different kind of coding technique that has proper-
ties of both waveform and LPC-based coders has been
proposed [59,60] and is called prototype waveform interpo-
lation (PWI). PWI uses both interpolation in the frequency
domain and forward–backward prediction in the time
domain. The technique is based on the assumption that, for
voiced speech, a perceptually accurate speech signal can
be reconstructed from a description of the waveform of a
single, representative pitch cycle per interval of 20–30 ms.
The assumption exploits the fact that voiced speech can
be interpreted as a concentration of slowly evolving pitch
cycle waveforms. The prototype waveform is described by
a set of linear prediction (LP) filter coefficients describing
the formant structure and a prototype excitation wave-
form, quantized with analysis-by-synthesis procedures.
The speech signal is reconstructed by filtering an excita-
tion signal consisting of the concatenation of (infinitesimal)
sections of the instantaneous excitation waveforms. By
coding the voiced and unvoiced components separately, a
2.4-kbps version of the coder performed similarly to the
4.8-kbps FS1016 standard [61].

Recent work has aimed at reducing the computational
complexity of the coder for rates between 1.2 and 2.4 kbps
by including a time-varying waveform sampling rate and
a cubic B-spline waveform representation [62,86].

6. MEASURES OF SPEECH QUALITY

Deciding on an appropriate measurement of quality is
one of the most difficult aspects of speech coder design,
and is an area of current research and standardization.
Early military speech coders were judged according to only
one criterion: intelligibility. With the advent of consumer-
grade speech coders, intelligibility is no longer a sufficient
condition for speech coder acceptability. Consumers want
speech that sounds ‘‘natural.’’ A large number of subjective
and objective measures have been developed to quantify
‘‘naturalness,’’ but it must be stressed that any scalar
measurement of ‘‘naturalness’’ is an oversimplification.
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‘‘Naturalness’’ is a multivariate quantity, including such
factors as the metallic versus breathy quality of speech,
the presence of noise, the color of the noise (narrowband
noise tends to be more annoying than wideband noise,
but the parameters that predict ‘‘annoyance’’ are not well
understood), the presence of unnatural spectral envelope
modulations (e.g., flutter noise), and the absence of natural
spectral envelope modulations.

6.1. Psychophysical Measures of Speech Quality
(Subjective Tests)

The final judgment of speech coder quality is the
judgment made by human listeners. If consumers (and
reviewers) like the way the product sounds, then the
speech coder is a success. The reaction of consumers
can often be predicted to a certain extent by evaluating
the reactions of experimental listeners in a controlled
psychophysical testing paradigm. Psychophysical tests
(often called ‘‘subjective tests’’) vary depending on the
quantity being evaluated, and the structure of the test.

6.1.1. Intelligibility. Speech coder intelligibility is eval-
uated by coding a number of prepared words, asking lis-
teners to write down the words they hear, and calculating
the percentage of correct transcriptions (an adjustment for
guessing may be subtracted from the score). The diagnostic
rhyme test (DRT) and diagnostic alliteration test (DALT)
are intelligibility tests which use a controlled vocabulary
to test for specific types of intelligibility loss [101,102].
Each test consists of 96 pairs of confusable words spo-
ken in isolation. The words in a pair differ in only one
distinctive feature, where the distinctive feature dimen-
sions proposed by Voiers are voicing, nasality, sustention,
sibilation, graveness, and compactness. In the DRT, the
words in a pair differ in only one distinctive feature of the
initial consonant; for instance, ‘‘jest’’ and ‘‘guest’’ differ in
the sibilation of the initial consonant. In the DALT, words
differ in the final consonant; for instance, ‘‘oaf’’ and ‘‘oath’’
differ in the graveness of the final consonant. Listeners
hear one of the words in each pair, and are asked to select
the word from two written alternatives. Professional test-
ing firms employ trained listeners who are familiar with
the speakers and speech tokens in the database, in order
to minimize test-retest variability.

Intelligibility scores quoted in the speech coding
literature often refer to the composite results of a DRT.
In a comparison of two federal standard coders, the LPC
10e algorithm resulted in 90% intelligibility, while the
FS-1016 CELP algorithm had 91% intelligibility [64].
An evaluation of waveform interpolative (WI) coding
published DRT scores of 87.2% for the WI algorithm, and
87.7% for FS-1016 [61].

6.1.2. Numerical Measures of Perceptual Qual-
ity. Perhaps the most commonly used speech quality
measure is the mean opinion score (MOS). A mean opin-
ion score is computed by coding a set of spoken phrases
using a variety of coders, presenting all of the coded
speech together with undegraded speech in random order,
asking listeners to rate the quality of each phrase on
a numerical scale, and then averaging the numerical

ratings of all phrases coded by a particular coder. The
five-point numerical scale is associated with a standard
set of descriptive terms: 5 = excellent, 4 = good, 3 = fair,
2 = poor, and 1 = bad. A rating of 4 is supposed to corre-
spond to standard toll-quality speech, quantized at 64 kbps
using ITU standard G.711 [48].

Mean opinion scores vary considerably depending
on background noise conditions; for example, CVSD
performs significantly worse than LPC-based methods in
quiet recording conditions, but significantly better under
extreme noise conditions [96]. Gender of the speaker may
also affect the relative ranking of coders [96]. Expert
listeners tend to give higher rankings to speech coders
with which they are familiar, even when they are not
consciously aware of the order in which coders are
presented [96]. Factors such as language and location of
the testing laboratory may shift the scores of all coders up
or down, but tend not to change the rank order of individual
coders [39]. For all of these reasons, a serious MOS test
must evaluate several reference coders in parallel with the
coder of interest, and under identical test conditions. If an
MOS test is performed carefully, intercoder differences
of approximately 0.15 opinion points may be considered
significant. Figure 12 is a plot of MOS as a function of bit
rate for coders evaluated under quiet listening conditions
in five published studies (one study included separately
tabulated data from two different testing sites [96]).

The diagnostic acceptability measure (DAM) is an
attempt to control some of the factors that lead to
variability in published MOS scores [100]. The DAM
employs trained listeners, who rate the quality of
standardized test phrases on 10 independent perceptual
scales, including six scales that rate the speech itself
(fluttering, thin, rasping, muffled, interrupted, nasal),
and four scales that rate the background noise (hissing,
buzzing, babbling, rumbling). Each of these is a 100-
point scale, with a range of approximately 30 points
between the LPC-10e algorithm (50 points) and clean
speech (80 points) [96]. Scores on the various perceptual
scales are combined into a composite quality rating. DAM
scores are useful for pointing out specific defects in a
speech coding algorithm. If the only desired test outcome
is a relative quality ranking of multiple coders, a carefully
controlled MOS test in which all coders of interest are
tested under the same conditions may be as reliable as
DAM testing [96].

6.1.3. Comparative Measures of Perceptual Quality. It is
sometimes difficult to evaluate the statistical significance
of a reported MOS difference between two coders. A
more powerful statistical test can be applied if coders are
evaluated in explicit A/B comparisons. In a comparative
test, a listener hears the same phrase coded by two
different coders, and chooses the one that sounds better.
The result of a comparative test is an apparent preference
score, and an estimate of the significance of the observed
preference; for example, in a 1999 study, WI coding at
4.0 kbps was preferred to 4 kbps HVXC 63.7% of the
time, to 5.3 kbps G.723.1 57.5% of the time (statistically
significant differences), and to 6.3 kbps G.723.1 53.9% of
the time (not statistically significant) [29]. It should be
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Figure 12. Mean opinion scores
from five published studies in quiet
recording conditions — Jarvinen [53],
Kohler [64], MPEG [39], Yeldener
[107], and the COMSAT and MPC
sites from Tardelli et al. [96]: (A)
unmodified speech, (B) ITU G.722
subband ADPCM, (C) ITU G.726
ADPCM, (D) ISO MPEG-II layer 3
subband audio coder, (E) DDVPC
CVSD, (F) GSM full-rate RPE-LTP,
(G) GSM EFR ACELP, (H) ITU G.729
ACELP, (I) TIA IS54 VSELP, (J)
ITU G.723.1 MPLPC, (K) DDVPC
FS-1016 CELP, (L) sinusoidal trans-
form coding, (M) ISO MPEG-IV
HVXC, (N) Inmarsat mini-M AMBE,
(O) DDVPC FS-1015 LPC-10e, (P)
DDVPC MELP.

noted that ‘‘statistical significance’’ in such a test refers
only to the probability that the same listeners listening to
the same waveforms will show the same preference in a
future test.

6.2. Algorithmic Measures of Speech Quality (Objective
Measures)

Psychophysical testing is often inconvenient; it is not
possible to run psychophysical tests to evaluate every
proposed adjustment to a speech coder. For this reason,
a number of algorithms have been proposed that
approximate, to a greater or lesser extent, the results
of psychophysical testing.

The signal-to-noise ratio of a frame of N speech samples
starting at sample number n may be defined as

SNR(n) =

n+N−1∑
m=n

s2(m)

n+N−1∑
m=n

e2(m)

(49)

High-energy signal components can mask quantization
error, which is synchronous with the signal component,
or separated by at most a few tens of milliseconds. Over
longer periods of time, listeners accumulate a general
perception of quantization noise, which can be modeled as
the average log segmental SNR:

SEGSNR = 1
K

K−1∑
k=0

10 log10 SNR(kN) (50)

High-amplitude signal components tend to mask
quantization error components at nearby frequencies and
times. A high-amplitude spectral peak in the speech signal
is able to mask quantization error components at the same
frequency, at higher frequencies, and to a much lesser
extent, at lower frequencies. Given a short-time speech
spectrum S(ejω), it is possible to compute a short-time
‘‘masking spectrum’’ M(ejω) which describes the threshold
energy at frequency ω below which noise components are
inaudible. The perceptual salience of a noise signal e(n)

may be estimated by filtering the noise signal into K
different subband signals ek(n), and computing the ratio
between the noise energy and the masking threshold in
each subband:

NMR(n, k) =

n+N−1∑
m=n

e2
k(m)

∫ ωk+1

ωk

|M(ejω)|2 dω

(51)

where ωk is the lower edge of band k, and ωk+1 is the
upper band edge. The band edges must be close enough
together that all of the signal components in band k are
effective in masking the signal ek(n). The requirement of
effective masking is met if each band is exactly one Bark
in width, where the Bark frequency scale is described in
many references [71,77].

Fletcher has shown that the perceived loudness of a
signal may be approximated by adding the cube roots
of the signal power in each one-bark subband, after
properly accounting for masking effects [20]. The total
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loudness of a quantization noise signal may therefore be
approximated as

NMR(n) =
K−1∑
k=0




n+N−1∑
m=n

e2
k[m]

∫ ωk+1

ωk

|M(ejω)|2 dω




1/3

(52)

The ITU perceptual speech quality measure (PSQM)
computes the perceptual quality of a speech signal by
filtering the input and quantized signals using a Bark-
scale filterbank, nonlinearly compressing the amplitudes
in each band, and then computing an average subband
signal to noise ratio [51]. The development of algorithms
that accurately predict the results of MOS or comparative
testing is an area of active current research, and a number
of improvements, alternatives, and/or extensions to the
PSQM measure have been proposed. An algorithm that
has been the focus of considerable research activity is the
Bark spectral distortion measure [73,103,105,106]. The
ITU has also proposed an extension of the PSQM standard
called perceptual evaluation of speech quality (PESQ) [81],
which will be released as ITU standard P.862.

7. NETWORK ISSUES

7.1. Voice over IP

Speech coding for the voice over Internet Protocol (VOIP)
application is becoming important with the increasing
dependency on the Internet. The first VoIP standard
was published in 1998 as recommendation H.323 [52] by
the International Telecommunications Union (ITU-T). It
is a protocol for multimedia communications over local
area networks using packet switching, and the voice-only
subset of it provides a platform for IP-based telephony.
At high bit rates, H.323 recommends the coders G.711
(3.4 kHz at 48, 56, and 64 kbps) and G.722 (wideband
speech and music at 7 kHz operating at 48, 56, and
64 kbps) while at the lower bit rates G.728 (3.4 kHz at
16 kbps), G.723 (5.3 and 6.5 kbps), and G.729 (8 kbps) are
recommended [52].

In 1999, a competing and simpler protocol named
the Session Initiation Protocol (SIP) was developed by
the Internet Engineering Task Force (IETF) Multiparty
Multimedia Session Control working group and published
as RFC 2543 [19]. SIP is a signaling protocol for Internet
conferencing and telephony, is independent of the packet
layer, and runs over UDP or TCP although it supports
more protocols and handles the associations between
Internet end systems. For now, both systems will coexist
but it is predicted that the H.323 and SIP architectures will
evolve such that two systems will become more similar.

Speech transmission over the Internet relies on sending
‘‘packets’’ of the speech signal. Because of network
congestion, packet loss can occur, resulting in audible
artifacts. High-quality VOIP, hence, would benefit from
variable-rate source and channel coding, packet loss
concealment, and jitter buffer/delay management. These

are challenging issues and research efforts continue to
generate high-quality speech for VOIP applications [38].

7.2. Embedded and Multimode Coding

When channel quality varies, it is often desirable to adjust
the bit rate of a speech coder in order to match the channel
capacity. Varying bit rates are achieved in one of two
ways. In multimode speech coding, the transmitter and
the receiver must agree on a bit rate prior to transmission
of the coded bits. In embedded source coding, on the other
hand, the bitstream of the coder operating at low bit rates
is embedded in the bitstream of the coder operating at
higher rates. Each increment in bit rate provides marginal
improvement in speech quality. Lower bit rate coding is
obtained by puncturing bits from the higher rate coder
and typically exhibits graceful degradation in quality with
decreasing bit rates.

ITU Standard G.727 describes an embedded ADPCM
coder, which may be run at rates of 40, 32, 24, or
16 kbps (5, 4, 3, or 2 bits per sample) [46]. Embedded
ADPCM algorithms are a family of variable bit rate coding
algorithms operating on a sample per sample basis (as
opposed to, e.g., a subband coder that operates on a frame-
by-frame basis) that allows for bit dropping after encoding.
The decision levels of the lower-rate quantizers are subsets
of those of the quantizers at higher rates. This allows for
bit reduction at any point in the network without the need
of coordination between the transmitter and the receiver.

The prediction in the encoder is computed using a
more coarse quantization of d̂(n) than the quantization
actually transmitted. For example, 5 bits per sample
may be transmitted, but as few as 2 bits may be used
to reconstruct d̂(n) in the prediction loop. Any bits not
used in the prediction loop are marked as ‘‘optional’’ by
the signaling channel mode flag. If network congestion
disrupts traffic at a router between sender and receiver,
the router is allowed to drop optional bits from the coded
speech packets.

Embedded ADPCM algorithms produce codewords that
contain enhancement and core bits. The feedforward (FF)
path of the codec utilizes both enhancement bits and core
bits, while the feedback (FB) path uses core bits only.
With this structure, enhancement bits can be discarded or
dropped during network congestion.

An important example of a multimode coder is QCELP,
the speech coder standard that was adopted by the TIA
North American digital cellular standard based on code-
division multiple access (CDMA) technology [9]. The coder
selects one of four data rates every 20 ms depending on the
speech activity; for example, background noise is coded at a
lower rate than speech. The four rates are approximately
1 kbps (eighth rate), 2 kbps (quarter rate), 4 kbps (half
rate), and 8 kbps (full rate). QCELP is based on the CELP
structure but integrates implementation of the different
rates, thus reducing the average bit rate. For example,
at the higher rates, the LSP parameters are more finely
quantized and the pitch and codebook parameters are
updated more frequently [23]. The coder provides good
quality speech at average rates of 4 kbps.

Another example of a multimode coder is ITU standard
G.723.1, which is an LPC-AS coder that can operate at
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2 rates: 5.3 or 6.3 kbps [50]. At 6.3 kbps, the coder is a
multipulse LPC (MPLPC) coder while the 5.3-kbps coder
is an algebraic CELP (ACELP) coder. The frame size is
30 ms with an additional lookahead of 7.5 ms, resulting
in a total algorithmic delay of 67.5 ms. The ACELP and
MPLPC coders share the same LPC analysis algorithm
and frame/subframe structure, so that most of the program
code is used by both coders. As mentioned earlier, in
ACELP, an algebraic transformation of the transmitted
index produces the excitation signal for the synthesizer.
In MPLPC, on the other hand, minimizing the perceptual-
error weighting is achieved by choosing the amplitude and
position of a number of pulses in the excitation signal.
Voice activity detection (VAD) is used to reduce the bit
rate during silent periods, and switching from one bit rate
to another is done on a frame-by-frame basis.

Multimode coders have been proposed over a wide vari-
ety of bandwidths. Taniguchi et al. proposed a multimode
ADPCM coder at bit rates between 10 and 35 kbps [94].
Johnson and Taniguchi proposed a multimode CELP algo-
rithm at data rates of 4.0–5.3 kbps in which additional
stochastic codevectors are added to the LPC excitation vec-
tor when channel conditions are sufficiently good to allow
high-quality transmission [55]. The European Telecom-
munications Standards Institute (ETSI) has recently pro-
posed a standard for adaptive multirate coding at rates
between 4.75 and 12.2 kbps.

7.3. Joint Source-Channel Coding

In speech communication systems, a major challenge is
to design a system that provides the best possible speech
quality throughout a wide range of channel conditions. One
solution consists of allowing the transceivers to monitor
the state of the communication channel and to dynamically
allocate the bitstream between source and channel coding
accordingly. For low-SNR channels, the source coder
operates at low bit rates, thus allowing powerful forward
error control. For high-SNR channels, the source coder
uses its highest rate, resulting in high speech quality,
but with little error control. An adaptive algorithm selects
a source coder and channel coder based on estimates
of channel quality in order to maintain a constant
total data rate [95]. This technique is called adaptive
multirate (AMR) coding, and requires the simultaneous
implementation of an AMR source coder [24], an AMR
channel coder [26,28], and a channel quality estimation
algorithm capable of acquiring information about channel
conditions with a relatively small tracking delay.

The notion of determining the relative importance
of bits for further unequal error protection (UEP)
was pioneered by Rydbeck and Sundberg [83]. Rate-
compatible channel codes, such as Hagenauer’s rate
compatible punctured convolutional codes (RCPC) [34],
are a collection of codes providing a family of channel
coding rates. By puncturing bits in the bitstream, the
channel coding rate of RCPC codes can be varied
instantaneously, providing UEP by imparting on different
segments different degrees of protection. Cox et al. [13]
address the issue of channel coding and illustrate how
RCPC codes can be used to build a speech transmission
scheme for mobile radio channels. Their approach is

based on a subband coder with dynamic bit allocation
proportional to the average energy of the bands. RCPC
codes are then used to provide UEP.

Relatively few AMR systems describing source and
channel coding have been presented. The AMR sys-
tems [99,98,75,44] combine different types of variable rate
CELP coders for source coding with RCPC and cyclic
redundancy check (CRC) codes for channel coding and
were presented as candidates for the European Telecom-
munications Standards Institute (ETSI) GSM AMR codec
standard. In [88], UEP is applied to perceptually based
audio coders (PAC). The bitstream of the PAC is divided
into two classes and punctured convolutional codes are
used to provide different levels of protection, assuming a
BPSK constellation.

In [5,6], a novel UEP channel encoding scheme is
introduced by analyzing how symbol-wise puncturing of
symbols in a trellis code and the rate-compatibility con-
straint (progressive puncturing pattern) can be used to
derive rate-compatible punctured trellis codes (RCPT).
While conceptually similar to RCPC codes, RCPT codes
are specifically designed to operate efficiently on large con-
stellations (for which Euclidean and Hamming distances
are no longer equivalent) by maximizing the residual
Euclidean distance after symbol puncturing. Large con-
stellation sizes, in turn, lead to higher throughput and
spectral efficiency on high SNR channels. An AMR system
is then designed based on a perceptually-based embed-
ded subband encoder. Since perceptually based dynamic
bit allocations lead to a wide range of bit error sensitiv-
ities (the perceptually least important bits being almost
insensitive to channel transmission errors), the channel
protection requirements are determined accordingly. The
AMR systems utilize the new rate-compatible channel cod-
ing technique (RCPT) for UEP and operate on an 8-PSK
constellation. The AMR-UEP system is bandwidth effi-
cient, operates over a wide range of channel conditions
and degrades gracefully with decreasing channel quality.

Systems using AMR source and channel coding are
likely to be integrated in future communication systems
since they have the capability for providing graceful speech
degradation over a wide range of channel conditions.

8. STANDARDS

Standards for landline public switched telephone service
(PSTN) networks are established by the International
Telecommunication Union (ITU) (http://www.itu.int). The
ITU has promulgated a number of important speech
and waveform coding standards at high bit rates and
with very low delay, including G.711 (PCM), G.727 and
G.726 (ADPCM), and G.728 (LDCELP). The ITU is also
involved in the development of internetworking standards,
including the voice over IP standard H.323. The ITU has
developed one widely used low-bit-rate coding standard
(G.729), and a number of embedded and multimode speech
coding standards operating at rates between 5.3 kbps
(G.723.1) and 40 kbps (G.727). Standard G.729 is a speech
coder operating at 8 kbps, based on algebraic code-excited
LPC (ACELP) [49,84]. G.723.1 is a multimode coder,
capable of operating at either 5.3 or 6.3 kbps [50]. G.722
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is a standard for wideband speech coding, and the ITU
will announce an additional wideband standard within
the near future. The ITU has also published standards
for the objective estimation of perceptual speech quality
(P.861 and P.862).

The ITU is a branch of the International Standards
Organization (ISO) (http://www.iso.ch). In addition to
ITU activities, the ISO develops standards for the Moving
Picture Experts Group (MPEG). The MPEG-2 standard
included digital audiocoding at three levels of complexity,
including the layer 3 codec commonly known as MP3 [72].
The MPEG-4 motion picture standard includes a struc-
tured audio standard [40], in which speech and audio
‘‘objects’’ are encoded with header information specifying
the coding algorithm. Low-bit-rate speech coding is per-
formed using harmonic vector excited coding (HVXC) [43]
or code-excited LPC (CELP) [41], and audiocoding is per-
formed using time–frequency coding [42]. The MPEG
homepage is at drogo.cselt.stet.it/mpeg.

Standards for cellular telephony in Europe are estab-
lished by the European Telecommunications Standards
Institute (ETSI) (http://www.etsi.org). ETSI speech coding
standards are published by the Global System for Mobile
Telecommunications (GSM) subcommittee. All speech cod-
ing standards for digital cellular telephone use are based
on LPC-AS algorithms. The first GSM standard coder was
based on a precursor of CELP called regular-pulse excita-
tion with long-term prediction (RPE-LTP) [37,65]. Current
GSM standards include the enhanced full-rate codec GSM
06.60 [32,53] and the adaptive multirate codec [33]; both
standards use algebraic code-excited LPC (ACELP). At
the time of writing, both ITU and ETSI are expected to
announce new standards for wideband speech coding in the
near future. ETSI’s standard will be based on GSM AMR.

The Telecommunications Industry Association (http://
www.tiaonline.org) published some of the first U.S. digital
cellular standards, including the vector-sum-excited LPC
(VSELP) standard IS54 [25]. In fact, both the initial U.S.
and Japanese digital cellular standards were based on
the VSELP algorithm. The TIA has been active in the
development of standard TR41 for voice over IP.

The U.S. Department of Defense Voice Processing
Consortium (DDVPC) publishes speech coding standards
for U.S. government applications. As mentioned earlier,
the original FS-1015 LPC-10e standard at 2.4 kbps [8,16],
originally developed in the 1970s, was replaced in
1996 by the newer MELP standard at 2.4 kbps [92].
Transmission at slightly higher bit rates uses the FS-
1016 CELP (CELP) standard at 4.8 kbps [17,56,57].
Waveform applications use the continuously variable slope
delta modulator (CVSD) at 16 kbps. Descriptions of all
DDVPC standards and code for most are available at
http://www.plh.af.mil/ddvpc/index.html.

9. FINAL REMARKS

In this article, we presented an overview of coders
that compress speech by attempting to match the time
waveform as closely as possible (waveform coders), and
coders that attempt to preserve perceptually relevant
spectral properties of the speech signal (LPC-based

and subband coders). LPC-based coders use a speech
production model to parameterize the speech signal,
while subband coders filter the signal into frequency
bands and assign bits by either an energy or perceptual
criterion. Issues pertaining to networking, such as voice
over IP and joint source–channel coding, were also
touched on. There are several other coding techniques
that we have not discussed in this article because of
space limitations. We hope to have provided the reader
with an overview of the fundamental techniques of speech
compression.
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Speech is probably one of the oldest methods of
communication. It is produced by an articulatory system
constituting the respiratory tract, the vocal cords, the
mouth, nasal passages, tongue, and lips. Precisely
coordinated actions of all these parts produce a highly
complex signal that encodes messages in a very robust
manner, which enables the receiver to understand the
message even if it is severely degraded by noise or
distortion. What exactly makes speech intelligible? A
definite answer to this question has yet to come, but a large
amount of research has revealed a multitude of factors that
are important for speech intelligibility. This article seeks
to elucidate some of these factors, especially those that
are important for the design of communication systems. A
brief description of the speech signal is followed by a brief
discussion of some basic properties of speech perception
and an overview of some theories that have been proposed
to account for them. These theories may be thought to
provide a microscopic account of speech perception in
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that they typically seek to explain how listeners map the
acoustic properties of the speech signal onto an internal
linguistic representation of the message. Other theories
take a macroscopic approach. They are not concerned with
the specific errors that a listener may make. Rather, they
attempt to predict the overall percentage of the speech that
will be understood when the speech signal is degraded by
noise, distortion, reverberation, and other artifacts that
typically are introduced by communication systems and
room acoustics. Although these theories reveal relatively
little about the processes involved in speech perception, a
large portion of this article is devoted to them because they
are useful for predicting how the intelligibility of speech is
affected by the properties of a communication system.

1. THE SPEECH SIGNAL

Speech is usually considered to consist of a string of
individual speech sounds — phonemes — that combine into
words, phrases, and sentences. The phonemes correspond
to the individual consonants and vowels in a word. At
a finer level of analysis, the phonemes are composed
of a combination of phonetic features, each of which
corresponds to specifics of its production and/or the
acoustic properties that signal it. The phonetic features
fall into three classes: voicing, place of articulation, and
manner of articulation. Voicing refers to whether the
vocal cords vibrate when the phoneme is produced. Voiced

phonemes include all vowels and consonants such as /b/ (as
in bat), /z/ (as in zip); in contrast, consonants such as /p/ (as
in pat) and /s/ (as in sat) are voiceless. Place of articulation
refers to the position of the primary constriction of the
vocal tract. Examples are bilabial (e.g., /m/ as in mat),
alveolar (e.g., /n/ as in net), and velar (e.g., /g/ as in get).
Manner of articulation includes features such as nasal
(e.g., /m/ and /n/, which are produced by lowering the
soft palate to open the passage to the nasal cavity), stop
(e.g., /b/, /p/, and /d/, which are produced by momentarily
blocking the vocal tract such that pressure builds up
to produce a brief burst of noise when the closure is
released), and fricative (e.g., /s/ and /f/, which are produced
by turbulent air flow through a constriction of the vocal
tract). Whether phonemes, phonetic features, or other
units of speech constitute basic units in speech perception
remains an open question.

1.1. Temporal Representation

Figure 1 shows the acoustic waveform of a male talker
saying the phrase ‘‘the happy prince.’’ On the timescale of
Fig. 1a, the envelope of the signal is the most prominent
feature. Bursts of acoustic energy can be seen clearly.
These bursts typically are 100–200 ms apart and often
coincide with the syllables of the speech. Note that word
boundaries are not clearly marked. There is no pause
between ‘‘the’’ and ‘‘happy,’’ yet there is a pause-like gap
within ‘‘happy.’’ The complex envelope of the speech signal
encodes considerable information about the message.
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Figure 1. Sound pressure–time function of the phrase ‘‘the happy prince,’’ spoken by a male
talker. The average speech level is 65 dB SPL. (a) The envelope fluctuations are the most
prominent feature. (b) Fine structure of the vowel /e/ in ‘‘the.’’ (c) Fine structure of the fricative /s/
in ‘‘prince.’’
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Enlarging part of the graph reveals the fine structure
of the acoustic wave. The fine structure also contains
much information about the message. The panel in Fig. 1b
shows the trace of the sound pressure during the vowel
/ e/ in ‘‘the.’’ The sound is not strictly periodic, but there is
a high degree of regularity in the signal, which gives rise
to a well-defined pitch. The repetition rate of the pattern
is called the pitch period. The pitch helps convey meaning
by prosody (e.g., the pitch rises at the end of a question)
and specifying the identity of the speaker, but it is not
important for the identity of the vowel.

In contrast, the hissing sound /s/ at the end of
‘‘prince’’ has a noise-like fine structure. Because it is a
voiceless consonant, the vocal cords do not vibrate during
its production. Rather, the sound is generated by the
turbulence that results when air is pressed through a
constriction in the vocal tract. The acoustic energy of
voiceless consonants typically is much lower than that of
vowels.

The speech envelope, which is so obvious in Fig. 1,
is obliterated when a masking noise is added to the
speech. At negative signal-to-noise ratios (SNRs), the
envelope of the speech-and-noise composite is almost
flat and the time course of the signal looks almost
like that of a noise. Nevertheless, most people have no
problems communicating at SNRs somewhat below 0 dB.
(As will become evident later, the SNR necessary to just
understand speech depends on the spectral shape and
temporal characteristics of the noise.)

1.2. Spectral Representation

Many aspects of the speech signal are best described in
the frequency domain. Spectra of vowels, for example, have
prominent peaks, which represent the resonances of the
acoustic filter formed by the vocal tract. They are called
formants, and their interrelationships are important
in defining the identity of vowels and some features
of consonants. Thus, short-term spectra yield a highly
useful characterization of speech. They, too, encode much
information about the message contained in the speech
and are used as a foundation for most automatic speech-
recognition schemes. The changing spectral content of
the speech signal is often displayed in a spectrogram,
which is a power spectrum–time plot. Figure 2 shows the
spectrogram of the utterance whose time trace is shown in
Fig. 1. The timescale on the abscissa is the same in both
figures. Frequency is shown on the ordinate. The signal
power at any frequency and point in time is represented
by the darkness of the plot. Dark areas correspond to high
power and light areas correspond to low power.

The energy fluctuations that were seen in Fig. 1 are also
apparent in this presentation. The high-energy periods
produced by vocal-cord vibration are easily seen as dark
patches, which are separated by light low-energy periods
that occur during periods of consonantal noise and during
speech pauses. For most speech sounds, the energy is
concentrated in the frequency region below 5000 Hz. An
exception is the /s/ at the end of ‘‘prince,’’ which has most
of its energy at high frequencies.

The formants are identified by the dark traces below
3000 Hz. They are visible primarily during the voiced
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Figure 2. Spectrogram of the signal shown in Fig. 1. Time is
plotted along the abscissa and frequency along the ordinate. The
instantaneous signal power is shown by the darkness of the plot.
Dark areas represent high power and light areas represent low
power.

excitation of the vowels. The formants of a steady-state
vowel have constant frequencies, which produce horizontal
formant trajectories. The formant frequencies reflect the
shape of the vocal tract, which the talker adjusts to
produce the desired vowel. Ideally, it should attain a
specific shape to produce a given vowel. During natural
speech, however, the articulators must move quite rapidly
to produce the desired sequence of phonemes and they
never reach the ideal positions. Rather, they constantly
move from one (unreached) target to the next. As a
result, the formants of natural speech show a pattern
of rising and falling trajectories that reflect the articulator
movement. Because they reflect the movement from one
vocal tract shape to the next, the formant trajectories
encode not only the vowel identity but also the identity of
the preceding and succeeding consonant — at least to some
degree. This interaction is called coarticulation. When a
masking noise masks the low-energy consonants but not
the high-energy vowels, a large number of the consonants
can still be identified correctly. This is possible because a
part of the consonant is encoded in the format transitions
that result from coarticulation. Coarticulation also is at
the heart of one of the most vexing problems in speech
recognition by humans or machines: the lack of a one-
to-one correspondence between the acoustic properties of
the speech signal and the speech units [1]; (see, however,
Ref. 2). For example, the acoustic properties of a speech
segment that encodes the phoneme /b/ vary greatly
depending on the context (i.e., other phonemes) that
surrounds it, as well as on the speaker and speaking rate.

2. SPEECH WITH REDUCED ACOUSTIC INFORMATION

The speech signal encodes the message in the envelope,
in the fine structure, and in the short-term spectrum to
varying degrees. This produces a redundancy that allows
speech to retain a high degree of intelligibility, even if
some of these aspects are altered or removed by noise,
distortion, or signal processing. For example, Shannon
et al. [3] modulated bands of noise with the envelope of
the speech signal in these bands. As a result of this
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operation, the temporal fine structure of the signal was
lost completely and the spectral resolution was greatly
reduced, but intelligibility remained high. Even when
all spectral information was removed — that is, when
the broadband envelope of speech was imprinted on a
broadband noise — the speech was still recognizable. In
this latter condition, the temporal envelope was the only
cue available to the listener.

The fact that speech remains intelligible after the
entire fine structure has been removed does not mean
that only a small fraction of the message is encoded
in the fine structure. On the contrary, speech can be
highly intelligible when the listeners’ only cue is the fine
structure. To demonstrate this, Licklider and Pollack [4]
passed speech through an infinite peak clipper, so that
the processed signal had a fixed positive value whenever
the input signal was positive and a fixed negative value
whenever the input was negative. This binary code flattens
the envelope completely and broadens the spectrum.
The processed signal contains information only about
the zero crossings of the original signal. Nevertheless,
speech processed in this way is intelligible enough to let
conversation take place with little difficulty. Even if it
sounds very distorted, its quality is high enough to reveal
readily the identity of the speaker.

Yet another minimalist representation of speech is
sine-wave speech. In this modification, the speech is
synthesized by tracing the dominant formants with
variable-frequency tone generators. The speech thus
synthesized is also highly intelligible, even when only
a small number of generators are used [5].

These examples make it clear that speech is very robust.
Both spectral and temporal cues carry the message. Speech
cannot be defined completely in the spectral domain, nor
can it be described only in the temporal domain. The large
redundancy allows communication in very unfavorable
listening conditions. At the same time, it makes speech a
difficult subject to study.

3. SOME BASICS OF SPEECH PERCEPTION

One hallmark of speech perception is that it is categorical.
If one constructs a set of speech sounds that gradually
changes the acoustic properties from those corresponding
to one phoneme (e.g., /d/) to those corresponding to
another (e.g., /g/), listeners will report hearing /d/ until the
stimuli reach a boundary at which point the perception
changes rapidly to become /g/. Discrimination between
two members of the same phonemic category usually
is difficult, whereas discrimination between members
of different phonemic categories is easy [6]. However,
listeners can discriminate among stimuli within a single
category under ideal conditions [7] and some members of
a stimulus set may be shown to be better exemplars than
others [8]. Thus, the categorization of speech does not
eliminate information about differences between tokens of
the same categories. In fact, more recent research indicates
that the phonetic categories have a complex internal
structure [9], and much current research aims to discover
the internal organization of phonetic categories [10,11].

Another hallmark of speech perception is its sensitivity
to context. As discussed above, coarticulation makes the
acoustic representation of a particular phoneme depend
on the context in which it occurs. However, contextual
effects are not limited to coarticulation. Variables such
as speaking rate and lexical context also may change the
perception produced by a given set of acoustical properties.
For example, a particular speech sound may be heard as
/ba/ if it occurs in a context of slow speech, but as /wa/
if it occurs in a context of rapid speech [12]. Complete
theories of speech perception ultimately must explain such
context effects, as well as how listeners deal with the lack
of invariance between phonemes (or features) and their
acoustic representations.

4. THEORIES OF SPEECH PERCEPTION

Various theories have been proposed to account for
speech perception at differing levels of detail. Some
take a macroscopic approach and seek to predict how
the overall percentage of recognition depends on the
long-term average properties of speech, distortion, and
background noise. This class of theories encompasses
the classic articulation index (AI) and derivative theories
such as the speech intelligibility index (SII) and speech
transmission index (STI). These theories do not attempt
to predict how recognition errors depend on the details
of the speech signal, but aim to provide a tool that can
predict the intelligibility of speech transmitted through
a communication system. Because these theories have
proved to be very useful engineering tools, they are
discussed at some length below. Other theories take a
microscopic approach and seek to explain how the detailed
properties of the speech signal determine its mapping
into linguistic units. This class of theories encompasses
a number of very different approaches to various parts
of this difficult problem. Some seek to explain speech
perception as a result of the general properties of signal
processing by the auditory system, sometimes combined
with cognitive processing. Others hold that speech
recognition is mediated by mapping the acoustic properties
of the speech to the processes necessary to produce it. They
imply that the recognition of speech is specific to humans.
Whether extraction of the phonetic units occurs directly
by auditory processes or through reference to articulatory
processes, subsequent processing also is important. Thus,
other models seek to incorporate the interplay between
lexical processes and lower-level phonetic processes.

Auditory theories of speech recognition hold that the
auditory processes responsible for perception of any sound
generally define the relation between acoustic properties
and the categorical perception of phonemes [13], although
subsequent lexical, syntactical, and grammatical process-
ing may modify the perception. Specific theories within
this class range from auditory processes being responsi-
ble for mapping the acoustic properties into features that
feed into linguistic processes [14] to ones that claim that
a detailed analysis of auditory processing can explain how
the categorical boundaries between phonemes depend on
context and provide the invariance that appears to be lack-
ing in the acoustical properties of the speech [2]. Holt and



SPEECH PERCEPTION 2363

co-workers have suggested that many context effects can
be explained as a spectral contrast enhancement medi-
ated, in part, by neural adaptation that occurs throughout
the auditory pathway [15,16].

Theories that rely on listeners’ knowledge of speech
production to explain speech perception hold that listeners
achieve a mapping between the context-dependent acous-
tic properties of speech and the corresponding phonemes
because they infer how the speech was produced. The
most prominent of these theories is the motor theory of
speech perception [17]. This theory holds that speech per-
ception is accomplished, at least in part, by a specialized
phonetic processor that maps the acoustic signal into the
articulatory gestures that underlie the production of it.

Theories on the processing that occurs subsequent to
the extraction of phonetic units often hold that speech
perception reflects an intimate interaction between low-
level auditory and phonetic processes and higher-level
lexical processes (for a review, see the article by Protopa-
pas [18]). Some employ top–down processing, in which
excitatory and inhibitory connections let nodes corre-
sponding to words modify the response properties of
nodes corresponding to individual phonemes [19]. Oth-
ers employ bottom–up processing, in which lower-level
nodes of a network activate higher-level nodes in a man-
ner that allows sequences of short-term spectra to map
into words [20].

5. THE ARTICULATION INDEX

Although speech intelligibility is determined by many
factors, two parameters appear to be of paramount
importance: the bandwidth and the audibility of the
signal. Both parameters are affected by the transfer
function of a transmission system, and it is important
for the communication engineer to understand how they
affect intelligibility. A group of models, collectively known
as articulation index (AI) models, attempt to predict
intelligibility from the transfer function of a transmission
system. A team led by Harvey Fletcher at Bell Labs laid
the groundwork for the development of the Articulation
Index in the early 1900s (see Allen [21] for a historical
perspective). The complete model was published in 1950
by Fletcher and Galt [22], but is rarely used because it
is very complex [23]. A simpler version was published
earlier [24]. On the basis of French and Steinberg’s model,
Kryter [25] devised a model that was easy to use. With
minor modifications, Kryter’s model was later accepted as
ANSI standard S3.5 [26]. The newest member of the group
of Articulation-Index models is the speech intelligibility
index (SII) [27].

Articulation index models are macroscopic models of
speech recognition. They predict the average intelligibility
achievable with a linear or nearly linear transmission sys-
tem, where the average is taken across many talkers and
speech materials. The model predictions are based on the
statistics of the speech signal. Therefore, AI models do not
predict the intelligibility of a short speech segment, nor do
they account for the intelligibility of particular phonemes
and the patterns of confusions among phonemes that occur
in the perception of partly intelligible speech [28].

The basic assumption underlying AI theory is that
speech intelligibility is determined by the audibility of the
speech signal and that different frequency ranges make
unequal contributions to the intelligibility. The AI model
provides a method to calculate an articulation index. The
AI is highly correlated with speech intelligibility and is a
descriptor of the intelligibility that can be achieved with
the transmission system for which it was calculated. If two
people, one meter apart and facing each other, converse in
a quiet room that is free of reverberation, intelligibility can
reasonably be expected to be optimal. For such a condition,
the AI is unity. In this optimal listening condition, all
relevant speech cues are completely audible. If, on the
other hand, the listener cannot hear the talker at all,
there will be no intelligibility. For such a condition, the
AI is zero. In general, the AI is a scalar between zero and
unity.

Every listening condition has associated with it a single
value of AI. Different speech materials yield the same
AI — as long as they are equally audible. The AI does
not reflect the fact that the intelligibility differs among
syllables, words, and various types of sentences presented
through a given transmission system. Such differences
occur mainly because these materials differ in terms of
how much information they provide by context. To account
for the effects of context on the speech test score, AI
models use different transformation functions between
the AI and the predicted test score. These transformations
are independent of the speech transmission system and
specific to the test material and the scoring procedure.
Typical transformations are shown in Fig. 8 (later in this
article). Although equivalent to the AI in many respects,
the SII (the result of the speech intelligibility index
model [27]) differs from the AI by assuming that the SII
is not exclusively determined by audibility but to a small
degree also by the type of the speech material used [29].

The AI is calculated as an importance-weighted sum of
a quantity Wi that is related to the audibility of the speech
signal in a set of spectral bands that span the range of
audiofrequencies:

AI =
∑

i

IiWi (1a)

where Ii is the importance weight of the ith band. The
product of Ii and Wi is the AI in the ith band, AIi.
Accordingly, Eq. (1a) can be rewritten as

AI =
∑

i

AIi (1b)

5.1. Audibility

The quantity Wi is a fraction less than or equal to unity
that indicates how many of the cues carried in the ith band
are actually available to the listener. It is related to the
audibility of the speech signal. Audibility is expressed in
terms of the sensation level, which is the number of decibels
that a sound is above its threshold. The sensation level
of a band of speech can be calculated as the difference
between the critical-band level of the speech and the
level of a just-audible tone centered in that band. The
critical band is a measure of the bandwidth of frequency
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analysis in the auditory system. It can be defined as ‘‘that
bandwidth at which subjective responses [to sound] rather
abruptly change’’ [30] and represents a frequency range
across which the acoustic energy is integrated by the
auditory system. The critical band is about 100 Hz wide
for center frequencies below 500 Hz and 15–20% of the
center frequency at higher frequencies [30–32]. [It should
be noted that modern measurements of auditory filter
characteristics yield an effective rectangular bandwidth
that is somewhat narrower than the critical bandwidth,
especially at low frequencies [33].]

In quiet, the level of a just-audible tone depends only
on the listener’s sensitivity to sound. The lowest level
at which the tone can be heard is called the absolute
threshold. Threshold levels vary with frequency and
among listeners, but established norms exist for normal
threshold levels [34,35]. In individuals with hearing loss,
thresholds are elevated — that is, the tone levels at
threshold are higher than in normal-hearing persons.
Therefore, audibility is decreased in listeners with hearing
loss. In agreement with the reduced intelligibility of
unamplified speech for listeners with hearing loss, the
elevated thresholds produce lower AI values.

Interfering sounds (i.e., maskers) also can reduce the
audibility of speech. If the masker is above threshold,
it may produce masking and make a tone at absolute
threshold inaudible. The level of the test tone that can
just be detected in the presence of the masker is called the
masked threshold. The amount of masking, which is the
difference between the masked threshold and the absolute
threshold, depends on the level and spectral shape of the
masker and the frequency of the tone (for review, see Buus’
article [33]). For typical maskers with spectra that change
relatively slowly with frequency, the amount of masking
is determined primarily by the sound level of the masker
measured within a critical band centered on the tone. For
such maskers, masking is linear. Whenever the masker
level is increased by, for example, 10 dB, the masked
threshold increases by 10 dB. For listening situations
with masking sounds, the sensation level of the speech
is determined as the difference between the critical-band
level of the speech and the masked or absolute threshold
for tones at the center of the band, whichever is higher.

The relation between band sensation level and Wi

differs somewhat across AI models [36]. In their simplest
form, AI models assume a linear relation between
sensation level and Wi [25–27] over a 30-dB range of
sensation levels (see Fig. 3). Within this range Wi increases
as the sensation level increases. In the models of French
and Steinberg [24] and Fletcher and Galt [22], the relation
is nonlinear and the range of sensation levels over which
Wi changes is larger than 30 dB.

Because Wi and band AIi are proportional [see Eq. (1)],
the AIi also increases with sensation level. The level
dependence of the AI can be understood by noting that
speech is an amplitude-modulated signal. French and
Steinberg [24] analyzed data of Dunn and White [37],
who measured the level distribution of 125-ms speech
segments in a number of frequency bands. The duration
of these segments corresponds roughly to the average
duration of syllables. When plotting the percentage of
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Figure 3. Relation between the audibility-related quantity Wi
and the number of decibels that the average speech level is above
threshold [25,26]. This function reflects the distribution of the
short-term speech level in 125-ms intervals. If the long-term
average speech level is 12 dB below the listener’s threshold,
speech peaks will exceed the listener’s threshold and Wi becomes
larger than zero.

intervals that exceed a certain level as a function of
the difference between that level and the long-term
average speech level, French and Steinberg found a
relationship that is well described by a linear function.
This relationship, together with the masked or absolute
threshold, allows one to derive the percentage of syllables
that are intense enough to be heard by the listener at any
given speech level. The difference between speech level and
threshold level is a measure of the proportion of syllables
that the listener hears. When this proportion increases,
Wi — and the AI — in the band also increase. According to
Kryter [25], approximately 1% of the 125-ms intervals of
speech is audible when the long-term average speech level
is 12 dB below detection threshold. At this point Wi is just
above zero. From there, Wi increases linearly with level
as a larger proportion of the syllables becomes audible.
Once the long-term average speech level is 18 dB above
threshold, even the weakest percentile of 125-ms intervals
exceeds threshold. At this point, Wi is unity and does not
increase further with additional level increases.

5.2. Independence Assumption

As already stated, the AI and the intelligibility score
are related by a nonlinear transformation function
that is different for different test materials. With one
exception, these transformations are derived empirically.
Only the transformation between AI and the proportion
of phonemes correctly identified in a nonsense-syllable
recognition task, also known as the articulation, s, is
determined by the structure of the AI model. Articulation
and AI are related by

AI = −k · log10(1 − s) (2)

where k is a scale factor that is chosen such that AI is unity
in the most favorable listening condition. Equation (2)
results from the fundamental assumption that speech
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bands contribute independently to articulation. This
assumption underlies most AI models (see, however,
Ref. 38). Combining Eqs. (1) and (2) yields

log10(1 − s) =
∑

i

log10(1 − si) (3)

which is equivalent to

(1 − s) =
∏

i

(1 − si) (4)

where s is the articulation in the broadband condition
and si is the articulation achieved when listening to the
individual bands. The terms (1 − s) and (1 − si) are the
associated error probabilities. Equation (4) states that the
probability of identifying a phoneme in a nonsense syllable
incorrectly is equal to the product of the error probabilities
when decisions are based on the information available
in the individual bands. Whenever a joint probability
equals the product of the conditional probabilities, the
events are said to be independent. Therefore, Eqs. (3) and
(4) reflect the AI model assumption that speech bands
contribute independently to the intelligibility of phonemes
in nonsense syllables.

5.3. Band Importance

The importance of various frequency bands for speech
understanding varies with frequency. This can be seen in
Fig. 4, which shows the proportion of correctly understood
phonemes in highpass- and lowpass-filtered nonsense
syllables as a function of the filters’ cutoff frequencies.
The speech is at a level that ensures that audibility in
the passband is always unity. For the purpose of speech
intelligibility predictions, a lowpass filter with a cutoff
frequency of 8000 Hz is equivalent to an allpass, because
the speech signal carries very little energy in the bands
above 8000 Hz. By definition, the AI of a system with a

flat transfer function that provides optimal gain is unity.
The data in Fig. 4 show that articulation is almost perfect
(s = 0.985) for this ideal transmission system. Likewise,
when the cutoff frequency of a highpass filter is 100 Hz, the
same high performance is observed because the acoustic
information in bands below 100 Hz is irrelevant for speech
intelligibility.

Performance decreases when the low-frequency compo-
nents of the speech are gradually removed by increasing
the cutoff frequency of the highpass filter. Initially, the
performance decrease is only slight. Raising the cutoff
frequency from 100 to 1000 Hz affects articulation only
marginally. This suggests that the speech bands between
100 and 1000 Hz make only small contributions to intel-
ligibility. When the cutoff frequency is raised further,
articulation decreases sharply. Removing the frequency
range between 1000 and 4000 Hz causes articulation to
drop from almost perfect to just above 0.5. Apparently,
this frequency band carries a significant portion of the
speech cues.

Similarly, performance decreases when the high-
frequency speech components are removed by decreasing
the cutoff frequency of the lowpass filter. Again, perfor-
mance declines very gradually at first, but the decrease
becomes quite rapid once the cutoff frequency is below
5000 Hz. The frequency at which the two curves intersect
divides the speech spectrum into two equally important
bands. This frequency, called the crossover frequency, is
approximately 1700 Hz. Because the AI is unity for a
broadband condition in which the speech is clearly audible
across the entire frequency range, it follows that the AI
for each of the two equally important bands must be 0.5.

Equation (1a) states that the AI is an importance-
weighted sum of Wi, which is related to the audibility
in the bands. The importance density function describes
how the inherent potential for intelligibility is distributed
across frequency. It can be derived from the relation
between the filter cutoff frequency and the associated
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articulation. Using Eq. (2), the articulation scores are
transformed into the corresponding AI values. This results
in a relation between filter cutoff frequency and AI.
Thus with the help of Eq. (2), the data in Fig. 4 can
be transformed into a cumulative importance function.
Simple differentiation yields the importance-density
function. The band-importance weights, Ii, are derived
from the importance-density function by integrating
over the width of the band. Figure 5 shows the
importance weights for critical-band wide bands of
nonsense syllables [27].

The various AI models differ in the details of
the calculation [39]. For example, different models use
different importance functions. The exact shape of the
importance function seems to depend on the speech
material used [29,40]. Accordingly, the SII specifies
several speech-material-specific importance functions.
Differences also exist in the degree of sophistication with
which the sensation level of the speech is predicted from
parameters of the transmission system and the spectrum
of the masking noise. The representation of the speech
spectrum and the masker spectrum in the inner ear is
‘‘smeared’’ in both the spectral and temporal domains. Not
only can the masker mask the speech, but the speech
signal also acts as a masker upon itself. The amounts
of noise-masking and self-masking depend on the speech
level and on the transfer function of the transmission
system and can be predicted quite accurately. The model
by Fletcher and Galt [22] and the SII [27] exhibit the
most sophistication in modeling both forms of masking.
The simple AI of ANSI [26] does not model self-masking
of speech and its prediction accuracy is compromised if
the transmission system filters speech so that high-level
portions of the spectrum are adjacent to low-level portions.

The AI model discussed so far predicts that when speech
exceeds an optimal level, further level increases do not
result in increased intelligibility. However, intelligibility
may decrease at excessive sound levels [22,41]. This effect
is known as rollover. The AI by Fletcher and Galt [22] and
the SII [27] model this effect.
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Figure 6 shows the SII of unfiltered speech as a function
of the overall speech level. At very low speech levels, the
signal is inaudible and the SII is zero. As the speech
level increases, spectral components in the critical band
centered at 500 Hz are the first to exceed threshold.
This can be seen from Fig. 7, which shows the long-term
average critical-band level of speech with an overall level
of 4 dB SPL (lower solid line) in relation to the threshold
of normally hearing listeners (bold line [35]). The dashed
line 12 dB above the long-term average speech level marks
Kryter’s [25] estimate of the top of the dynamic range of
the speech signal.

The rate at which the SII increases with speech level
depends on the sum of the importance weights in the
bands whose audibility is affected by the level change. At
low levels, the SII increases only slowly with level because
only the bands near 500 Hz contribute. At higher levels,
all bands are audible and a 3-dB change in speech level
changes the SII by 0.1. This rate is equal to the rate at
which Wi increases with sensation level (see Fig. 3) and is
the steepest slope possible.
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Once the speech level reaches 59 dB SPL, all speech
bands are completely audible. Figure 6 shows that at this
level the SII is unity, indicating that intelligibility is
optimal. This is also seen in Fig. 7, where the critical-band
level of 59-dB-SPL speech is shown by the upper solid
line. The dashed line 18 dB below represents Kryter’s [25]
estimate of the lower bound of the dynamic range. In
frequency bands that carry speech cues, this lower bound
is above threshold, indicating that all speech cues are
available to the listener. Further increasing the speech
level does not result in increased intelligibility. On the
contrary, when the speech level increases above 68 dB
SPL, the SII decreases.

5.4. Transformation Between Articulation Index and
Intelligibility

The articulation index describes the extent to which
the sensation generated by the stimulus itself affects
intelligibility. However, speech recognition depends not
only on the sensory input but also on the context in
which it occurs. Semantic and syntactic context, lexical
constraints, and the size of the test set strongly affect
intelligibility. None of these factors are reflected in the
AI (some are reflected in the SII, however). Instead,
they are accounted for by a set of transformation
functions between AI and the predicted intelligibility
score. Because these transformations depend strongly on
the contextual constraints in the speech material and
on the scoring procedure, their form varies significantly.
One set of transformation functions that can serve as a
reference is reproduced in Fig. 8. However, many users
of AI models prefer to derive transformation functions
specifically for their particular speech materials. In fact,
the SII [27] states that users must define the appropriate
transformations for the particular speech material and
scoring method being used. Whatever transformation is
used, those shown in Fig. 8 are reasonably representative.
They indicate that for highly redundant materials, such
as everyday speech, an AI of about 0.2 is needed to obtain
a marginal intelligibility of 75%.

It has been shown that words in meaningful sen-
tences are more easily understood than words in iso-
lation or words preceded by a carrier phrase. Lexical
constraints cause the intelligibility of phonemes in mean-
ingful words to be higher than the intelligibility of
phonemes in nonsense syllables. In general, intelligibil-
ity increases as the predictability of the speech sounds
increases.

By applying optimal decision theory to speech recogni-
tion, Pollack [42] has shown that the increased recognition
performance for items with high a priori probability
of occurrence cannot be explained by more successful
guessing. When he calculated the receiver operating char-
acteristics (ROCs) that describe the speech-recognition
performance for speech tokens with different a priori
probabilities of occurrence, he found that the observers
were more sensitive to speech tokens with a high a pri-
ori probability of occurrence than to those with a low a
priori probability. The better performance for items with
high priori probability was not the result of a response
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bias. Rather, it appears as if context provides an addi-
tional source of information that increases the listener’s
sensitivity to speech recognition. It has been shown that
a signal-detection model may account for such effects by
changing the amount of variance contributed to the deci-
sion variable by a single, central noise source [43].

An entirely different method of accounting for context
effects assumes that contextual information is statistically
independent from the sensory information used to recog-
nize the target without context [44]. Expanding on the idea
of multiplicative error probabilities and assuming that the
context is extracted from speech presented in the same lis-
tening condition as the sensory input, this model derives
a simple relation between the probability, pc, of correctly
recognizing items in the presence of context and the prob-
ability, pi, of recognizing the same items without context:

pc = 1 − (1 − pi)
a (7)

When this equation was applied to several sets of data,
a was nearly constant over a wide range of values of
pi, lending support to the assumption of an independent
contribution of the context [44].

5.5. The Speech Transmission Index

The AI model definition of audibility implicitly assumes
that the temporal structure of the speech signal is
undisturbed and that the short-term level of the
masking noise is unrelated to the short-term level
of the speech signal. AI models break down when
these requirements are not met. To circumvent this
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problem, the speech transmission index (STI) [45] converts
temporal distortions of the speech signal into an
equivalent reduction in the audibility of the speech. This
approach extends the AI concept to include temporal
distortions such as reverberation and nonlinearities
(e.g., a level-compression circuit), which can reduce the
modulation depth of an amplitude-modulated signal such
as speech. The reduction of modulation depth caused
by temporal distortion usually varies across modulation
frequencies. For example, reverberation tends to reduce
fast modulations more than slow modulations. Therefore,
the STI model determines the effective SNR in every
frequency band for a set of modulation frequencies ranging
from 0.63 to 12.5 Hz, which are typical for speech.
Any reduction in modulation depth is transformed into
an equivalent noise level, which yields a transmission
index for each modulation frequency. The average of the
transmission indices at a given spectral frequency band
yields an overall modulation transmission index for the
band, which is largely equivalent to the AI contribution by
the band. Thus, the STI is very similar to the AI models,
but its reliance on modulation transfer allows it to account
for situations that the AI models do not handle readily.

6. SUMMARY

Speech is a signal in which a message is encoded. The
coding is not yet fully understood, but it is known that
it is very robust, because speech remains intelligible
even after severe signal distortion. Speech perception
is categorical. Theories of speech perception attempt to
explain the speech-perception process. Examples of such
theories are auditory theories [e.g., 2] and the motor
theory of speech perception [17]. Although the process of
speech recognition and comprehension is not yet fully
understood, models exist that predict human speech-
recognition performance without attempting to explain
the speech perception process. These models are statistical
in nature and predict only the average intelligibility.
Examples of such models are the speech intelligibility
index (SII), the speech transmission index (STI), and the
articulation index (AI).
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SPEECH PROCESSING
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Montreal, Quebec, Canada

1. INTRODUCTION

When a computer is used to handle the acoustic signal we
call speech, sound is captured by a microphone, digitized
for storage in the computer, and then manipulated
or transformed to serve some useful purpose, such as
efficient coding for transmission or analysis for automatic
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conversion to text. Such processing of speech signals by
computer converts the speech pressure wave variations
(which actually constitute speech) to other forms of
information that are more useful for practical computer
applications.

Speech is normally produced by a human speaker,
whose brain does the processing needed to generate the
speech signal. Similarly, human listeners receive speech
through their ears and process it with their brains to
understand the spoken message. In this chapter, we
examine ways that computers use to analyze speech and to
simulate production or perception of speech signals. There
are many applications for this speech processing: text-to-
speech synthesis (e.g., a machine capable of reading aloud
to the visually handicapped; a system able to respond
vocally from a textual database), speech recognition (e.g.,
controlling machines via voice; fast entry into databases),
speaker verification (e.g., using one’s voice as an identifier
instead of fingerprints or passwords), and speech coding
(i.e., compressing speech into a compact form for storage
or transmission, and subsequent reconstruction of the
speech when and where needed). All these uses require
converting the original speech into a compact digital form,
or vice versa, and related digital signal processing.

Such processing usually involves either analysis or
synthesis of speech. Recognition of speech (where the
desired result is the text that one usually associates
with the speech) or of speakers (where the output is the
identity of the source of the speech, or a verification of a
claimed identity) requires analysis of the speech, to extract
relevant (and usually compact) features that characterize
how the speech was produced (e.g., features related to the
shape of the vocal tract used to utter the speech). Text-
to-speech synthesis, on the other hand, tries to convert
normal text into an understandable synthetic voice. For
speech coding, both the input and output of the process
are in the form of speech; thus text is not directly involved,
and the objectives are a compression of the data rate
(for efficient and secure transmission) and a retention of
the naturalness and intelligibility of the original speech,
during the analysis and synthesis stages.

2. SPEECH ANALYSIS

For speech analysis, we first convert the speech waves
(which, like all analog signals in nature, vary continuously
in both time and intensity) into a bitstream, that is,
analog-to-digital (A/D) conversion, so that a computer
can process the speech signal. The resulting information
or ‘‘bit rate’’ (which is of prime interest for efficient
operations) is controlled by two factors: the sampling
rate (number of evaluations or samples per second) and
the sampling precision (number of bits per sample). The
sampling rate is directly proportional to the allowed
bandwidth of the speech; the Nyquist theorem specifies
that the rate be at least twice the highest frequency
in the processed signal (otherwise, inevitable ‘‘aliasing’’
distortion appears in the later D/A conversion) [1]. The
minimum rate used in practical speech applications is
usually 8000 samples/s, thus retaining a range from
very low frequencies (theoretically, 0 Hz, although no

useful audio data occur below 50 Hz) up to 4 kHz (in
practice, an analog lowpass filter usually precedes the
A/D converter, and there is a gradual cutoff of frequencies
below 4 kHz). Such a low rate is standard for telephone
applications, because the switched network only preserves
approximately the 300–3200-Hz range. The maximal rate
typically employed is 44,100/second (used for audio on
compact disks [2–5]), which preserves frequencies beyond
the normal hearing range.

Unlike the sampling rate, which follows immediately
from the selection of bandwidth range, the choice
of bits/sample corresponds to how much distortion is
tolerable in a given speech application. To minimize
distortion to inaudible levels after A/D conversion,
we typically need 12 bits/sample. This gives about
60 dB (decibels) in signal-to-noise ratio, which allows for
a typical 30-dB range between strong vowels and weak
fricatives in speech. Hence, 12-bit A/D converters are
acceptable, although 16-bit systems are more common.
In the telephone network, where bandwidth is at a high
premium, 8-bit logarithmic (nonuniform) quantization is
used on most digital links.

The objective of speech analysis is to transform speech
samples into a more useful information representation,
for specific objectives other than simply furnishing speech
to human ears. The bit rate of basic digital speech (via
simple or logarithmic A/D conversion) is typically 64 kbit/s
or higher. If we compare that rate to the amount of
fundamental information in the signal, we can see a large
discrepancy. An average speaking rate is about 12 sounds
or phonemes/s, and most languages have an inventory
of about 32 phonemes. Thus the phonemic sequence of
speech can be sent in approximately 60 bps (bits per
second) (12 log2 32). This does not include intonational or
speaker-specific aspects of the speech, but ignores the fact
that phoneme sequences are not random (e.g., Huffman
coding can reduce the rate). The overall information rate in
speech is perhaps 100 bps. Current speech coders are far
from providing transparent coding at such rates, but some
complex systems can reduce the rate to about 8 kpbs (at
8000 samples/s) without losing quality (other than limiting
bandwidth to 4 kHz).

Typical analysis methods try to extract features
that correspond to some well-known aspects of speech
production or perception. For example, experiments have
shown that speakers can easily control the intensity
of speech sounds (and that listeners can easily detect
small changes in intensity) [6]. Thus intensity (or a
related parameter, energy) is often determined in speech
analysis, by simply summing a sequence of (squared)
speech samples. Similarly, the positions of resonance
peaks in the amplitude spectrum of speech (known as
formants, abbreviated F1, F2, . . ., in order of increasing
frequency) have been correlated with shapes of the vocal
tract in speech production; they are also well discerned
perceptually (peaks are much more salient than spectral
valleys). Analysis techniques typically try to extract
compact parameterizations of these spectral peaks, either
modeling the underlying resonances of the vocal tract
(including resonance bandwidths) or some form of the
detail (both coarse and fine) in the amplitude spectrum.
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Another feature that is often examined in speech
analysis is that of the fundamental frequency of the vocal
cords, which vibrate during ‘‘voiced’’ (periodic) sounds such
as vowels. The rate (abbreviated F0) is directly controlled
in speech production, and the resulting periodicity is easily
discriminated by listeners. It is used in tone languages
directly for semantic concepts, and cues aspects of stress
and syntactic structure in many languages. While F0 (or
its inverse, the pitch period — the time between successive
closures of the vocal cords) is rarely extracted for speech
recognizers, it is often used in low-bit-rate speech coders
and must be properly modeled for speech synthesis.

3. SPEECH CODING

The objective of speech coding is to represent speech
as compactly as possible (i.e., few bps), while retaining
high intelligibility and naturalness, with minimal time
delay in inexpensive hardware. There are many practi-
cal compromises possible here, ranging from zero-delay,
cheap, transparent, high-rate PCM (pulse-code modula-
tion) to systems that trade off naturalness for decreased bit
rates and increased complexity [5]. We distinguish higher-
rate waveform-based coders (usually yielding high-quality
speech) from lower-rate parametric coders. Coders in the
first class reconstruct speech signals sample-by-sample,
representing each speech sample directly with at least
a few bits, while the latter class typically discards spec-
tral phase information and processes blocks (‘‘frames’’) of
many samples at a time, which allows the average number
of bits/sample to be one or below (e.g., speech coding at
8 kbps).

3.1. Structure in Speech That Coders Exploit

Coders typically try to identify structure in signals,
extract it for efficient representation, and leave the
remaining (less predictable) signal components either
to be ignored (in low-rate systems) or coded using
simple techniques (in high-rate systems). There are many
sources of structure in speech signals (which, indeed,
account for the large difference between typical rates
of 64 kbps and an approximately 100-bps theoretical
limit). Phonemes typically last 80 ms (e.g., approximately
10 pitch periods), largely due to the increasing difficulty
of articulating speech more rapidly (but also to avoid
losses in human perception at higher speaking rates).
However, identification of each sound is possible from
a fraction of each pitch period (at least for speech
in noise-free environments). The effective repetition of
information in multiple periods helps increase redundancy
in human speech communication, which allows reliable
communication even in difficult conditions.

The spectra of most speech show a regular structure,
which is the product of a periodic excitation (at a rate of F0)
and the set of resonances of the vocal tract (which appears
as a series of peaks and valleys, averaging about one
peak every 1 kHz). Rather than code the speech waveform
sample by sample or the spectrum point by point, efficient
coders extract from the speech some parameters directly
related to the overall amplitude, F0, and the spectral
peaks, and use these for transmission.

A simple spectral measure for speech analysis is the
zero-crossing rate (ZCR), which provides a basic frequency
estimate for the major energy concentration. The ZCR is
just the number of times the speech signal crosses the time
axis (i.e., changes algebraic sign) in a given time period
(e.g., taking an overly simple nonspeech case, a sinusoid
of 100 Hz has a ZCR of 200/s). Background acoustic noise
often has a steady, broad lowpass spectrum and thus has
a ZCR corresponding roughly to a stable frequency in the
low range of the signal bandwidth. On the other hand, for
weak speech obstruents that are difficult to detect against
background noise, the ZCR is either high (corresponding to
a high-frequency concentration of energy in fricatives and
stop bursts) or very low (if a ‘‘voicebar,’’ corresponding to
radiation of F0 through the throat, dominates). The ZCR
is easy to compute, and can be used for speech endpoint
detection (see below).

3.2. Exploiting Simple Structure

Advanced coders examine blocks of data, consisting of
sequences of speech samples (which necessarily increases
the response time, but facilitates temporal exploitation).
The simplest coders (PCM) represent each sample
independently. Using a uniform quantifier, however, is
inefficient because most speech samples tend to be small
(i.e., speech is more often weak than strong), and thus
the quantifier levels assigned to large samples are rarely
used. Optimal encoding occurs when, on average, all
levels are equally used. Since the distribution of speech
samples typically resembles a Gamma probability density
function (their likelihood decaying roughly exponentially
as amplitude increases), a logarithmic compression prior
to uniform quantization is useful (e.g., the µ-law or A-law
log PCM, common in telephone networks).

Many coders adapt in time, exploiting slowly changing
characteristics of the speech and/or transmission channel,
such as following the shape or movements of the vocal
tract. For example, the step size of the quantifier can
be adjusted to follow excursions of the speech signal,
integrated over time periods ranging from 1 to 100 ms.
When the signal has large energy, using larger step sizes
can avoid clipping (which causes nonlinear and severe
distortion). When the step size is reduced for low-energy
samples, the quantization noise is proportionally reduced
without clipping.

3.3. Exploiting Detailed Spectral Structure

Many speech coders use linear prediction methods to
estimate a current speech sample based on a linear
combination of previous samples [8]. This is useful when
the speech spectrum is nonuniform (pure white noise, with
independent samples and a flat spectrum, would allow no
gain through such prediction). The simplest prediction
occurs in delta modulation, where one previous speech
sample directly provides the estimate of each current
sample; the assumption is that a typical sample changes
little from its immediately prior neighbor. This becomes
truer if we sample well above the Nyquist rate, as is
done in delta modulation, which in turn allows the use
of a one-bit quantifier (trading off sampling rate for bit
precision) [7].
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The power of linear prediction becomes more apparent
when the order of the predictor (i.e., the window or
number of prior samples examined) is about 10 or so,
and when the predictor adapts to movements of the vocal
tract (e.g., is updated every 10–30 ms). This occurs in two
very popular speech coders, ADPCM (adaptive differential
PCM) and LPC (linear predictive coding). They exploit
the fact that the major excitation of the vocal tract for
voiced speech occurs at the time that the vocal cords
close (once per pitch period), which causes a sudden
increase in speech amplitude, after which the signal decays
exponentially (with a rate inversely proportional to the
bandwidth of the strongest resonance — usually F1). Each
pitch period approximately corresponds to the impulse
response of the vocal tract, and is directly related to its
resonances. Since there are about four such formants (in
a typical 0–4-kHz bandwidth) and since each formant
can be directly characterized by a center frequency and
a bandwidth, a predictor order of ten or so is adequate
(higher orders give more precision, but offer diminishing
returns as computation and bit rate increase).

The 10–16 LPC parameters derived from such an
analysis form the basis of many coders, as well as for
speech recognizers. These parameters are the multiplier
coefficients of a direct-form digital filter, which, when used
in a feedforward fashion, converts a speech signal being
modeled into a ‘‘residual’’ or ‘‘error’’ signal, which is then
suitable for either simple coding (with fewer bits, typically
3–4/sample, in ADPCM) or further parameterization (as
in LPC systems).

Using the coefficients in a feedback filter, the system
acts as a speech synthesizer, when excited by an impulse
train (impulses spaced every 1/F0 samples) or a noise
signal (simulating the frication noise generated at a
narrow constriction in the vocal tract). This latter, dual
excitation is a very simple, but powerful, model of the
LPC residual signal, which allows very low bit rates
in basic LPC systems [9]. The result is intelligible but
synthetic-quality speech (less natural than the ‘‘toll-
quality’’ speech of the telephone network with log PCM,
or with other medium-rate, waveform-coding methods).
The LPC model, with its dozen spectral coefficients
parameterizing the vocal tract shape (filter) and its
three excitation parameters (F0, amplitude, and a single
‘‘voicing’’ bit noting a decision whether the speech is
periodic) modeling the residual, often operates around
2.4 kbps (using updates every 20 ms). The LPC coefficients
are usually transformed into a more efficient set for
coding, such as the reflection coefficients (which are
the multipliers in a lattice-form vocal tract filter, and
can actually correspond to reflected energy in simple
three-dimensional vocal tract models, modeling the two
traveling waves of pressure, one going up the vocal
tract, the other down). Another popular set is the line
spectral frequencies (LSF), which displace the resonance
poles in the digital spectral z plane onto the unit circle,
which allows more efficient differential coding in one
dimension around the circle, rather than the implicit two-
dimensional coding of the resonances inherent in other
LPC forms.

3.4. Exploiting Structure Across Parameters

More efficient coders go beyond simple temporal and
spectral structure in speech, to exploit correlations across
parameters, both within and across successive frames of
speech. Even relatively efficient spectral representations
such as the LSFs do not produce orthogonal parameter
sets; that is, there remain significant correlations among
sets of parameters describing adjacent frames of speech.
Shannon’s theorem states that it is always more efficient
to code a signal in vector form, rather than code the
samples or parameters as a succession of independent
numbers. Thus, we can group related parameters as
a block and represent the set with a single index.
For example, to code a speech frame every 20 ms, a
set of 10 reflection coefficients might need 50 bits as
scalar parameters (about 5 bits each), but need only
10 bits in vector quantization (VQ). In the latter, we
chose 1024 (= 210) representative points in 10-dimensional
space (where each dimension corresponds to a parameter).
The points are usually chosen in a training phase (i.e.,
coder development) by examining many minutes of typical
speech (ranging over a wide variety of different speakers
and phonemes). Each frame provides one point in this
space, and the chosen points for the VQ are the centroids
of the most densely populated clusters. Since there are only
about 1000 different spectral patterns easily discriminable
in speech perception (ignoring the effects of F0 and overall
amplitude), a 10-bit system is often adequate. Ten-bit VQ
represents effectively a practical limit computationally as
well, since a search for the optimal point among much more
than 1024 possibilities every 20 ms may exceed hardware
capacity. VQ basically trades off increased computation
during the analysis stage for lower bit rates in later
transmission or storage. The most common use today
for speech VQ is in CELP (code-excited linear prediction)
speech, where short sequences of LPC residual signals
are stored in a codebook, to excite an LPC filter (whose
vocal tract spectra are themselves represented by another
codebook). CELP provides toll-quality speech at low rates,
and has become very popular in recent years.

4. FUNDAMENTAL FREQUENCY (F0) ESTIMATION
(PITCH DETECTORS)

Both low-rate speech coders and text-to-speech synthesiz-
ers require estimation of the F0 of speech signals, as well
as the related (and simpler) estimation of the presence
or absence of periodicity (i.e., voicing). For many speech
signals, it is a relatively simple task to detect periodic-
ity and measure the period. However, despite hundreds
of algorithms in the literature [10], no one pitch detector
(so called because of the close correlation of F0 and per-
ceived pitch) is fully accurate. Environmental noise often
obscures speech periodicity, and the interaction of phase,
harmonics, and spectral peaks often creates ambiguous
cases where pitch detectors can make small or even large
mistakes (especially in weaker sections of speech).

The basic approach to F0 estimation simply looks for
peaks in the speech waveform, spaced at intervals roughly
corresponding to typical pitch periods. Periods can range
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from 2 ms (sounds from small infants) to 20 ms (for large
men), but each individual speaker usually employs about
an octave range (e.g., 6–12 ms for a typical adult male).
Many estimators use heuristics, such as the fact that
F0 rarely changes abruptly (except when voicing starts or
ceases). Since F0 is roughly independent of which phoneme
is being uttered, and since the structure of formants
(and related phase effects) in a voiced spectrum can
obscure F0 estimation, we often eliminate from analysis
the frequencies above 900 Hz (via a lowpass filter), thus
retaining one strong formant containing several harmonics
to supply the periodicity information. (This also simplifies
processing by use of a decimated signal, which allows
a lower sampling rate after lowpass filtering.) At extra
cost, spectral flattening can be provided by autocorrelation
methods or by LPC inverse filtering, to further reduce F0
estimation errors. Other pitch detectors do peak-picking
directly on the harmonics after a Fourier transform of the
speech.

5. AUTOMATIC SPEECH RECOGNITION (ASR)

Translating a speech signal into its underlying message
(i.e., ASR) is a pattern recognition problem. In principle,
one could store all possible speech signals, each tran-
scribed with its corresponding text. Given today’s faster
computers and the decreasing cost of computer memory,
one might wonder if this radically simple approach could
eventually solve the ASR problem. To see that this is not
true, consider the immense number of possible utterances.
Typical utterances last a few seconds; at 10,000 samples/s,
we potentially have, say, 230,000 signals. Even with very
efficient coding (e.g., 100 bps), we would still have an
immense 2300 signals. Most of these would not be recogniz-
able as speech, but it is impossible a priori to just consider
ones that might eventually occur as an input to an ASR
system (even enlisting millions of speakers talking for
days would be quite insufficient).

Thus speech signals to be recognized must be processed
to reduce the amount of information from perhaps 64 kbps
to a much lower figure. Obvious candidates are low-
rate coders, since they preserve enough information to
reconstruct intelligible speech. (Higher-rate waveform
coders retain too much information, which is useful for
naturalness but is not needed for intelligibility; only the
latter is important for ASR.)

Unlike speech coding, where the objective of speech
analysis is to reproduce speech from a compact representa-
tion, ASR instead transforms speech into its corresponding
textual equivalent. The direct relationship between the
spectral envelope of speech and vocal tract shape (and
hence to the phoneme being uttered) has led to intense
use of efficient representations of spectral envelope for
ASR. (The lack of a simple, direct correlation between F0
and phonemes, on the other hand, has led to F0 being
largely ignored in ASR, despite its use to cue semantic and
syntactic information in human speech recognition.) One
difficulty has been how to extract compact yet relevant
information about the envelope. Simple energy is useful,
but is often subject to variations (e.g., automatic gain
control, variable mouth-to-microphone distance, varying

channel gain) irrelevant for phonemic distinctions; as a
result, a simple energy measure is often not used for ASR,
but change in energy between frames is.

LPC parameters were once popular for ASR, but they
have been largely replaced by the mel-scale frequency
cepstral coefficients (MFCCs) [11,12]. The term mel-scale
refers to a frequency-axis deformation, to weight the lower
frequencies more than higher ones (which is quite difficult
to do in LPC analysis). This follows critical-band spacing in
audition, where perceptual resolution is fairly linear below
1 kHz, but becomes logarithmic above that. The cepstrum
is the inverse transform of the log amplitude of the
Fourier transform of speech. The amplitude spectrum of
speech in decibels is weighted via triangular filters spaced
at critical bands, and then coefficients are produced via
weightings from increasingly higher-frequency sinusoids
(in the inverse Fourier transform step). The first 10 or so
MFCCs provide a good spectral envelope representation
for ASR. C0 (the first MFCC) is actually just the overall
speech energy (and is often omitted from use); C1 provides
a simple measure of the balance between low- and high-
frequency energy (the one-period sinusoid weights low
frequencies positively and high ones negatively). Higher
coefficients provide the increasingly finer spectral details
needed to distinguish, say, the vowels / i / and / e /.

5.1. Timing Problems in ASR

The major difficulty for ASR is the large amount
of variability in speech production. In text-to-speech
synthesis, one synthetic voice may suffice, and all listeners
must adjust to its accent. ASR systems, however, must
accommodate different speaking styles, by storing many
different speakers’ patterns or by integrating knowledge
about different styles. Variations occur at several levels:
timing, spectral envelope, and intonation. There is much
freedom in how a speaker times articulations and how
exactly the vocal tract moves. In 1986, ASR commonly
stored templates consisting of successive frames of spectral
parameters (e.g., LPC coefficients), and compared them
with those of an unknown utterance. Since utterances
of the same text could easily have different numbers
of frames, the alignment of frames could not simply
be one-to-one. Nonlinear ‘‘dynamic time warping’’ (DTW)
was popular because it compensated for small speaking
rate variations. However, it was still computationally
expensive and extended awkwardly to longer utterances;
it was also difficult to improve models with additional
training speech.

5.2. General Stochastic Approach

During the 1980s, the hidden Markov model (HMM)
approach became the dominant method for ASR. It
accepted large amounts of computation during an initial
training phase in order to get a more flexible and
faster model at recognition time. Furthermore, HMMs
provided a mathematically elegant and computationally
practical solution to some of the serious problems of
variability in speech production. DTW had partially
accommodated the timing problem, via its allowance of
nonlinear temporal paths in the recognition search space,
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but was unsatisfactory for variations in pronunciation
(e.g., spectral differences due to perturbations in vocal
tract shape, different speakers, phonetic contexts). DTW
was essentially a deterministic approach to a stochastic
problem.

With HMMs, speech variability is treated in terms of
probabilities. The likelihood of a speaker uttering a certain
sound in a certain context is modeled via probability
distributions, which are estimated from large amounts
of ‘‘training data’’ speech. Given sufficient computer
power and memory, ASR systems tend to have improved
recognition accuracy as more data are implicated in the
stochastic models, to make them more reliable. While
computer resources are never infinite, this approach is
feasible to improve systems for ‘‘speaker-independent
ASR,’’ where training speech is obtained from hundreds
of different speakers, and the system then accepts input
speech from all users.

For alternative ‘‘speaker-dependent’’ recognizers, which
need training from individual users and only employ
models trained on each speaker’s voice at recognition time,
the large amounts of training data are less feasible, given
most users’ reluctance to provide more than a few minutes
of speech. The latter systems have better accuracy, since
the HMM models are directly relevant for each user’s
speech, whereas speaker-independent HMMs must model
much more broadly across the diversity of many speakers
(such models, as a result, are less discriminative).

Most ASR is done using the ML (maximum-likelihood)
approach, in which statistical models for both speech and
language are estimated based on prior training data (of
speech and texts, respectively). After training establishes
the models, at recognition time an input speech signal is
analyzed and the text with the corresponding highest
likelihood is chosen as the recognition output. Thus,
given a signal S, we choose text T, which maximizes the
a posteriori probability P(T|S) = P(S|T)P(T)/P(S), using
Bayes’ rule. It is impossible to directly get good estimates
for P(T|S) because of the extremely large number of
possible speech signals S. Instead, we develop estimates
for P(S|T) (the acoustic model) and for P(T) (the language
or text model). When maximizing across possible texts T,
we ignore the denominator P(S) term as irrelevant for the
best choice of T. Even for large vocabularies, the number
of text possibilities is much smaller than the number
of speech signals; thus it is more practical to estimate
P(S|T) than P(T|S). For each possible text, the acoustical
statistics are obtained from speakers repeatedly uttering
that text (in practice, such estimates can be obtained for
small text units, such as words and phonemes, while still
using speech conveniently consisting of sentences). The a
priori likelihood of a text T being spoken is P(T), which is
obtained by examining computerized textual databases.

There are efficient methods to develop such statistics
and to evaluate the large number of possibilities when
searching for the maximum likelihood (the search space
for a vocabulary with thousands of words and for an
utterance of several seconds, at typically 100 frames/s, is
quite large). The ‘‘forward–backward’’ method examines
all possible paths, summing many small joint likelihoods,
while the more efficient Viterbi method looks for the single

best path [11]. The latter is much faster, and is commonly
used because in practice it tends to sacrifice little in
recognition accuracy. When trying to discriminate among
similar words, however, the ML approach sometimes fails,
because it does not examine how close alternative possible
texts are. In addition, HMMs treat all speech frames
as equally important, which is not the case in human
speech perception. Alternative methods such as maximum
mutual information estimation or linear discriminant
analysis are considerably more expensive and complex,
but are more selective in examining the data, focusing
on the differences between competing similar texts, when
examining a speech input.

5.3. Details of the Hidden Markov Model (HMM) Approach

The purpose of this method is to model random dynamic
behavior via a mathematical method where different
‘‘states’’ represent some aspects of the behavior. The basic,
first-order Markov chain has several states, connected by
transitions among states. The likelihood of leaving each
state is modeled by a probability distribution (usually a
PDF — probability density function), and each state itself
is also so modeled. For speech, these two sets of PDFs
attempt to model the variable timing and articulation of
utterances, respectively. Each state roughly corresponds
to a vocal tract shape (or more precisely to a speech
spectral envelope with formants resulting from the vocal
tract shape). Each transition models the likelihood that
the vocal tract moves from one position to another.

The PDF for transitions from a given state usually has
a simple form: a relatively high likelihood of remaining
in that state (e.g., 0.8), a smaller chance of moving to the
next state in the time chain (e.g., 0.15), and a yet smaller
chance of skipping to the state after the next one. Since
time always moves forward, we do not allow backward
transitions (e.g., we go through an HMM modeling a word,
starting with its first sound and proceeding to its last
sound). Since each state models roughly a vocal tract
shape (or more often an average of shapes), we stay
in each state for several 10-ms frames (hence the high
self-loop likelihood). Allowing an occasional state to be
skipped accounts for some variability in speech production,
especially for rapid, unstressed speech. For example, the
training speech may be clear and slow, thus creating states
that need not always be visited in later (perhaps fast) test
speech.

The transition PDF thus described leads to an
exponential PDF for the duration of state visits, which
is an inaccurate model for actual phoneme durations.
There is too much bias toward short sounds. For instance,
very few phonemes last only 1–2 frames. Some more
complicated HMM approaches allow direct durational
modeling, but at the cost of increased complexity.

In practice, every incoming speech signal is divided
into successive 10-ms frames of data for analysis (as in
speech coding). During the training phase, many frames
are assigned to each given HMM state, and the state’s PDF
is simply the average across all such frames. Similarly,
the PDF describing which state B follows any given state
A in modeling the dynamics of the speech simply follows
the likelihood of moving to a nearby vocal tract shape (B)
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in one frame, given that the previous speech frame was
assigned to state A. This simple approach in which the
model takes no direct account of the history of the speech
(beyond one state in the past) is called a first-order
Markov model. It is clear, when dealing with typical 10-
ms frames, that there is certainly significant correlation
across many successive frames (due to coarticulation in
vocal tract movements). Thus the first-order assumption
is an approximation, to simplify the model and minimize
computer memory. Attempts to use higher-order models
have not been successful because of the immense increase
in complexity needed to accommodate reasonable amounts
of coarticulation. The HMM is called ‘‘hidden’’ because
the vocal tract behavior being modeled is not directly
observable from the speech signal (if the input to an
ASR system were X rays of the actual moving vocal tract
during speech, we could use direct Markov models, but
this is totally impractical).

Gaussian PDFs are normally used to specify each state
in an HMM. Such a PDF for an N-dimensional feature
vector x for a spoken word assigned index i is

Pi(x) = (2π)−N/2|Wi|−1/2 exp

[
−(x − µi)

TW−1
i (x − µi)

2

]
(1)

where Wi is the covariance matrix (noting the individual
correlations between parameters), |Wi| is the determinant
of Wi, and µi is the mean vector for word i. Most
systems use a fixed W matrix (instead of individual
Wi for each word) because (1) it is difficult to obtain
accurate estimates for Wi from limited training data,
(2) using one W matrix saves memory and computation,
and (3) Wi matrices are often similar for different words.
If one chooses parameters that are independent (i.e.,
no relationship among the numbers in the vector x),
the W matrix simplifies to a diagonal matrix, which
greatly simplifies calculation of the PDF (which must be
repeatedly done for each speech frame and for each HMM).
Thus many ASR systems assume (often without adequate
justification, other than reducing cost) such a diagonal
W. Unless an orthogonalization procedure is performed
(e.g., a Karhunen–Loeve transformation — itself quite
costly), most commonly used feature sets (LPC coefficients,
MFCCs) have significant correlation.

The elements along the main diagonal of W indicate the
individual variances of the speech analysis parameters.
The use of W−1

i in the Gaussian PDF notes that those
features with the smallest variances are the most useful
for discriminating sounds in ASR. Parameter sets that lead
to small variances and widely spaced means µi are best,
so that similar sounds can be consistently discriminated.

The Gaussian form for the state PDF is often
appropriate for modeling many physical phenomena; the
idea follows from basic stochastic theory: the sum of a large
number of independent, identically distributed random
variables resembles a Gaussian. Natural speech, coming
from human vocal tracts, can be so treated, but only for
individual sounds. If we try to model too many different
vocal tract shapes with one HMM state (as occurs in
multispeaker, or context-independent ASR), the Gaussian

assumption is much less reasonable (see text below for the
discussion of mixtures of Gaussian PDFs).

We create HMMs to model different units of speech. The
most popular approaches are to model either phonemes
or words. Phonemic HMMs require fewer states than
word-based HMMs, simply because phonemes are shorter
and less phonetically varied than words. If we ignore
coarticulation with adjacent sounds, many phonemes
could be modeled with just one state each. Inherently
dynamic phonemes, such as stops and diphthongs, would
require more states (e.g., a stop such as / t / would at
least need a state for the silence portion, a state for the
explosive release, and probably another state to model
ensuing aspiration). There is a very practical issue of how
many states are appropriate for each HMM. There is no
simple answer; too few states lead to diffuse PDFs and
poor discriminability (especially for similar sounds such
as / t / and / k /), due to averaging over diverse spectral
patterns. Too many states lead to excessive memory and
computation, as well as to ‘‘undertraining,’’ where there
are not enough speech data in the available training set to
provide reliable model parameters.

Consider the (very practical) task of simply distinguish-
ing ‘‘yes’’ versus ‘‘no’’ (or perhaps just the 10 digits: 0, 1,
2,. . .9); it is efficient to create an HMM for every word
in the allowed vocabulary. There will be several states in
each HMM to model the sequence of phonemes in each
word. HMMs work best when there is a rough correspon-
dence between the number of states and the number of
distinguishable sounds in the speech unit being modeled.
If the model creation during the training phase is done
well, this allows each state to have a PDF with mini-
mal variance. At recognition time, such tight PDFs will
more easily discriminate words with different phoneme
sequences.

As the size of the allowed vocabulary increases,
however, it becomes much less practical to have one or
more models for every word. Even in speaker-independent
ASR, where we could ask thousands of different people to
furnish speech data to model the many tens of thousands of
words in any given language such as English, the memory
and search time needed for word-based HMMs goes
beyond current computer resources. Thus, for vocabularies
larger than 1000 words, most systems employ HMMs
that model phonemes (or sometimes ‘‘diphones,’’ which
are truncated sequences of phoneme pairs, used to model
coarticulation during transitions between two phonemes).
Diphones are obtained by dividing a speech waveform
into phoneme-sized units, with the cuts in the middle
of each phone (thus preserving in each diphone the
transition between adjacent phonemes). In text-to-speech
applications, concatenating diphones in a proper sequence
(so that spectra on either side of a boundary match)
usually yields smooth speech because the adjacent sounds
at the boundaries are spectrally similar; e.g., to synthesize
straight, the six-diphone sequence /#s-st-tr-re-et-t#/ would
be used (# denoting silence).

Using phonemic HMMs reduces memory and search
time, as well as allowing a fixed set of models, which
does not have to be updated every time a word is
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added to the vocabulary. If the models are ‘‘context-
independent,’’ however, their discriminability is small.
When averaging over a wide range of phonetic contexts,
the states modeling the initial and final parts of each
phoneme have varying spectral patterns and thus broad
PDFs of poorer discriminability.

Nowadays, more advanced ASR systems employ
‘‘context-dependent’’ phonemic HMMs (e.g., diphone mod-
els), where each phoneme is assigned many HMMs,
depending on its immediate neighbors. A simple and
common (but expensive) technique uses triphone mod-
els, where for a language with N phonemes we have N3

models; each phoneme has N2 models, one for each context
(looking before and after by one phoneme). There is much
evidence from the speech production literature about the
effects of coarticulation, which are significant even beyond
a triphone window. (A diphone approach is a compromise
between a simple context-independent scheme and a com-
plex triphone method; it has N2 models.) For English, with
about 32 phonemes, the triphone method leads to tens of
thousands of HMMs (which need to be adequately analyzed
and stored in the training phase, and all must be examined
at recognition time). Many systems adopt a compromise by
grouping or clustering similar models according to some
set of phonetic rules (e.g., the decision-tree approach). If
the clustering is done well, one could even expand the
analysis window beyond triphones, to accommodate fur-
ther coarticulation (e.g., in the word ‘‘strew,’’ lip rounding
for the vowel / u / affects the spectrum of the initial / s /;
thus a triphone model for / u / looking leftward only at the
neighbor / r / is inadequate).

5.4. Language Models for ASR

Going back only a decade or so, we find much less
successful ASR methods that concentrated only on the
acoustic input to make decisions. It was thought that
all the required information to translate speech to text
could be found in the speech signal itself; thus no
cognitive modeling of the listener seemed necessary.
Some surprisingly simple experiments that modeled some
aspects of language changed that naive approach, with
positive results in recognition accuracy. Indeed, it can
be easily observed that words in speech (as in text)
rarely occur in random order. Both syntactically and
semantically, there is much redundancy in word order. For
example, when talking about a dog, one may well find the
semantically related words ‘‘small’’ or ‘‘black’’ immediately
prior to ‘‘dog.’’ As for syntax, there are many restrictions
on word sequences, such as the common structure of
article+adjective+noun for English noun phrases, and
strict order in verb phrases such as ‘‘may not have been
eaten.’’

Thus researchers developed models for language, in
which the likelihood of a given word occurring after a
prior word sequence is evaluated and used in the decision
process of speech recognition. The most common approach
is that of a trigram language model, where we estimate
the probability that any given word in text (or speech) will
follow its preceding two words (written or spoken). Textual
redundancy in English (and indeed many languages)
goes well beyond a trigram window of analysis, but

practical issues of computer memory and the availability
of training data have so far limited most models to a
three-word range. Training for language models has been
almost exclusively done using written texts (and rarely
transcriptions of speech), despite the inappropriateness
for ASR of written compositions (i.e., most speech is
spontaneous, rarely from written texts), owing to the
cost (and often limited accuracy) of transcribing large
amounts of speech. Researchers find it much easier to use
the many databases of text available today, despite their
shortcomings.

The major advantage of models such as trigrams is
that they incorporate diverse aspects of practical text
redundancies automatically (no complex semantic or
syntactic analysis is needed). This reflects the current
premature state of natural language processing (e.g., the
continuing difficulties in automatic language translation).
This lack of intelligent analysis in trigram models,
however, leads to serious inefficiencies. As the allowed
vocabulary increases in size, for applications not limited to
specific topics of conversation, the availability of sufficient
text to obtain reliable statistics is a major problem.
Depending on what is counted as a word (e.g., do ‘‘eat,
eats, eating, eaten’’ count as four individual words?), there
are easily hundreds of thousands of words in English;
taking a very conservative estimate of 105 words, there are
1015 trigrams, which strains current computer capacities,
or at least significantly increases costs. As a result,
many acceptable trigrams (and even many bigrams and
unigrams) are not observed in any given training text
(even large ones containing millions of words). The usual
estimation of probabilities simply divides the number of
occurrences of each specific trigram (or bigram) by the
total number of occurrences of each word being modeled
in the training text. For sequences occurring frequently in
training texts, the estimates are reasonable, at least for
the purposes of modeling (and recognizing speech from)
additional text from the same source. One may readily
create different language models for different types of
text, such as those for physicians, lawyers, and other
professionals, corresponding to specific applications.

A serious problem with the approach above is how to
handle unobserved sequences (e.g., the very large number
of three-word sequences not found in a given training text,
but nonetheless permitted in the language). Assigning
them all a probability of zero is quite inappropriate, since
such word sequences would then never appear in a speech
recognizer’s output, even if they were actually spoken. One
solution simply assigns all unseen sequences the same tiny
probability, and reduces the probabilities of all observed
sequences by a compensatory amount (to ensure that the
total probability remains equal to one). This is somewhat
better than arbitrarily assigning zero likelihoods, but
treats all unseen sequences as equally likely, which is
a very rough and poor estimate. A more popular way
is the ‘‘backoff’’ approach, in which the overall assigned
likelihood for a word is a weighted combination of trigram,
bigram, and unigram probabilities. The weightings are
appropriately adjusted for unseen sequences. If no trigram
(or bigram) estimate is available, one simply assigns its
corresponding weighting a value of zero, and uses existing
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(bigram and) unigram statistics. Of course, words that
never appear at all in a training set have no statistics
to which to back off; their likelihoods must be estimated
another way.

While the trigram method has considerable power as a
language model for ASR, there is also considerable waste.
The memory for trigram statistics for large-vocabulary
applications is very large, and many of the probabilities
are poorly estimated due to insufficient training data. It
is more efficient if one clusters similar words together,
thus reducing memory and making the fewer statistics
more reliable. One extreme case is the tri-PoS approach,
where all words are classified by their syntactic category
(e.g., part of speech, such as noun, verb, or preposition).
Depending on how many categories are used, the statistics
can be very reduced in size, while still retaining some
powerful syntactic information to predict common word-
class sequences. Unfortunately, the semantic links among
adjacent words are largely lost with this purely syntactic
language model. Owing to the reduced model size, one
can easily extend the tri-PoS method to windows of more
than three words, or one can extend the word categories
to include semantic labels as well. Word-class language
models using perhaps hundreds of hybrid syntactic-
semantic classes may eventually be a good compromise
approach between the too simple tri-PoS method and the
huge trigram approach.

5.5. Practical Issues in ASR — Segmentation

In addition to the serious ASR issues of computer resources
and of speech variability, there is another aspect of
recognizing speech that makes the task more difficult
than synthesizing speech: segmentation. In the case of
automatic speech synthesis, the computer’s task is easier
for two reasons: (1) the input text is clearly divided into
separate words, which simplifies processing; and (2) the
burden is placed on the human listener to adapt to the
weaknesses of the computer’s synthetic speech. In ASR,
on the other hand, the machine must adapt to each user’s
different style of speech, and there are few clear indications
to boundaries in a speech signal. In particular, acoustic
cues to word boundaries in speech are very few. Automatic
segmentation of a long utterance into smaller units (ideally
into words) is very difficult, but is effectively necessary to
reduce computation and lower error rates. One is tempted
to exploit periods of silence for segmentation, but they
are unreliable cues to linguistic boundaries. Long pauses
are usually associated with sentence boundaries, but they
often occur within a sentence and even within words (e.g.,
in hesitations). Short pauses are easily confused with
phonemic silences (i.e., the vocal tract closures during
unvoiced stops).

Segmenting speech into syllabic units is easier, because
of the typical rise and fall of speech energy between vowels
and consonants. However, many languages (e.g., English)
allow many different types of syllables (ranging from ones
with only a vowel to ones with several preceding and
ensuing consonants). Many languages (e.g., Japanese)
are much easier to segment because of their consistent
alternation of consonants and vowels. Segmenting speech
into phonemes is also difficult if the language allows

sequences of similar phonemes, such as vowels, or large
variations in phonemic durations (e.g., English allows
severe reduction of unstressed phonemes, such that
recognizers often completely miss brief sounds; at the
other extreme, long vowels or diphthongs can often be
misinterpreted as containing multiple phonemes).

To facilitate segmentation, many commercial recogniz-
ers still require speakers to adopt an artificial style of
talking, pausing briefly (at least a significant fraction of a
second) after each word. Silences of more than, say, 100 ms
should not normally be confused with (briefer) stop clo-
sures, and such sufficiently long pauses allow simple and
reliable segmentation of speech into words.

In order of increasing recognition difficulty, four styles
of speech are often distinguished: isolated-word or discrete-
utterance speech, connected-word speech, continuous-read
speech, and normal conversational speech. The last two
categories concern continuous-speech recognition (CSR),
which requires little or no adaptation of speaking style
by system users. CSR allows the most rapid input (e.g.,
150–250 words/min), but is the most difficult to recognize.
For isolated-word recognition, requiring the speaker to
pause after each word is very unnatural for speakers
and significantly slows the rate at which speech can be
processed (e.g., to about 20–100 words/min), but it clearly
alleviates the problem of isolating words in the input
speech signal.

Using word units, the search space (in both memory
and computation) is much smaller than for longer
utterances, and this leads to faster and more accurate
recognition. However, few speakers like to talk in
‘‘isolated word’’ style. There remains also the serious
issue of ‘‘endpoint detection,’’ where the beginning and
end times for speech must be determined; against a
background of noise, it is often difficult to discriminate
weak sounds from the noise. Endpoint detection is
more difficult in noise: speaker-produced (lip smacks,
heavy breaths, mouth clicks), environmental (stationary:
fans, machines, traffic, wind, rain; nonstationary: music,
shuffling paper, door slams), and transmission (channel
noise, crosstalk). The large variability of durations and
amplitudes for different sounds makes reliable speech
versus silence detection difficult; strong vowels are easy to
locate, but the boundaries between weak obstruents and
background noise are often poorly estimated. Typically,
endpoint location uses energy as the primary measure
to cue the presence of speech, but also employs some
spectral parameters. Clear endpoint decisions are required
very often in isolated-word speech. For these various
reasons, most current research focuses on more normal
‘‘continuous’’ speech.

Stochastic modeling has an important place in speech
processing, given the large amount of variability in speech
production. Humans are indeed incapable of producing
exactly the same utterance twice. With effort, they can
likely make utterances sound virtually the same to
listeners, but at the sampling and precision levels of
automatic speech analyzers, there are always differences,
which result in parameter variations. If one selects ASR
parameters well and such variation is minimal, system
performance can be high with proper stochastic models.
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However, all too often, variability is large and goes beyond
the modeling capability of current ASR systems. Future
ASR must find a way to combine deterministic knowledge
modeling (e.g., the ‘‘expert system’’ approach to artificial
intelligence tasks) with well-controlled stochastic models
to accommodate the inevitable variability. Currently, the
research pendulum has swung far away from the expert-
system approach common in the mid-1970s.

5.6. Practical Issues in ASR: Noise

In many applications, the speech signal is subject to var-
ious distortions before it is received by a recognizer [13].
Noise may occur at the microphone (e.g., in a telephone
booth on the street) or in transmission (e.g., fading over
a portable telephone). Noise leads to decreased accuracy
in the parameters during speech analysis, and hence to
poorer recognition, especially (as is often the case) if there
is a mismatch in conditions between the training and
testing speech. It is very difficult (and/or expensive) to
anticipate all distortion possibilities during training, and
thus ASR accuracy certainly decreases in such cases.

As an attempt to normalize across varying conditions,
ASR systems often calculate an average parameter vector
over several seconds (e.g., over the entire utterance),
and then subtract this from each frame’s parameters,
applying the net results to the recognizer. This approach
takes account of slow changes in average energy as well
as the filtering effects of the transmission microphone
and channel, which usually change slowly over time.
Such ‘‘mean subtraction’’ is simple and useful in noisy
conditions, but can delay recognition results if we must
determine the mean for several seconds of speech and
only then start to recognize the speech. A similar method
called RASTA (RelAtive SpecTrAl) uses a highpass filter
(with a very low-frequency cutoff) to eliminate very slowly
varying aspects of a noisy speech signal, as being specific
to the transmission channel and irrelevant to the speech
message.

More traditional speech enhancement techniques
can also be used in ASR [14]. These include spectral
subtraction (or related Wiener filtering), where the
average amplitude spectrum observed during signal
periods that are estimated to be devoid of actual speech
is subtracted from the spectrum of each speech frame. In
this way, stationary noise can be somewhat suppressed.
Frequency ranges dominated by noise are thus largely
eliminated from consideration in the analysis to determine
relevant parameters. The output of speech enhancers
sounds more pleasant, but intelligibility is not enhanced
by this removal of noise.

Sometimes used for speech enhancement, another
approach called ‘‘comb filtering’’ estimates F0 in each
frame and suppresses portions of the speech spectrum
between the estimated harmonics. Again, the enhanced
output speech sounds more pleasant, but this method
requires a reliable F0 detector, and the resulting comb
filter must adapt dynamically to the many changes in
pitch found in normal speech.

Much more powerful speech enhancement is possible
if several microphones are allowed to record in a noisy
environment. For example, in a noisy plane cockpit,

one microphone close to the pilot’s lips would capture
a signal containing speech plus some noise, while
another microphone outside the helmet would capture
a version of the noise corrupting the initial signal. Using
adaptive filtering techniques very similar to those for
echo cancellation at 2/4-wire junctions in the switched
telephone network, one can improve very significantly
both the quality and the intelligibility of such speech.

5.7. Artificial Neural Networks (ANNs)

Since 1990, in another attempt to solve many problems
of pattern recognition, significant research has been done
in the field of artificial neural networks. These ANNs
simulate very roughly the behavior of neurons in the
human central nervous system. Given a signal (e.g.,
speech) to recognize, each node of an ANN accepts a
set of signal-based inputs, computes a linear combination
of the these values, compares the result against a
threshold, and provides a binary output (1 if the linear
combination exceeds the threshold, 0 otherwise). By
combining such nodes in a network, quite complicated
decision spaces can be constructed, which have proven
useful in numerous pattern recognition applications,
including speech recognition [15]. For ASR, the ANN
typically accepts a long vector of L parameters (e.g., for
10 MFCCs per frame and a 100-frame utterance, one has
a vector of L = 1000 dimensions), as emitted by the usual
speech analysis methods discussed above, and these L
numbers provide the input to a set of M nodes (each
individual input value may be input to several nodes).
Each node thus makes a linear combination of a selected
set of values from the input vector. The conceptually
simplest ANN would assign one output node to each
possible output of the recognition process (e.g., if the
utterance must be one of the 10 spoken digits, M = 10, and
one tries to specify the weights in the ANN such that, on
any given trial, only one of the M outputs will be 1; the label
on that output node provides the textual output. Thus,
with proper training of the ANN to choose the appropriate
weights, when one says ‘‘six’’ and the L resulting analysis
parameters are fed through the ANN, ideally only one of
the 10 output nodes (i.e., that corresponding to ‘‘six’’) will
show a 1 (the others showing 0). This assumes, however,
that each of the allowed vocabulary words corresponds
to a simple distribution in L-dimensional acoustic space,
such that basic hyperplanes can partition the space into
10 separable clusters (and furthermore that a training
algorithm looking at many utterances of the 10 digits
can determine the correct weights). It is very rare that
these assumptions are exactly true, however. To adapt to
practical speech cases, a partial solution has been to add
extra layers of nodes to the ANN. We allow the number
M2 of nodes in the second layer to be larger than M,
and allow the binary outputs of those M2 nodes to pass
through another layer of weights and N nodes. Such a
double-layer ANN can partition the speech space into the
much more complex shapes that correspond to practical
systems. For speech, in general, it appears that a three-
tier system is needed; the original input speech-parameter
vector provides the numbers for the lowest layer, the
information propagates through three levels of weightings
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(two ‘‘hidden’’ layers of nodes) to finally appear at the
output layer (with one node for each textual label).

For static patterns (e.g., simple steady vowels), ANNs
have provided excellent classification when properly
trained. However, general ASR must handle dynamic
speech, and thus the practical success of ANNs has
been more limited. So-called time-delay ANNs allow
complicated feedback within ANN layers to try to
account for the fact that small delays (variability in
timing) in speech signals occur often in human speech
communication and do not hinder perception. In a basic
ANN, however, shifting the set of inputs can cause large
changes in the ANN outputs. As a result, for ASR, ANNs
have typically found application, not as a replacement for
HMMs, but as an additional aid to the basic HMM scheme
(e.g., ANNs can be used in the training phase for better
estimation of HMM parameters).

6. SPEAKER VERIFICATION

We have shown speech analysis to be useful in coding,
where speech is regenerated after efficient compression,
and in ASR, where speech is converted to text. Another
application for speech analysis is speaker verification,
where one determines whether speakers are who they
claim to be. Fingerprints or retinal scans are often more
accurate in identifying people than speech-based methods,
but speech is much less intrusive and is feasible over
the telephone. Many financial institutions, as well as
companies furnishing access to computer databases, would
like to provide automatic customer service by telephone.
Since personal number codes (keyed on a telephone pad)
can easily be lost, stolen, or forgotten, speaker verification
may provide a viable alternative. The required decision
process can be much simpler than for ASR, since a given
speech signal is converted into a simple binary digit (‘‘yes,’’
to accept the claim, or ‘‘no,’’ to refuse it). However, the
accuracy of such verification has only relatively recently
reached the point of commercialization.

In ASR, for speech signals corresponding to the same
spoken text, any variation due to different speakers is
viewed as ‘‘noise’’ to be either (1) (ideally) eliminated by
speaker normalization or (2) (more commonly) accommo-
dated through models based on a large number of speakers.
When the task is to verify the person talking, rather than
what that person is saying, the speech signal must be pro-
cessed to extract measures of speaker variability instead
of segmental acoustic features. What to look for in a speech
signal for the purpose of distinguishing speakers is much
more complex than for ASR. In ASR we look for spectral
features to distinguish different fundamental vocal tract
positions, and we can exploit language models to raise
accuracy.

One common speaker verification approach indeed
employs ASR techniques, with the exception of labeling
models with speaker names instead of word or phoneme
labels. When two speakers utter the same word or
phoneme, spectral patterns are compared to see which
speaker provides the more precise match. In ASR,
competing phoneme or word candidates can often be
distant in spectral space, making the choice relatively

easy. In speaker verification, however, many people have
quite similar vocal tract shapes and speaking styles; using
analysis over many frames, however, renders the task
feasible.

For speech recognition, much is known about the
human speech production process, which links a text
and its phonemes to the spectra and prosodics of a
corresponding speech signal. Each phoneme has specific
articulatory targets, and the corresponding acoustic events
have been well studied (but still are not fully understood).
For speaker verification, on the other hand, the acoustic
aspects of what characterizes the principal differences
between voices are difficult to separate from signal aspects
that reflect ASR. There are three major sources of variation
among speakers: differences in vocal cords and vocal tract
shape, differences in speaking style (including variations
in both target positions for phonemes and dynamic aspects
of coarticulation such as speaking rate), and differences
in what speakers choose to say. Automatic speaker
verification exploits only the first two of the variation
sources, examining low-level acoustic features of speech,
since a speaker’s tendency to use certain words and
syntactic structures (the third source) is difficult to exploit
(e.g., impostors could easily mimic a speaker’s choice of
words, but would find simulating a specific vocal tract
shape or speaking style much more difficult).

Unlike the relatively clear correlation between
phonemes and spectral resonances, there are no evi-
dent acoustic cues specifically or exclusively dealing with
speaker identity. Most of the parameters and features
used in speech analysis contain information useful for the
identification of both the speaker and the spoken mes-
sage. The two types of information, however, are coded
quite differently in the speech signal. Unlike ASR, where
decisions are made for every phoneme or word, speaker
verification requires only one decision, based on parts or
all of a test utterance, and there is no clear set of acoustic
cues that reliably distinguishes speakers. Speaker verifi-
cation typically utilizes long-term statistics averaged over
whole utterances or exploits analysis of specific sounds.
The latter approach is common in ‘‘text-dependent’’ appli-
cations where utterances of the same text are used for
both training and testing.

There are two classes of errors in speaker verification:
false rejections and false acceptances. A false rejection
occurs when the system incorrectly rejects a true speaker.
A false acceptance occurs when the system incorrectly
accepts an impostor. The decision to accept or reject
usually depends on a threshold: if the distance between
a test speech pattern and a reference pattern exceeds the
threshold (or equivalently, using a PDF for the claimed
speaker, the evaluated probability value is too low), the
system rejects a match. Depending on the costs of each type
of error, verification systems can be designed to minimize
an overall penalty by biasing the decisions in favor of
less costly errors. Low thresholds are generally preferred
because false acceptances are usually more expensive
(e.g., admitting an impostor to a secure facility might
be disastrous, while excluding some authorized customers
is often merely annoying). System parameters are often



2380 SPEECH PROCESSING

adjusted so that the two types of error occur equally often
(equal error rate condition).

One popular method is the Gaussian mixture
model [16], which follows the popular modeling approach
for ASR, but eliminates separate HMMs for each phoneme
as unnecessary. It is essentially a one-state HMM, but
allows the PDF to be complicated. In ASR, we can often
justify that each state’s PDF may be approximated as
approaching a Gaussian distribution (especially for tri-
phone HMMs, where context is well controlled). When
merging all speech from a speaker into one PDF, how-
ever, that PDF is far from Gaussian. To retain the simple
statistics of Gaussians (complete specification with only
the mean and variance), however, both ASR and speaker
verification often allow a state’s PDF to be a weighted com-
bination of many Gaussian PDFs. Using the same set of
Gaussians for all speakers, each speaker is characterized
simply by the corresponding set of weights. Evaluation is
thus quite rapid, even when all the frames of an utterance
contribute to the overall speaker decision.

Such an approach ignores dynamic speech behavior (as
well as ignoring intonation, as do most ASR systems),
and further assumes that both training and testing
utterances will be roughly similar in phonetic composition.
This latter assumption is ensured when doing ‘‘text-
dependent’’ verification, where the speaker is asked to
utter words already made known to the system during
the training phase; for instance, a commercial system may
train on two-digit numbers (e.g., ‘‘74’’) and then ask each
candidate speaker to utter a few such numbers at test
time. False rejections are much lower for these systems
than for ‘‘text-independent’’ verifiers, although the latter
are sometimes needed for forensic work (e.g., there is
no text control in wiretapped conversations). The former,
however, run the risk of an impostor playing a recording
of the desired speaker (over the telephone, or if there is no
camera surveillance at a secure facility). Such impostors,
of course, elevate false-acceptance rates with ‘‘text-
independent’’ verifiers (which have lower accuracy) as
well, but impostors would have difficulty anticipating the
requested text that customers are asked to speak, in the
case of the much larger vocabulary in the latter systems.

In any pattern recognition task (ASR included),
training and test data must be kept separate (i.e.,
testing on data already used for training artificially raises
performance to levels that will usually not be replicated
in practical testing situations), but this is even more
important in the case of speaker verification. Speakers
tend to vary their style of speech over time (e.g., morning
versus evening, Monday–Saturday, healthy–ill). Training
a speaker verifier in only one session, and then testing a
few months later will usually not give good results. Ideally,
speaker verification needs months of training (or at least
an adaptive system, which allows for periodic updates
while being used). If the same utterances are used to train
and test a system, a high degree of accuracy is due to
the model parameters often being heavily tuned toward
the training data. For good results, the training data
must be sufficiently diverse to represent many different
possible future input speech signals. With shared training
and test data, it is difficult to know whether the system

has been designed to take advantage of specific speech
or speaker characteristics that may not be repeated in
new data. Given K utterances per speaker as data, one
common procedure trains its system using K − 1 as data
and one as test, but repeats the process K times treating
each utterance as test once. Technically, this ‘‘leave one
out’’ method designs K different systems, but this method
verifies whether the system design is good using a limited
amount of data, while avoiding the problems of common
train and test data.

7. TEXT-TO-SPEECH SYNTHESIS (TTS)

Our final speech processing application concerns the
automatic generation of speech from text [17–19]. Here,
speech processing occurs both in the development stage of
the system, when spoken units from one or more speakers
are recorded, and again at synthesis time, when selected
stored units are concatenated to produce the synthetic
output voice. The units involved can range from full
sentences (e.g., as in talking cars and ovens) to shorter
phrases and words (e.g., telephone directory assistance) to
phonemes (e.g., for unlimited text applications).

We distinguish true TTS systems, which accept any
input text in a chosen language (this could include new
words and typographical errors), from ‘‘voice response
systems,’’ which accept a very limited vocabulary and
are essentially voice coders of much simpler complexity
(but suffer from inflexibility). Commercial synthesizers
have now become much more widespread owing to both
advances in computer technology and improvements in
the methodology of speech synthesis.

The simplest applications requiring only small vocabu-
laries are speech coders that merely play back the speech
when needed. This is impossible for general TTS appli-
cations, because no one training speaker can provide
all possible utterances. For TTS, small units (typically,
phonemes or diphones) are concatenated to form the syn-
thetic speech, and significant adjustments must be done at
unit boundaries to avoid unacceptable disjointed (jumpy)
speech. The quantity and complexity of such adjustments
vary in indirect proportion to the unit size, which in turn
also varies inversely with quality (e.g., general text-to-
speech using smaller units sounds less natural).

The critical issues for synthesizers concern tradeoffs
among the conflicting demands of simultaneously maxi-
mizing speech quality, while minimizing memory space,
algorithmic complexity, and computation speed. While
simple TTS is possible in real time with low-cost hardware,
there is a trend toward using more complex programs (tens
of thousands of lines of code, and megabytes of storage).
Real-time TTS systems produce speech that is generally
intelligible, but lacks naturalness.

Most synthesizers reproduce speech of bandwidth rang-
ing from 300–3000 Hz (e.g., for telephone applications) to
100–5000 Hz (for higher quality). A spectral range up to
3 kHz is sufficient for vowel perception because vowels
are adequately specified by the lowest three formants.
The perception of some consonants, however, is slightly
impaired when energy in the 3–5-kHz range is omitted.
Frequencies above 5 kHz help improve speech natural-
ness but seldom aid speech intelligibility. If we assume
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that a synthesizer reproduces speech up to 4 kHz, a rate
of 8000 samples/s is needed. Since linear PCM requires
12 bits/sample for toll-quality speech, storage rates near
100 kbps result, which are acceptable only for synthesizers
with very small vocabularies.

The memory requirement for a simple synthesizer
is often proportional to its vocabulary size. Continued
decreases in memory costs have allowed the use of very
simple TTS systems. Nonetheless, storing all possible
speech waveforms for synthesis purposes (even with
efficient coding) is impractical for TTS. The sacrifices
usually made for large-vocabulary synthesizers involve
simplistic modeling of spectral dynamics, vocal tract
excitation, and intonation. Such modeling usually causes
quality limitations that are the primary problems for
current TTS research.

7.1. The Steps in Producing Speech from Text

TTS requires several steps to convert the linguistic textual
message into an acoustic signal. The linguistic processing
is, in a sense, an inverse of the procedures for ASR.
First, a ‘‘preprocessing’’ stage ‘‘normalizes’’ the input text
so that it is a series of spelled-out words (retaining any
punctuation marks as well). All abbreviations and digits
are converted to words, typically via a lookup table or
simple programs (sophisticated systems however might
distinguish ways of saying ‘‘$19.99’’ and ‘‘1999’’); word
context may be necessary to handle cases such as ‘‘St.
Peter St.’’ The words are then converted into a string of
phonemes (and basic intonation parameters), usually via
a combination of a dictionary and pronunciation rules.
Reduced memory costs have led to use of large dictionaries
containing all the words in a given language and their
phonemic pronunciations. With a dictionary, additional
relevant information can be readily available, including
lexical stress (which syllable in each word is stressed),
part of speech, and even semantics.

The alternative approach of letter-to-phoneme rules
is useful to handle new, foreign, and mistyped words
(cases where simple dictionaries fail). Complex languages
such as English (derived from both Romance and
Germanic languages) require many hundreds of these
rules to pronounce letter sequences correctly (e.g.,
consider ‘‘-ough-:’’ rough, cough, though, through, thought,
drought). Languages are often much simpler phonetically;
for instance, Spanish employs just one rule per letter.
In all cases, developing TTS capability for a language
requires establishing a dictionary and/or pronunciation
rules. Hence commercial TTS exists only for about 20
of the world’s languages, whereas many commercial ASR
systems (those based on word units and without a language
model) can handle virtually all languages, since most
languages employ similar versions of stops, fricatives,
vowels, and nasals.

The next TTS step is intonation specification, deter-
mining a duration and amplitude for each phoneme, as
well as a complete F0 pattern for the utterance. This is
much more difficult than the prior two TTS steps, and
requires a syntactic and semantic analysis of the input
text. Most languages use intonation in complex ways to

cue many aspects of speech communication. Many lan-
guages (including English) stress only a small number of
syllables in any utterance. This involves not just simple
lexical stress from a dictionary but also a judgment about
the semantic importance of the words in a sentential con-
text; for synthetic speech comparable to that of humans,
this would require a natural-language processor typically
beyond current capabilities. People often cue syntactic
structure via intonation; for example, in English, long word
phrases often start with an F0 rise and end with a fall.
Questions in many languages are cued with a large final
F0 rise if they request a yes/no answer (but not questions
with the ‘‘wh-words’’: what, when, why, who, how). Tone
languages (e.g., Chinese, Thai) employ four or five differ-
ent F0 patterns on syllables to distinguish different words
with the same phoneme sequence. Finally, speech uttered
with emotion often changes intonation significantly.

In the last TTS step, speech units are concatenated
using the specified intonation, and adjustments are made
to the model parameters at unit boundaries. Few such
manipulations are needed for phrasal concatenation,
but smaller units require at least smoothing of all
parameters across the boundary for several frames. This is
relatively straightforward when the units contain spectral
parameters (e.g., LPC coefficients or formants), although
improved quality occurs with more complicated smoothing
rules. Storing small units with waveform coding (e.g., log
PCM or ADPCM) is often not suitable (despite the higher
general quality of such speech) here because smoothing
the available parameters does not approximate well the
actual coarticulation and F0 manipulation found in human
speech production.

Smoothing of parameters at the boundaries between
concatenated units is most important for short units (e.g.,
phones) and decreases in importance for larger units owing
to fewer boundaries. Smoothing is much simpler when
the joined units approximately correspond at the bound-
aries. Since diphone boundaries link spectra from similar
sections of two realizations of the same phoneme, smooth-
ing rules for their concatenation are simple. Systems that
link phones, however, must use complex smoothing rules
to represent coarticulation in the vocal tract. Not enough is
understood about coarticulation to establish a complete set
of rules to describe how the spectral parameters for each
phone are modified by its neighbors. Diphone synthesizers
circumvent this problem by storing parameter transitions
from one phone to the next, since coarticulation influences
primarily the immediately adjacent phones. However,
since coarticulation often extends over several phones,
using only average diphones or those from a neutral con-
text leads to lower-quality synthetic speech. Improved
quality is possible by using multiple diphones dependent
on context, effectively storing ‘‘triphones’’ of longer dura-
tion (which may substantially increase memory require-
ments). Some coarticulation effects can be approximated
by simple rules, such as lowering all resonant frequencies
during lip rounding, but others such as the undershoot
of phoneme target positions (which occurs in virtually all
speech) are much harder to model accurately.

It is in this last TTS step that the system yields poorer
quality than many speech coders, because TTS is often
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forced to employ synthetic-quality coding techniques. The
traditional excitation for vocal tract filters in TTS (either
LPC or formant-based approaches, which constitute
most commercial methods) is a simple train of periodic
pulses (for voiced speech) or white noise (a random-
number generator) for unvoiced speech. The combination
of oversimplified excitation and the limited modeling
accuracy of the LPC or simple formant models leads to
intelligible, but slightly unnatural, synthetic speech.

Since the late 1980s, some commercial systems have
been successful in concatenating waveform-coded small
units, with limited amounts of perceptually annoying
spectral jumps at unit boundaries; for instance, the
PSOLA (pitch-synchronous overlap and add) method
outputs successive smoothed pitch periods [20]. While
such speech can sound more natural, it is inflexible in
producing alternative voices. It is typically based on one
speaker uttering a large inventory of diphones; for a
language such as English with about 32 phonemes, about
1000 diphones must be uttered and in a uniform fashion.
One cannot simply adjust some synthesizer parameters
here to get other synthetic voices (as is possible with
formant synthesizers).

8. CURRENT TECHNOLOGY

Today’s speech coders deliver toll quality (i.e., equivalent
to the analog telephone network) at 8 kbps with minimal
amounts of delay (and even at 4 kbps, if delay is less of an
issue). The favored approach is CELP, for which there are
several standards accepted internationally (e.g., in digital
cellular telephony). The digital links in most telephone
networks still employ simpler 64 kbps log PCM coding;
24–32 kbps ADPCM and delta modulation are also still
popular because of their relative simplicity. We are still
far from an ultimate limit of perhaps 100 bps to code
speech. Despite the reducing cost of computer memory
and speed, further research in coding is needed because
of the increasing use of wireless telephony, where limited
bandwidth is very much an issue.

The lack of formal standards for human–machine appli-
cations of speech (i.e., synthesis and recognition) hinders
comparison of commercial systems. Several companies
offer unlimited text-to-speech for several languages (typ-
ically the major European languages, plus Japanese and
Chinese). Such synthetic speech is largely intelligible, but
is easily discerned as synthetic and lacking naturalness.
All synthesizers suffer from our lack of understanding
of the complex relationships between text and intonation.
Synthesizers are clearly increasing in use, but wider public
acceptance awaits further improvements in quality.

Speech recognizers are also increasing in use, but
their severe limitations (compared to human speech
perception) have also hindered wider acceptance. The
need to pause between words, restrict the choice of words,
and/or do prior training, as well as frequent recognition
errors, have significantly limited the use of ASR. Systems
eliminating all these restrictions (i.e., continuous, speaker-
independent, large-vocabulary ASR) still suffer from high
cost and frequent errors, especially if they are used in noisy
or telephone environments, and such conditions occur

often in practical applications. Progress in ASR has been
attributed more to general improvements in computers
and to the wider availability of training data, than to
algorithmic breakthroughs. The basic HMM approach
using MFCCs was developed largely before 1985. Even
more recent additions, such as delta coefficients, mean
subtraction, Gaussian mixtures, and language models,
have been in wide use since 1990.

Future systems will likely integrate more structure into
the stochastic approach. It is clear that the expert-system
approach to ASR common in the early 1970s will never
replace stochastic methods, for the simple reason that indi-
vidual human phoneticians can never assimilate enough
information from hundreds of hours of speech, in ways that
probabilistic computer models can improve with larger
amounts of training data. The extremely simple stochastic
models in current widespread ASR use, however, are too
unstructured and allow too much freedom (similar com-
plaints hold for recent neural network approaches to ASR).
For example, the MFCCs, while appropriately scaling the
frequency axis to account for perceptual resolution, do not
take account of the wide perceptual difference between res-
onances and spectral valleys. First-order HMMs ignore the
high degree of correlation across many frames of speech
data (compensating by using delta coefficients is only a
very rough use of speech dynamics). Intonation is widely
ignored (e.g., F0) or treated as noise (e.g., durational
factors), despite evidence of its use in human speech per-
ception. Of course, in a practical world, you use whatever
works, and current systems, despite their flaws, provide
sufficiently high accuracy for small vocabularies (e.g., rec-
ognizing the digits in spoken telephone or credit card num-
bers, or controlling computer menu selections via voice).
More widespread use of speech in telephone dialogs will
await advances in both the quality of synthetic speech and
the recognition accuracy of spontaneous conversations.
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SPEECH RECOGNITION
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1. INTRODUCTION

Speech is a natural and preferred form of communication
among humans. Automatic speech recognition attempts to

extend this mode of communication to human–machine
interaction. As a field of study, automatic speech recog-
nition has a history extending back to the late 1960s.
Over these years our understanding of the process of
speech communication has increased substantially. This
greater understanding, coupled with an even more devel-
oped ability to harness powerful computational models
to encapsulate our knowledge of speech communication,
has allowed for the development of increasingly capable
speech recognition systems. Today, in some specialized
applications, state-of-the-art speech recognition systems
are capable of recognition and transcription of speech at
performance levels that rival human ability.

In this article, we introduce the problem of automatic
speech recognition and describe the reasons that make
speech recognition by machine difficult. We also describe
the science behind automatic speech recognition and
discuss the principles and architecture of a typical large
vocabulary speech recognition system. We then provide
an overview of current state-of-the-art speech recognition
research and applications, and conclude with a description
of current trends in speech recognition system research
and development.

2. WHY SPEECH RECOGNITION IS DIFFICULT

The ease with which humans use speech understates the
complexity of this task for machines. The fundamental
difficulty with speech recognition is the overwhelming
variability in the production of speech. Indeed, if every-
one always spoke in exactly the same way so that each
word, whether spoken by the same person or different
people, always sounded exactly the same, then we could
simply store all the words and recognize speech by a sim-
ple comparison with the words we had heard and stored
earlier. However, this is not the case; there is a consid-
erable amount of variation in spoken speech even when
the same speaker repeats the same sentence. Some forms
of variability include those arising in the speaker due to
mood, stress, and state of health, and those arising from
the environment such as background noise or room acous-
tics. Other causes of variability in spoken speech include
those due to gender, age, accent, or speaking rate among
speakers and due to language differences, such as regional
dialects, or formal versus conversational speaking style.

Figure 1 shows the speech signal and spectrogram for
the utterance ‘‘gray whales’’. Spectrograms are pictures
of the distribution of energy in frequency over time. The
dark horizontal bars correspond to resonances of the vocal
tract, and change their vertical frequency positions over
time, depending on the sound being produced as well as
on neighboring sounds. The dependency of each sound on
its neighboring sounds further increases the number of
ways in which a particular word can be pronounced. If this
were not enough, normal human speech is a continuous
stream of words without any interword separation, unlike
the clearly separated words of written text. As an example
of the difficulty in word boundary identification, consider
spoken instances of the phrases ‘‘recognize speech’’ and
‘‘wreck a nice beach.’’



2384 SPEECH RECOGNITION

6
5
4
3
2
1
0

0.0 0.1 0.2 0.3 0.4 0.5 0.6

F
re

qu
en

cy
, k

H
z

Time, seconds

Spectrogram

Speech signal

G GY EYR W L

Figure 1. A spoken instance of the utterance ‘‘gray whales.’’ The
speech signal (bottom) is displayed as a simple amplitude plot
over time. The spectrogram (top) shows the energy distribution of
the utterance over frequency and time. The horizontal dark areas
correspond to the resonances of the vocal tract.

An automatic speech recognition system must success-
fully address these variabilities in speech before any useful
output can be provided to the user. Current understand-
ing of the speech production process and the semantic
and grammatic structure of language provides a means to
model some of the variability. We are, however, limited
by an incomplete knowledge of the process of speech com-
munication. We do not really know how humans organize
acoustic information and store knowledge of language;
not do we know how cognitive processes are formed and
used to perform recognition tasks. Current automatic
speech recognition systems reflect these shortcomings
and attempt to fit mathematical models to account for
our incomplete understanding of the speech recognition
problem. Tremendous advances in speech recognition tech-
nology have come from our ability to build sophisticated
models that compensate for this lack of knowledge. Never-
theless, the lack of complete understanding of the speech
communication process is an additional obstacle for auto-
matic speech recognition systems to overcome, in addition
to the inherent difficulty of the speech recognition task.

Moreover, automatic speech recognition systems must
work effectively over the majority of acoustic environments
that the systems may encounter. The difficulty in
producing robust speech recognition systems that can
work effectively over different acoustic environments is
the primary reason for the limited use of such systems.
Advances since 1980 have enabled us to build and

deploy speech recognition systems for tasks ranging from
responses to interactive voice response (IVR) systems with
prompts of the type, ‘‘please say or press one to select
choice one for . . ., say or press two’’ to highly accurate
transcription of dictation in certain specialized areas.
The corresponding research recognition systems are close
to achieving real-time transcription of general English
such as in news broadcasts. Figure 2 charts commercial
speech recognition system complexity, measured by
speaking mode and vocabulary size, and its corresponding
application area over time, against a projection for the
near future. Early commercial speech recognition systems
possessed vocabularies of several words that were spoken
in isolation. More recently deployed speech recognition
systems have had vocabularies in the tens of thousands of
words and are capable of recognizing fluent speech. In the
future, commercial systems are likely to recognize normal
conversational speech with vocabulary sizes approaching
that of humans.

3. THE SCIENCE BEHIND AUTOMATIC SPEECH
RECOGNITION

The term recognition in the context of speech recognition is
typically framed as a classification problem. Classification
is when one has a finite set of possible outcomes, such as
in a multiple-choice question, and attempts to classify an
object or event of interest as one of these possibilities based
on some observations. In automatic speech recognition
systems, classification is usually considered a statistical
pattern recognition problem. In the context of speech
recognition, this involves building mathematical models of
spoken speech and using them to identify the most likely
sequence of words in the vocabulary as the recognized
sentence or phrase.

A typical speech recognition system, illustrated in
Fig. 3, consists of three main components: a feature
extraction stage, where one extracts a set of speech features
that can minimize some of the variability in speech without
loss of information; a training stage, where one builds a
set of mathematical models of speech; and a recognition
stage, where one uses the trained models to make the
classification of the spoken speech into a word or sentence.

Vocabulary size

Speaking mode

Application
Voice commands Name dialing Transcription

Digit strings Dictation Natural conversation

Isolated words Connected speech Read speech Fluent speech Spontaneous speech

5 200 2000 20000 60000+

Year 1980 1985 1990 1995 2000 2005 2010

Figure 2. Timeline of the increase in speech recognition system complexity and its corresponding
area of application. Early systems were capable of recognition of a few words spoken in isolation.
Future systems are likely to have vocabularies sizes similar to human vocabularies and capable of
recognition of natural spoken language.
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Figure 3. Components of a typical speech recognition system. A speech recognition system must
first be trained (bottom) to generate models of speech. Recognition proceeds by comparing the
input speech to the speech models to determine which speech model is closest to the input speech.

The catalog of mathematical models with which we
compare features of a spoken word or sentence must
be created beforehand, and often involves levels of
knowledge akin to the many ways in which humans use
prior knowledge to recognize speech. Typically, automatic
speech recognition systems use at least two levels of
knowledge: an acoustic model describing the actual
acoustics of the speech signal, and a language model
describing what word follows or is most likely to follow
the current word or set of words.

The acoustics of a spoken sentence can be decomposed
into a sequence of progressively finer acoustic events
such as words, syllables, allophones, and phonemes. Fig. 4
shows the decomposition of the utterance ‘‘gray whales’’
into allophones and phonemes. The term phoneme has its
origins in linguistics and is defined as the smallest unit
of speech that can distinguish one word from another,
such as bit versus pit. An allophone, on the other hand,
is one of two or more variants of the same phoneme
such as the phoneme \p\ in pin and spin. Each of
these acoustic events can be modeled individually, and
recognition can be achieved by identifying the appropriate
sequence of acoustic events. The fundamental acoustic
event is often determined by the application and by the
amount of training data. For example, if we intend to
build a recognizer that recognizes the 10 digits, 0–9, we
can simply build a model for each of these digits. It is
likely, in this case, that we will have many instances of
each digit spoken by many people with which to build a
representative model. On the other hand, if we intend to

Words

Phonemes

Allophones

Gray Whales

-g r ey ey l z-w

- [g] r g [r] ey r [ey] w ey [w] ey w [ey] l ey [l] z l [z] -

Figure 4. Decomposition of the utterance ‘‘gray whales’’ into
words, phonemes, and allophones. Depending on the application
and availability of training data, any of these acoustic events
can be modeled individually. Recognition is then achieved by
identifying the appropriate sequence of acoustic events.

build a speech recognition system for general dictation
with a vocabulary of 60,000 words, it is unlikely that we
will have many spoken instances for most of the words
in the vocabulary. In these cases, it is advisable to build
phonetic models as the number of phonemes is much
smaller than the number of words and therefore far more
likely to have sufficient training instances. These models
of acoustic events encapsulate the characteristics of the
actual spoken speech signal and form the acoustic model.

Acoustic models are created by organizing labeled
samples of speech, specifically, spoken speech and its
corresponding text, using a training paradigm. Most often,
acoustic modeling is attempted via statistical models
that are capable of automatically modeling the key
distinguishing features of their training data. This ability
to ‘‘learn’’ the key features from highly variable input
is crucial to the application of statistical models to the
speech recognition problem. Of these statistical models,
hidden Markov models (HMMs) are the most widely
used methodology for acoustic modeling. HMMs possess
many interesting properties and are supported by elegant
algorithms that allow for their application to the speech
recognition problem.

A language model, in contrast, determines valid
linguistic constructs and encapsulates the ways in which
words are connected to form phrases and sentences.
An alternate description of the language model is that
it specifies the grammar that the speech recognizer
must adhere to when producing a recognition result.
Depending on the intended area of application of the
speech recognition system, language modeling can be one
of two types: rule-based or statistical. Rule-based language
models are used when there is a rigid structure to the
spoken sentence, such as a credit card number spoken by
a person, and are created by writing explicit rules that
specify allowable sentences. Statistical language models
are used when there is no rigid structure to the spoken
utterances, such as in normal conversational speech.
Unlike rule-based language models, statistical language
models do not explicitly specify all allowable sentences,
but assign scores to each sequence or group of words,
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proportional to the frequency that a particular sequence
or group of words occurs in the training data.

3.1. Feature Extraction

The goal of feature extraction is to translate the raw
speech waveform into a set of features that effectively
capture the salient aspects of the speech signal and at
the same time reduce the effect of variability due to
speaker or environment in the final representation. There
is a considerable amount of information in the speech
signal. Some information, such as the resonances of the
vocal tract that correspond to vowel-like sounds in spoken
words, is crucial to speech recognition. Other information,
such as gender and mood of the speaker or the acoustic
environment, provides no useful information for speech
recognition.

Information in a speech signal is encapsulated mostly
in the energy and in the frequency distribution of that
energy. The spectral characteristics of speech change
rapidly over time as different words are spoken. To capture
these rapid changes in speech over the course of a word or
sentence, features must be generated sequentially over the
duration of the utterance. Furthermore, features must be
generated on sufficiently short time segments so that the
spectral characteristics are relatively invariant. Typically,
small Fourier analysis algorithms such as the fast Fourier
transform (FFT) are used to perform the spectral analysis
of the speech segment. Since the analysis is performed on
relatively short segments of speech, this mode of analyzing
speech is often referred to as short-time Fourier analysis.

The source-filter model of speech production provides
a convenient parametric model for feature extraction.
Parametric modeling reduces the representation of a
signal to the estimation of model parameters that, in turn,
are likely to form a much more compact representation of
the signal. Figure 5 provides a graphical view of a model
of human speech production and its source-filter model
equivalent. The idea behind the source-filter model is that
speech is a result of airflow (source) being shaped by the
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excitation
Voiced/unvoiced

switch

Time
varying
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noise

excitation
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Figure 5. A model of human speech production and its
corresponding source-filter model equivalent: (a) human speech
production; (b) speech production model.

vocal tract (filter). The type of source excitation controls
the realization of different types of speech. For example,
voiced speech, which includes sounds with strong periodic
structure such as vowels, can be generated with periodic
source excitation. Unvoiced speech, which encompasses
sounds with little or no periodic structure such as the \s\
in set, is generated with white-noise excitation. Further,
it is assumed that information is carried primarily by the
shape of the vocal tract rather than in the airflow, and that
variability in airflow is the primary source of variability
among speakers. These simplifying assumptions render
the feature extraction problem mathematically tractable
and allow the immediate applicability of many techniques
from signal processing theory.

Figure 6 illustrates a typical speech feature extraction
paradigm. From basic Fourier analysis, given a source-
filter model, one can consider the speech spectrum to be the
product of the excitation spectrum and the filter spectrum.
Furthermore, if one takes the logarithm of the speech
spectrum and transforms it back to the time domain (by
way of the inverse Fourier transform) one can represent
the excitation and vocal tract separately. The result of this
inverse transform of the log spectrum is the cepstrum. The
term cepstrum is actually derived from ‘‘spectrum’’ spelled
with the first four letters in reverse order as c-e-p-s-trum
to signify the inversion of the spectrum. Excitation and
vocal tract have very different spectral characteristics;
excitation is usually located in the higher order terms and
the vocal tract in the lower-order terms of the cepstrum.
The noninformative excitation can be easily discarded by
considering only the lower-order cepstral terms.

This basic paradigm can be further enhanced by
incorporating information from psychoacoustic studies.
For example, the human auditory system is more sensitive
to lower-frequency components than higher-frequency
components. The differential emphasis of frequency
content can be incorporated into the feature extraction
paradigm by warping the frequency scale to compress
the higher frequencies relative to the lower frequencies.
This allows us to place more emphasis on low-frequency
components over high-frequency components. Common

FFT

Speech

Spectral
domain

processing

Inverse
FFT

Cepstra

Figure 6. Block diagram of a typical speech feature extraction
paradigm. Speech is first transformed into the spectral domain
with an FFT algorithm. Various techniques, such as log
compression and frequency warping, are used to emphasize or
deemphasize characteristics of the speech signal depending on
their importance for speech recognition. Finally, the modified
spectrum is inverted using an inverse FFT algorithm to yield
cepstra. The lower order ceptral terms typically form the speech
features used during speech recognition.
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warping strategies include mel-scale warping and bark-
scale warping, both of which are approximately linear to
about 1000 Hz and logarithmic thereafter.

Excellent overviews of the various techniques for speech
feature extraction can be found in the literature [1,2].

3.2. Model Training

Speech model training allows us to encapsulate the
acoustics of the speech signal and the manner in which
words are connected to form phrases and sentences. As
mentioned earlier, the acoustics of the speech signal are
captured in the acoustic model, and the language and word
structure in the language model.

3.2.1. Acoustic Modeling. Acoustic modeling in cur-
rent speech recognition systems is most commonly based
on hidden Markov models (HMMs), statistical models that
are capable of automatically extracting statistically sig-
nificant information from available speech data. In HMM
theory, the distance or closeness to incoming speech is
measured in terms of the probability that the input
speech could be generated by that model. This probabilis-
tic approach allows us to absorb the variation in speech
features and provides a powerful paradigm for speech
recognition.

Often in physical processes, the current state of the
process has a significant influence on subsequent events.
This concept is embodied in the Markov property, which
states that given the current state of the process or
system, the future evolution of the system is independent
of its past. Models based on the Markov property are
called Markov models. Figure 7a shows a simple four-
state Markov model of weekly weather. Each state in
this Markov model is associated with an output symbol
indicative of a possible weather observation: hot, cold,
windy, or cloudy. These weather observations are called
output symbols because the Markov model can be regarded
as a generative model; it outputs symbols as a transition
is made from one state to the other. The arrows connecting
the states indicate allowable transitions, and each number
on the arcs corresponds to the transition probability: the
probability of an arc being taken. For example, the self-arc
on the ‘‘cloudy’’ state has a probability of 0.6, indicating
that if one makes the observation that it was ‘‘cloudy’’
this week, then there will be a 60% chance of making the
observation that the weather is still ‘‘cloudy’’ the following
week. Note that in the Markov model, the transition from
one state to another is probabilistic, but the production of
the output symbol is deterministic and known. Also note
that at any given instance the current state completely
determines the set of all possible states to transition to
without regard to how one transitioned into the current
state. For example, in the Markov model of Fig. 7a, if the
current weekly weather corresponds to the state ‘‘hot,’’
next week’s weather can only be hot, windy, or cold and
this holds true irrespective of whether last week was
observed as cloudy, hot, or cold.

As it turns out, this definition of Markov models is too
restrictive to be useful in many interesting problems. In
this example, it is too restraining to confine the output
symbols from any state to correspond to a particular
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Figure 7. A model of weekly weather patterns. A Markov model
of weather is presented in (a). A corresponding hidden Markov
model (HMM) is presented in (b). Note the output probability
distributions in the HMM compared to the deterministic single
output in the Markov model.

weather observation. Indeed, it is far more meaningful
to describe the weekly weather as some combination of
the four weather patterns: hot, cloudy, cold, or windy. In
hidden Markov models (HMMs) the output of each state is
associated with an output probability distribution rather
than a deterministic and known outcome. In an HMM
all output symbols are possible at each state, albeit with
differing probabilities. The probabilities associated with
each state are known as output probabilities.

Figure 7b shows the Markov model of Fig. 7a extended
to the HMM formulation. The difference is that we now
have a probability distribution associated with each state,
and when a transition is made into a state, the output
symbol is chosen according this probability distribution.
Since weather of any type is possible with varying
likelihoods in every state, given a sequence of weekly
weather readings, the state sequence is unobservable and
hidden.
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The HMM methodology is very well suited for speech
recognition and provides a natural and highly reliable
way of modeling and recognizing speech. In the case
of speech, we can visualize the states as corresponding
to functional (or largely unchanging) portions of the
word or subword, such as the beginning or end, and
the speech features as corresponding to the outputs of
the state. HMMs simultaneously model time and feature
variability. Time variability is modeled by state-transition
probabilities, and feature variability by state output
probability distributions. Training the HMM involves
estimation of the output state probability distributions
and the state-transition probabilities. Figure 8 shows
the structure of a typical three-state speech HMM.
The structure of a speech HMM has a natural flow of
transitions from left to right to indicate the forward time
flow of speech. In a typical speech recognition system there
is one HMM per phonetic context, to reflect the differing
pronunciation of phonemes in different contexts. Although
different phonetic contexts could have different structures,
the HMM structure is usually kept the same, with HMMs
being distinguished from each other by their transition
and output probabilities.

Thus far we have referred to neither the language or
type of acoustic event that the HMM is modeling. This
brings out an important quality of statistical modeling
in general, and HMMs in particular: that the HMM is
independent of language and type of acoustic event. An
HMM does not require any specific changes for language
or type of acoustic event.

An HMM can be regarded as a generative model. For
example, in Fig. 8, as we enter into state 1, a speech
feature is emitted. Based on the transition probabilities
out of state 1, a transition can be made back to state 1,
2, or 3, and another speech feature emitted based on
the probability distribution corresponding to the state
to which the transition was made. This continues until
a transition is made out of state 3. At that point, the
sequence of emitted speech features corresponds to the
phoneme or phonetic context for which the HMM had been
constructed.

In a recognition paradigm, the same HMM can be
used to solve the reverse problem — given a sequence of
speech features, what is the probability that the HMM
could have generated this speech feature sequence? In this
mode, given a starting speech feature, one can estimate

0.4 0.8

0.2

0.6

0.4 0.2 0.41 2 3

p1
p2 p3

Figure 8. Typical structure of a three-state speech HMM.
Numbers on the arcs indicate transition probabilities and p1,
p2, and p3 refer to state output probability distributions. HMM
training involves the estimation of both the transition and state
output probabilities.

the probability of the feature being generated by the
probability distribution of state 1. One can now assume
that a transition is made from state 1 to state 2 and
estimate the probability that the next speech feature was
generated by the probability distribution of state 2. This
is continued until the last state is exited. The product
of all the encountered output probabilities and transition
probabilities gives the probability that this specific state
sequence generated the speech feature sequence. For
every possible sequence of states, one obtains a different
probability value. During recognition, the probability
computation is performed for all speech HMMs and all
possible state sequences. The state sequence and speech
HMM that gives the highest probability is declared to be
the recognized phoneme or phonetic context.

Mathematically tractable techniques such as the
Baum–Welch reestimation and Viterbi algorithms provide
elegant automatic solutions to these problems and have
allowed HMMs to be successful in a wide variety of difficult
speech recognition applications. In-depth presentations of
HMMs and their application to speech recognition can be
found in Rabiner and Juang [2] and Huang et al. [3].

3.2.2. Language Modeling. A language model acts as
a grammar dictating which word can or cannot follow
another word or group of words. Without a language model,
every word in the vocabulary of the speech recognition
system is equally likely and must be considered at the
end of every other word. Language modeling provides
a means to limit the vocabulary at each decision point
either by eliminating unlikely words or by increasing the
probability of more likely words.

There are two approaches to language modeling for
speech recognition: rule-based and statistical. Rule-based
language modeling involves the construction of a set of
rules that encompass all allowable sentences. Since the set
of rules is explicit and must specify all allowable sentences,
rule-based language models are primarily used in very
restrictive tasks such as IVR systems. A sample rule-
based language model for a speech recognition system,
used to recognize names for automatic telephone dialing
by name, is shown in Fig. 9. Allowable names are John
Doe, Jane Smith, Simon Smith, and Mike Phillips with
an additional garbage name. Since a rule-based grammar
completely specifies all the allowable output of the speech
recognizer, a valid name is always recognized even when
invalid names are spoken. The catchall garbage word is
often included to prevent the recognition of one of the
allowable names when an invalid input is presented to

2

1 3

Simon
John Doe

Mike Phillips

{Garbage}

EndStart

SmithJane

Figure 9. A rule-based language model for recognizing names
for an automatic dialing task. The ‘‘garbage’’ name is used to
prevent incorrect results with invalid input.
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the system. Since rule-based language modeling imposes
a rigid structure on the recognized utterance, it provides
an excellent means for task automation. In the name-
dialer example, the person using the system would be
required to say the first and last name in that order. Any
valid name can be dialed out simply by looking up the
name in the directory. The advantage of rigid structure
is also the greatest shortcoming of rule-based language
modeling. To describe a speech recognition task of any
complexity, it becomes increasingly harder to describe all
valid sentences. Consider, for example, designing a rule-
based grammar to recognize an interview on television.
It would be virtually impossible to describe the myriad
ways in which the conversation can even start, let alone
proceed.

Statistical language models, on the other hand, are
based on probability estimates of the likelihood that
one word will follow one or more other words. Because
they are estimated directly from training data, statistical
models have the advantage of be able to encapsulate
the colloquial characteristics of speech in addition to
its semantic and syntactic elements. However, statistical
language modeling requires a large pool of training data.
Without a large training data set, many word sequences
are either not observed or are observed far too infrequently
to reliably estimate probabilities. Despite this constraint,
statistical language models have contributed significantly
to improvement in speech recognition system performance,
especially in large vocabulary speech recognition tasks,
where it is far too complex and virtually impossible to
build rule-based language models. A detailed discourse
on statistical language modeling can be found Jelinek’s
treatise [4].

4. CURRENT STATE OF SPEECH RECOGNITION AND
FUTURE DIRECTIONS

Automatic speech recognition technology has now
advanced to the point where speech recognition systems
with vocabularies of a hundred to several thousand words
can be robustly deployed in a variety of tasks, ranging
from service automation to general consumer applications
to the management of spoken information. Table 1 shows
the error rates of current high-performance speech recog-
nition systems on various tasks. Observe the increase in
error rates as the vocabulary of the speech recognition
system and the complexity of the speech increases.

A logical area of deployment has been in the telephony
market, where speech is the primary modality for
information exchange. Telephony applications include
service automation, an early example of which is the

automation of operator services with yes/no responses
in the collect call prompt: ‘‘You have a collect call from
. . ., to accept this call press one or say yes’’. A telephony
application rapidly now gaining popularity is voice dialing.
Today, many vendors offer the ability to dial numbers via
simple voice commands such as ‘‘call home.’’

Consumer applications of speech recognition have been
primarily in the dictation and computer command and
control arenas, allowing users to dictate for a variety
of word processing tasks or to perform basic computer
commands such as ‘‘open file’’ or ‘‘close file.’’ Some popular
products aimed for the general consumer include Dragon
Systems’ Dragon NaturallySpeaking, IBM’s ViaVoice, and
L&H’s Voice Xpress.

A relatively new area of application of speech
recognition technology has been in the management of
spoken information. The conversion of spoken information
into textual form allows rapid access to information which
would otherwise require the arduous task of listening
to large archives of spoken material. An example of
an application providing this ability is BBN’s Rough ‘n’
Ready (RnR) audio indexer system [5]. The RnR system is
capable of real-time speech recognition of broadcast news,
and provides information extraction and indexing coupled
with a Web-enabled interface allowing for rapid retrieval
of spoken information in a computer accessible form.

Although speech recognition by machine is increasingly
used in popular applications, significant issues remain.
The translation of speech recognition technology from
the laboratory into the ‘‘real world’’ is still fraught with
problems. Fielded systems typically show higher error
rates than systems evaluated in the laboratory, due mostly
to the lack of control over the working environment.
To address this vulnerability, current speech recognition
systems are normally trained on large amounts of real-
world training data. This ensures that, when fielded
outside the laboratory, the speech recognition system can
handle the unconstrained environment of the real world.
Typical real-world training data include recordings of
broadcast news such as from CNN or NPR (National Public
Radio), and recordings, taken with participants’ consent,
of telephone conversations between friends and family.
Broadcast news recordings include the accompanying
commercials, background music, and noise. On the other
hand, telephone conversation between family and friends
is typical of normal conversational speech with the
attendant disfluencies. State-of-the-art speech recognition
systems have an average word error rate of close to 10%
on broadcast speech, and close to 30% on conversational
speech, with vocabularies of up to 65,000 words [6,7].

Table 1. Error Rates of High-Performance Speech Recognition Systems in 2001

Task
Type of Speech

(complexity) Vocabulary Size (Words) Word Error Rate (%)

Connected digits Read 10 < 0.3
Automated travel agent Spontaneous 2,500 < 2
Broadcast news Read and spontaneous (mixed) 64,000 15
Telephone conversations Spontaneous and conversational 45,000 35
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While the use of real-world training data has enhanced
the usefulness of speech technology in everyday applica-
tions, significant barriers remain to the seamless inte-
gration of speech technology in day-to-day environments.
Some issues currently being addressed in speech recogni-
tion research laboratories to improve the practical use of
speech technology are presented below.

4.1. Speaker and Environmental Adaptation and Robustness

Current speech recognition is often handicapped by the
fact that it typically does not run ‘‘out of the box.’’
Noise in the environment is a common reason for the
failure of speech recognition systems. In some cases,
even using a different microphone to capture the speech
signal can significantly change the properties of the
resultant speech features, with consequent loss in system
performance [8]. Speaker and environment adaptation
allow an existing speech recognition system to handle new
speakers and environment without substantial change in
performance. Adaptation can be performed in two different
paradigms: supervised, where the system is adapted based
on enrollment data, or unsupervised, where the system
adapts automatically without any specific input to the
system beyond that spoken for the purpose of recognition.

4.2. Conversational Speech

In normal spontaneous spoken conversation, there is a
significant amount of disfluency such as hesitations and
false starts. In addition, conversational speech commonly
suffers from the lack of clear articulation as well as other
speaker maladies such as highly variable speaking rate or
increased emotional emphasis. These factors combine to
cause significant problems for accurate speech recognition.
It would not be unusual to see a doubling in error rates
by moving from broadcast news to conversational speech
recognition task with all other factors remaining the same.

4.3. Speed Versus Accuracy

Another issue with state-of-art speech recognition systems
is the large amount of time needed to provide the
most accurate recognition result or transcript. Speech
recognition systems often need to be tuned to run in
real time by sacrificing performance. This is slowly
changing due to the ever-increasing speed of computers
as well as due to algorithmic improvements. Nevertheless,
significant work still needs to be done to allow for real-time
speech recognition without losing accuracy.

4.4. Language and Task Independence

Most speech recognition systems are built for specific
languages and, more often than not, specific tasks within
those languages. This artifact of the specificity of the
training that goes into the system invariably requires
retraining the system if the language or task changes.
The idea behind language and task independence is to
lessen the effect of specificity by either generalization of
the system or by developing the system’s capability to
automatically acquire new language or task skills.

4.5. Understanding

After speech recognition, understanding speech is the next
frontier in human–machine interaction. Give a system
capable of consistently accurate speech recognition, the
next logical step would be to use this ability to extract the
meaning of the spoken words and provide the appropriate
response.

5. CONCLUSION

Speech recognition is perhaps one of a handful of
technologies that have the potential to fundamentally
change the way we interact with machines. The science
of speech recognition continues to develop, and as it
does, so will its impact on our lives. Even now, simple
applications such as voice dialing for mobile phones or
voice controllable car radios are making everyday tasks
both safe and convenient. In the future, these and other
emerging applications will surely change the nature of
human–machine interaction and be responsible for many
new and exciting changes to the ways we work and live.
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1. INTRODUCTION

Spread spectrum signals is a class of signals that were
designed primarily for use in digital communication
systems to overcome either intentional or unintentional
interference. Such signals were originally used in military
communication systems either to provide resistance to
jamming or to hide the signal by transmitting it at low
power and, thus, making it difficult for an unintended
listener to detect its presence in noise (low probability of
intercept). However, today, spread spectrum signals are
used to provide reliable communications in a variety of
commercial applications. For example, spread spectrum
signals are used in the so-called unlicensed frequency
bands, such as the Industry, Scientific, and Medical
(ISM) band at 2.4 GHz. Typical applications in the ISM
band are cordless telephones, wireless LANs, and cable
replacement systems such as Bluetooth. Since the band
is unlicensed, there is no central control over the radio
resources, and the systems have to function even in the
presence of severe interference from other communication
systems and other electrical and electronic equipment
(e.g., microwave ovens, radars, etc.). Here the interference
is not intentional, but the interference may nevertheless
be enough to disrupt the communication for non–spread
spectrum systems.

Code-division multiple access systems (CDMA systems)
use spread spectrum techniques to provide communication
to several concurrent users. CDMA is used in one
second generation (IS-95) and several third generation
wireless cellular systems (e.g., cdma2000 and WCDMA).
One advantage of using interference-resistant signals in
these applications is that the radio resource management
(primarily the channel allocation to the active users) is
significantly reduced.

The name spread spectrum stems from the fact that
the transmitted signals occupy a much wider frequency
band than is required to transmit the information. There
are many different ways to spread the bandwidth of the
information-bearing signal. The most common ones are
called direct-sequence (DS) and frequency-hopping (FH)
spread spectrum (SS). In DS-SS, the information-bearing

signal is spread over the entire channel bandwidth in a
manner that appears random. In a FH-SS, the transmitter
changes the carrier frequency of the relatively narrowband
information-bearing signal in a fashion that appears
random. At any given time, only a small fraction of the
available channel bandwidth is used and exactly which
fraction used is known only to the intended receiver. A
hybrid of DS and FH spread spectrum is also possible.
Several other methods are available for spreading the
bandwidth of the information-bearing signals; however,
the clear majority of the implemented systems are either
DS or FH or a hybrid of DS/FH.

The literature in the field of spread spectrum
communications is quite voluminous and ranges from text
books to specialized conference and journal papers. For
an interesting review of the history of the development
of spread spectrum, we recommend the papers [1–3].
Among the available books, we would like to especially
mention the text by Simon, Omura, Scholtz, and Levitt
[4] which covers quite a lot of the classical spread
spectrum techniques. The books by Ziemer, Peterson,
and Borth [5] and by Dixon [6], which cover more of the
current commercial applications, are also recommended.
The reference lists of the above mentioned books contain
several thousand entries. Among the tutorial-style papers
that are available in the literature, we would like to
especially mention the 1982 paper by Pickholtz, Schilling,
and Milstein [7].

2. MODEL OF A SPREAD SPECTRUM DIGITAL
COMMUNICATION SYSTEM

The basic elements of a spread spectrum digital commu-
nication system are illustrated in Fig. 1. We observe that
the channel encoder and decoder and the modulator and
demodulator are the basic elements of a conventional dig-
ital communication system. In addition to these elements,
a spread-spectrum system employs two identical pseudo-
random sequence generators, one which interfaces with
the modulator at the transmitting end and the second
which interfaces with the demodulator at the receiving
end. These two generators produce a pseudorandom or
pseudonoise (PN) binary-valued sequence, which is used
to spread the transmitted signal at the modulator and to
despread the received signal at the demodulator.

Time synchronization of the PN sequence generated
at the receiver with the PN sequence contained in the
received signal is required to properly despread the
received spread-spectrum signal. In a practical system,
synchronization is established prior to the transmission

Information
sequence Channel

encoder

Pseudorandom
pattern

generator

Pseudorandom
pattern

generator

Channel
decoder

Output
data

Modulator Channel Demodulator

Figure 1. Model of spread-spectrum digital communications system.
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of information by transmitting a fixed PN bit pattern
which is designed so that the receiver will detect it with
high probability in the presence of interference. After
time synchronization of the PN sequence generators is
established, the transmission of information commences.
In the data mode, the communication system usually
tracks the timing of the incoming received signal and
keeps the PN sequence generator in synchronism. The
synchronization of spread spectrum signals is treated in
Refs. 4 and 7 and in the article by Luise et al. [8] in this
encyclopedia.

Interference is introduced in the transmission of
the spread-spectrum signal through the channel. The
characteristics of the interference depend to a large
extend on its origin. The interference may be generally
categorized as being either broadband or narrowband
(partial band) relative to the bandwidth of the information-
bearing signal, and either continuous in time or pulsed
(discontinuous) in time. For example, an interfering
signal may consist of a high-power sinusoid in the
bandwidth occupied by the information-bearing signal.
Such a signal is narrowband. As a second example,
the interference generated by other users in a multiple-
access channel depends on the type of spread-spectrum
signals that are employed by the various users to transmit
their information. If all users employ broadband signals,
the interference may be characterized as an equivalent
broadband noise. If the users employ frequency hopping to
generate spread-spectrum signals, the interference from
other users may be characterized as narrowband or partial
band.

Our discussion will focus on the performance of spread-
spectrum signals for digital communication in the presence
of narrowband and broadband interference. Two types of
digital modulation are considered, namely, PSK and FSK.
PSK modulation is appropriate for applications where
phase coherence between the transmitted signal and the
received signal can be maintained over a time interval that
spans several symbol (or bit) intervals. This is usually
the case in DS-SS, where a single carrier frequency is
modulated by the spread spectrum signal that covers
the entire channel bandwidth. On the other hand, FSK
modulation with noncoherent detection is appropriate in
applications where phase coherence of the carrier cannot
be accurately estimated. This is usually the case in FH-SS,
where the carrier frequency is hopped rapidly, typically at
the transmitted symbol (or bit) rate. In such a case, the
relatively short time interval spanned by a single symbol
(or bit) is not sufficient to obtain an accurate estimate of
the carrier phase.

The PN sequence generated at the modulator is used
in conjunction with the PSK modulation to shift the phase
of the PSK signal pseudorandomly, as described below
at a rate that is an integer multiple of the bit rate.
The resulting modulated signal is called a direct-sequence
(DS) spread-spectrum signal. When used in conjunction
with binary or M-ary (M > 2) FSK, the PN sequence is
used to select the carrier frequency of the transmitted
signal pseudorandomly. The resulting signal is called a
frequency-hopped (FH) spread-spectrum signal.

3. DIRECT-SEQUENCE SPREAD-SPECTRUM SYSTEMS

Let us consider the transmission of a binary information
sequence by means of binary PSK. The information rate
is R bits/sec and the bit interval is Tb = 1/R sec. The
available channel bandwidth is W Hz, where W  R. At
the modulator, the bandwidth of the information signal
is expanded to W Hz by shifting the phase of the carrier
pseudorandomly at a rate of W times/sec according to
the pattern of the PN generator. The basic method for
accomplishing the spreading is shown in Fig. 2.

The information-bearing baseband signal is denoted as
υ(t) and is expressed as

υ(t) =
∞∑

n=−∞
angT(t − nTb) (1)

where {an = ±1,−∞ < n < ∞} and gT(t) is a rectangular
pulse of duration Tb. This signal is multiplied by the signal
from the PN sequence generator, which may be expressed
as

c(t) =
∞∑

n=−∞
cnp(t − nTc) (2)

where {cn} represents the binary PN code sequence of
±1’s and p(t) is a rectangular pulse of duration Tc,
as illustrated in Fig. 2. This multiplication operation
serves to spread the bandwidth of the information-bearing
signal (whose bandwidth is R hz, approximately) into the
wider bandwidth occupied by PN generator signal c(t)

c(t)

Tc

t

+1

−1

PN signal

(a)

(b)
n(t )

Tb

t

+1

−1

Data signal

n(t )c(t )
(c)

t

+1

−1

Product signal
Tb

Figure 2. Generation of a DS spread-spectrum signal.
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Figure 3. Convolution of spectra of the (a) data signal with the
(b) PN code signal.

(whose bandwidth is 1/Tc, approximately). The spectrum
spreading is illustrated in Fig. 3, which shows, in simple
terms, using rectangular spectra, the convolution of
the two spectra, the narrow spectrum corresponding to
the information-bearing signal and the wide spectrum
corresponding to the signal from the PN generator.

The product signal υ(t)c(t), also illustrated in Fig. 2, is
used to amplitude modulate the carrier Ac cos 2π fct and,
thus, to generate the double-sideband, suppressed carrier
(DSB-SC) signal

u(t) = Acυ(t)c(t) cos 2π fct (3)

Since υ(t)c(t) = ±1 for any t, it follows that the carrier-
modulated transmitted signal may also be expressed as

u(t) = Ac cos[2π fct + θ(t)] (4)

where θ(t) = 0 when υ(t)c(t) = 1 and θ(t) = π when
υ(t)c(t) = −1. Therefore, the transmitted signal is a binary
PSK signal.

The rectangular pulse p(t) is usually called a chip
and its time duration Tc is called the chip interval. The
reciprocal 1/Tc is called the chip rate and corresponds
(approximately) to the bandwidth W of the transmitted
signal. The ratio of the bit interval Tb to the chip interval
Tc usually is selected to be an integer in practical spread
spectrum systems. We denote this ratio as

Lc = Tb

Tc
(5)

Hence, Lc is the number of chips of the PN code
sequence/information bit. Another interpretation is that Lc

PN signal
generator

Received
signal

r (t )

c(t )
gT (t) cos 2pfct

× × ∫
0

Tb
( ) dt Sampler

Clock
signal

To
decoder

Figure 4. Demodulation of DS spread spectrum signal.

represents the number of possible 180◦ phase transitions
in the transmitted signal during the bit interval Tb.

The demodulation of the signal is performed as
illustrated in Fig. 4. The received signal is first multiplied
by a replica of the waveform c(t) generated by the
PN code sequence generator at the receiver, which is
synchronized to the PN code in the received signal. This
operation is called (spectrum) despreading, since the effect
of multiplication by c(t) at the receiver is to undo the
spreading operation at the transmitter. Thus, we have

Acυ(t)c2(t) cos 2π fct = Acυ(t) cos 2π fct (6)

since c2(t) = 1 for all t. The resulting signal Acυ(t) cos 2π fct
occupies a bandwidth (approximately) of R hz, which is the
bandwidth of the information-bearing signal. Therefore,
the demodulator for the despread signal is simply the
conventional cross correlator or matched filter. Since the
demodulator has a bandwidth that is identical to the
bandwidth of the despread signal, the only additive noise
that corrupts the signal at the demodulator is the noise
that falls within the information-bandwidth of the received
signal.

3.1. Effect of Despreading on a Narrowband Interference

It is interesting to investigate the effect of an interfering
signal on the demodulation of the desired information-
bearing signal. Suppose that the received signal is

r(t) = Acυ(t)c(t) cos 2π fct + i(t) (7)

where i(t) denotes the interference. The despreading
operation at the receiver yields

r(t)c(t) = Acυ(t) cos 2π fct + i(t)c(t) (8)

The effect of multiplying the interference i(t) with c(t), is
to spread the bandwidth of i(t) to W HZ.

As an example, let us consider a sinusoidal interfering
signal of the form

i(t) = AI cos 2π fIt (9)

where fI is a frequency within the bandwidth of the
transmitted signal. Its multiplication with c(t) results
in a wideband interference with power-spectral density
I0 = PI/W, where PI = A2

I /2 is the average power of the
interference. Since the desired signal is demodulated by
a matched filter (or correlator) that has a bandwidth R,
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the total power in the interference at the output of the
demodulator is

I0Rb = PIRb/W = PI

W/Rb
= PI

Tb/Tc
= PI

Lc
(10)

Therefore, the power in the interfering signal is reduced
by an amount equal to the bandwidth expansion factor
W/R. The factor W/R = Tb/Tc = Lc is called the processing
gain of the spread-spectrum system. The reduction in
interference power is the basic reason for using spread-
spectrum signals to transmit digital information over
channels with interference.

In summary, the PN code sequence is used at the
transmitter to spread the information-bearing signal into
a wide bandwidth for transmission over the channel. By
multiplying the received signal with a synchronized replica
of the PN code signal, the desired signal is despread back
to a narrow bandwidth while any interference signals are
spread over a wide bandwidth. The net effect is a reduction
in the interference power by the factor W/R, which is the
processing gain of the spread-spectrum system.

The PN code sequence {cn} is assumed to be known
only to the intended receiver. Any other receiver that
does not have knowledge of the PN code sequence cannot
demodulate the signal. Consequently, the use of a PN code
sequence provides a degree of privacy (or security) that
is not possible to achieve with conventional modulation.
The primary cost for this security and performance gain
against interference is an increase in channel bandwidth
utilization and in the complexity of the communication
system.

3.2. Probability of Error

In this section we derive the probability of error for a DS
spread spectrum system assuming that the information
is transmitted via binary PSK. Within the bit interval
0 ≤ t ≤ Tb, the transmitted signal is

s(t) = a0gT(t)c(t) cos 2π fct, 0 ≤ t ≤ Tb (11)

where a0 = ±1 is the information symbol, the pulse gT(t)
is defined as

gT(t) =



√

2Eb

Tb
, 0 ≤ 1 ≤ Tb

0, otherwise

(12)

and c(t) is the output of the PN code generator which, over
a bit interval, is expressed as

c(t) =
Lc−1∑
n=0

cnp(t − nTc) (13)

where Lc is the number of chips per bit, Tc is the chip
interval, and {cn} denotes the PN code sequence. The PN
code chip sequence {cn} is designed to be uncorrelated
(white); that is,

E(cncm) = E(cn)E(cm) for n �= m (14)

and each chip is +1 or −1 with equal probability. These
conditions imply that E(cn) = 0 and E

(
c2

n

) = 1.
The received signal is assumed to be corrupted by an

additive interfering signal i(t). Hence,

r(t) = a0gT(t)c(t) cos(2π fct + φ) + i(t) (15)

where φ represents the carrier phase shift. Since the
received signal r(t) is typically the output of an ideal
bandpass filter in the front end of the receiver, the
interference i(t) is also a bandpass signal, and may be
represented as

i(t) = ic(t) cos 2π fct − is(t) sin 2π fct (16)

where ic(t) and is(t) are the two quadrature components of
i(t).

We assume that the receiver is perfectly synchronized
to the received signal and the carrier phase is perfectly
estimated by a PLL. Then, the signal r(t) is demodulated
by first despreading through multiplication by c(t) and
then crosscorrelation with gT(t) cos(2π fct + φ), as shown
in Fig. 5. At the sampling instant t = Tb, the output of the
correlator is

y(Tb) = Eb + yi(Tb) (17)

where yi(Tb) represents the interference component, which
has the form

yi(Tb) =
∫ Tb

0
c(t)i(t)gT(t) cos(2π fct + φ) dt

=
Lc−1∑
n=0

cn

∫ Tb

0
p(t − nTc)i(t)gT(t) cos(2π fct + φ) dt

=
√

2Eb

Tb

Lc−1∑
n=0

cnvn (18)

where, by definition,

vn =
∫ (n+1)Tc

nTc

i(t) cos(2π fct + φ) dt (19)

The probability of error depends on the statistical
characteristics of the interference component. Its mean
value is

E[yi(Tb)] = 0 (20)

× ×

×

PLL

Input r(t )

PN signal
generator

c(t) gT (t) cos(2pfct + f)

gT (t)

∫
0

Tb
( ) dt

Sample at
t  = Tb

y(Tb)

Clock
signal

Figure 5. DS spread-spectrum signal demodulator.
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Its variance is

E[y2
i (Tb)] = 2Eb

Tb

Lc−1∑
n=0

Lc−1∑
m=0

E(cncm)E(vnvm)

But E(cncm) = δmn. Therefore,

E[y2
i (Tb)] = 2Eb

Tb

Lc−1∑
n=0

E
(
v2

n

)

= 2Eb

Tb
LcE

(
v2) (21)

where v = vn, as given by Eq. (9).
Consider for sinusoidal interfering signal at the carrier

frequency, that is,

i(t) =
√

2PI cos(2π fct + �I) (22)

where PI is the average power and �I is the phase of the
interference, which is random and uniformly distributed
over the interval (0, 2π). If we substitute for i(t) in Eq. (19),
it is easy to show that

E(v2) = T2
c PI

4
(23)

and, therefore,

E[y2
i (Tb)] = EbPITc

2
(24)

The ratio of {E[y(Tb)]}2 to E[y2
i (Tb)] is the SNR at the

detector. In this case we have

(SNR)D = E2
b

EbPITc/2
= 2Eb

PITc
(25)

To see the effect of the spread-spectrum signal, we express
the transmitted energy Eb as

Eb = PSTb (26)

where PS is the average signal power. Then, if we
substitute for Eb in Eq. (25) we obtain

(SNR)D = 2PSTb

PITc
= 2PS

PI/Lc
(27)

where Lc = Tb/Tc is the processing gain. Therefore, the
spread-spectrum signal has reduced the power of the
interference by the factor Lc.

Another interpretation of the effect of the spread-
spectrum signal on the sinusoidal interference is obtained
if we express PITc in Eq. (27) as follows. Since Tc � 1/W,
we have

PITc = PI/W = I0 (28)

where I0 is the power-spectral density of an equivalent
interference in a bandwidth W. Therefore, in effect,
the spread-spectrum signal has spread the sinusoidal
interference over the wide bandwidth W, creating an

equivalent spectrally flat noise with power-spectral
density I0. Hence,

(SNR)D = 2Eb

I0
(29)

The probability of error for a DS spread-spectrum
system with binary PSK modulation is easily obtained
from the SNR at the detector, if we make an assumption
on the probability distribution of the sample yi(Tb). From
Eq. (18) we note that yi(Tb) consists of a sum of Lc

uncorrelated random variables {cnvn, 0 ≤ n ≤ Lc − 1}, all
of which are identically distributed. Since the processing
gain Lc is usually large in any practical system, we may
use the Central Limit Theorem to justify a Gaussian
probability distribution for yi(T). Under this assumption,
the probability of error is

Pb = Q



√

2Eb

I0


 (30)

where I0 is the power-spectral density of an equivalent
broadband interference and Q(x) is defined as

Q(x) = 1√
2π

∫ ∞

x
e−t2/2 dt (31)

Hence, the effect of the interference on the error
probability is equivalent to that of broadband white
Gaussian noise with spectral density I0.

3.3. The Interference Margin

We may express
Eb

I0
in the Q-function in Eq. (30) as

Eb

I0
= PSTb

PI/W
= PS/R

PI/W
= W/R

PI/PS
(32)

Also, suppose we specify a required Eb/I0 to achieve a
desired level of performance. Then, using a logarithmic
scale, we may express Eq. (32) as

10 log
PI

PS
= 10 log

W
R

− 10 log
Eb

I0(
PI

PS

)
dB

=
(

W
R

)
dB

−
(Eb

I0

)
dB

(33)

The ratio (PI/PS)dB is called the interference margin. This
is the relative power advantage than an interference may
have without disrupting the communication system.

For example, suppose we require an (Eb/I0))dB = 10 dB
to achieve reliable communication. What is the processing
gain that is necessary to provide an interference margin of
20 dB? Clearly, if W/R = 1000, then (W/R)dB = 30 dB and
the interference margin is (PI/PS)dB = 20 dB. This means
that the average interference power at the receiver may
be 100 times the power PS of the desired signal and we
can still maintain reliable communication.
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3.4. Performance of Coded Spread-Spectrum Signals

It is shown in many textbooks on digital communications
(for reference, see [9], Chapter 8), that when the
transmitted information is coded by a binary linear (block
or convolutional) code, the SNR at the output of a soft-
decision decoder in the presence of spectrally flat Gaussian
interference is increased by the coding gain, defined as

coding gain = Rcd H
min (34)

where Rc is the code rate and dH
min is the minimum

Hamming distance of the code. Therefore, the effect of
coding is to increase the interference margin by the coding
gain. Thus, Eq. (33) may be modified as(

PI

PS

)
dB

=
(

W
R

)
dB

+ (CG)dB −
(Eb

I0

)
dB

(35)

where (CG)dB denotes the coding gain. Typical coding gains
obtained by use of binary block or convolutional codes are
in the range of 4 to 7 dB.

3.5. Pulsed Interference

A very damaging type of interference for DS-SS is
broadband pulsed noise, whose power is spread over the
entire system bandwidth W. The pulsed interference is
transmitted for a fraction ρ of the time, that is, ρ is the duty
cycle of the transmitted interference, where 0 < ρ ≤ 1. If
this signal is being transmitted by a jammer, this allows
the jammer to transmit pulses with a power level PI/ρ for ρ

percent of the time, with an equivalent spectral density of
I0 = PI/W, where PI is the average transmitted power. For
simplicity, let us assume that the interference pulse spans
an integer number of symbols (or bits) and that the pulsed
noise is Gaussian distributed. When the interferer is not
transmitting, the received information bits are assumed
to be error-free, and when the interferer is transmitting,
the probability of error for an uncoded DS-SS system is

P(ρ) = ρQ


√2Eb

I0
ρ


 (36)

The worst case duty cycle that maximizes the
probability of error for the communication system can
be found by differentiating P(ρ) with respect to ρ. Thus,
we find that the worst-case pulsed noise occurs when

ρ∗ =




0.71
Eb/I0

,
Eb

I0
≥ 0.71

1,
Eb

I0
< 0.71

(37)

and the corresponding probability of error is

P(ρ∗) =




0.082
Eb/I0

= 0.082PI/PS

W/R
,

Eb

I0
≥ 0.71

Q
(√

2Eb

I0

)
= Q

(√
2W/R
PI/PS

)
,

Eb

I0
< 0.71

(38)

The error rate performance given by Eq. (38) for ρ =
1.0, 0.1, 0.01, and 0.001 along with the worst-case
performance based on ρ∗ is plotted in Fig. 6. When
we compare the error rate for continuous wideband
Gaussian noise interference (ρ = 1) with worst-case pulse
interference, we find a large difference in performance; for
example, approximately 40 dB at an error rate of 10−6.
This is, indeed, a large penalty.

If we simply add coding to the DS spread-spectrum
system, the performance in SNR is improved by an
amount equal to the coding gain, which in most cases
is limited to less than 10 dB. The reason that the addition
of coding does not improve the performance significantly
is that the interfering signal pulse duration (duty cycle)
may be selected to affect many consecutive coded bits.
Consequently, the code word error probability is high due
to the burst characteristics of the interference.

In order to improve the performance of the coded
DS spread-spectrum system, we should interleave the
coded bits prior to transmission over the channel. The
effect of interleaving is to make the coded bits that
are affected by the interferer statistically independent.
Figure 7 illustrates a block diagram of a DS spread-
spectrum system that employs coding and interleaving.
By selecting a sufficiently long interleaver so that the
burst characteristics of the interference are eliminated,
the penalty in performance due to pulse interference is
significantly reduced; for example, to the range of 3–5 dB
for conventional binary block or convolutional codes (for
reference, see [9], Chapter 13).

4. FREQUENCY-HOPPED SPREAD SPECTRUM

In frequency-hopped (FH) spread spectrum, the available
channel bandwidth W is subdivided into a large number of
nonoverlapping frequency slots. In any signaling interval
the transmitted signal occupies one or more of the
available frequency slots. The selection of the frequency
slot (s) in each signal interval is made pseudorandomly
according to the output from a PN generator.

A block diagram of the transmitter and receiver for
an FH spread-spectrum system is shown in Fig. 8. The
modulation is either binary or M-ary FSK (MFSK). For
example, if binary FSK is employed, the modulator selects
one of two frequencies say f0 or f1, corresponding to the
transmission of a 0 for a 1. The resulting binary FSK signal
is translated in frequency by an amount that is determined
by the output sequence from a PN generator, which is used
to select a frequency fc that is synthesized by the frequency
synthesizer. This frequency is mixed with the output of
the FSK modulator and the resultant frequency-translated
signal is transmitted over the channel. For example, by
taking m bits from the PN generator, we may specify
2m − 1 possible carrier frequencies. Figure 9 illustrates an
FH signal pattern.

At the receiver, there is an identical PN sequences
generator synchronized with the received signal, which is
used to control the output of the frequency synthesizer.
Thus, the pseudorandom frequency translation introduced
at the transmitter is removed at the demodulator by
mixing the synthesizer output with the received signal.
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The resultant signal is then demodulated by means of an
FSK demodulator. A signal for maintaining synchronism
of the PN sequence generator with the FH received signal
is usually extracted from the received signal.

Although binary PSK modulation generally yields
better performance than binary FSK, it is difficult
to maintain phase coherence in the synthesis of the
frequencies used in the hopping pattern and, also, in
the propagation of the signal over the channel as the
signal is hopped from one frequency to the another over
a wide bandwidth. Consequently, FSK modulation with
noncoherent demodulation is usually employed in FH
spread-spectrum systems.

The frequency-hopping rate, denoted as Rh, may be
selected to be either equal to the symbol rate, or lower
than the symbol rate, or higher than the symbol rate. If Rh

is equal to or lower than the symbol rate, the FH system
is called a slow-hopping system. If Rh is higher than

the symbol rate; that is, there are multiple hops/symbols,
the FH system is called a fast-hopping system. However,
there is a penalty incurred in subdividing an information
symbol into several frequency-hopped elements, because
the energy from these separate elements is combined
noncoherently (for reference, see [9], Chapter 12).

FH spread-spectrum signals may be used in CDMA
where many users share a common bandwidth. In some
cases, an FH signal is preferred over a DS spread-
spectrum signal because of the stringent synchronization
requirements inherent in DS spread-spectrum signals.
Specifically, in a DS system, timing and synchronization
must be established to within a fraction of a chip interval
Tc = 1/W. Conversely, in an FH system, the chip interval
Tc is the time spend in transmitting a signal in a particular
frequency slot of bandwidth B � W. But this interval
is approximately 1/B, which is much larger than 1/W.
Hence, the timing requirements in an FH system are not
as stringent as in a DS system.

4.1. Slow Frequency-Hopping Systems

Let us consider a slow frequency-hopping system in which
the hop rate Rh = 1 hop/bit. If the interference on the
channel is broadband and is characterized as AWGN with
power-spectral density I0, the probability of error for the
detection of noncoherently demodulated binary FSK is

Pb = 1
2 e−Eb/2I0 (39)

where Eb/I0 is the SNR/bit.
As in the case of a DS spread-spectrum system, we

observe that Eb, the energy/bit, can be expressed as
Eb = PSTb = PS/R, where PS is the average transmitted
power and R is the bit rate. Similarly, I0 = PI/W, where



2398 SPREAD SPECTRUM SIGNALS FOR DIGITAL COMMUNICATIONS

Encoder

Information
sequence

Mixer ChannelFSK
modulator

Frequency
synthesizer

PN
sequence
generator

PN
sequence
generator

FSK
demodulator

Mixer Decoder

Frequency
synthesizer

Time
sync.

Output

Figure 8. Black diagram of an FH spread-spectrum system.

0 Tc 2Tc 3Tc 4Tc 5Tc 6Tc Time

Time interval

4

5

6

2

1

F
re

qu
en

cy

3

Figure 9. An example of an FH pattern.

PI is the average power of the broadband interference
and W is the available channel bandwidth. Therefore, the
SNR/bit can be expressed as

Eb

I0
= W/R

PI/PS
(40)

where W/R is the processing gain and PI/PS is the
interference margin for the FH spread-spectrum signal.

Slow FH spread-spectrum systems are particularly
vulnerable to partial-band interference that may result
in FH CDMA systems. To be specific, suppose that the
partial-band interference is modeled as a zero-mean
Gaussian random process with a flat power-spectral
density over a fraction of the total bandwidth W and
zero in the remainder of the frequency band. In the region
or regions where the power-spectral density is nonzero,
its value is I0/ρ, where 0 < ρ < 1. In other words, the
interference average power PI is assumed to be constant.

Let us consider the worst-case partial-band interference
by selecting the value of ρ that maximizes the error

probability. In an uncoded slow-hopping system with
binary FSK modulation and noncoherent detection,
the transmitted frequencies are selected with uniform
probability in the frequency band W. Consequently, the
received signal will be corrupted by interference with
probability ρ. When the interference is present, the
probability of error is 1

2 exp(−ρEb/2I0) and when it is
not, the detection of the signal is assumed to be error free.
Therefore, the average probability of error is

Pb(ρ) = ρ

2
e−ρEb/2I0

= ρ

2
exp

(
ρW/R
2PI/PS

)
(41)

Figure 10 illustrates the error rate as a function of
Eb/I0 for several values of ρ. By differentiating Pb(ρ), and
solving for the value of ρ that maximizes Pb(ρ), we find

ρ∗ =
{

2I0/Eb, ρ ≥ 2
1, Eb/I0 < 2

(42)

The corresponding error probability for the worst case
partial-band interference is

Pb =
{

e−1/Eb/I0, Eb/I0 ≥ 2
1
2 e−Eb/2I0 , Eb/I0 < 2

(43)

which is also shown in Fig. 10. Whereas the error prob-
ability decreases exponentially for full-band interference
as given by Eq. (39), the error probability for worst-case
partial band interference decreases only inversely with
Eb/I0. This result is similar to the error probability for DS
spread-spectrum signals in the presence of pulse interfer-
ence. It is also similar to the error probability for binary
PSK in a Rayleigh fading channel.

An effective method for combatting partial band
interference in a FH system is signal diversity, which
can be obtained by simple repetition of the transmitted
information bit on different frequencies (or by means of
block or convolutional coding). Signal diversity obtained
through coding provides a significant improvement in
performance relative to uncoded signal transmission.
In fact, it has been shown by Viterbi and Jacobs [10]
that by optimizing the code design for the partial-band
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interference, the communication system can achieve an
average bit-error probability of

Pb = e−Eb/4I0 (44)

Therefore, the probability of error achieved with the
optimum code design decreases exponentially with an
increase in SNR and is within 3 dB of the performance
obtained in an AWGN channel. Thus, the penalty due to
partial-band interference is reduced significantly.

4.2. Fast Frequency-Hopping Systems

In fast FH systems, the frequency-hop rate Rh is some
multiple of the symbol rate. Basically, each (M-ary) symbol
interval is subdivided into N subintervals, which are
called chips and one of M frequencies is transmitted in
each subinterval. Fast frequency-hopping systems are
particularly attractive for military communications. In
such systems, the hop rate Rh may be selected sufficiently
high so that a potential intentional interferer does not have
sufficient time to detect the presence of the transmitted
frequency and to synthesize a jamming signal that
occupies the same bandwidth.

To recover the information at the receiver, the received
signal is first dehopped by mixing it with the hopped
carrier frequency. This operation removes the hopping
pattern and brings the received signal in all subintervals
(chips) to a common frequency band that encompasses

the M possible transmitted frequencies. The signal in
each subinterval is then passed through the M matched
filters (or correlators) tuned to the M possible transmitted
frequencies which are sampled at the end of each
subinterval and passed to the detector. The detection of the
FSK signals is noncoherent. Hence, decisions are based on
the magnitude of the matched filter (or correlator) outputs.

Since each symbol is transmitted over N chips, the
decoding may be performed simply on the basis of hard
decisions for the chips on each hop.

To determine the probability of error for the detector,
we recall that the probability of error for noncoherent
detection of binary FSK for each hop is

p = 1
2 e−Eb/2NI0 (45)

where N is the number of frequency hops (chips) per bit,
and Eb/N is the energy of the signal per hop. Assuming that
N is odd, the decoder decides in favor of the transmitted
binary FSK bit that is larger in at least (N + 1)/2 chips.
Thus, the decision is made on the basis of a majority
vote given the decisions on the N chips. Consequently, the
probability of a bit error is

Pb =
N∑

m=(N+1)/2

(N
m

)
pm(1 − p)N−m (46)

where p is given by Eq. (45). We should note that the
error probability Pb for hard-decision decoding of the N
chips will be higher than the error probability for a single
hop/bit PSK system, which is given by Eq. (39), when the
SNR/bit Eb/I0 is the same in the two systems.

5. COMMERCIAL SPREAD SPECTRUM SYSTEMS

As mentioned earlier, the number of nonmilitary spread
spectrum systems have increased rapidly the last
decades. The applications are quite diverse: underwater
communications [11], wireless local loop systems [12],
wireless local area networks, cellular systems, satellite
communications [13], and ultra wideband systems [14].
Spread spectrum is also used in wired application in, for
example, power-line communication [15] and have been
proposed for communication over cable-TV networks [12]
and optical fiber systems [16,17]. Finally, spread spectrum
techniques have been found to be useful in ranging,
such as, radar and navigation and the Global Positioning
System (GPS) [18]. Other applications are watermarking
of multimedia [19] and (mentioned here as a curiosity)
in clocking of high-speed electronics [20,21]. Due to space
constraint, we will only briefly mention some of the hot
wireless applications here.

The wireless local area network (WLAN) standard
IEEE 802.11 was originally designed to operate in the ISM
band at approximately 2.4 GHz. The standard supports
several different coding and modulation formats and
several data rates. The first version of the standard was
released in 1997 and supports both FH and DS spread
spectrum formats with data rates of 1 or 2 Mbit/s [22]. The
FH modes are slow hopping and use so-called Gaussian
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FSK (GFSK) modulation (binary for 1 Mbit/s and 4-ary
for 2Mbit/s). The system hops over 79 subcarriers with
1-MHz spacing. The DS-SS modes use a 11-chip long
Barker sequence which is periodically repeated for each
symbol. The chip rate is 11 Mchips/s, and the symbol rate
is 1 Msymbols/s. The modulation is differentially encoded
BPSK or QPSK (for 1 and 2 Mbit/s, respectively). We note
that the processing gain is rather low, especially for the
DS-SS modes.

The 802.11 standard has since 1997 been extended in
several directions (new bands, higher data rates, etc).
In 1999, the standard was updated to IEEE 802.11b
(also known as Wi-Fi, if the equipment, also passes an
interoperability test). In addition to the original 1 and
2 Mbit/s modes, IEEE 802.11b also supports 5.5 and 11
Mbit/s DS-SS modes [23] and several other optional modes
with varying rates. The higher rate DS-SS modes uses
so-called complementary code keying (CCK). The chip rate
is still 11 Mchips/s and each symbol is represented by 8
complex chips. Hence, for the 5.5-Mbit/s mode, each symbol
carries 4 bits, and for the 11-Mbit/s mode, each symbol
carries 8 bits. Hence, the processing gains is reduced
compared to the 1- and 2-Mbit/s modes. As a matter of
fact, the 11 Mbit/s is perhaps not even a spread-spectrum
system. The CCK modulation is a little bit complicated
to describe, but in essence it forms the complex chips by
combining a block code and differential QPSK [22], Section
18.4.6.5].

Bluetooth is primarily a cable replacement system,
that is, a system for short range communication with
relatively low-data rate. It is designed for the ISM band
and uses slow hopping FH-SS with GFSK modulation
(BT = 0.5 and modulation index between 0.28 and
0.35). The system hops over 79 subcarriers with a
rate of 1600 hop/s. The subcarrier spacing is 1 MHz,
and in most countries the subcarriers are placed at
fk = 2402 + k MHz for k = 0, 1, . . . , 78. Bluetooth supports
both synchronous and asynchronous links and several
different coding and packet schemes. The user data rates
varies from 64 kbits/s (symmetrical and synchronous)
to 723 kbits/s (asymmetrical and asynchronous). The
maximum symmetrical rate is 434 kbits/s. The range of
the system is quite short, probably less than 10 m in most
environments. It is likely that future versions of Bluetooth
will support higher data rates and longer ranges.

The first cellular system with a distinct spread
spectrum component was IS-95 (also known as cdmaOne or
somewhat pretentiously as CDMA). Although the Global
System for Mobile Communications (GSM), has a provision
for frequency hopping, it is not usually considered to be a
spread spectrum system. Often, spread spectrum and code-
division multiple access (CDMA) are used as synonyms,
although they really are not. A multiple access method is a
method for allowing several links (that are not at the same
geographical location) to share a common communication
resource. CDMA is a multiple access method where the
links are spread spectrum links. A receiver that is tuned
to a certain user relies on the anti-jamming properties of
the spread spectrum format to suppress the other users’
signals.

IS-95 uses DS-SS links with a chip rate of 1.2288
Mchips/s and a bandwidth of (approximately) 1.25 MHz.
In the downlink (forward link or base-station-to-terminal
link) the chips are formed by a combination of convolu-
tional encoding, repetition encoding, and scrambling. The
chips are transmitted both in inphase and quadrature
(but scrambled by different PN sequences). In the uplink
(reverse link), the transmitted chips are formed by a com-
bination of convolutional coding, orthogonal block coding,
repetition coding, and scrambling. In the original IS-95
(IS-95A), the uplink was designed such that the detec-
tion could be done noncoherently. In the third generation
evolution of IS-95, known as cdma2000, the modulation
and coding has changed and the transmitted bandwidth
tripled to allow for peak data rates exceeding 2 Mbit/s
[24,–26].

Another third generation system is Wideband CDMA
(WCDMA) [27]. WCDMA is a rather complex system
with many options and modes. We will here only briefly
describe the frequency-division duplex (FDD) mode. The
FDD mode uses direct-sequence spreading with a chip
rate of 3.84 Mchips/s. The chip waveform is a root-raised
cosine pulse with roll-off factor 0.22, and the bandwidth of
the transmitted signal is approximately 5 MHz. WCDMA
supports many different information bit rates by changing
the spreading factor (from 4 to 256 in the uplink and
from 4 to 512 in the downlink) and the error control
scheme (no coding, convolutional coding, or turbo coding);
however, the modulation is QPSK with coherent detection
in all cases. Today, the maximum information data rate
is roughly 2 Mbits/s, but it is likely that future revisions
of the standard will support higher rates through new
combinations of spreading, coding, and modulation.
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1. INTRODUCTION

A statistical characterization of impulsive noise is a mul-
tifaceted task. For the characterization to be meaningful
and useful in predicting communications performance,
knowledge of the underlying physical mechanisms is
required. In order to develop a statistical noise model
that accurately represents the communications channel
under investigation, physical measurements of the impul-
sive noise characteristics are generally needed. With this
understanding, a statistical noise model can be devel-
oped and used to construct optimum or near-optimum
detectors, estimate physical system and noise parameters,
and determine communications performance. As a conse-
quence, there is no single noise model that can be used as a
representation of all impulsive noise channels. This article
describes a number of important noise models where the
reader is cautioned to first confirm that the appropriate
noise model is selected for the communications channel
under investigation.

Gaussian noise, which is the predominant noise source
associated with thermal noise in receiver front-ends and
numerous communications channels such as microwave
and satellite channels, is analytically tractable and
used to predict communications performance for a broad
class of communications systems. Noise statistics are
characterized by a Gaussian probability density function
(pdf) where only knowledge of the mean and variance
of the noise is needed to completely characterize the
noise statistics. The spectral characteristics of the noise
may be white or nonwhite, with both cases having been
extensively investigated [23]. Perhaps the most common
and simple case is associated with additive white Gaussian
noise (AWGN) where a number of analytical performance
results have been obtained [33]. In fact, Gaussian noise is
so prevalent that all other cases are categorized as non-
Gaussian. This categorization is perhaps unfortunate in
that it leads to the assumption that non-Gaussian noise
has a single representation.

Impulse noise is typically associated with noise pulses
that have large peak amplitudes and bandwidths that

∗ This article is adapted, with permission, from a chapter in a
textbook to be published by Prentice-Hall.

generally exceed the receiver bandwidth. The tails of the
pdf of impulse noise are greater in extent than that
of Gaussian noise and often lead to moments of the
distribution that are ill defined. In contradistinction to
the Gaussian case where only the pdf is needed, statistical
characterization of an impulsive noise process requires
multiple statistics for a complete characterization. The
most extensively studied statistic is acknowledged to
be the amplitude probability distribution (APD) and is
defined as the probability that the noise envelope exceeds
a specified value. This statistic is referred to as a first-order
statistic. A complete characterization of the noise process
requires higher-order statistics generally associated with
the time statistics of the noise. Examples of these statistics
include the autocorrelation, the pulse spacing distribution
(also termed pulse interarrival times), the pulse duration
distribution, and the average envelope crossing rate.

When a Gaussian noise model is accepted as a
meaningful model for the communications channel under
investigation, it is well known [48] that the optimum
detector is linear and is implemented as either a matched
filter or a correlation receiver.1 A consequence of this
result is that bit error rate (BER) computations are often
analytically tractable for a large class of modulations.
In contrast, for an impulsive noise process the optimum
detector is nonlinear with a structure that is dependent on
the noise model utilized. Thus, many different receiver
structures can be derived where each structure is
optimized for the specified noise model.

To determine the detector structure for an impulsive
noise model, two approaches, referred to as analytical and
ad hoc, are followed. The analytical approach is based on
an accurate model of the noise statistics developed from
the physical processes that generate the noise. The ad
hoc approach is based on suboptimal detector structures
that utilize nonlinearities that are easily implemented
and reduce the tails in the noise distribution resulting
in improved performance over linear detectors operating
in the same impulsive noise environment. This latter
approach has the advantage that the receiver performance
is likely to be less sensitive to the noise model and therefore
may offer more robust performance in time-varying or
unknown noise statistics.

2. CHARACTERIZATION OF IMPULSIVE NOISE

Common examples of communication channels with impul-
sive noise include atmospheric radio noise, man-made
noise, telephone communications, underwater acoustic
noise, and magnetic recording noise. Atmospheric radio
noise, arising from lightning discharges in the atmosphere,
is an electromagnetic interference that can seriously
degrade receiver performance [43,44]. Man-made noise
occurs in automotive ignitions [22], electrical machinery
such as welders, power transmission and distribution
lines [32], medical and scientific apparatus, and so on. In
telephone communications impulsive noise is generated

1 In the non–white noise case, the detector uses a whitening filter
prior to detection.
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from telephone switches and is particularly important
in characterizing the performance of high-speed digital
subscriber loops [20,21,34,46]. These examples represent
a diverse subset of impulsive noise environments where
knowledge of the physical characteristics dictates the noise
model selection.

To maintain generality but provide a basis for relating
the noise model to a physical case, the important case
of atmospheric radio noise will be emphasized. Although
much of the treatment that follows is specific to this
channel, the process is likely to be extendable to other
physical channels.

A summary of several principal noise models
is provided.

2.1. Statistical-Physical Model

The noise n(t) is represented over an interval T by
a summation of impulses filtered by the channel and
expressed as

n(t) =
N∑

i=1

aiδ(t − ti) (1)

where N is the number of impulses occurring in the
interval T, ai is a random variable (rv) representing the
strength of the ith impulse and ti is the occurrence time of
the ith impulse.

N is typically assumed to be Poisson distributed with
parameter µT where µ is the average rate of arrival of the
impulses. Other investigators postulate a Poisson-Poisson
distribution [8] or a Pareto [24] distribution leading to
different pulse clustering behavior than that of a Poisson.
For example, in the Poisson-Poisson case clusters of noise
pulses occur where the pulses within a cluster occur at a
Poisson rate µp and the clusters themselves are Poisson at
a slower rate than µp.

The rv ai can be often assumed to be Gaussian [34].
However, for the atmospheric radio noise case, the
statistical physical model is well founded based on
measurements and analytical modeling of the physical
behavior of the communications environment. Giordano
has shown that the rv ai is proportional to the received field
strength which depends on the source to receiver distance
ri in accordance with a generalized propagation law g,
where ai = g(ri) [9]. By assuming a spatial distribution of
noise sources and a specific propagation law, the pdf of the
rv ai can be determined.

Middleton has extended the statistical-physical model
developed in Giordano by introducing more general
assumptions on the noise spatial conditions and propa-
gation assumptions [25,26,28]. These models are termed
‘‘canonical’’ in that their form is invariant of the physical
source mechanisms. Two important cases, referred to as
Class A and Class B, were developed. Class A models are
used for the narrowband case where the noise bandwidth
is comparable or less than the receiver front-end band-
width and Class B models are used in the wideband case.2

2 That is, the noise bandwidth is wider than the receiver front-
end bandwidth.

A Class C model has also been defined consisting of a
combination of Class A and B models.

2.2. Generalized-t or Hall Model

This model, developed by Hall [13], has the form
represented by a the product of a zero mean, narrowband
Gaussian process ng(t) with variance σ 2

1 and a slowly
varying modulating stationary process a(t) that is
independent of ng(t), that is

n(t) = a(t)ng(t) (2)

This model is premised on the fact that the noise sources
vary with time over a large dynamic range and that,
unlike a Gaussian noise source where energy is delivered
at a constant rate, the impulses tend to occur in bursts.
To model atmospheric radio noise, the slowly varying
modulating process a(t) is selected to behave in a way
that is similar to that of an empirical model obtained from
measurements.

A variant of this model referred to as a truncated Hall
model [35] removes some of the undesirable attributes of
the Hall model where moments associated with the APD
are undefined. This model is obtained by truncating the
pdf of the noise envelope thereby producing finite moments
and a noise process that is physically realizable. It has a
further advantage in that the impulsiveness of the noise
can be specified by means of the parameter Vd, which is
the rms to average envelope ratio.

2.3. Mixture Model

The mixture model [29] is obtained by judiciously selecting
two noise models which can be added together to produce
the desired noise statistics. Thus, the term mixture model
actually represents a collection of models since the two
subsidiary noise processes can be chosen from many
possibilities. One form of the mixture model is represented
as a zero mean noise process n0(t) that is,

n0(t) = (1 − εr)ng(t) + εrni(t) (3)

where ng(t) is a Gaussian noise process, ni(t) is an
impulsive noise process and εr is a constant with 0 <

εr < 1. (An alternate formulation can be obtained by
adding a combination of noise envelopes.) This model
is appealing in that for small amplitudes approaching
zero, n0(t) approaches a Gaussian distribution (εr → 0); for
large noise amplitudes which create ‘‘spikes’’ of noise, the
heavy tails of the impulsive noise distribution predominate
(εr → 1).

2.4. Empirical Model

The empirical model is based on graphical fits of
the APD [7]. This model assumes that the small
amplitude part of the APD is represented by a Rayleigh
distribution and that the large amplitude region can
be represented by a log-normal or power Rayleigh
distribution. The parameters for the distributions are
based on measurements of three statistical moments
which are the average noise envelope, the rms noise
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envelope, and the average logarithm of the noise envelope.
Denoting the noise envelope as v(t), the average noise
envelope Vave over an interval T is given by

Vave = 1/T
∫ T

0
v(t) dt (4)

Similarly, the rms noise envelope Vrms and average loga-
rithm of the noise envelope Vlog are given respectively by

Vrms =
[

1/T
∫ T

0
v2(t) dt

]1/2

(5)

and

Vlog = antilog

(
1/T

∫ T

0
log v(t) dt

)
(6)

These moments are ordinarily measured in one band-
width and are converted to other bandwidths as
needed [39].

3. APD COMPUTATION USING HANKEL TRANSFORMS

When the statistical-physical model given in Eq. (1)
is adopted, a very powerful method based on Hankel
transforms is available to compute the APD and relate it
to the underlying physical environment [9]. This method
has been utilized in the atmospheric noise channel but
is not restricted to that case. The method in fact applies
to any narrowband receiver output representation when
the input is a time sequence of independent impulses. An
outline of the approach is presented here with a more
complete derivation provided in Ref. 9.

Let us assume that a narrowband receiver with a carrier
frequency fc has an impulse response given by

h(t) = β(t) cos(ωct − ψ)u(t) (7)

where β(t) is the amplitude of h(t), ψ is the phase,
ωc = 2π fc, and u(t) is the unit step function. If the noise
process given by Eq. (1) is applied to the input of a receiver
with an impulse response given by Eq. (7), the output noise
process n0(t) can be expressed as

n0(t) =
N∑

i=1

vi(t) cos(ωct − ωcti − ψ)u(t − ti) (8)

where vi(t) = aiβ(t − ti). The output noise can also be
expressed in terms of its envelope v(t) and phase ψs(t) as

n0(t) = v(t) cos(ωct + ψs(t)) (9)

The N terms in Eq. (8) can now be viewed as N
vectors (or phasors) where the ith vector amplitude is
vi(t) = aiβ(t − ti) with a phase ψi = −ωcti − ψ as shown
in Fig. 1. The vectors then sum to the total vector with
amplitude v(t) and phase ψs(t).

The Hankel transform is the tool required to relate
v(t) to vi(t) for a fixed value of N = k. The method is
based on the characteristics function (cf) theorem for
determining the pdf of a sum of independent random
vectors where the cf of the sum vector is the product
of the cf’s of the individual vectors. It is now assumed

v(t)

y1(t )
a1b(t − t1)

a2b(t − t2)

aNb(t − tN)

−wctN −y

−wct2 − y

−wct1 − y
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Figure 1. Phasor representation of output noise process.

that the phase of each vector ψi is uniformly distributed.
Then for a sum of independent random vectors with
uniformly distributed phase, the Hankel transform of the
magnitude of the sum vector can be found by forming the
product of the Hankel transforms of the magnitudes of the
individual vectors.

Let Hvi (z) denote the Hankel transform of the ith
vector and HvN=k (z) denote the Hankel transform of
the sum of N = k vectors. Then, the above description
leads to

HvN=k (z) =
k∏

i=1

Hvi(z) (10)

Reference 9 shows that the Hankel transform of the ith
vector can be defined as the expected value of the rvJ0(zvi)

that is,
Hvi (z) = E[J0(zvi)] (11)

or equivalently

Hvi(z) = E[J0(zaiβ(t − ti))] (12)

Because the individual vectors are identically distributed
and the number of vectors N is a Poisson distributed rv,
it can be shown that Hv(z), the Hankel transform of the
envelope has a convenient representation in terms of the
envelope of the receiver impulse response β(t), the rate of
arrival of the impulses µ, and the pdf of ai given by fa(ai).
The actual form derived in Ref. 9 is

Hv(z) = exp

{
−µ

∫ ∞

0
fa(ai)

∫ T

0
[1 − J0(zaiβ(s))] ds dai

}
(13)

Because ai = g(ri), an alternative form of Eq. (13) can
be obtained in terms of the pdf of the source to receiver
distance fr(ri) that is,

Hv(z) = exp

{
−µ

∫ ∞

0
fr(ri)

∫ T

0
[1 − J0(zg(ri)β(s))] ds dri

}
(14)
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The pdf of the envelope can now be obtained by computing
the inverse Hankel transform, that is,

pv(v) = v
∫ ∞

0
zHv(z)J0(zv) dz (15)

for v ≥ 0 and 0 otherwise.
Reference 9 also shows that the cumulative distribution

function (cdf) of the envelope can be expressed as

Fv(v) = v
∫ ∞

0
Hv(z)J1(zv) dz (16)

for v ≥ 0 and 0 otherwise.
The APD is defined as the probability that the envelope

v exceeds a value v0 and is represented as P[v > v0]. It is
given in terms of the cdf

P[v > v0] = 1 − Fv(v0) (17)

or equivalently for v0 > 0

P[v > v0] = 1 − v0

∫ ∞

0
Hv(z)J1(zv0) dz (18)

for v0 > 0.

Example. In the case of atmospheric noise we now
assume that lightning discharge occur in a uniform spatial
distribution about the receiver out to a specified maximum
range rm resulting in a pdf given by

fr(ri) = 1/rm (19)

where 0 < ri < rm.
It is further assumed that the individual impulses

arrive at the receiver in accordance with an inverse
propagation law ai = k0/ri, where k0 is a constant. Then,
it can be shown using Eqs. (14) and (18) that the APD for
v > 0 can be expressed as [9]

P[v > v0] = Ku/[K2
u + v0

2]1/2 (20)

where

Ku = µk0/rm

∫ T

0
β(s) ds (21)

This APD form has been shown to be a reasonable fit to
measured atmospheric noise APDs [9,13]. Note that other
assumptions on spatial distributions and propagation laws
will produce other APD forms.

4. ATMOSPHERIC NOISE CHANNEL MODELS

One of the most extensively investigated impulsive
noise channels is the atmospheric radio noise channel.
Communications systems with center frequencies below
100 MHz must operate in the presence of atmospheric
noise that arise from lightning discharges as a result of
storms occurring throughout the world. Experimental data
on some statistical properties of atmospheric noise can be
found in several publications [5,14,15].

Receivers operating in atmospheric noise may expe-
rience two types of noise behavior, that is, 1) highly
impulsive noise from local storms associated with dis-
tances that are within 1000 Km and 2) continuous noise
from distant storms. With local storms radiated energy
travels along the ground with low attenuation so that
the receiver is subjected to strong electrical fields over a
short duration. Storms that occur at ranges greater than
1000 Km propagate in modes within the earth-ionosphere
cavity and arrive at the receiver with only a small portion
of their original energy. In this latter case large numbers
of lightning discharges occur simultaneously at various
locations throughout the world causing bursts from dis-
tant storms to be numerous and overlap in time thereby
producing the continuous background noise. As a result,
APDs tend to have two dominant regions where the low-
amplitude region is Rayleigh and arises via the central
limit theorem from many independent, weak components
whereas the high-amplitude region is dominated by strong
distinguishable impulses that follow another distribution
such as a power Rayleigh, log-normal, and so on.

The receiver bandwidth and operating frequency are
also significant in characterizing impulsive noise. Very
low frequency (VLF) (3–30 KHz) receivers experience
significant interference as a result of the large radiated
energy from the short (100 µsec) main strokes (also
referred to as the return stroke) of lightning discharges
which tend to be centered around 10 KHz [45]. Inan [16]
provides recent progress and results in this band. The
radiated spectrum from a lightning discharge decays with
frequency with the result that the predischarge consisting
of several stepped discrete leaders prior to the stronger
main stroke produces interference in higher frequency
bands. With regard to the receiver bandwidth a receiver
that uses a wide bandwidth will be subjected to individual
pulses from lightning discharges that are more easily
distinguished so that the noise appears impulsive. Narrow
bandwidths produce overlapping pulses resulting in noise
that appears more continuous.

Another mechanism that strongly impacts the time
statistics of atmospheric noise is due to multiple stroking.
Multiple stroking from ‘‘long’’ (200 µsec) discharges
usually consists of three or four return strokes spaced
at about 40 msec apart. This phenomenon accounts for
the departure from a random distribution in time and
introduces the dependencies evident in the pulse spacing
distributions.

Researchers have expended considerably less effort
in modeling higher-order statistics that are important
in characterizing receiver performance. One study that
has investigated the effects of time dependencies in
the noise pulses, involves noise measurements in the
medium frequency band (300KHz–3MHz) [11]. In this
case BER performance for linear and nonlinear receivers
was obtained and compared by simulation using channels
that included either a truncated Hall model or measured
noise having pulse dependencies. The results show that
when the bursty nature of the noise is neglected by
assuming independent noises samples, the performance
of nonlinear receivers over linear receivers is significantly
greater than if pulse dependencies are incorporated in
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the analysis. Typically, in measured noise it is noted that
nonlinearities can improve the performance of a linear
receiver by an amount that is on the order of the Vd value.

With the above limited explanation of the underlying
physical mechanisms, we now return to more detailed
descriptions of atmospheric noise models. The models
introduced in Section 2 will be extensively described and
subsequently used to estimate bit error rate performance
in selected cases. Other performance results on coherent
and noncoherent signaling in impulsive noise can be found
in Refs. 1,4,6,30,40,41.

4.1. Hall Model

The Hall model presented above is repeated here and used
to compute the envelope, that is

n(t) = a(t)ng(t) (22)

The envelope v(t) can now be expressed as

v(t) = |a(t)ng(t)| (23)

By selecting a ‘‘two-sided’’ Chi distribution for b(t) =
1/a(t), the envelope distribution fits empirical data for
large values of the envelope. The pdf of b(t) with
parameters m and σ 2 is then given by

p(b) = ( m
2 )m/2

σm�( m
2 )

|b|m−1 exp
(
− m

2σ 2
b2
)

(24)

Note that for m = 1 the pdf of b(t) is Gaussian so that the
pdf of n0(t) is the ratio of two Gaussian processes. Hall
then shows that the pdf of n0(t) is given by

p(n0) = �( θ

2 )

�( θ−1
2 )

γ θ−1

√
π(n2

0 + γ 2)θ/2
(25)

where γ = √
m σ1

σ
and θ = m + 1 > 1. For σ1 = σ the above

equation is a Student t distribution with parameter m
so that in the general case Hall named Eq. (25) as
a generalized t distribution with parameters θ and γ .
Letting x(t) and y(t) denote the inphase and quadrature
components of n0(t) respectively, Hall derives the joint pdf
pxy(x, y) from a transformation of the product of random
variables in Eq. (2) resulting in

pxy(x, y) = (θ − 1)γ θ−1

2π

1
[x2 + y2 + γ 2](θ+1)/2

(26)

If we let x = v cos ψs and y = v sin ψs where v and ψs

denote the envelope and phase respectively of the noise,
we can write the joint pdf of the envelope and phase as

pvψs(v, ψs) = v(θ − 1)γ θ−1

2π [v2 + γ 2](θ+1)/2
(27)

From this equation, it is seen that ψs is independent of v
and has a uniform pdf in the interval (0, 2π) so that

p(v) = 1
2π

∫ 2π

0
pvψs(v, ψs)dψs

= (θ − 1)γ θ−1v
[v2 + γ 2](θ+1)/2

, 0 ≤ v ≤ ∞ (28)

Asymptotic forms of the pdf are

p(v) ≈
{

(θ − 1)γ θ−1/vθ , for v large
(θ − 1)v/γ 2, for v small

(29)

The form of the pdf for large v is consistent with empirical
data and for small v follows a limiting form of a Rayleigh
distributed envelope.

The APD or exceedance distribution can be shown to be

P(v > v0) =
∫ ∞

v0

p(v) dv = γ θ−1

(v2
0 + γ 2)(θ−1)/2

(30)

To fit measured data θ is typically taken to be an integer
between 2 and 5 and γ is related to the average or rms
value of v for the specified value of θ . Note that if θ = 2 the
above equation takes the same form as Eq. (20).

The APD P(v > v0) is plotted as a function of v0/γ for
θ = 2, 3, 4, and 5. The Rayleigh exceedance distribution is

P(v > v0) = exp
(

− v2
0

2γ 2

)

and is shown in Fig. 2 for reference purposes.3

Examination of Fig. 2 shows that longer tails are
exhibited with θ = 2 rather than with θ = 3, 4, or 5. This
behavior is consistent with impulsive noise that has a
large dynamic range. A measure of the impulsiveness of
the noise is Vd, the ratio of the rms to average envelope
value defined as

Vd = 20 log
(√

µ2

µ1

)
(31)

where

µj =
∫ ∞

0
vjp(v) dv j = 1, 2 (32)
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Figure 2. APD for Hall model and Rayleigh random variables.

3 These results are obtained with MATLAB.
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For θ = 4 and 5 Vd = 3 dB and 2 dB respectively and the
noise is considered to be moderately impulsive. For θ = 3
the second moment does not exist and for θ = 2 neither
the first or second moments exist. One explanation of the
infinite moments can be attributed to the propagation
model where the received field strength follows an inverse
distance relation. Near the origin the field strength is
arbitrarily large which does not correspond to a physical
condition. The actual noise moments must be finite and can
be forced to this condition by truncating and normalizing
the envelope distribution. Thus, a Hall model envelope pdf
can be developed for the truncated case and is

pE(v) =



c(θ − 1)γ θ−1v
[v2 + γ 2](θ+1)/2)

0 ≤ v ≤ vm

0, v > vm

(33)

where vm is the maximum allowed envelope level and c is
selected to ensure that∫ ∞

0
pE(v) dv = 1 (34)

Applying the above equation, we can show that

c = Dθ−1

Dθ−1 − 1
(35)

where D = √1 + (vm/γ )2. For θ = 2 the envelope pdf of the
truncated Hall model is

pE(v) =



Dγ

D − 1
v

[v2 + γ 2]3/2
, 0 ≤ v ≤ γ

√
D2 − 1

0, v > γ
√

D2 − 1
(36)

and

Vd = 20 log
(

(D − 1)3/2

−√
D2 − 1 + D ln(D + √

D2 − 1)

)
(37)

The truncated Hall model APD is given by

P(v > v0) = D
D − 1


 1(

1 + v2
0

γ 2

)1/2 − 1
D


 (38)

With this formulation more impulsive noise conditions can
be realized and larger values of Vd can be obtained.

An advantage of the truncated Hall model is that
computations can be performed for a specified Vd. For
example, a highly impulsive case with Vd = 10 dB can
be obtained by use of a normalized truncation point
vm/γ = 290. Other values for the normalized truncation
point can be obtained from the plot given in Fig. 3.

4.2. Mixture Model

As described previously, mixture models are obtained by a
‘‘mixing’’ two simpler noise models. (See, for example, [35],
[31], or [29]), that is

n0(t) = (1 − εr)ng(t) + εrni(t) (39)

0 50 100 150 200 250 300 350 400
0

2
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6

8

10

12

V
d 

in
 d

B

vm /g

Figure 3. Vd as a function of truncation level for Hall model.

An alternate formulation of the mixture model can be
obtained in terms of the noise envelope

v(t) =
(

vi(t) + vR(t)
2

)
+
(

vi(t) − vR(t)
2

)
u(t) (40)

where vR(t) is a Rayleigh envelope corresponding to the
Gaussian noise component, vi(t) is the envelope of the
impulsive noise component, and u(t) is +1 with probability
ε and −1 with probability 1 − ε. Thus, when u(t) = 1, the
envelope is Rayleigh distributed and given by

p(vR) =



vR

σ 2
exp

(
− v2

R

2σ 2

)
, vR ≥ 0

0, otherwise
(41)

and when u(t) = −1, the envelope is distributed in
accordance with an assumed distribution. One specific
impulsive envelope pdf which has been used is referred to
as a generalized Laplacian [35] and is given by

p(vi) = vv
i

2v−1(Prσ)v+1�(v)
K1−v

(
vi

Prσ

)
, vi ≥ 0 (42)

and zero when vi < 0 where K1−v() is a modified Bessel
function of order 1 − v with v > 0 and Pr controls the ratio
of the power between the impulsive and Rayleigh portions
of the noise. The pdfs of the inphase and quadrature
components can be determined from the joint pdf of
the envelope v and phase ψs similar to that of Eq. (27)
resulting in

pxy(x, y) = (x2 + y2)(v−1)/2

2π(Prσ)v+1�(v)2v−1
K1−v

(√
x2 + y2

Prσ

)
(43)

The pdf of the inphase (or quadrature) components is then,
from item 6.596-3 in [12],

p(x) = |x|v−1/2

√
π(Prσ)v+1/2�(v)2v−1/2

K1/2−v

( |x|
Prσ

)
(44)
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This equation becomes a Laplace pdf when v = 1 and
Pr = 1/

√
2 by using the relationships on page 444 in Ref. 2,

that is,

K1/2(z) =
( π

2z

)1/2
e−z

and
K1/2−v(z) = Kv−1/2(z)

The Laplace pdf then becomes, from Ref. 18

p(x) = 1√
2σ 2

exp

(
−|x|

√
2
σ 2

)
,−∞ < x < ∞ (45)

Note that the Laplace pdf has zero mean and variance
σ 2 so that the Gaussian and Laplacian random variables
have the same mean and variance.

By computing the first and second moments of the
envelope of the mixture model, the Vd ratio for the mixture
model can then be determined, that is,

Vd = 20 log




√
4vP2

rε + 2(1 − ε)

εPr
√

π�(v + 1/2)

�(v)
+ (1 − ε)

√
π

2


 (46)

For v = 1 this reduces to

Vd |v=1= 20 log



√

4P2
rε + 2(1 − ε)

εPr
π

2
+ (1 − ε)

√
π

2


 (47)

With Pr = 1 and ε = 0, corresponding to the Gaussian only
case, the Vd ratio is 1.05 dB. For ε = 1 and v = 1 the noise
is impulsive according to a Laplacian distribution and
Vd = 20 log 4/π = 2.1 dB so that the noise is only mildly
impulsive. More impulsive noise cases can be obtained by
allowing v < 1 to be small in Eq. (46) Plots of Vd for several
values of Pr and v are computed and shown in Figs. 4, 5,
and 6 as a function of ε.

The APD for the mixture model can be obtained from

P{v > v0} = P{v > v0 | u = 1}P{u = 1}
+ P{v > v0 | u = −1}P{u = −1} (48)

Using item 6.561–12 in Ref. 12, this can be shown to be

P{v > v0} = P{vi > v0}ε + P{vR > v0}(1 − ε)

= ε

∫ ∞

v0

vv
i

2v−1(Prσ)v+1�(v)
K1−v

(
vi

Prσ

)
dvi

+ (1 − ε)

∫ ∞

v0

vR

σ 2
exp

(
− v2

R

2σ 2

)
dvR = ε

(
v0

Prσ

)v

×
Kv

(
v0

Prσ

)
2v−1�(v)

+ (1 − ε) exp
(

− v2
0

2σ 2

)
(49)
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Figure 4. Vd as a function of v and ε with Pr = 1.
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4.3. Middleton Class A and B Models

Middleton’s models are statistical physical models like
that given in Eq. (1) but with more general assumptions
regarding noise source spatial distributions and propaga-
tion conditions. See Refs. 25–27,38. Thus, these models
are regarded as canonical because noise source spatial dis-
tributions and propagation formulas need not be explicitly
specified. Both Class A and B models assume that the noise
sources are Poisson distributed in space with received
waveforms produced by interfering sources that are inde-
pendent and Poisson distributed in time. The broadband
Class B models are useful in representing atmospheric
noise statistics.

For Class A noise the instantaneous amplitude has a
pdf described in terms of a parameter A referred to as the
impulsive index and a parameter Pr = σ 2

g /σ 2
i representing

the ratio of the Gaussian noise power σ 2
g to the impulsive

noise power σ 2
i . The Class A instantaneous amplitude pdf

is given by Ref. 49 as

p(w) = e−A
∞∑

m=0

Ame−w2/2σ2σ2
m

m!
√

2πσ 2
mσ 2

(50)

where σ 2 = σ 2
g + σ 2

i and

σ 2
m =

m
A

+ Pr

1 + Pr
(51)

Middleton uses normalized instantaneous amplitudes
defined as x = w/σ so that

p(x) = e−A
∞∑

m=0

Am

m!
√

2πσ 2
m

exp
(

− x2

2σ 2
m

)
(52)

Small values of the parameter A produce large impulsive
tails whereas large values of A >≈ 10 yield the limiting
case of Gaussian interference. Thus, the reciprocal of A
behaves as Vd in the truncated Hall and mixture models.
Middleton also derives the pdf of the normalized envelope
defined as vN = v/

√
2σ 2 resulting in

p(vN) = 2e−A
∞∑

m=0

Am

m!σ 2
m

vN exp
(

−v2
N

σ 2
m

)
, vN ≥ 0 (53)

and zero for vN < 0.
A special case of a mixture model can be obtained by

splitting the above expression into two terms as

p(vN) = 2e−A

σ 2
0

vNe−v2
N

/σ2
0 + 2e−A

∞∑
m=1

Am

m!σ 2
m

vN

× exp
(

−v2
N

σ 2
m

)
, vN ≥ 0 (54)

where

σ 2
0 = Pr

1 + Pr
= σ 2

g

σ 2
g + σ 2

i

(55)

The first term in Eq. (54) can be seen to be Rayleigh
distributed whereas the second term represents an

impulsive distribution. The normalized form of the APD is
obtained from

P{vN > vN0 } =
∫ ∞

vN0

p(vN) dvN (56)

where vN0 = N0/
√

2σ 2 resulting in

P{vN > vN0 } = e−A
∞∑

m=0

Am

m!
exp

(
−v2

N0

σ 2
m

)
(57)

For Class B noise the instantaneous noise amplitude can
be written in normalized form as

p(x) = e−x2/W

π
√

W

∞∑
m=0

(−1)m

m!
Am

α �

(
m + 1

2

)
1F1

(
−mα

2
;

1
2

;
x2

W

)
(58)

where 1F1 is the confluent hypergeometric function, Aα is
a parameter that includes the impulsive index A and other
parameters that depend on the physical mechanism, α is
a constant between 0 and 2 related to the noise source
density and propagation law, and W is a parameter that
normalizes the noise process to the energy contained in the
Gaussian portion of the noise. As indicated in Ref. 42, the
normalization cannot be associated with the total energy
because the moments of Eq. (58) are not finite.

The pdf of the normalized envelope for Class B noise is

p(vN) = 2vN

W
exp

(
−v2

N

W

) ∞∑
m=0

(−1)m

m!

× Am
α �
(
1 + mα

2

)
1F1

(
−mα

2
; 1;

v2
N

W

)
, vN ≥ 0 (59)

and zero for vN < 0. The normalized APD for Class B
noise is

P{vN > vN0} = exp

(
−v2

N0

W

)[
1 − v2

N0

W

∞∑
m=1

(−1)m

m!

× Am
α �
(
1 + mα

2

)
1F1

(
1 − mα

2
; 2;

v2
N0

W

)]
(60)

An alternate form for the APD of Class B noise is given by
Ref. 26 as

P{vN > vN0} = 1 − exp

(
−v2

N0

W

)
v2

N0

W

∞∑
m=0

(−1)m

m!

× Am
α �
(
1 + mα

2

)
1F1

(
1 − mα

2
; 2;

v2
N0

W

)
(61)

To see that Eqs. (60) and (61) are equivalent, we can
rewrite the last equation as

P{vN > vN0}=1 − exp

(
−v2

N0

W

)
1F1

(
1; 2;

v2
N0

W

)
− e

−v2
N0

/W v2
N0

W

×
∞∑

m=1

(−1)m

m!
Am

α �
(
1 + mα

2

)
1F1

(
1 − mα

2
; 2;

v2
N0

W

)
(62)
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However, from Ref. 2,

1F1(1; 2; z) = ez − 1
z

(63)

which allows the above equation to be written as

P{vN > vN0 } = exp

(
−v2

N0

W

)
− exp

(
−v2

N0

W

)
v2

N0

W

×
∞∑

m=1

(−1)m

m!
Am

α �
(
1 + mα

2

)
1F1

(
1 − mα

2
; 2;

v2
N0

W

)
(64)

For large values of the argument z = v2
N0

/W an approx-
imate form of the APD, which is useful for numerical
evaluation, can be obtained by replacing the confluent
hypergeometric function with the expression, using Ref. 2,

1F1(a; b; z) = �(b)

�(a)
za−bez, large z (65)

Using Eq. (65) in Eq. (61) leads to

P{vN > vN0 } = 1 − ze−z
∞∑

m=0

(−1)mAm
α

m!

× �
(
1 + mα

2

) �(2)

�(1 − mα

2 )
z− mα

2 −1ez

= −
∞∑

m=1

(−1)m Am
α

m!
�(1 + mα

2 )

�(1 − mα

2 )
z−mα/2, large z (66)

From Ref. 2, we can use the identities

�
(
1 + mα

2

)
= mα

2
�
(mα

2

)
(67)

and
�
(mα

2

)
�
(
1 − mα

2

)
= π

sin πα m
2

(68)

in Eq. (66) resulting in

P{vN > vN0 } =
∞∑

m=1

(−1)m+1 Am
α

(m − 1)!
α

2π

× �2
(mα

2

)
sin
(
πα

m
2

)
z−mα/2, large z (69)

An example of the APD of Middleton’s Class B noise for
Vd = 10 dB is given below in Section 4.5.

4.4. Empirical First-Order Model

The empirical first-order (simulation) noise model is based
upon the Crichlow graphical model for the APD of the noise
envelope [7]. This model uses a special type of probability
graph paper; one on which the power Rayleigh functions
plot as straight lines.4 The coordinate transformations for

4 A Rayleigh function plots as a straight line with slope = −.5.

the probability paper is found by considering the APD of a
normalized Rayleigh function

n√
µ2

= APD(w) = e−w2
(70)

We use the transformation

x′ = −20 log(− ln w) (71)

y′ = 20 log
n√
µ2

(72)

On this probability paper, the APD of atmospheric noise
can be represented by a three-section curve as shown in
Fig. 7. The lower region of the curve, representing random
low-amplitude envelopes of high probability, approaches
a Rayleigh distribution. Hence, it can be approximated
by a straight line (R). The higher region of the curve,
representing high-impulsive envelopes of low probability,
approaches a power Rayleigh distribution. It can also be
approximated by a straight line (PR). The center region
of the curve corresponds to a circular arc tangent to the
two straight lines. The circular arc is also tangent to the
line (T) which is parallel to line (BI), which bisects the
acute angle formed by the intersection of the Rayleigh and
power Rayleigh lines. Four parameters are necessary to
specify a unique pair of lines and an arc. They are:

1. Slope of the power Rayleigh line;
2. Point through which the power Rayleigh line passes;
3. Point through which the Rayleigh line passes (the

slope is known to be −1
2 );

4. Parameter determining the radius of the circu-
lar arc.

Crichlow defined the four parameters as follows:

1. X = −2s, where s is the slope of the power
Rayleigh line;

2. C (dB) = the dB difference between the power
Rayleigh line and the Rayleigh line at p = 0.01;

3. A (dB) = the dB value of the Rayleigh line at p = 0.5;
4. B (dB) = the dB difference between the y′ -axis

intercepts of lines (BI) and (T).

Experimentally measured APDs indicate that the param-
eter B is linearly related to first order to the parameter
X by

B = 1.5(X − 1) (73)

Thus, once the values of parameters X, C, and A are
known, a unique APD can be constructed. The X, C, and
A parameters vary according to the Vd value of the APD.
Wilson [47] has calculated the values of these parameters
for Vd values of 4.0 through 30.0. Parameter values for
Vd = 2.0 and 3.0 were determined by extrapolating upon
Wilson’s values along with experimental curve fitting.
The above transformations were thoroughly tested with
a total of 20,000 samples, for each of ten different Vd

values. The APDs were then determined by experimental
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Figure 7. Crichlow APD model.

measurements. This can be seen in Fig. 8 for Vd ratios of
6, 10, and 14 dB. It is clear from the figure that more than
20,000 samples should be used to test the APD curves for
values of � greater than 20.

4.5. Comparison of Selected APD Results for Different
Models

In this section the Middleton Class B model, the truncated
Hall model, and the empirical model are compared with
CCIR 322 data [5]. The main point of this section is to
show that numerous models can be used to obtain good
fits to measured APD data and that no matter what model
is selected, error rate performance estimates will be the
same as long as the noise samples are independent.5

Figure 9 shows a comparison of the APD curves for
the truncated Hall model with Vd = 10 dB, the Middleton
Class B model with Aα = 1, α = 1, and W = 0.007, and
CCIR 322 data with Vd = 10 dB. For reference purposes,
the Rayleigh APD is also shown; it is known that the
Rayleigh distribution corresponds to Vd = 1.05 dB. The

5 Atmospheric noise measured data reveals that noise samples are
correlated because of multiple lightning discharges. Nevertheless,
it can be shown that the APD is essentially the same; higher
order statistics will, however, be affected, although this behavior
is rarely modeled. See Ref. 9.
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Figure 8. Verification of Crichlow APD using Wilson’s parame-
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curves are plotted on semilog paper where the vertical
scale is in dB above the rms level. For the trancated
Hall case, the rms level is γ

√
D − 1 and for the Rayleigh

case the rms level is
√

2γ . The parameter W provides
the normalization for the Class B Middleton model.
A comparison of the empirical model for Vd = 10 dB
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Figure 9. Comparison of some atmospheric noise models.

is presented in Fig. 8. Good fits with CCIR 322 data
are obtained in these particular examples, especially
for envelope values in dB above rms that are below
about 20 dB. Computational problems arise with both the
truncated Hall model and the Class B model for large
envelope values. In the trancated Hall case the curve stops
when the truncation point is exceeded. In the Class B case
the exact formulation in Eq. (61) converges poorly so that
the approximation of Eq. (66) is involved for z > 100. The
Class B parameters were selected to provide good but not
necessarily an optimum fit to the CCIR 322 data.

5. DETECTOR STRUCTURES IN NON-GAUSSIAN NOISE

At this point it is apparent that numerous models exist to
represent non-Gaussian noise. The development of optimal
structures would, in principle, require computation of the
likelihood ratio or log-likelihood ratio. Because of the non-
Gaussian noise, however, each model can in general lead
to a unique optimum detector structure. This section
describes a few of the common cases which have been
derived and built. As indicated below in Section 5.1, an
optimal detector structure under the conditions of small
snr leads to the general form of a nonlinearity followed
by a linear correlator or matched filter demodulation for
making a decision. Figure 10 shows the general structure.
A wide variety of nonlinearities have been used, including
hard limiters, soft clippers, hole punchers, and logarithmic
devices [10].

Section 5.2 shows one detector structure that has been
developed based upon Hall’s model. Finally, in Section 5.3,
some commonly-used ad-hoc structures are presented.

yj
Zero-memory

nonlinear
device

Linear correlator
or

matched-filter
demodulator

Decision

Figure 10. Common detector structure for impulsive noise.

5.1. Weak Signal Detection

A commonly derived receiver structure for the case of
a weak signal is referred to as the locally optimum
Bayes’ detector (LOBD).(The LOBD is also called a
low snr detector or a threshold receiver.) References 17,
19, and 40 give up-to-date derivations of this detector,
although Ref. 3 gives one of the earliest presentations.
Following the presentations in Refs. 3 and 40, we define
two hypotheses as

�y = �ui + �n, i = 0, 1 (74)

where each vector contains k samples. The likelihood ratio
is given by

L(�y) = p1(�y)

p0(�y)
= pn(�y − �u1)

pn(�y − �u0)
(75)

We now expand the pdf pn(�y − �u) in a vector Taylor series
and ignore, for small signals, terms of degree two and
higher. This results in

pn(�y − �ui) � pn(�y) −
k∑

j=1

∂pn(�y)

∂yi
uij (76)

Substituting this expression into the likelihood ratio
above yields

L(�y) =
pn(�y) −

k∑
j=1

∂pn(�y)

∂yi
u1j

pn(�y) −
k∑

j=1

∂pn(�y)

∂yi
u0j

(77)

Dividing the numerator and denominator by pn(�y)

results in

L(�y) =
1 −

k∑
j=1

1
pn(�y)

∂pn(�y)

∂yi
u1j

1 −
k∑

j=1

1
pn(�y)

∂pn(�y)

∂yi
u0j

=
1 −

k∑
j=1

d
dyj

ln pn(yj)u1j

1 −
k∑

j=1

d
dyj

ln pn(yj)u0j

(78)

The unity constant does not affect the decision and can be
ignored leading to the decision to choose H1 if 6

−
k∑

j=1

d
dyj

ln pn(yj)u1j > −
k∑

j=1

d
dyj

ln pn(yj)u0j (79)

The receiver structure for this case is depicted in Fig. 11
and is often referred to as a threshold receiver, that is,

6 These results assumes equal a priori probabilities and
uniform costs.
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Figure 11. LOBD detector.

LOBD, because the signal is assumed to be small. It is
apparent that the structure of Fig. 11 is an example of
that of Fig. 10.

It is instructive to examine the form of Fig. 11 when
the noise is white and Gaussian. In this case, the
density is

pn(�y) = 1
(2πσ 2)k/2

exp


− 1

2σ 2

k∑
j=1

y2
j


 , (80)

ln pn(�y) = −k
2

ln(2πσ 2) − 1
2σ 2

k∑
j=1

y2
j , (81)

and

− d
dyj

ln pn(�y) = yj

σ 2
(82)

In other words, the nonlinearity, in this case, is linear.
This is comforting for we know that the optimum detector
in white Gaussian noise is linear.

An example of a non-Gaussian noise distribution for
which the detector can be solved in its entirety is the
Laplace distributed noise. In this case, k independent
noise samples comprise the vector �n so that the received
signal vector can be represented by

�y = �ui + �n (83)

where �ui, i = 0, 1 is the transmitted signal vector. The pdf
of �n is given by

p(�n) = 1√
2σ 2

exp


−
√

2
σ 2

k∑
j=1

|nj|

 (84)

Under hypothese Hi, i = 0, 1 the pdf of �y becomes

p(�yj) = 1√
2σ 2

exp


−

√
2
σ 2

k∑
j=1

|yj − uij|

 (85)

The log-likelihood ratio can now be computed as

�(�y) = ln
p1(�y)

p0(�y)
=
√

2
σ 2

k∑
j=1

[|yj − u0j| − |yj − u1j|] (86)

and the decision rule is to choose H1 when7

k∑
j=1

|yj − u0j| >

k∑
j=1

|yj − u1j| (87)

Continuing with the example, if we let u1j = c and u0j = −c
for all j and define the function g(yj) as

g(yj) = |yj + c| − |yj − c|, (88)

then the receiver structure can be obtained and is shown
in Fig. 12 where the Laplace noise nonlinearity is shown
in Fig. 13. This detector structure is of the general form of
Fig. 11 but in this example it is not necessary to impose
the weak signal restriction.

5.2. Hall’s Log-Correlator

Hall derived the optimum receiver for Hall model noise
by forming a likelihood ratio computed from the pdf of
the complex envelope of the noise as shown in [13]. A few
definitions are required before the pdf of the complex noise
envelope can be obtained. Assume samples of the received
noise are taken at a spacing �t and let vg(t) be the complex
envelope of the noise ng(t) in Eq. (2). We further assume
that vg(t) has the covariance

E{vg(ti)v∗
g(tj)} = N0δij, i, j = 1, . . . , k (89)

Laplace
nonlinearity

Laplace
nonlinearity

+

+
+

−

+

kΣ j = 1

kΣ j = 1

yj Decisionc

−c

Figure 12. Detector structure for laplace noise.

n

g(n)

2c

−2c

c−c

Figure 13. Laplace noise nonlinearity.

7 This decision rule assumes equal a priori probabilities and
uniform costs.
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where k represents the number of received complex
samples. If the noise signal has a duration T and
2B is the RF bandwidth of the receiver front-end,
k ≈ 2BT, and a good approximation of the complex noise
envelope results.

The process b(t), which is the reciprocal of the slowly
varying modulating process a(t) in Eq. (2) has a zero mean
with a pdf given by Eq. (24) and a covariance that is
assumed to be

E{b(ti)b(tj)} = B0

2
δij, i, j = 1, · · · , k (90)

Let �z be a vector of k complex envelope samples for the
Hall model in Eq. (2) for the special case θ = 2. Hall then
shows that the pdf of the noise in the independent sample
case can be expressed as

p(�z) =
( γ2

2π

)k k∏
j=1

1
[|zj|2 + γ 2

2 ]3/2
(91)

where γ 2
2 = (N0�t)/B0. Under hypothesis Hi, i = 0, 1, the

received signal vector �y can be written as a sum of the
complex signal vector �ui and the noise vector �z as

�y = �ui + �z, i = 0, 1 (92)

and from Eq. (91) the pdf of �y is given by

p(�y) =
( γ2

2π

)k k∏
j=1

1
[|yj − uij|2 + γ 2

2 ]3/2
(93)

The log-likelihood ratio can then be written as

�(�y) = ln
p1(�y)

p0(�y)
=

k∑
j=1

ln[|yj − u0j|2 + γ 2
2 ]3/2

−
k∑

j=1

ln[|yj − u1j|2 + γ 2
2 ]3/2 (94)

Note that the power 3/2 has no effect on the decision so
that an equivalent rule is to choose H1 when

k∑
j=1

ln[= |yj − u0j|2 + γ 2
2 ] >

k∑
j=1

ln[|yj − u1j|2 + γ 2
2 ] (95)

Hall’s log-correlator is depicted at baseband in Fig. 14.
Note that the term γ 2

2 is referred to as the bias and
must in general be estimated. Although the log-correlator
receiver was developed for θ = 2, Hall shows that the
decision rule of Eq. (95) is the same when γ 2

2 is replaced
by γ 2 = mγ 2

2 .
Exact error rate computations for this receiver are

intractable even with a central limit theorem argument
which requires only the first and second moments of the log
of the decision variable. Instead Hall computes bounds on
the probability of error. Below, in Section 6.2, we present

+

++−

+−
+
−

+

+

+

yj

u1j

u0j

In( )

Decision

Σk
j = 1

Σk
j = 1In( )

g2

g2

2

2

Figure 14. Log-correlator receiver.

error rate results for the log-correlator and other receiver
structures obtained by simulation.

5.3. Ad Hoc Receiver Structures

Optimal Zero Memory Nonlinear (ZMNL) devices are often
difficult to implement in practice. Thus, more practical, yet
suboptimal, nonlinearities are used. Figure 15 shows the
three most common ad hoc nonlinearities. In Fig. 15a the
transfer characteristics of a hole puncher are shown. In
this case, the input signal is passed undistorted as long
as its envelope is smaller than a threshold th. If any
samples of the envelope are larger than th, these samples
are totally suppressed.

In Fig. 15b, the transfer characteristics for a clipper
ZMNL device is shown. Its characteristics are similar to
a hole puncher except that if the envelope exceeds th, a
constant output proportional to th is available rather than
a total suppression of the signal. By allowing th to get
very small relative to the signal plus noise envelope, the
clipper approximates a hard limiter, whose characteristics
are shown in Fig. 15c.

6. SELECTED EXAMPLES OF NOISE MODELS, RECEIVER
STRUCTURES, AND ERROR RATE PERFORMANCE

Sample results are presented in this section for several
noise models and corresponding receiver structures. No
attempt is made to be exhaustive because in general,
every noise model yields a different receiver structure
and its associated error rate performance. Conversely, as
mentioned previously, if the APD of the noise models
is essentially the same, then the resulting error rate
performance for any specific receiver structure will be
similar for all the noise models, assuming independence
of the noise samples.

The results provided here illustrate the available
improvement in error rate performance when a nonlinear
receiver is utilized in the presence of impulsive noise.
Sample cases presented below include:

• Bandpass limiter and linear correlator in Gaussian
noise, outlined in Section 6.1.

th
Hole puncher

th
Soft clipper Hard limiter

(a) (b) (c)out out out

inin in

Figure 15. Ad Hoc zero memory nonlinearities used on atmo-
spheric noise channel receivers.
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• Bandpass limiter, linear correlator, and log-
correlator performance in truncated Hall noise with
a Vd of 10 dB, presented in Section 6.2.

• Weak signal receiver with Middleton noise, presented
in Section 6.3, and

• Hole puncher and soft clipper in empirically gener-
ated noise with a Vd of 6 dB, detailed in Section 6.4.

In the impulsive noise cases multiple samples per
symbol are assumed to allow the matched filter or
linear correlator to average the residual noise following
the nonlinearity. It can be shown that the case of a
single sample per symbol provides no advantage from
use a nonlinearity. Error rate performance is obtained
by simulation for coherent antipodal signaling with the
number of samples per symbol denoted by NSAM and
the number of symbols used denoted by NSYM. For an
RF receiver filter bandwidth denoted by 2B and a symbol
duration of T, then NSAM = 2BT so that the signal to
noise ratio SNR is related to the energy contrast ratio
Eb/N0 by SNR∗NSAM = Eb/N0.

6.1. Bandpass Limiter and Linear Correlator in Gaussian
Noise

Because the optimum receiver in independent Gaussian
noise is a linear receiver, use of a bandpass limiter
(or any other nonlinearity) in this case prior to the
linear correlator will therefore degrade the error rate
performance. Figures 16 and 17 show the BPL/linear
correlator and linear correlator receivers respectively.
These receivers structures were used in a simulation
to estimate error rate performance. The simulated
transmitted sequence was assumed to be symbols with
values that are ±1. White Gaussian noise was added to
the transmitted sequence and then input to each receiver.
Using MATLAB, error rate performance shown in Fig. 18
was obtained for NSAM = 10 and NSYM = 5000. The
theoretical error rate is expressed as

Pe = 1
2 erfc

(√
Eb/N0

NSAM

)
(96)

The simulation shows good agreement between the linear
correlator simulation and the theoretical performance and

yj yj

yj
Re( )

Decision
Σk

j = 1

Figure 16. Bandpass limiter/linear correlator receiver.

yj
Re( )

Decision
Σk

j = 1

Figure 17. Linear correlator receiver.

Eb/N0

Linear correlator
(dashed line)

BPL/linear
correlator

Gaussian noise, NSAM = 10, NSAM = 5000

Theoretical linear correlator
(solid line)
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Figure 18. Error rate performance for a linear and BPL/linear
receiver in Gaussian noise.

that the BPL performance is approximately 1-dB poorer
than the linear receiver for larger values of Eb/N0.

6.2. Bandpass Limiter, Linear Correlator, and
Log-Correlator in Truncated Hall Noise

To generate the noise samples, in-phase and quadrature
samples of the Hall model noise are computed from

n0r = |T| cos u (97)

and
n0i = |T| sin u (98)

where T is a random variable from a generalized t
distribution and u is uniformly distributed in the interval
(−π,π). The random variable T is defined by

T = G√√√√ 1
m

m∑
i=1

x2
i

(99)

where G is a zero mean Gaussian random variable
with variance σ 2

1 and the xi are independent zero mean
Gaussian distributed random variables with variance σ 2.

Note that
m∑

i=1

x2
i is chi-squared with m degrees of freedom

and is independent of G. Therefore |T|, can be generated
from the ratio of a Rayleigh distributed random variable r
to the square root of a chi-squared random variable with
m degrees of freedom. r in turn can be obtained from a
transformation of a uniformly distributed random variable
u on the interval (0, 1) by

r = [−2σ 2
1 ln u]1/2 (100)

The Hall bias term γ is computed from γ 2 = mσ 2
1 /σ 2.

The above procedure can also be used to compute noise
samples from a truncated Hall distribution. In such a case,
the samples obtained from the Hall model noise with θ = 2
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are generated and samples whose amplitude exceed the
truncation value vm are discarded.

Before presenting the simulation results for the
truncated Hall model, a result for one sample per symbol
in a linear receiver is derived. For symbols u that assume
the values of ±a with equal probability, the error rate can
be expressed as

Pe = P{u > 0 | u = −a + n} (101)

where n is the additive truncated Hall model noise with
parameter γ, vm, and θ = 2. Because the pdf of n is

p(n) = 1
πγ [( n

γ
)2 + 1]

(102)

it follows that

Pe =
∫ nm

0

du
πγ [( u+a

γ
)2 + 1]

(103)

where nm is the maximum value of the noise corresponding
to the truncation point. For high Vd, the truncation point
can be approximated as infinite so that the resulting error
probability becomes

Pe ≈ 1
2

− 1
π

tan−1
(

a
γ

)
(104)

For a = 1, the average transmitted power is unity and the
noise power is γ 2(D − 1) so that the parameter γ can be
replaced by

γ =
√

1
(D − 1)Eb/N0

(105)

Figure 19 shows8 the error rate results for the lin-
ear correlator, BPL/linear correlator, and log-correlator

Truncated hall,
Vd = 10 dB

NSAM = 10, 
NSYM = 10,000

10−4

10−3

10−2

10−1

100

P
e

Eb /N0 (dB)

−30 −25 −20 −15 −10 −5 0 5 10

Log-correlator
(solid line)

Linear receiver

Linear receiver
with NSAM = 1

BPL/linear
(dashed line)

Figure 19. Error rate performance for various receivers in
truncated hall noise.

8 Note that some scatter occurs at low estimated error
probabilities as a result of an insufficient number of samples
for the estimate.

receivers for NSAM = 10 and NSYM = 10000; for ref-
erence the theoretical error rate for one sample per
symbol and a = 1 is also shown. The curves are obtained
by simulation using MATLAB. It can be seen that the
log-correlator receiver is the best and the BPL/linear cor-
relator is slightly degraded. Conversely, both nonlinear
receivers are significantly better than the linear correlator.
These results neglect pulse dependencies from multiple
stroking where the bursty nature of measured atmospheric
noise tends to limit the performance improvement of non-
linear receivers to an amount that is on the order of the
Vd value [15,11].

6.3. WEAK SIGNAL DETECTOR IN MIDDLETON NOISE

Returning to the result of Fig. 11, Spaulding and
Middleton, in Refs. 37 and 40, provide a general result
for the error rate performance of antipodal signals in
Middleton’s Class A noise as

Pe = 1
2 erfc (

√
k�of/2), �of � 1 (106)

where �o is the signal to noise ratio and f is defined as

f =
∫ ∞

−∞

[
d
dy

ln pn(y)

]2

pn(y) dy (107)

Performance results for noncoherent signaling in Middle-
ton’s Class A noise and weak signals are provided by
Spaulding and Middleton in Refs. 37 and 41, leading to an
approximate error rate for the LOBD as

Pe = 1
2 erp

(
−k�of

4

)
, �of � 1 (108)

6.4. Hole Puncher and Clipper in Empirically Generated
Noise

In this section the noise is generated using the empirical
method described in Section 4.4 using Vd = 6 dB. The
error rate performance, displayed in Figs. 20 and 21, for
the soft clipper and hole puncher receivers respectively,
are obtained parametric in the threshold th in dB
above the average envelope. Although these figures are
displayed using MATLAB, the original data is derived
from a simulation reported on in Ref. 36. The simulated
transmitted signal is Minimum Shift Keying (MSK) with
a two-sided bandwidth of 900 Hz and a signaling rate of
100 bps. The best threshold for the soft clipper is 0 dB with
little degradation for a setting of 3 dB. The best threshold
for the hole puncher is 3 dB for high signal to noise
ratios. It should be noted that the performance for both
nonlinearities obtained with their optimum thresholds is
about the same, as evident in Fig. 22. For reference, a
Gaussian error rate curve for coherent detection of MSK
is displayed in all three figures.

7. CONCLUSIONS

This article has provided a brief introduction on impulsive
noise physical phenomena, impulsive noise statistics,
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Figure 20. Probability of error as a func-
tion of SNR per bit with clipper threshold as
a parameter.
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Figure 21. Probability of error as a function of
SNR per bit with hole-puncher threshold as a
parameter.

appropriate utilized receiver structures and some selected
BER performance results. A few significant points that
have been presented are now emphasized:

1. There is no single noise model that can be used as a
representation of all impulsive noise channels.

2. Physical measurements of the impulsive noise
characteristics are generally needed to understand
the behavior of the noise allowing noise models,
receiver structures, and performance estimates to
be obtained.

3. Optimum receiver structures are nonlinear but are
‘‘optimum’’ only in terms of the noise model assumed.

4. Specific channels require knowledge of higher
order statistics to completely characterize the noise
process and produce reliable performance estimates.

It is anticipated that future work on the statistical
characterization of impulsive noise for various commu-
nications channels will involve new measurements and
continued emphasis on first order statistical models that
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Figure 22. Comparison of bit error rates for
two nonlinearities. SNR per bit (dB)
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are analytically tractable. It is also expected that signifi-
cant research will focus on the time statistics of the noise
for the channel under investigation. Gratifying results
may very well be attained by continued emphasis on the
underlying physical process such as that developed for
statistical physical models.
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1. INTRODUCTION

Twenty-first century communications will be dominated
by intelligent high-speed information networks. Ubiqui-
tous access to the network through wired and wireless
technology, adaptable network systems, and broadband
transmission capacities will enable networks to inte-
grate and transmit media-rich services within specified
standards of delivery. This vision has driven the stan-
dardization and evolution of broadband integrated services
network (B-ISDN) technology since the early 1990s. The
narrowband ISDN proposal for integrating voice, data, and
video on the telephone line was the precursor to broadband
services and asynchronous transport mode (ATM) technol-
ogy. The ISDN and B-ISDN recommendations are put forth
in a series of documents published by the International
Telecommunication Union Telecommunication Standard-
ization Sector (ITU-T), which was formerly CCITT [1,2]
and the ATM Forum study groups [3,4]. The concept of
multiplexing integrated services traffic on a common chan-
nel for efficient utilization of the transmission link capacity
is central in the design of ISDN and ATM networks. ATM
in particular advocates an asynchronous allocation of time
slots in a time-division multiplexed frame for servicing
the variable-bit-rate (VBR) traffic generated from video
and data services. ATM multiplexing relies on the trans-
port of information using fixed-size cells of 53 bytes in
length and the application of fast cell-switching architec-
tures made possible by advances in digital technology. It
utilizes the concepts of both circuit and packet switching
by creating virtual circuits that carry VBR streams gen-
erated by multiplexing ATM cells from voice, video, and
data sources.

The ATM architecture is designed to efficiently trans-
port traffic sources that alternate between bursts of
transmission activity and periods of no activity. It also
supports traffic sources with continuously changing trans-
mission rates. One measure of traffic burstiness is the ratio

of peak to average rate of the source. A circuit-switched
network would conservatively allocate to each source a
capacity equal to its peak rate. In this case, full resource
utilization takes place only when all of the sources trans-
mit at their peak rates. This is typically a low-probability
event when the sources are statistically independent of
each other. A statistical multiplexer, however, allocates a
capacity that lies between the average and peak rates and
buffers the traffic during periods when demand exceeds
channel capacity. The process of buffering the multiplexed
stream smooths the relatively high variations in the traf-
fic rate of individual sources. The multiplexed traffic is
expected to have a smaller variance about the mean rate
in the limit as the number of sources multiplexed increase
to a large value. As a result, there is a diminishing mag-
nitude in the probability of occurrence of source rates that
are greater than the available capacity. This feature leads
to the economies of scale paradigm of statistical multiplex-
ing that is at the core of B-ISDN and ATM transmission
technologies.

Statistical multiplexers have been integral components
in packet switches and routers on data networks since
the 1960s. They have gained increased prominence since
1990 with the availability of broadband transmission
speeds exceeding 155 Mbps and ranging upto 10 Gbps
in the core of the network. In conjunction with gigabit
switching speeds, the new-generation of internetworks
have the hardware infrastructure for delivering broad-
band services. However, since broadband traffic features
are highly unpredictable, the control of service quality
such as packet delay and loss probabilities must be man-
aged by a suite of intelligent and adaptable protocols. The
development of these techniques is the present focus of
standards bodies, researchers, and developers in industry.
New Internet protocols and services are currently being
proposed by the Internet Engineering Task Force (IETF)
to enable integrated access and controlled delivery of mul-
timedia services on the existing Internet packet-switching
architecture [5,6]. These include integrated (Intserv) and
differentiated (Diffserv) services [7], multiprotocol label
switching (MPLS) [8], and resource reservation protocols
(RSVPs) [9]. It is expected that ATM and the Internet will
coexist with ATM infrastructure deployed at the corpo-
rate, enterprise, and private network levels. The Internet
will continue to serve connectivity on the wide-area net-
work scale. The design and performance of these new
protocols and services will depend on the traffic patterns
of voice, video, and data sources and their influence on
queues in statistical multiplexers. These problems have
been the focus of numerous studies since 1990. This arti-
cle is organized as follows. Section 2 describes stochastic
traffic descriptors and models that have been applied to
characterize voice, video, and data traffic. In Section 3 the
methods applied for performance analysis of queues driven
by the aforementioned models are discussed. Section 4 con-
cludes with a discussion on the open problems in this area.

2. TRAFFIC DESCRIPTORS AND MODELS

The characterization of network traffic with parametric
models is a basic requirement for engineering commu-
nications networks. Statistical multiplexers in particular
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are modeled as queueing systems with finite buffer space,
served by one or more transmission links of fixed or varying
capacity. The service structure typically admits packets of
multiple sources on a first-come first-serve (FCFS) basis.
Priority-based service may also be implemented in ATM
networks and more recent invocations of the Internet
protocol. The statistical multiplexing gain (SMG) is an
important performance metric that quantifies the multi-
plexing efficiency. The SMG may be calculated as the ratio
of the number of VBR sources that can be multiplexed on
a fixed capacity link under a specified delay or loss con-
straint and the number of sources that can be supported
on the basis of peak rate allocation. To determine and
maximize the SMG, admission control rules are formu-
lated that can relate traffic characteristics to performance
constraints and system parameters.

In this section, the analytic, computational, and
empirical approaches for modeling traffic are discussed.
A more detailed taxonomy of traffic models is presented
by Frost and Melamed [10] and by Jagerman et al. [11].
The traffic is assumed to be composed of discrete
units referred to as packets. The packets arriving
at the multiplexer input are characterized using the
sequence of random arrival times T1, T2, . . . , Tn measured
from an origin assumed to be zero. The packets are
associated with workloads W1, W2, . . . , Wn that may also be
random variables. These workloads can represent variable
Internet packet sizes fixed ATM cell sizes, or in case of
batch arrivals, where more than one packet may arrive
at a time instant, the workload represents the batch
size. The packet interarrival times τn = Tn − Tn−1 or the
counting process N(t), which represents the number of
packets arriving in the interval (0, t] are representative
and equivalent descriptors of the traffic.

The most tractable traffic models result when inter-
arrival times and workload sequences are independent
random variables and independent of each other. A
renewal process model is readily applicable as a traffic
model in such a case. Telephone traffic on circuit-switched
networks has been shown to be adequately modeled by
independent negative exponential distributions for the
interarrival times and call holding times. As shown by
A. K. Erlang in his seminal study [12] of circuit-switched
telephone traffic, the Poisson characteristics of teletraf-
fic greatly simplify the analysis of queueing performance.
Packet traffic measurement studies since 1970 have, how-
ever, shown that the arrival process of data, voice, and
video applications rarely exhibit temporal independence.
Traffic studies [13–15] conducted during the Arpanet days
examined data traffic generated by user dialogs with dis-
tributed computer systems and showed that computer
terminals transmitted information in bursts that occurred
at random time intervals. Pawlita [16] presented a study of
four different user applications in data networks and iden-
tified bursty traffic patterns, clustered dialog sequences
and hyperexponential distributions for the user dialog
times. Traffic measurement studies conducted on local-
area networks [17–19] and wide-area networks [20] have
found similar statistics in the packet interarrival times.

A measurement and modeling study of traffic on a
token ring network by Jain and Routhier [17] showed

that the packet arrivals occurred in clusters, for which
they proposed a packet train model. The time between
packet clusters was found to be a function of user access
times, whereas the intracluster statistics were a function
of the network hardware and software. More recent
analyses of Internet traffic by Paxson and Floyd [21] and
Caceres et al. [22] have shown that packet interarrival
times generated by protocol-based applications such as
file transfer, network news protocol, simple mail transfer,
or remote logins are neither independent nor are they
exponentially distributed.

Meier-Hellstern et al. [23], in their study of ISDN data
traffic, have shown that the interarrival times for a
user’s terminal generated packet traffic can be modeled
by superposing a gamma and power-law type probability
density functions. The traffic generated in an Ethernet
local area network of workstations has been shown
by Gusella [24] to be nonstationary and characterized
by a long-tailed interarrival time distribution. Leland
et al. [25] analyzed aggregated Ethernet traffic on several
timescales. A self-similar process was proposed as a model
based on scale invariant features in the traffic. This model
implies that the traffic variations are statistically similar
over many, theoretically infinite ranges of timescales.
As a result, one observes temporal dependence in the
traffic structures over large time intervals. Erramilli
et al. [26] propose a deterministic model based on chaotic
maps for modeling these long-range dependence features.
A compilation of references to work done on self-
similar traffic modeling can be found in the study
by Willinger et al. [27]. The aforementioned data traffic
studies indicate that temporal dependence features found
in measurements must be described accurately by traffic
models. In this regard, static traffic descriptors such
as the first- and second-order moments and marginal
distributions of the traffic have been proposed. Dynamic
models that capture some of the temporal features of the
arrival process have also been proposed.

Traffic bursts are structures characterized by a
successive occurrence of several short interarrival times
followed by a relatively long interarrival time. This feature
has been characterized using simple first-order descriptors
such as the ratio of peak to average rate. In terms of the
random interarrival times τ , the coefficient of variation cτ

captures the dispersion in the traffic through the ratio
of the standard deviation and the expectation of the
interarrival times

cτ = σ [τ ]
E[τ ]

(1)

Alternately, the index of dispersion IN(t) of the counting
process N(t) can be calculated for increasing time intervals
of length t. This is a second-order characterization that
captures the burstiness as a function of the variance of the
process and is given by

IN(t) = Var [N(t)]
E[N(t)]

(2)

An index of dispersion for intervals Iτ (n) may be similarly
defined by replacing the numerator and denominator
of Eq. (2) by the variance and expectation of the sum
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of n successive interarrival times. The correlation in
the workloads may also be characterized using the
aforementioned indices of dispersion. The magnitude and
rate of increase in these traffic descriptors can capture
succintly, the degree of correlation in the arrival process.
An increasing magnitude of the index of dispersion with
the observation time indicates highly correlated streams
that are in turn linked to large packet delays and packet
losses. For example, the expected number in a single server
queue driven by Poisson arrivals and a general service time
distribution (M/G/1) is given by the Pollaczek–Khintchine
mean value formula [28], which shows that the average
queue size increases in direct proportion to the square
coefficient of variation of the service times. For stationary
arrival processes, the limiting values of the indices of
dispersion as n and t tend to infinity are shown [24] to
be related to the normalized autocorrelation coefficients
ρτ (j) j = 0, 1, 2, . . ., as

IN = Iτ = cτ
2


1 + 2

∞∑
j=1

ρτ (j)


 (3)

Sriram and Whitt [29] and others [30] apply the index
of dispersion of counts (IDC) and intervals for examining
the burstiness effects of superposed packet voice traffic
on queues. The IDC of a single packet voice source
approached a limiting value of 18 in comparison to a value
of unity for a Poisson process. It has been shown [29] that
under superposition, the magnitudes of the IDC of the
multiplexed process approached Poisson characteristics
for short time intervals. As the time interval increased the
positive autocorrelations of the individual sources interact,
leading to increased values of the IDC parameter. The
larger the number of sources superposed, the larger is the
time interval at which the superposed process deviates
from Poisson-like statistics. These concepts showed the
importance of identifying a relevant timescale for the
superposed traffic that allows the sizing of the buffers in a
queue. Although the index of dispersion descriptors have
proved useful for evaluating the burstiness property in a
qualitative way, they have limited application for deriving
explicit measures of queue performance.

A method for estimating an index of dispersion of the
queue size using the peakedness functional is presented by
Eckberg [31,32]. The ‘‘peakedness’’ of the queue represents
the ratio of the variance and expectation of the number
of busy servers in an infinite server system driven by
a stationary traffic process. This approach incorporates
second-order traffic descriptors. The traffic workloads
represented by random service times S are modeled by the
service time distribution F(t), its complement Q(t) = 1 −
F(t) = Pr[S > t], and the autocorrelation of Q(t) denoted

by RQ(t) =
∫ ∞

0
Q(x)Q(t + x) dx. In addition, the arrival

process may be characterized by a time-varying, possibly
random, arrival rate λ(t) and its covariance density k(τ ).
An arrival process characterized by a random arrival rate
belongs to the category of doubly stochastic processes. Cox
and Lewis [33] derive the covariance density of a doubly
stochastic arrival process as k(τ ) = σ 2

λ ρλ(τ ), where σ 2
λ and

ρλ(τ ) are the variance and normalized autocovariance

functions of λ(t), respectively. With the traffic specified
by these functions, the expected value and variance of the
number of busy servers L(t) at a time t may be obtained
as follows:

E[L(t)] =
∫

Q(t − τ )λ(τ ) dτ (4)

Var [L(t)] =
∫

[Q(t − τ ){1 − Q(t − τ )}λ(τ)

+ k(τ )RQ(τ )] dτ (5)

The presence of correlations in the arrival rate for
lags greater than zero cause the arrival process to be
overdispersed relative to Poisson processes with constant
arrival rate. The degree of dispersion is proportional to the
magnitude of k(τ ), τ > 0 and the decay rate of Q(t). This
increased traffic variability has an impact on the problem
of resource allocation and engineering. The peakedness
functional Z[F] = E[L(t)]

Var [L(t)]
provides a measure of the

influence of traffic variance and correlations on queue
performance. Z[F] has a magnitude that is greater than
one for processes with nonzero k(s), s > 0. The peakedness
of the process influences the traffic engineering rules used
for sizing system resources. The application of peakedness
to estimate the blocking probability of finite server systems
is presented by Fredericks [34]. Here a knowledge of
Z[F] is used in Hayward’s approximation, an extension
of Erlang’s blocking formula to estimate the additional
servers needed for Z[F] > 1. The utility of the peakedness
characterization for analysis of delay systems has been
discussed by Eckberg [32].

A more descriptive representation of the multiplexer
queues is provided by the steady-state probability distribu-
tion of the buffer occupancy. If the random variable X rep-
resents the buffer occupancy in the steady state, the shape
of the complementary queue distribution G(x) = Pr[X > x]
provides information on the timescales at which traf-
fic burstiness and correlations impact the queue. Livny
et al. [35] have shown that the positive autocorrelations
in traffic have significant impact in generating increased
queue sizes and blocking probabilities relative to inde-
pendent identically distributed processes. In this context
it is useful to differentiate between two types of queue
phenomena: queues arising from packet or cell level con-
gestion and those arising from burst level congestion [36].
Packet level queues occur due to an instantaneous arrival
of packets from different sources in the same time-slot
resulting in a cumulative rate that is greater than the
service capacity. It may be due to the chance occurrence of
a set of interarrival times of different sources that cause
individual packets to collide in time at the multiplexer
input. This phenomenon can also occur for deterministic
traffic, such as periodic sources, when the starting epochs
are randomly displaced from one another [37,38]. Queues
arising from packet-level congestion are typically of small
to moderate size and can be accommodated using small
buffers.

Larger queue sizes result when multiple traffic sources
start transmitting in the burst state. Here, sustained
transmission of a number of sources at the peak rate leads
to a buildup in the queue size for time durations that
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are functions of the burst state statistics. Since individual
times of packet arrivals are not important in this case,
burst-level queues have been analyzed using the fluid
flow model [39]. In the fluid approximation, the discrete
packet arrival process and the buffer occupancy variables
are replaced by real-valued random processes. Although
burst level congestion leads to lower probability events
than does packet level congestion, the decay rate of these
probabilities are functions of both the service rate and
traffic source burst statistics. Figure 1 shows a depiction
of a typical structure of the packet- and burst-level
queue components in G(x). In the design of a statistical
multiplexer the size of buffer is typically set to absorb
packet-level queues. Burst-level queues estimated from
infinite buffer queue analysis can be used to approximate
the losses that take place in a finite buffer system. Finite
buffer systems typically require more complex analysis
than infinite buffer systems.

The fluid approximation requires that the time
variation and correlation of the arrival rate process be
prescribed. Finite-state Markov chain models of traffic
have been applied extensively in fluid buffer analysis.
Discrete- and continuous-time Markov chains (DTMC,
CTMC) with finite-state space [40] are among the simplest
extensions to the renewal process model for incorporating
temporal dependence. The traffic correlation structure
exhibits geometric or exponential rate of decay for the
discrete and continuous-time Markov chains, respectively.
A K-state discrete time Markov chain Y[n], n = 0, 1, 2, . . .

resides in one of K states S1, S2, . . . , SK at any given time
n. By the Markov property, the probability of transitioning
to a particular state at time n is a function of the state
of the process at n − 1 only. These one-step transition
probabilities are specified in a K-dimensional matrix PY

as elements pij = Pr[Y[n] ∈ Sj|Y[n − 1] ∈ Si]. The elements
in each row of PY sum to unity. In a continuous time
Markov chain, the transition rates are captured by an
infinitesimal generating matrix QY containing elements

1.0e + 00

1.0e − 01

1.0e − 02

1.0e − 03

1.0e − 04

1.0e − 05

1.0e − 06

1.0e − 07

0 100 200 300 400 500 600 700 800 900 1000

 P
r 

[X
 >

 x
]

Buffer occupancy x

Packet queues

Burst queues

Figure 1. Packet- and burst-level components of queue size
distribution.

qij that represent the transition rate from state Si to
Sj for i �= j. In this case, the sum of the rates in
each row is equal to zero. The probability transition
matrix and the generator matrix uniquely determine
the rate of decay in the autocorrelations of the Markov
chain. In the context of modeling traffic arrivals the
transition matrix is supported by a K-state rate vector
that describes the arrival rate when the traffic is in a
particular state. This feature allows the variable rate
features of network traffic to be represented. The rate
vector in the simplest case is a set of constants that
may represent the average traffic rate in each state.
More general models based on a stochastic representation
for the rate selection have also been considered. The
Markov modulated Poisson process (MMPP) [30,41,42] is
one example where the Markov process is characterized
by a state-dependent Poisson process. These Markovian
models of traffic can capture time variations in the
arrival rate and associate these variations with a temporal
correlation envelope that is determined by the magnitude
of the transition probabilities. These models, however,
cannot address nonexponential trends in the correlation
function. To accommodate more general shapes of the
correlation functions, Li and Hwang [43,44] propose the
application of linear systems analysis using power spectral
representation of traffic.

3. PERFORMANCE OF STATISTICAL MULTIPLEXERS

Statistical multiplexing is designed to increase utilization
of a resource that is subject to random usage patterns. In
this work, the resource is considered to be a transmission
link of finite capacity. Multiple sources access the channel
on a first-come first-serve or priority basis and are
allowed to queue in a buffer when the channel is busy.
Statistical multiplexing gains come at the expense of
a packet loss or delay probability that is considered
tolerable for the applications being transported. The
performance constraint is typically specified by the
acceptable probability of loss for a given buffer size B.
In some cases an infinite buffer queue is analyzed for
tractability and the loss probability is approximated by
the tail probability of queue lengths P(X > B). For the
limiting case of zero buffer size, the probability of loss
may be calculated by determining the probability of the
aggregate input rate exceeding the capacity.

The approaches to performance analysis in the litera-
ture may be classified by applications. The multiplexing
of packet voice with data using two state Markov chains
to model the ON and OFF states and the application of
analytic and simulation-based performance analysis was
the subject of numerous studies since the 1970s. With
the availability of larger transmission capacities and
standardization of encoding schemes for digital video,
the transport and multiplexing of packet video became
an active area of research in the early 1990s. Models
for variable-bit-rate (VBR) video were found to be more
complex and of higher dimensionality. The Markov repre-
sentation for packet video typically required a large state
space to capture the temporal variations and amplitude
distributions. As a result, several approximation method-
ologies such as effective bandwidth formalisms and large
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deviations analyses were proposed to relate the traffic
characteristics, performance constraints, and statistical
multiplexer parameters. These approximations have been
particularly useful in formulating admission control deci-
sions for multiservice networks.

In the following section a review of voice/data
multiplexing schemes is provided first. This is followed
by a presentation of video traffic models and the analysis
of their multiplexing performance using fluid buffer
approximations. This leads to a discussion of admission
control algorithms with particular focus on the effective
bandwidth approximations.

3.1. Voice and Data Multiplexers

In the early 1980s integrated services digital networks
(ISDNs) [45] were envisoned to support multiplexed
transport of voice-, data-, and image-based applications
on a common transport infrastructure that included
both telephone and data networks. The digital telephone
network with a basic transmission rate of 64 kbps (kilobits
per second) was considered to be the dominant transport
network. Different local user interfaces were standardized
to connect end systems such as telephones, data terminals,
or local area networks to a common ISDN channel. At any
given time, the traffic generated on this link could be a
mix of data, voice, and associated signaling and control
information. The performance requirements of voice and
data traffic [46] govern the design of the multiplexing
system. The buffer overflow probability is a chief concern
for data transmission, whereas bounding transmission
delay is critical for speech signals [47]. Initial studies
on the performance of voice/data multiplexing systems
assumed fixed duration time-division multiplexing frames
in which time slots were distributed between voice
and data packets. In this context, the multiplexing
efficiency of voice and data has been analyzed using
various approaches that involve moving frame boundaries
between voice and data slots [48–50], separate queueing
buffers for voice and data [51], encoder control for
voice [52], application of circuit-switching concepts for
both voice and data [53], and hybrid models of circuit-
switched voice/packet-switched data [54]. Maglaris and
Schwartz [55] describe a variable-frame multiplexer that
admits long messages of variable length and single packets
that arrive as a Poisson process. The Poisson model
is assumed to impose a degree of traffic burstiness on
the otherwise continuous rate process. The ability to
adapt frame sizes in response to traffic variations showed
improved performance in terms of bandwidth utilization
and delays relative to fixed-frame movable-boundary
schemes. The system requirements for multiplexing data
during silence periods of speech is presented by Roberge
and Adoul [56]. In this work the accurate discrimination
of speech and data signals is proposed using statistical
pattern classification algorithms based on zero-crossing
statistics of the quadrature-amplitude-modulated speech
signal. A speech-data transition detector is proposed for
detecting switching points in time with accuracy.

With the evolution of fast packet switching devices,
the more recent approaches to voice/data integration have
examined the performance of asynchronous multiplexing

on a single high-speed channel. Voice/data integration con-
cepts were motivated in part, by the traffic characteristics
of data applications such as Telnet, File Transfer Pro-
tocol (FTP), and Simple Mail Transfer Protocol (SMTP).
These applications generate bursts of activity separated by
random durations of inactive periods. Speech patterns in
telephone conversations are also characterized by random
durations of talk spurts that are followed by silence peri-
ods. Brady [57] presented experimental measurements of
the average durations of ON and OFF periods and transition
rates between these states from a study of telephone con-
versations. Typically the average speech activity is found
to range from 28 to 40% of the total connection time and is
a function of users, language, and other such factors. Aver-
age length of talk and silence spurts are in the 0.4–1.2-s
and 0.6–1.8-s ranges.

A two-state Markov process [58] representing the
ON and OFF states has been the canonical model for
characterizing speech-based applications, although the
silence durations are seldom exponentially distributed.
The characteristic transition rates between ON and OFF

states can be significantly different for voice and data
sources. The alternating talk spurts and silence durations
of speech applications exhibit relatively slow transition
rates, allowing the data to be multiplexed in the OFF

periods. Data sources exhibit faster transitions between
active and inactive states. A problematic feature in packet
voice traffic is its temporal correlation which is induced by
speech encoders and voice activity detectors [29,30]. As a
result of multiplexing with voice in a queue, the departing
data flow takes on the characteristics of the superposed
voicestream. This feature influences the performance of
other multiplexers in the transmission path.

Heffes and Lucantoni [30] model the dependence
features of multiplexed voice and data traffic using a
two-state Markov modulated Poisson process (MMPP).
Asynchronous voice data multiplexing of MMPP sources
is examined by evaluating the delay distributions of a
single-server queue with first-in first-out (FIFO) service
and general service time distribution. The application of
this model for evaluation of overload control algorithms is
discussed. Sriram and Whitt [29] extract the dependence
features of aggregate voice packet arrival process from
a highly variable renewal process model of a single
voice source. The aggregation of multiple independent
voice sources is examined using the index of dispersion
of intervals (IDI). The motivation behind this approach
is that the limiting value of IDI as number of sources
tend to infinity completely characterizes the effect of the
arrival process on the congestion characteristics of a FIFO
queue in heavy traffic. This work also shows that the
positive dependence in the packet arrival process is a
major cause of congestion in the multiplexer queue at
heavy loads. Buffer sizes larger than a critical value as
determined by the characteristic correlation time scale
will allow a sequence of dependent interarrival times
to build up the queue, causing congestion. Limiting the
size of the buffer, at the cost of increased packet loss
is proposed as an approach for controlling congestion.
To control packet loss that occurs from dependence
in arrival process, Sriram and Lucantoni [59] propose
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dropping the least significant bits in the queue when the
queue length reaches a given threshold. They show that
under this approach the queue performance is comparable
to that of a Poisson traffic source. These pioneering
studies provided a comprehensive understanding on the
efficiency of synchronous and asynchronous approaches for
multiplexing voice and data traffic on a common channel. A
quantitative characterization of the dependence features
in traffic was shown to be one of the most important
requirements for performance evaluation. In this regard,
finite-state Markov processes were found to be amenable
in both capturing some of the dependence features and
allowing tractable analysis of the multiplexer queues.
These studies also had limitations in that traffic
measurements and measurement based models did not
play a prominent role in analysis of multiplexers. However,
with transition from ISDN to B-ISDN and the recognition
that simple two-state Markov models are inadequate for
broadband sources, more emphasis has been placed on
measurement based analysis of video and data traffic.
The developments in video models and multiplexers are
discussed next.

3.2. Video Models and Multiplexers

Video communication services are important bandwidth
consuming applications for B-ISDN. In an early study,
Haskell [60] showed that multiplexing outputs of picture-
phone video encoders into a common buffer could achieve
significant multiplexing gains. Although current compres-
sion techniques for digital video can achieve video bit
rates of acceptable quality in the range of 1–5 Mbps,
when hundreds of such flows are to be transported, effi-
cient multiplexing schemes are still required. Figure 2

depicts a comparison of the temporal variation of mea-
sured video frame rates for a low-activity videoconference
encoded with H.261 standard and high-activity MPEG-2
encoded entertainment video. The signals represent the
number of bits in each encoded video frame as a function
of the frame index. The large dispersions about a mean
rate are evident, as are the sudden transitions in frame
rate amplitudes when encoding changes from predictive to
refresh mode.

The transport of variable bit rate (VBR) video
using statistical multiplexing has been examined in
numerous studies. VBR video is preferred over traditional
constant-bit-rate (CBR) video due to the improved image
quality and shorter delays at the encoder. Statistical
multiplexing invariably results in buffering delays and
losses, which can significantly degrade video quality. To
minimize the amount of delay and loss, the networking
community has focused on the development of effective
and implementable congestion control schemes, including
connection admission control and usage parameter
control. To minimize the impact of delay and loss, the
video community has focused on developing good error
concealment algorithms and designing efficient two-layer
coding algorithms [61,62] for use in combination with
the dual-priority transport provided by ATM networks.
For example, while one-layer MPEG-2 produces generally
unacceptable video quality with a cell loss ratio of 10−3,
losses at this rate with SNR scalability (one of the four
standardized layered coding algorithms of MPEG-2) are
generally invisible, even to experienced viewers [63].

Various application- and coding-specific models of one-
layer VBR video have been proposed in the literature.
Maglaris et al. [64] was among the first to analyze short
(10-s) segments of low-activity videophone signals. A first
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Figure 2. Sample paths of VBR video in videoconferencing and entertainment applications.
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order autoregressive (AR) process was proposed for the
number of bits in successive video frames of a single source.
The multiplexed video was modeled by a birth–death
Markov process. In this model, transitions are limited to
neighboring states. The model parameters were selected
to match the mean and short-term covariance structure
in the measurements. The states of the Markov chain
were derived by quantizing the aggregate source rate
histogram into a fixed number of levels. A choice of
20 levels per source was found adequate for the low-
activity videoconferencing source. Sen et al. [65] extended
this model to accommodate moderate activity sources,
using additional states to model low and high activity
levels. The resulting source model is equivalent to
that obtained by superposition of independent ON–OFF

processes. Grunenfelder et al. [66] used a conditional
replenishment encoder that exhibits strong correlations
effects. The superposed video process was assumed to
be wide sense stationary. The multiplexer was modeled
using a general arrival process with independent arrivals
and deterministic service times. A source model for full
motion video was presented by Yegenoglu et al. [67] using
an autoregressive process with time-varying coefficients.
The selection of the coefficients was based on the state
of a discrete-time Markov chain. The transition and
rate matrices were constructed by matching the rate
probability density function with that obtained from
measurements. Moderate-activity videoconference data
were also modeled by Heyman et al. [68]. The rate
evolution was modeled by a Markov chain with identical
transition probabilities in each row. These probabilities
were modeled as a negative binomial distribution. The
number of states in the model was of the order of the
peak rate scaled by a factor of 10. This ranged from
400 to 500 states. The within state correlations were
modeled by a discrete AR (DAR) process that resulted in
a diagonally dominant matrix structure. This structure
did not model single-source statistics very well since there
were no selective transitions between states based on
source characteristics. The DAR model failed to capture
the short-term correlations in the traffic of a single
source. Lucantoni et al. [69] proposed a Markov renewal
process (MRP) model for VBR source traffic. Results
of this model show that burstiness in video data can
be captured more accurately than in the DAR model.
Although the MRP was shown to perform better than the
DAR model in capturing the burstiness, the MRP still did
not match the cell loss probabilities for large buffer sizes.
Heyman and Lakshman [70] studied high-activity video
sources and concluded that their DAR model proposed for
videoconference sources could not be applied as a general
model to all sources. Skelly et al. [71] also used Markov
chains to verify a histogram-based queueing model for
multiplexing. They determined, on the basis of simulation,
that a fixed number of eight states were sufficient to model
the video source.

The video encoding system effects play a significant
role in shaping the temporal and amplitude variation of
compressed video. Traffic shaping algorithms at policing
systems that enforce constraints on the output rate of
the encoding system also play an important role in

shaping digital video traffic [72–74]. In general, the coder
that produces a bit stream conforming to constraints
will not have the same statistical characteristics of an
unconstrained coder. The idea that encoders could be
constrained to generate traffic described by Markov chains
was explored by Heeke [75] for designing better traffic
policing and control algorithms. Pancha and Zarki [76]
have examined the traffic characteristics resulting from
various combinations of the quantization parameter, the
inter-to-intraframe ratio and the priority breakpoint in
MPEG one-layer and two-layer encoding, respectively.
Data generated for each parameter set were modeled by
a Markov chain by selecting the number of states based
on the ratio of peak rate to the standard deviation of the
frame rates. Frater et al. [77] verify the performance of a
non-Markovian model for full motion video based on scene
characterization by matching the cell loss probabilities at
different buffer sizes. Krunz and Hughes [78] modeled
MPEG, with distinct models for each different frame
type. The selection of an adequate number of states in
the Markov chain model of video such as to adequately
model the spectral content is discussed by Chandra and
Reibman [79]. Adequate spectral content in single sources
is found necessary to understand the scaling aspects of
Markov models under multiplexing.

Non-Markovian models exhibiting long-range depen-
dence have been proposed by Garrett and Willinger [80]
and others [77,81]. Ryu and Elwalid [82] show that long-
term correlations do not significantly affect network per-
formance over a reasonable range of cell losses, buffer
sizes, and network operating parameters. Grossglauser
and Bolot [83] also propose that correlation timescales
to be considered in the traffic depend on the operating
parameters and that full long-range dependence charac-
terization of traffic is unnecessary. The impact of temporal
correlation in the output rate of a VBR video source on
the queue response has been examined [43], and it has
been shown that macrolevel correlations can be modeled
by Markov-chain-based models. Long-range dependence
seen in VBR video has also been examined and the queue-
ing results have been compared to those obtained using
the DAR model [84]. It was concluded that for moderate
buffer sizes, the short-range correlations obtained using
Markov chain models are sufficient to estimate the buffer
characteristics.

The aforementioned studies have determined that
correlations on many timescales are an inherent feature
in video sources and that Markov modulated source
models are appropriate for capturing these dynamics. The
ubiquitous use of multistate Markov models has led to
work on their performance in queues. The application of
finite-state Markov chain video traffic models for H.261
and MPEG coders in simulation studies [79,85] has shown
that with an increase in the number of multiplexed
video sources and corresponding increase in the channel
capacity, the loss probability can be significantly reduced
and reasonable multiplexing gains achieved. It was shown
that typically 15–20 states are required to faithfully model
the queue behavior of moderate to high-activity video
sources. When using too few states, the tail probabilities
of the rate histogram will not be captured, thereby yielding
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an underestimate of the packet delay or loss probability.
This situation has been observed by Hasslinger [86] in
modeling VBR sources using semi-Markov models.

The performance analysis of queues driven by large-
dimensional Markovian traffic sources may be approached
using exact queueing analysis in discrete time and discrete
state space. This approach becomes quickly intractable as
the number of sources increase due to exponential increase
in state dimension. In the limit of a large number of
sources operating in the heavy-traffic regime, the discrete
arrival and departure times may be replaced by a fluid
approximation. This analysis technique is discussed in the
next section.

3.3. Fluid Buffer Models

Fluid flow models assume that the packet arrival process
at a multiplexer occurs continuously in time and may
be characterized by continuous random fluctuations in
the arrival rate [87]. This approach is applicable when
the packet sizes are small relative to the link capacity.
The computational model presented by Anick et al. [39]
affords the estimation of the delay and loss distributions
in multiplexers fed by Markov modulated fluid sources
and served at constant rate. In this method, the buffer
occupancy X is assumed to be a continuous valued
random variable. The arrival process of each source is
represented by a finite-state continuous-time Markov
generator Q and associated diagonal rate matrix R.
If K is the number of states required to represent a
single source, and N is the number of sources (assumed
identical) being multiplexed, the superposition can be
modeled by the Markov generator QN and diagonal rate
matrix RN , which are computed as the N-fold Krönecker
sums Q ⊕ Q ⊕ · · · ⊕ Q and R ⊕ R · · · ⊕ R, respectively. The
Krönecker sum operation increases the dimension of the
multiplexed source generator matrix to M = KN .

The aggregated traffic stream enters a queue with
finite or infinite waiting room. Packets in the buffer
are serviced on a first-in first-out basis at a constant
service rate. The cumulative probability distribution of
the buffer occupancy x in steady state is specified by
the row vector �p: [p0(x), p1(x), . . . , pM−1(x)], where element
pi(x) = Prob [X ≤ x; source in state i]. For a service rate of
C packets per second, the probabilities satisfy the equation

∂ �p
∂x

D = �pQN (6)

where the matrix D = [RN − IC] captures the drift from the
service rate in each state. Here I is the identity matrix. The
solution of Eq. (6) follows that of an eigenvalue problem
and may be represented in terms of the tail probability
distribution G(x) as

G(x) = Pr[X > x] =
M−1∑
i=0

ai(x)e−zix (7)

where zi, i = 0, . . . , M − 1 are the eigenvalues of the
matrix QND−1. The coefficients ai(x) are functions of the
eigenvalues and eigenvectors [88,89] of QND−1. For an
infinite buffer, subject to consideration that the solution

is bounded at x equal to infinity, the coefficients of the
exponentially growing modes are set equal to zero. The
amplitudes of the remaining modes are determined by
applying the appropriate boundary conditions for overload
and underload states. Underload states represented by
states of the drift matrix with negative elements are
subject to the condition pi(x = 0) = 0. The coefficients for
overload states are solved by equating pi(∞) to the steady-
state probability of the multiplexed source being in state
i. For a buffer of finite size, all of the eigenvalues are
retained and boundary condition at infinity replaced by
the corresponding value at the buffer size.

The aforementioned approach requires the solution
of an eigenvalue problem for a matrix whose upper
bound on dimension scales as O(KN). To counter this
dimensionality problem, reduced order traffic models
have been used as approximations. For two-state ON–OFF

Markov processes the superposition yields a generator
of O(N) states. Multi-state Markov sources have been
approximated by the superposition of multiple two-state
ON–OFF sources by matching first and second moments
of the two processes [64,65,90]. The number of two-state
sources selected for this model is often an arbitrarily
choice. For moderate to high-activity video sources, this
approximation can be shown to underestimate the packet
delays.

Correlation effects afforded by the generator matrix
play a dominant role in structuring the features of burst-
level queueing delays. A traffic source represented by a
finite-state Markov chain exhibits temporal autocorrela-
tions that decay exponentially in time. The rate of decay
is governed by the dominant eigenvalues of the generator
matrix Q. It can be shown that the characteristic cor-
relation time-scale of a single source is retained in the
superposed traffic. The selection of an adequate single
source model order K that captures all of the dominant
modes is therefore an important consideration in building
the traffic model. High-activity video sources often require
K to be in the range of 15–20 states. Figure 3 shows the
effect of choosing an inadequate number of states K for
modeling the H.261 encoded videoconference source shown
in Fig. 2a. As K is increased from 5 to 16, the asymp-
totic decay rate of the complementary delay distribution
approaches that exhibited by the measurements.

For sources with large-dimensional K, even for mod-
erate values of N, the estimation of buffer occupancy
distributions for the multiplexed system becomes compu-
tationally intensive. A method for reducing the state-space
dimension of multiplexed source generator is given by
Thompson et al. [91]. The reduction process involved the
quantization of the rates and the fundamental rate was
chosen to yield the best match to the mean and variance
of the rate. States having equal rates were aggregated,
thereby reducing the number of states in the generator
matrix. The resulting model allowed for scalable analysis
as the number of sources was increased.

For large-dimensional systems, asymptotic approxima-
tions to the model given in Eq. (7) may be obtained for large
buffer sizes and small delay or loss probabilities [92]. In
this approximation

G(x) ∼ αe−βx x → ∞ (8)
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source.

where α is referred to as the asymptotic constant and β

is the largest negative eigenvalue of the matrix QND−1.
The asymptotic decay rate −β is a function of the
service rate C and may be determined with relative ease.
The asymptotic constant, however, requires knowledge
of all the eigenvectors and eigenvalues of the system.
Approximate methods for estimating α for Markovian
systems have been derived [93,94]. Although most of the
asymptotic representations have considered Markovian
sources, there have been some results for traffic modeled
as stationary Gaussian processes [95] and fractional
Brownian motion [96].

Very often, α = G(0) is assumed to be unity in the
heavy-traffic regime. This allows a very usable descriptor
of multiplexer performance that is referred to as the
effective bandwidth of a source, which assumes the limiting
form of the tail probabilities be structured as

G(x) ≈ e−βx (9)

To achieve a specified value of β that satisfies given
performance constraints, the required capacity may be
shown [97] to be obtained as the maximal eigenvalue
of the matrix [RN + QN

β
]. This capacity is referred to

as the effective bandwidth (EB) of the multiplexed
source. In the limit as β approaches zero and ∞, EB
approaches the source average and peak rate, respectively.
However, as noted by Choudhury et al. [98], the EB
approximation can lead to conservative estimates for
bursty traffic sources that undergo significant smoothing
under multiplexing. It was shown that the asymptotic
constant was itself asymptotically exponential in the
number of multiplexed sources N. For traffic sources
with indices of dispersion greater than Poisson, this
parameter decreased exponentially in N, reflecting the
multiplexing gain of the system. The application of

these approximations in designing efficient multiplexing
systems through admission control is discussed next.

3.4. Effective Bandwidths and Admission Control

Network traffic measurements have identified application
and system dependent features that influence the traffic
characteristics. Characterization in terms of the mean
traffic rate is inadequate because of the large variability
in its value over time. As traffic mixes and their
performance requirements change, network mechanisms
that adapt to these variations are of critical importance
in broadband networks. Admission and usage control
policies are two proposals in place in ATM networks
and the next-generation Internet An admission control
process determines if a source requesting connection
can be admitted into the system without perturbing
the performance of existing connections. This control
algorithm should therefore make its decision taking into
account a specific set of traffic parameters, available
link capacity, and performance specifications. If a flow
is admitted, the usage control policy monitors the flow
characteristics to ensure that its bandwidth usage is
within the admitted values.

To facilitate admission control, the concept of service
classes has been introduced to categorize traffic with
disparate traffic and service characteristics. Multiplexing
among the same and across different service classes
have been analyzed. The performance of five classes of
admission control algorithms is reviewed by Knightly
and Shroff [99]. These classes include scheduling based
on average and peak rate information [100], effective
bandwidth calculations [97,101,102], their refinements
from large deviation principles [103], and maximum
variance approaches based on estimating the upper tails
of Gaussian process models of traffic [95]. A overview of
the EB and its refinements is presented, since it appears
to be the most generally applicable formalism.

It is assumed that K classes of traffic are to be admitted
into a node served by a link capacity C packets per second.
If Ni sources of type i exist, each characterized by an
effective bandwidth Ei, then the simplest admission policy
is given by the linear control law:

K∑
i=1

NiEi ≤ C (10)

The effective bandwidths are derived taking into consider-
ation the traffic characteristics and performance require-
ments of each class and available capacity C. Defining the
traffic generated by type i source on a timescale t by a
random variable Ai[0, t], the effective bandwidth derived
from large-deviation principles is given by [103]

Ei(s, t) = 1
st

log E[esAi[0,t]] (11)

where the parameter s is related to the decay rate of G(x)

and captures the multiplexing efficiency of the system.
It is calculated from the specified probability of loss
or delay bounds [89]. The term on the right is the log
moment generating function of the arrival process. The
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workload can be described over a time t that represents
the typical time taken for the buffer to overflow starting
from an empty state. For a fixed value of t, the EB is
an increasing function of s and lies between the mean
and peak values of Ai[0, t]. This may be shown by a
Taylor series approximation of Ei as s → 0 and s → ∞
respectively. Methods for deriving Ei for different traffic
classes are discussed by Chang [104]. The aforementioned
model assumes that all the multiplexed sources have
the same quality of service requirements. If not, all
sources achieve the performance of the most stringent
source. Kulkarni et al. [105] consider an extension of
this approach for addressing traffic of multiple classes.
For the superposition, since the total workload is given

by A[0, t] =
K∑

i=1

Ai[0, t], the effective capacity Ce of the

multiplexed system is

Ce =
K∑

i=1

Ei (12)

The admission control algorithm simply compares Ce with
available capacity C and if Ce < C allows the new source
to be admitted into the system.

4. CONCLUSIONS AND OPEN PROBLEMS

The current status on statistical multiplexing in broad-
band telecommunication networks has been presented.
The multiplexing issues in the early 1980s were concerned
with voice and data integration on 63-kbps telephone
channels. Variations of synchronous time-division mul-
tiplexing using moving boundaries between voice and
data slots, silence detection for insertion of data pack-
ets, and development of adaptive speech encoders were
the primary concerns in designing efficient multiplexers.
The transition to broadband era characterized by capac-
ities exceeding 155 Mbps evolved with the design and
standardization of asynchronous transfer mode networks.
ATM networks were envisioned to integrate and optimize
features of circuit- and packet-switched networks. The
increase in switching speeds and network capacities in the
1990s and the invention of the World Wide Web concept,
accelerated the development of many new applications and
services that involved networked voice, video, and data.
With increased accessibility of the Internet, many of the
ATM related paradigms such as traffic characterization,
admission control, and statistical multiplexing efficiency
are now more relevant for the public Internet.

The important open issues at present are robust char-
acterization of traffic and the derivation of traffic models
that can be tractably analyzed in a queueing system. With
the automation of end systems and application of com-
plex encoders and detectors, the traffic patterns seen on
networks today may not readily map to a pure stochastic
model framework. On the contrary, traffic measurements
indicate that deterministic patterns and nonlinearities in
traffic amplitudes are new prevailing features in broad-
band networks. Large-dimensional stochastic models are

seen to be required to capture these features. The computa-
tional complexity associated in analyzing the multiplexing
problem for such models has led to some innovative
approximation techniques. The characterization of a traf-
fic source by an effective bandwidth is one such result
that is derived by application of large-deviation principles.
Derived in the asymptotic limit of large number of multi-
plexed sources, large buffer sizes and link capacities and
small probabilities of delay and loss, effective bandwidths
offer a conservative, but computationally feasible model for
evaluating multiplexing efficiency in theory. The design of
real-time algorithms for applying these concepts on a net-
work and discovery of their effectiveness is expected to be
the next step in the statistical multiplexing analysis.
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1. INTRODUCTION

In the early 1990s, as the Internet and the World Wide
Web were becoming ubiquitous in the office and home,
users would download compressed digital video files onto
their computers. Once downloaded, these clips would be
viewed by opening the video files with a compatible player
program on the computer. These video files often required
several minutes or hours to download, especially through
slow modem connections over telephone lines. Depending
on which compression scheme was used, an incomplete
video file may not have been viewable at all. If a connection
were not reliable, the download process would have to be
repeated, which forced the user to wait even longer to
view the clip. This dilemma was solved through the use of
videostreaming.

Videostreaming is the transmission, at a regulated
rate, of digital video over a network from a server
to a client (player) in such a way that the client
can display the video while the video is still being
transmitted. In other words, the client can start playing
the video without having to wait for the entire clip
to be downloaded. Using an assortment of compression
techniques, packetization, and transport protocols, video
can be manipulated to be streamed over a wide variety
of networks. Publicly available methods for streaming
video over the Internet first came about in 1994 using
the Multicast Backbone (MBone) [1], in which many users
could simultaneously receive multimedia in real time.
Several commercial videostreaming solutions first became
available between 1995 and 1997. Between 1997 and
today, these streaming systems have evolved to address a
variety of streaming needs, ranging from small personal
streaming applications all the way to large distributed
streaming systems designed for thousands of viewers.
Several articles describing the many technologies and
current trends in videostreaming can be found in Civanlar
et al. [2]. Information regarding the histories and uses
of specific commercial streaming systems can also be
found [3–5].

The purpose of this article is to give an overview of how
videostreaming works, the various technical aspects of
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videostreaming, video and network-related issues involved
in streaming, technical solutions to these issues, and
future directions of this field.

2. VIDEOSTREAMING SYSTEM DESCRIPTION AND
OPERATION

The two main components of a videostreaming system are
the streaming server and the client. The server, which can
range in size from a small PC-like system with a camera to
a large collection of networked computers, streams video
into the network. The client is the device or computer on
which the video is displayed. In bidirectional systems such
as those used with videoconferencing, the server and client
are combined into one device. The focus of this chapter will
be on one-way videostreaming. For more information on
videoconferencing, see Schaporst [6]. For an in-depth look
at streaming video over the Internet, see [7].

2.1. Video Server Architecture

The components of a typical videostreaming server are
shown in Fig. 1. Digitized video typically has a very
high bit rate. For example, uncompressed 320 × 240-
pixel RGB (red-green-blue) video at 30 frames per second
(FPS) requires a transmission bandwidth of over 55 Mbps,
which is well over the bandwidth available on most of
the networks in use today. A video encoder therefore is
used to compress the program into a lower-rate bitstream.
Details on video coders that are used for streaming are
given in Section 3. Once the video is compressed, it can
be streamed live over the network, or it can be stored for
streaming later on demand.

The session controller chooses a program to be
streamed. It typically receives commands from the client,
which is shown in Fig. 2. Issues related to session control
and management are discussed in Section 5. Once a
program is selected, the rate of the compressed video
data will be chosen on the basis of data from the session
controller and from the network and client limitations.
On the basis of the performance of the network, the
congestion controller can also control the rate at which
a video program is being streamed. Since video is
usually streamed over packet-based networks, it must

be packetized in a way that is appropriate given the type
of network and video encoding method. Section 4 gives
more information on packetization schemes and network-
related issues. If the video is going to be streamed over a
lossy network, error control data can be added to the video
packets to reduce the effects of packet loss or delay. These
application-layer packets are then fed to the transport
layer, which uses protocols such as UDP or ATM to send
data over the network.

2.2. Video Client Architecture

A client system is shown in Fig. 2. The user typically first
chooses a program to be viewed. The program list is usually
sent over the network via a separate application, such as a
Web browser. Once the program is chosen, the client’s
session controller tells the server’s controller to start
streaming the video. The client receives and demultiplexes
the packets to reconstruct the encoded videostream. If
errors are detected, the client will, if possible, correct the
errors before sending the reconstructed stream to the video
decoder. As described later, error detection information
can be fed back to the server for congestion and rate
control. The video decoder then decompresses the stream
to produce video that can be displayed. In some cases,
the decoder can try to conceal uncorrectable errors so the
user does not see too many distracting artifacts in the
displayed video.

3. VIDEO CODING FOR STREAMING

3.1. Basics of Video Coding

As discussed above, video coding is needed to reduce
the amount of information transmitted over a streaming
session. The basic objective of any video coding method is
to reduce or virtually eliminate the amount of redundant
data contained within a series of pictures. Usually, each
picture contains a large number of pixels that are very
similar. This is particularly true for pixels located within
a small neighborhood of the picture. Therefore, the total
number of pixels within a picture can be represented by a
smaller number of bytes. Moreover, consecutive pictures
within a video sequence are very similar. Consequently,
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there are two types of redundancies within a video
sequence that a video encoder exploits to reduce the
amount of transmitted data: (1) redundancies within each
picture and (2) redundancies among consecutive pictures.
Redundancies among consecutive pictures are known
as temporal redundancies or interframe (or interpicture)
redundancies. When coding a new picture, temporal
redundancies are reduced through prediction from one or
more previously coded pictures. The most popular picture
prediction approach is based on motion estimation/motion
compensation (ME/MC) using block matching (BM) among
adjacent pictures [8].

International video coding standards such as those
from MPEG [9–11], H.261 [12], and H.263 [13] employ
intracoded pictures (I frames), which do not depend
on prediction from other pictures. Any video sequence
requires a minimum of one I frame, which is usually
the first picture of the sequence. The abovementioned
standards also use prediction frames (P frames), which
depend on a previously coded I or P frame. This results in
the picture coding structure shown in Fig. 3. MPEG-2 [10],
MPEG-4 [11], and other more recent compression methods
employ bidirectional prediction frames (B frames), which
use prediction from a previously coded I or P frame and a
future P frame as shown in Fig. 3.

The pixels of an I frame or the residual pixels of P
and B frames are usually coded using transform-domain
methods. The discrete cosine transform (DCT) is the
most popular transform coding method used for video
compression [14]. MPEG-1 [9], MPEG-2, H.261, and H.263

are all based on a DCT coding method. Another popular
transform that has received a great deal of attention is
the wavelet transform [15]. For example, JPEG-2000 [16]
is based on a wavelet transform coding method.

3.2. Scalable Video Coding for Streaming Applications

Scalable video coding is a desirable tool for many
multimedia applications and services. Video scalability, for
example, can be used in systems employing decoders with
a wide range of processing power. In this case, processors
with low computational power decode only a subset of
the scalable videostream. Another use of scalable video
is in environments with a variable and unpredictable
transmission bandwidth (e.g., the Internet or wireless
networks). In this case, receivers with low access
bandwidth receive, and consequently decode, only a subset
of the scalable videostream, where the amount of that
subset is proportional to the available bandwidth. Without
scalability, a videostream could be rendered useless if the
network bandwidth drops below the coding rate.

Several video scalability approaches have been adopted
by leading video compression standards such as MPEG-2,
MPEG-4, and H.263. Temporal, spatial, and quality
[signal-to-noise ratio (SNR)] scalability types have been
defined in these standards. Temporal scalability applies
to the frame rate (in frames per second) of the video. With
spatial scalability, the size or resolution of each video
frame can vary. In SNR-scalable systems, the quality
of the video can be increased or decreased. All of these
standardized types of scalable video consist of a base layer

Bidirectional predictionForward prediction

I P P P
I B P B

Figure 3. Examples of prediction structures used for video coding.
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(BL) and one or multiple enhancement layers (ELs). The BL
part of the scalable videostream represents, in general, the
minimum amount of data needed for decoding a viewable
video sequence from the stream. The EL part of the
stream represents additional information, and therefore
enhances the video signal representation when decoded by
the receiver.

For each type of video scalability, a certain scalability
structure is used. The scalability structure defines the
relationship among the pictures of the BL and the pictures
of the enhancement layer. Figure 4 illustrates examples of
video scalability structures. MPEG-4 also supports object-
based scalability structures for arbitrarily shaped video
objects.

Another type of scalability, which has been primarily
used for coding still images, is fine-granular scalabil-
ity [17]. Images coded with this type of scalability can
be decoded progressively. In other words, the decoder can
start decoding and displaying the image after receiving a
very small amount of data. As more data are received, the
quality of the decoded image is progressively enhanced
until the complete information is received, decoded, and
displayed. Among leading international standards, pro-
gressive image coding is one of the modes supported in
JPEG-2000 and the still-image coding tool in MPEG-4
video.

When compared with nonscalable methods, a disadvan-
tage of scalable video compression is coding efficiency. In
order to increase coding efficiency, video scalability meth-
ods normally rely on relatively complex structures (such
as the spatial and temporal scalability examples shown
in Fig. 4). By using information from as many pictures as

possible from both the BL and EL, coding efficiency can be
improved when compressing an enhancement-layer pic-
ture. However, using prediction among pictures within
the enhancement layer either eliminates or significantly
reduces the fine-granular scalability feature, which is
desirable for environments with a wide range of available
bandwidth (e.g., the Internet).

3.2.1. MPEG-4 Fine-Granular Scalability (FGS) Video
Coding. In order to strike a balance between coding
efficiency and fine-granularity requirements, a more
recent activity in MPEG-4 adopted a hybrid scalability
structure characterized by a DCT motion-compensated
base layer and a fine-granular scalable enhancement layer.
This scalability structure is illustrated in Fig. 5.

The base layer carries a minimally acceptable quality of
video to be reliably delivered using a, packet-loss recovery
method such as retransmission. The enhancement layer
improves the base layer video by fully utilizing the
bandwidth available to individual clients. By employing
a motion-compensated base layer, coding efficiency from
temporal redundancy exploitation is partially retained.
The base and a single-enhancement layer streams can
be either stored for later transmission, or can be directly
streamed by the server in real time. The encoder generates
a compressed bitstream that can be transmitted over
any bit rate available over the range of bandwidth
[Rmin, Rmax]. The base-layer bit rate has to meet the
following constraint: RBL ≤ Rmin. The enhancement layer
is overcoded using a bit rate (Rmax − RBL). It is important
to note that the range [Rmin, Rmax] can be determined off-
line for a particular set of Internet access technologies.
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Figure 4. Examples of video scalability structures.
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Figure 5. Video scalability structure
with fine granularity.
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For example, Rmin = 20 kbps and Rmax = 100 kbps can
be used for analog modem/ISDN access technologies.
More sophisticated techniques can also be employed
in real-time to estimate the range [Rmin, Rmax]. For
unicast streaming, the system estimates, in real time,
the available bandwidth R for a particular session. On
the basis of this estimate, the server transmits the
enhancement layer using a bit rate REL:

REL = min(Rmax − RBL, R − RBL)

Because of the fine granularity of the enhancement layer,
its real-time rate control aspect can be implemented with
minimal processing. For multicast streaming, a set of
intermediate bit rates R1, R2, . . . , RN can be used to
partition the enhancement layer into substreams. In this
case, N fine-granular streams are multicasted using the
bit rates:

Re1 = R1 − RBL, Re2 = R2 − R1, . . . , ReN = RN − RN−1

where RBL < R1 < R2 · · · < RN−1 < RN ≤ Rmax.
One can choose from many alternative compression

methods when coding the BL and EL layers of the
FGS structure shown in Fig. 5. For the FGS MPEG-4
standard, the base layer is coded using a DCT-based set of
video compression tools. The FGS MPEG-4 enhancement
layer is coded using an embedded DCT coding scheme.
MPEG-4 FGS also support temporal scalability and hybrid
SNR/temporal scalabilities. For more details regarding
the MPEG-4 FGS scalable video method and many of its
coding tools, the reader is referred to the paper by Radha
et al. [18]. FGS is also very resilient to packet losses [19],
which are common in streaming applications over the
Internet.

4. PACKETIZATION AND TRANSPORT-LAYER ISSUES

Once coded, the next step in streaming is to transmit the
compressed video over a network. Underlying network
transport protocols such as TCP, UDP, or ATM [20]
work well for transferring data over networks, but they
are not very effective alone as the only packetization
and fragmentation methods for streaming time-dependent
media such as video or audio. When ignored, factors such
as end-to-end delay, packet loss, delay jitter, network
bandwidth bottlenecks, congestion, buffering, and decoder
complexity/capability all can render a videostream useless.

4.1. Application-Layer Packetization

Many of the abovementioned issues can be addressed by
intelligently packetizing video data at the application layer
prior to sending it through the network transport layer
using a transport protocol. Forming packets by breaking
the data at their natural separation points is known
as application-layer framing [21]. Frame, slice [10], or
DCT block boundaries are good natural separation points
for packetizing videostreams. In most cases, if properly
framed packets are lost during streaming, the client will
still be able to make use of the other packets to decode
a viewable program. These application-layer packets can
be created and stored prior to streaming, or they may be
generated in real time as the video is being streamed.

At the application layer, framing alone, however,
will not solve timing and synchronization issues in
videostreaming. Transport protocols such as TCP and
UDP can determine sequential relations between packets,
but they have nothing to resolve real-time temporal
relationships. Adding time indicators, or timestamps, to
application-layer packets allows the client to know the
temporal relationships between video packets. Times-
tamps allow clients to do things such as synchronize
media streams, throw out packets that arrive too late to be
decoded and displayed, and manage buffer control issues.
One popular method of application-layer framing that has
the above-mentioned features is the Real-Time Transport
Protocol (RTP). Another standard that addresses proper-
ties of multimedia streams is Quicktime [22].

4.2. The Real-Time Transport Protocol (RTP)

The Real-Time Transport Protocol (RTP) [23] is a pack-
etization protocol that is most commonly used at the
application layer to packetize time-dependent data such
as video or audio. RTP packetization is often done prior
to transport-layer packetization such as UDP, so that
RTP handles media-dependent issues such as timing,
synchronization, and multiplexing, and UDP handles
network-dependent issues such as data packet framing
and multicasting. An example of this kind of multilevel
packetization is shown in Fig. 6. Like other network pro-
tocols, RTP consists of a header and a payload. The
RTP header contains bit fields to represent information
such as sequencing, source identification, and timing.
Detailed descriptions of the RTP header may be found
elsewhere [23,24]. A few of the fields that are of particular
relevance to videostreaming are:

Timestamp. This 32-bit field represents a sampling
of a clock consistent with the type of data being
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Figure 6. Multilayer packetization.

streamed. For frame-based video, every RTP packet
containing data from the same video frame will
have the same timestamp. For MPEG video, the
timestamp typically has a resolution of 90 kHz.

Marker bit. A complete frame of compressed video
may still be too large to put into one packet. If a
video frame is split into multiple RTP packets, the
marker bit typically is set for the last packet in the
video frame. By setting the marker bit in the last
packet, the client does not have to wait for the packet
containing the start of the next frame to tell us that
we can decode the current frame.

Sequence number. Since all packets of a single video
frame have the same RTP timestamp, the 16-bit
RTP sequence number, which is incremented for
each RTP packet sent, can be used to determine the
proper order of packets in a video frame. This way,
the client does not have to look at the video data
in the payload to determine the proper RTP packet
sequence.

4.3. Packet Size Considerations

If the length of a packet set through the transport layer
is larger than the network’s maximum transmission unit
(MTU) [20], the packet will be fragmented. It is therefore
desirable to ensure that the RTP packet size is less than
the network MTU so that the RTP packet will not be split
into multiple packets. In the example shown in Fig. 6, the
first video frame is too large to fit into one MTU, so it is
split into two RTP packets. The obvious splitting method
would be to simply fill one packet so that the resulting
network packet size is just below the MTU value, and
then put whatever is left over into the next packet. Since
a transmitted packet may be delayed or lost, however, it
is better to use application-layer framing, and choose a
splitting point (or points) that take the video structure
into account. For example, with MPEG-based video, the
split could be done at a slice boundary. If, for example,
the second packet of a two-packet frame is lost, the client
will not have to throw away data in the first packet
since they can be decoded into a viewable partial picture
(assuming that a partial picture is something that the
client would want to display). As another example, for
multilayer scalable video, large frames could be split at
layer boundaries so that a missing packet will have a

lower probability of making the received packets for a
frame unusable.

Large variations in packet size can also cause problems
for videostreaming. In MPEG-2 and MPEG-4, I frames are
typically large, while P and B frames are relatively small.
Suppose that a 10-FPS video program is being streamed.
The average time needed to transmit one frame would
therefore be 0.1 s. The I frame, however, could require
more than 0.1 s to stream, and the P and B frames would
use less than 0.1 s. If, for example, the Group of Pictures
(GOP) size (i.e., I frame period) is 2 s, we would have one
I frame and 19 P or B frames in every GOP. If this video
is coded so that the I frame is very large, the server could
take over one second to transmit the I frame. This amount
of time has the potential to cause problems if the decode
buffer in the client is close to being empty, since a large I
frame won’t be available for display until all the packets
in the frame have been received. It is therefore prudent for
the content creator to use an encoding rate control method
that is amenable toward streaming. The rate control
method that results in the best compression ratio may
not necessarily be the best method to use for streaming.

5. END-TO-END SESSION CONTROL AND
MANAGEMENT

As described earlier, continuous decoding and playback
of video at the receiver characterizes videostreaming
and differentiates it from traditional applications such
as email, FTP, and Webpage download. Consequently,
additional challenges of videostreaming are to establish
and maintain a regulated and continuous transmission of
video data between the server and the client. This makes
end-to-end session and rate control crucial aspects of any
videostreaming solution.

5.1. Session Control

Some of the basic steps in multimedia session control are
as follows:

• Choose a program to be streamed.
• Choose a rate at which the program will be streamed.
• Identify the network architecture over which the

streaming will be done (e.g., single vs. multiple
clients, unicast vs. multicast, UDP vs. http).
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• Address other factors such as error control, media
property rights, and encryption.

• Control the positioning, starting, stopping, and
playing of the media stream.

• Adapt the streaming properties on the basis of
various conditions related to the server, client, or
network.

Some of the session control mechanisms used by
today’s commercially available streaming solutions are
proprietary. An example of a publicly specified session
control scheme is RTSP [25], which was designed for
use over the Internet. A fundamental overview on how
multimedia streams can be controlled over the Internet
can be found in a paper by Schulzrinne [26].

The bidirectional nature of session control must
also be taken into consideration when designing a
streaming system. If the round-trip time of a network
is not too large, proprietary methods or public protocols
such as the RTP Control Protocol (RTCP) [23] can be
used to help the server to adapt to varying network
conditions and client configurations. In RTCP, sender
and receiver reports are used to feedback timing, quality,
and other related quantities to allow the server to adapt
accordingly.

An aspect of session control that relates to video coding
is the choice of rates used for streaming. If a viewer
chooses to stream a nonscalable 128-kbps video program
over a 56-kbps connection, a long startup delay may
be incurred, as explained in the next section. One way
commonly used to solve this problem is to encode the
video at different rates, and store the multiple streams in
different files. This method would allow the client (either
automatically or user-driven) to choose the stream best
suited for the given network connection. Encoding a video
program at several different rates in separate files can
be time-consuming, and it can create disk-space and file
management problems for the content creator. To improve
the server/client system, switched-rate streaming can be
used. In switched-rate streaming, the video is encoded into
a file that can be streamed at different rates. This way, the
content creator can generate a file that can be streamed,
for example, at 28, 56, and 128 kbps (and perhaps a few
rates in between), and then the server can switch rates
during streaming on the basis of feedback from the client.
The problem of choosing rates during streaming can also
be solved by using scalable video, as described in Section 3.
If the video is continuously scalable, as in FGS, a variety
of methods can be used to choose the appropriate packet
size and streaming rate for the given connection [27].

5.2. Playout Buffer and Delay Considerations

If video were being transmitted or streamed over a
guaranteed constant-rate network, the buffer internal to
the video decoder (e.g., the decoder buffer in MPEG) would
be sufficient to ensure a consistent viewing experience for
the end user. Networks such as the Internet, however, are
affected by loss and delays, which necessitate the use of a
larger buffer at the client to store enough video so that the
program will continue to be played on the client during

these periods of rate variation, delay, or packet loss. A
playout buffer is therefore used to store the videostream
as it is being received. This buffer isolates the decoder
from the network.

There is a tradeoff between the size of the playout buffer
and the amount of delay incurred from when the server
starts streaming to when the video is actually displayed
on the client. This delay is also encountered when the
playout buffer empties due to network congestion, and
therefore must be refilled with an appropriate amount
of video. One extreme way to abate network effects is to
make the playout buffer large enough to contain the entire
videostream, and then wait for this buffer to fill with the
entire program before playing. This solution, of course,
is not acceptable since the whole idea of streaming is to
allow us to view the program without waiting for all of
it to be sent to the client. If we initially fill the playout
buffer with only a second or two of video, the viewer will
be less likely to be annoyed by long waits. Having a short
playout delay, however, increases the likelihood of having
the buffer empty, resulting in more frequent occurrences
of video pausing due to buffer refills.

If video is being streamed in real time (i.e., at the rate
of the encoded video), then it would take, for example, 10 s
to fill the buffer with 10 s of video. If the streaming session
is not rate-limited, and if the network allows, the initial
buffer-filling data can be sent faster than video rates. This
way, the viewer may have to wait only a few seconds to
have 10 s of video in the buffer. This solution is used by
some of today’s commercially available streaming systems
to reduce waiting times at the client. It is important
to note that if this high-speed buffer filling is done too
frequently, it greatly increases the data rate used over the
network, so a server should be designed not to overwhelm
the network in cases when the client asks for buffer refills
too frequently.

5.3. Congestion Control

In particular, a streaming video session needs to estimate
the effective available bandwidth between the server
and the client. This bandwidth estimate can be used to
regulate the rate at which video is transmitted over the
end-to-end session. Bandwidth estimation over a shared
network, such as the Internet, is a very challenging
problem. More importantly, bandwidth estimation is
crucial for eliminating ‘‘gridlock’’ or congestion over the
shared network. In other words, the large numbers of
sessions (streaming or other applications) that use the
Internet simultaneously need to employ some mechanism
that provides a fair usage of the shared resources of
the Internet. Without such a mechanism, the different
sessions would be transmitting data at rates higher than
the available bandwidth. This would lead to congestion
over the shared network and eventually may lead
to some form of gridlock. Consequently, this aspect
of videostreaming, or available bandwidth estimation,
is commonly known by the networking and Internet
community as congestion control.

It is important to note that, prior to the emergence
of streaming applications, congestion control represented
one of the cornerstones of TCP. In fact, many experts
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attribute the continuous success of the Internet and its
growth to the ability of the TCP/IP protocol stack to provide
a robust and scalable congestion control algorithm. The
scalability of a congestion control algorithm is its ability to
support a large number of sessions while (1) maintaining
a robust level of fairness among these sessions and (2)
eliminating the possibility of congestion (or gridlock) over
the shared network.

The TCP congestion control algorithm is based on
the following simple strategy. The server increases
its sending rate linearly until a packet-loss event
occurs. This event is detected by the receiver and
communicated back to the server. Once a packet
loss is detected, the server reduces its sending rate
exponentially. Therefore, the TCP congestion control can
be expressed as a linear increase–exponential decrease
congestion control. Another popular characterization for
TCP congestion control is additive increase/multiplicative
decrease (AIMD) [28]. The original work in TCP congestion
control is attributed to Jacobson [29].

Since the emergence of streaming applications, one
of the key concerns has been the impact of these
applications on the congestion of the Internet. In
particular, streaming applications are supported by the
UDP protocol rather than by TCP. UDP, however,
does not provide any standardized congestion control
mechanism. Consequently, for streaming applications,
congestion control is the responsibility of the application.
Therefore, real-time streaming applications that do not
support some form of congestion control may become
misbehaving in the sense that they may monopolize
the available shared bandwidth over the Internet, and
hence, they may become unfair to the mainstream (well-
behaving) TCP applications. So far, this concern has
been addressed by popular streaming solutions, such as
those from RealNetworks [30] and Microsoft [31], through
a relatively straightforward method. Multiple streams are
generated at different bit rates and stored at the server.
For example, streams for 56-kbps modems as well as
for ISDN and higher rates (e.g., cable-modem or DSL
rates) are compressed and made available for users. The
application relies on the user to select the appropriate
stream at the beginning of the streaming session. This
simple approach is not sustainable for the long term,
especially if we anticipate that streaming applications will
become increasingly popular. Consequently, researchers
have proposed several approaches for congestion control
of media streaming, in general, and videostreaming in
particular.

One of the most popular congestion control strategies
that have been proposed and studied thoroughly for
streaming applications is what is known as TCP-friendly
congestion control [32]. The basic premise of this approach
is that a streaming application follows a congestion control
mechanism that is similar to the congestion control
mechanism employed by TCP. This naturally makes
streaming applications fair to the more popular TCP
applications in terms of sharing the available bandwidth
over Internet sessions. This fairness explains the reason
behind the label ‘‘TCP-friendly.’’

6. FUTURE DIRECTIONS IN VIDEOSTREAMING

Videostreaming is expected to continue its growth toward
a mainstream Web application. This growth has to be
accompanied with successful efforts in addressing some of
the key challenges in video coding and congestion control
strategies. Regarding video coding, the key challenge
is to provide new solutions that address the need for
(1) scalability (i.e., to address the bandwidth variation,
devices and network heterogeneity, and related QoS
issues over the Internet); (2) new functionality (e.g.,
interactivity); and (3) providing high-quality video. New
trends in video coding, such as 3D motion-compensated
wavelet compression [33], could provide some answers to
these challenges. Multiple description coding [34] is being
looked at to stream video over channels with different
characteristics. In addition to streaming frames of video,
the object-based coding capabilities of MPEG-4 could be
used to stream objects from various sources, which are
composited at the client for new kinds of interactive
streaming experiences. Moreover, proxy-based services
that provide some form of transcoding of video may be
a viable approach for addressing the need for scalable
and high quality video. In particular, a new framework
known as TranScaling has been proposed [35] to address
the scalability and video quality issues of videostreaming
over the wireless Internet. Under TranScaling, a scalable
stream is mapped at a gateway server to one or more
scalable streams with higher-quality video.

Regarding congestion control, further studies are
needed in the area of TCP-friendly algorithms and
related approaches. It is important to note that TCP-
friendly congestion control represents a class of (or
an umbrella of) mechanisms that are friendly to TCP
sessions. This class of mechanisms includes, for example,
the AIMD congestion control strategy mentioned above.
Therefore, different types of TCP-friendly algorithms
provide different levels of performance in terms of
fairness and scalability. For example, it has been
shown that AIMD TCP-friendly congestion control has
many optimal and desirable attributes when compared
with other TCP-friendly algorithms [36]. Moreover, other
and more general congestion control frameworks have
been proposed for streaming applications. This includes
equation-based congestion control [37], binomial [38], and
ideally scalable [36] congestion control algorithms.

Error resilience is also becoming increasingly impor-
tant, especially when video is streamed over specialized
channels. As the use of wireless networks increases,
adding error detection, correction, and concealment to
videostreams becomes just as important as the method
used to compress the video. MPEG-4, for example, has
error resilience built into the standard [39]. Finally, pro-
tecting digital property rights has become a topic of inter-
est for streaming copyrighted material. Property rights
management is being added to the latest versions of some
of the more popular commercially available streaming
systems described earlier in this article. Another way to
protect the video is through the use of watermarking,
in which a nonvisible (or barely visible) signal is added
to the video [40]. This watermark would be present in
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subsequent copies of the video, even if it is transcoded
or recompressed. Solutions to all these challenges, com-
bined with the increasing speed of network connectivity
for end users, could soon make videostreaming a popular
alternative to standard broadcast television.
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1. FUNDAMENTALS OF SAW DEVICES

Electronic systems have made use of acoustic waves for
many years. Early examples of acoustoelectric devices
include delay lines that exploit slow acoustic velocities to

provide long delays in a small package, and high-Q filters
that use quartz resonators. The use of surface acoustic
wave (SAW) devices came about with the development
of the interdigital transducer (IDT). The interdigital
transducer allows SAW devices to be mass produced using
IC fabrication techniques and thus reduces manufacturing
costs tremendously. Filters in color television were the
first consumer application of SAW devices. Today SAW
filters play a very significant role in the wireless and
cellular phone industries. A typical mobile phone uses
half a dozen SAW filters, which might constitute one-fifth
of the total fabrication costs. Because of the demands
of the wireless industry, the center frequencies of SAW
filters have been pushed from 2.5 to 5 GHz and beyond.
The major objective of this article is to introduce the
reader to the fundamentals of surface acoustic wave
devices. A second objective is to discuss how these
devices apply to communication systems, such as wireless
transceivers, optical receivers, cellular phones, spread-
spectrum processors, and RF filters in general.

Surface acoustic waves have been known to scientists
since 1885, when Lord Rayleigh presented his paper
to the Royal Society. For this reason, surface waves
are often referred to as Rayleigh waves. The Rayleigh
wave propagates along the surface of a solid material
with particle motion in the plane defined by the surface
normal and the propagation direction. The wave amplitude
decreases with distance from the surface. The surface wave
is quite strong when compared with a bulk wave as the
energy spreads in only two dimensions instead of three.

SAW devices developed through the 1980s continued
to utilize the Rayleigh wave in their operation. However,
as the need for higher-frequency and lower-loss devices
grew (with the onset of wireless communication needs),
researchers began developing devices based on other types
of surface waves. For example, so-called leaky surface
waves (LSAW) have been used in the development of
900-MHz filters for wireless radio transceivers. Other
quasisurface acoustic waves include surface skimming
bulk waves (SSBW), surface transverse waves (STW),
and Bluestein–Gulyaev (BG) waves. Devices employing
these different surface or quasisurface waves look very
similar. They all use IDTs for generation and detection.
They differ in the crystal orientation of the substrate
materials. Each type of device will be cut to a different
orientation, leading to acoustic wave propagation along
different crystal axes. The resulting pseudosurface waves
have desirable properties, which we’ll discuss later. We
will generally refer to all these types of waves as surface
acoustic waves.

Before describing surface acoustic waves in greater
detail we shall make a digression into the use of bulk
acoustic waves in the electronics industry. This provides
a basis for understanding the later development of
SAW devices.

1.1. Bulk Ultrasound Devices

Two basic types of ultrasonic waves can exist within
a solid material, namely, longitudinal and transverse.
In the longitudinal (or compressional) wave type, the
displacement of particles within the material is in the
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Bulk longitudinal
wave

Figure 1. Bulk longitudinal ultrasound propagation in a
isotropic solid [1].

direction of the propagating wave. As shown in Fig. 1, if
a solid is divided into minute grid points, the longitudinal
wave propagation causes some of the grid points to
approach one another while other points are separated.
The longitudinal wave moving in the z direction is
composed of a series of compressions and rarefactions
within the material. (Note that the lack of variation along
the depth is the reason for calling a wave of this type a
‘‘bulk’’ wave.) Figure 2 shows the case of the transverse
(or shear) wave type. The particle motion in this case is
in the direction perpendicular to the direction of wave
propagation, and the grid points now are translated
either up or down. In three dimensions, there are two
possible directions that are mutually perpendicular to
the direction of motion. Therefore, in real solids two
transverse wave modes are possible. These two shear
waves are often referred to as vertically polarized (as in
Fig. 2) and horizontally polarized (consider the particles
in Fig. 2 were moving in and out of the page). The
longitudinal and transverse bulk nondispersive waves can
theoretically exist only within a solid of infinite dimension.
For practical purposes, however, as long as the solid
medium is considerably larger (e.g., 100 times greater)
than the acoustic wavelength, the deviation from the ideal
case is negligible.

The velocity of bulk transverse waves is roughly 3000
m/s, which is five orders of magnitude smaller than the
velocity of electromagnetic waves in a solid — a fact that
has been used to make ultrasonic delay lines. Consider the
example of trying to obtain a 3-µs delay of a radar signal.
To delay the electromagnetic wave, one requires 900 ft of
coaxial cable. The equivalent delay for an ultrasonic wave
traveling in solid substrate requires only 9 mm of material.
The price to be paid for this compactness is the need for
two transducers, one to convert the electrical energy to
ultrasound, and a second to convert the ultrasound back
to electrical energy. A scheme for a simple acoustic delay

Bulk transverse
wave

Figure 2. Bulk transverse wave traveling in a solid.
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Figure 3. (a) Simplified bulk longitudinal delay line of length
L — delay time τ is equal to L/v, where v is the longitudinal
acoustic velocity; (b) compact delay line using low loss, bulk shear
waves [3].

line is shown in Fig. 3a. The transducers are generally
made from a parallel slab of piezoelectric material such
as quartz or lithium niobate. The parallel sides of the
transducer are metallized so that voltages can be applied.
The excitation voltage is an amplitude modulated signal of
the form h(t)e jωt, where ω = 2π f is the carrier frequency.
The ultrasonic signal generated within the solid can be
represented by

h
(
t − x

v

)
e jω(t−x/v) = h

(
t − x

v

)
e j(ωt−kx) (1)

where the wavenumber

k = 2π

λ
= ω

v
(2)

and v is the velocity of wave propagation. The output
signal at the second transducer for a delay line of length l
is given by

h
(

t − l
v

)
e jωt (3)

which excludes a constant factor that accounts for
propagation or transduction losses. Here the delay time τ

is given by

τ = l
v

(4)

A small device of this type can provide long delays; such
devices have been used in electronic systems since the
1940s. In fact, early devices also utilized shear waves and
internal reflections to generate compact delay lines of the
type shown in Fig. 3b. Two of the possible delay paths are
shown in this figure. Many other examples can be found
in early literature [3].

Of course, the device structure can be extended to
provide multiple delays. The so-called tapped delay line
is useful in many electronic applications such as radar
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Figure 4. Simple representation of a tapped bulk wave ultra-
sound delay line.

processing. To obtain a tapped delay line with N taps using
the abovementioned approach requires N + 1 transducers
as shown in Fig. 4. In order to operate at high frequencies,
each transducer must be carefully glued to the substrate,
making the device rather cumbersome to fabricate.

A bulk wave in an unbounded medium is nondispersive.
Often signal processing applications, such as pulse
compression, require a dispersive delay, where each
frequency travels with a different velocity. In this case
a dispersive ultrasonic wave such as a plate or Lamb
wave is used. A pulse compression filter, like those
used in the 1950s to process radar chirp signals, is
illustrated in Fig. 5. The dispersive property is shown
in Fig. 6 as frequency versus delay time, which is

Dispersive medium

Freq

Velocity

Input 'chirp' Output 'pulse'

Figure 5. The use of a dispersive medium for pulse compression.
The ultrasonic velocity is a function of the propagating
frequency [1].

Time

Freq

t

Figure 6. Dispersion represented by frequency as a function of
time delay.

related to the frequency–velocity property of the wave.
In other words, higher frequencies travel faster than do
lower ones through the device. The desired input for
this dispersive delay line is a ‘‘chirped’’ pulse whose
instantaneous frequency is low at the beginning and
increases progressively as function of time. As such a
chirped pulse propagates through the delay line, the
beginning of the wave is delayed more than the end of
the wave. If everything is well matched, all the pulse
energy will appear at the output at the same time,
producing a spike [5]. Of course, the dispersion and the
signal must be precisely matched in order to obtain good
pulse compression.

1.2. Surface Acoustic Waves

Surface acoustic waves (SAWs) are more complicated than
their bulk wave counterparts. The pure SAW or Rayleigh
wave is a combination of the longitudinal and transverse
wave components, which are elliptically polarized [1]; that
is, the individual particles of the medium move in elliptical
paths around their rest positions. This elliptical path is
confined to the plane defined by the surface normal and the
direction of wave propagation. A gridline representation
of the particle behavior is shown in Fig. 7.

The exact derivation of the surface acoustic wave
and how it comes to be confined to the free surface is
quite complex [2]. The Rayleigh wave is a combination
of the more general Lamb wave modes for a free
plate. As the thickness of a plate becomes ‘‘infinite,’’
the lowest-order antisymmetric (flexural) mode and
the lowest-order symmetric (dilational) mode become
degenerate, and combine to form the Rayleigh wave.
The wave becomes tightly bound to the surface, leaving
the interior of the plate undisturbed. The existence of
such a wave was predicted from seismological research,
where the earth’s crust was considered to be a plate of
infinite thickness.

The maximum SAW amplitude occurs right at the
surface of the device. The wave amplitude decays rapidly
in the direction perpendicular to the surface. The decay
constant is approximately one wavelength long. For
example, the acoustic wavelength in Y-cut LiNbO3 at
100 MHz is roughly 36 µm for a wave propagating in

y

z

Figure 7. The displacements of a rectangular grid of material
points as a result of SAW propagation in an isotropic material.
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the z direction. (Note that ‘‘Y-cut’’ means that the normal
to the surface is the y-direction of the crystal.) Therefore
the substrate of a 100-MHz SAW delay line need only
be a few hundred micrometers thick in order to work.
Figure 8a summarizes the properties of SAW, showing the
compressional and shear component motions of the grid
points as well as the stress depth in wavelengths. That
the wave is confined to the surface means that energy
will spread in only two dimensions, and attenuate as
1/r2, instead of 1/r3, as for the bulk wave case. This
feature gives Rayleigh waves another advantage for delay-
line devices.

The SAW velocity is approximately 90% of the shear
wave velocity. This is an important point to consider.
Since the SAW phase velocity is slower than lowest bulk
wave velocity, the Rayleigh wavelength measured along
the surface is larger than any projected bulk waves. The
Rayleigh wave cannot, in general, phase-match to any bulk
wave components. Only in the presence of certain types
of anisotropy or surface discontinuities can SAW combine
with bulk waves.

1.3. Pseudo-SAW or Shallow Bulk Waves

In addition to Rayleigh waves, SAW devices may exploit
other modes of surface wave propagation. Leaky SAW
(LSAW), surface skimming bulk wave (SSBW), and surface
transverse wave (STW) modes can be produced using

interdigital transducers on various engineered substrates.
The main advantages of these devices are

1. Wave propagation velocities are much higher than
pure Rayleigh waves, allowing devices to operate
at higher frequencies for the same lithographic
tolerances. That is, the spacing between IDT fingers
will represent a quarter wavelength at a higher
acoustic frequency.

2. The electromechanical coupling coefficient, K, can
be larger, leading to an increase in operational
bandwidth and lower obtainable insertion loss.

3. Pseudosurface waves penetrate deeper into the sub-
strate, allowing for larger acoustic power handling
before nonlinear piezoelectric and acoustoelastic
effects occur.

4. The temperature coefficient of the acoustic velocity
can be carefully tuned for pseudosurface waves to
enhance stability.

A pictorial summary of the various surface acoustic
wave modes is given in Fig. 8b.

1.4. Piezoelectricity

An ultrasonic wave moving through a solid is a
manifestation of stress applied to a crystal lattice. The

Figure 8. (a) Representation of surface
acoustic wave. The grid points go through
both shear and compressional motions [6];
(b) summary of surface acoustic vari-
eties: (1) Rayleigh or pure SAW mode;
(2) leaky SAW propagation from surface
into substrate; (3) surface skimming bulk
wave (SSBW); (4) surface transverse wave
(STW) [4].

Compression and CW
shear displacement
amplitudes

CCW shear and
expansion
displacement
amplitudes

D
ep

th
(w

av
el

en
gt

hs
)

1.0 0.8 0.6 0.4 0.2
0.4

0
0.25

0.5

0.75

1.0

0.5

1.0

(a)

2.0

1.5

0.6 0.8 1.0 0
π/2

π2

3π/2
π

Distance along (wavelengths)
wave normal

Phase (radians)

Shear

Wave normal

Compressional

(1) Rayleigh SAW (2) LSAW

+ +

(3) SSBW

+
+

(4) STW

+ +

(b)



SURFACE ACOUSTIC WAVE FILTERS 2445

resulting strain alters the ionic equilibrium positions for
the lattice, and in some cases a net electric polarization
occurs. This stress-induced polarization is known as the
piezoelectric effect. Piezoelectric materials also exhibit the
reciprocal behavior; when an electric field is applied to
the crystal, the ionic positions move, the lattice changes
size or shape, and strain is produced. This behavior
allows piezoelectric materials to behave as acoustoelectric
transducers.

The topic of piezoelectricity is treated in great depth in
a number of other texts [3], but we shall briefly describe
some of the key aspects of piezoelectric materials. First,
what is it that makes a material piezoelectric? To answer
that question, one should first consider that crystalline
materials are comprised of a regularly repeating pattern
of atoms. As a result of chemical bonding, the atoms in
the lattice share electrons. When atoms of different sizes
share bonding electrons, it is possible that the electrons
will ‘‘spend slightly more time’’ with one of the elements.
Therefore, on average, one atom can appear negatively
charged, and another can appear positively charged. A net
electric dipole is formed by the atoms. The polarization
effect is accentuated by different interatomic distances,
atomic sizes, and crystal orientation. This built-in dipole
will repeat over the entire crystal, compensating itself so
that the crystal has no net potential. At the ends of the
crystal, impurities or other matter will eventually appear
to compensate the built-in electric field. The application of
mechanical stress will disturb the compensated dipole and
create an electric potential. Alternatively, if an electric
field is applied, the built-in dipoles will respond. The
strength of the response depends on the orientation of
the dipole to the applied electric field or mechanical
stress. For example, the torque applied to a dipole
is greatest when the electric field is initially oriented
perpendicular to it.

What we have just described is a coupling between the
dielectric and elastic properties of an anisotropic crystal.
The precise coupling is described mathematically in terms
of the elastic, dielectric, and piezoelectric constants. Their
derivation is based on thermodynamic potentials and is
beyond the scope of this article, but the key points are
summarized. Each set of constants comprises a vector or
tensor matrix. The elastic constants relate two second-
order tensors (stress and strain) and are therefore a
fourth-order tensor. It can be shown that in general
there are at most 21 (twenty-one) elastic constants for a
crystal. The dielectric constants relate two vectors (electric
and polarization fields) and is therefore a second-order
tensor. There can be at most six (6) permittivities. The
piezoelectric constants relate a second-order symmetric
tensor (stress or strain) to a vector (electric field) and is
therefore a third-order tensor. There can be as many as 18
(eighteen) piezoelectric constants. The electromechanical
coupling efficiency, K (or sometimes K2), is defined as the
ratio of the mutual elastic and dielectric energy density
(Um) to the geometric mean of the dielectric (Ud) and
elastic (Ue) self-energy densities.

K = Um

(Ud × Ue)1/2
(5)

The value of K can also be described in terms of the
individual material constants: s (elastic), ε (dielectric),
and d (piezoelectric). A simple expression is

K = d
(sε)1/2

(6)

One final point to make about the effect of piezoelectricity
on substrates is that it alters the mechanical stiffness of
the material. The additional reaction force provided by the
piezoelectric field can be combined with the normal elastic
coefficients to create a set of stiffened elastic coefficients for
the material [2]. The importance of this fact will be seen
when we consider waveguides, transducers, and gratings.

In summary, we see that piezoelectric properties of a
material are based on the absence of crystal symmetry, and
that the exact piezoelectric behavior depends very much on
the orientation of the crystal lattice to the applied external
forces. These facts form the basis of substrate engineering
for SAW devices.

1.5. Substrate Materials

A good piezoelectric substrate is a vital ingredient for
a SAW device. Quartz is the only naturally occurring
piezoelectric material used to manufacture devices.
The largest piezoelectric constant for quartz is d11 =
2.31(×10−12C/N), which is smaller than other synthetic
(human-made) SAW substrates [3]. Quartz does have
the advantage of low acoustic loss, and low dielectric
constant (which leads to low capacitance per unit length)
when compared to synthetic piezoelectrics. Most of the
crystals used in manufacturing devices are grown in a
laboratory environment. Computer modeling of the crystal
parameters was used to develop ST-cut quartz, the most
readily used quartz cut for SAW devices. The object of ST-
cut quartz is to provide very stable acoustic velocity over
temperature; the temperature coefficient is nearly zero
ppm/◦C. The SAW propagation direction for ST quartz is
the x direction with a velocity of 3.158 mm/µs.

Lithium niobate is probably the most important syn-
thetic material for SAW substrates. It was discovered in
the late 1950s, a time of great interest in synthetic piezo-
electric materials. Typically, lithium niobate (LiNbO3)
used for devices is a congruent crystalline mixture of
Li2O and Nb2O5, composed of 48.6% Li2O [22]. Most SAW
devices are built of Y-cut, z-propagating LiNbO3 sub-
strates. The Rayleigh velocity is 3.487 mm/µs for this cut.

Lithium tantalate (LiTaO3) is another popular sub-
strate material. A rotated Y-cut, z-propagating crystal is
used for pure SAW devices. The velocity is 3.254 mm/µs.
The mechanical coupling factor is lower than that of
lithium niobate, owing in part to a lower dielectric con-
stant. However, lithium tantalate has the advantages of
reduced degree of dielectric anisotropy, smaller tempera-
ture coefficient, and lower acoustic diffraction.

As described earlier, pseudo-SAW devices are obtained
by using different crystal orientations and in some
cases different substrate materials. Examples of useful
orientations for propagation of LSAW on lithium niobate
include 64◦ YX-cut, 41◦ YX-cut, and 36◦ YX-cut. Lithium
tantalate is used as a substrate material for LSAW-
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and SSBW-type devices. For example, impedance filter
elements based on SAW gratings or resonator structures
employ a 36◦ YX-cut LiTaO3 substrate. Each substrate and
crystal cut has a different acoustic velocity, temperature
coefficient, electromechanical coupling, and attenuation
factor. The designer must choose what is best for a
given filter application. The interested reader should
consult Ref. 23 for a complete list of SAW substrates and
their properties.

1.6. Thin Films

Thin films are often used in the design of surface acoustic
wave devices [16]. As we shall see in subsequent sections,
thin metal films are essential for the operation of SAW
devices. They provide a means of generation, detection,
and directional control of surface acoustic waves. The need
for higher-performance devices pushes research toward
better metal films. For example, to increase operating
power and bandwidth requires metal films that resist
electromigration and acoustic migration breakdown, while
maintaining high conductivity at high frequencies.

Dielectric films can be added to SAW substrates to
provide a variety of performance enhancements. A thin
amorphous film, such as glass, deposited on a piezoelec-
tric substrate provides the following advantages: surface
passivation, reduction of pyroelectric effects (the buildup
of a surface potential due to temperature changes),
and smoothing to reduce propagation loss. Dielectric
films are also used to modify the electromechanical cou-
pling factor, reduce the frequency dependent temperature
coefficient of velocity, and tune the acoustic velocity.
Velocity tuning is an essential part of designing acous-
tic waveguides.

Piezoelectric films are used in several ways in advanced
SAW devices. The first application is to provide substrate
materials with high acoustic velocity. The higher velocity
allows fabrication of higher-frequency devices without
changing the lithographic feature sizes. Piezoelectric
films are also useful for increasing coupling factors, and
increasing the acoustic nonlinearity of the substrate. The
nonlinearity is used in acoustoelectric convolver devices.
A final advantage of piezoelectric thin films is to allow
the integration of SAW devices with other microelectronic
circuits. For example, depositing ZnO on silicon or gallium
arsenide substrates to create integrated amplifier and
SAW filter circuits.

2. SAW BUILDING BLOCKS AND DEVICES

2.1. Acoustic Impedance, Waveguides, and Gratings [2,5]

In order to understand how surface acoustic wave devices
operate, we should say a little bit about wave reflection and
transmission at material discontinuities. The Rayleigh
phase velocity is the simplest parameter to describe the
dispersion relation for the propagation of acoustic waves
across the piezoelectric substrate. But in order to describe
the behavior at material interfaces, a second parameter
is often introduced: the acoustic impedance. The surface
acoustic impedance is defined as

Z = ρVR (7)

where ρ is the material density in kg/m3 and VR is the
Rayleigh wave phase velocity in m/s. This impedance
definition allows one to adapt a transmission-line model
for the wave propagation. At the interface between
materials of different acoustic impedance, some of the
acoustic energy is transmitted, some reflected. A reflection
coefficient R and a transmission coefficient T can be
defined as

R = Z1 − Z2

Z1 + Z2
= ρVR1 − ρ2VR2

ρVR1 + ρ2VR2
(8a)

T = 1 − R (8b)

This description is oversimplified, as it neglects the effects
of wave polarization, incidence angle, and propagating
modes, but it gives the reader a feel for what hap-
pens in a SAW substrate when the acoustic velocity
changes abruptly.

As mentioned in the preceding section, the presence of
thin films on the surface of a SAW substrate affects wave
velocity. The first, and maybe most important, example
is the presence of a metal film on the substrate. The
conductivity of the metal film has the effect of shorting
(short-circuiting) the piezoelectric field in the material.
This, in turn, alters the stiffness and therefore the velocity
of the material under the metal film. The change in SAW
velocity due to the shorting of the piezoelectric field allows
for direct measurement of the electromechanical coupling
coefficient

K2 = −2�VR

VR
(9)

where �VR is the fractional change in SAW velocity and VR

is the free surface SAW velocity. An impedance mismatch
also occurs for the propagating surface wave. This action
forms the basis of acoustic waveguides and gratings, which
we will discuss next.

The basic function of an acoustic waveguide is to
confine the acoustic wave propagation to an area of
the substrate, much like a fiberoptic cable for light,
or a coaxial transmission line for RF energy. The
waveguide confinement is used in SAW devices to
overcome beamspreading losses, to redirect signals, to
correct phase fronts, to increase the acoustic energy
density (important in nonlinear devices like convolvers),
and to generally create the notion of an acoustic ‘‘circuit.’’
All acoustic waveguides operate on the basis of the �VR/VR

action, but different structures are possible to achieve
this result. Waveguides can generally be divided into
three main classes: flat overlay waveguides, topographic
waveguides, and other engineered waveguides. Several
possible structures exists within each class. Examples of
each type are shown in Fig. 9.

The first type of waveguide we shall discuss is the flat
overlay waveguide. The simplest type of overlay waveguide
is called a strip waveguide (see Fig. 9a). In this waveguide,
a thin layer of dielectric material is deposited on the SAW
substrate. The dielectric strip will typically have a slower
acoustic velocity when compared to the SAW substrate.
The �VR/VR action confines the acoustic wave to within
the slower material. Note that in the most general case,



SURFACE ACOUSTIC WAVE FILTERS 2447

(a) (b) (c)

(d) (e) (f)

s
er

l/2(g)

Figure 9. Various types of acoustic waveguides struc-
tures. Flat overlay types: (a) mass loading strip of
dielectric film; (b) shorting type with thin metal
layer; (c) slot waveguide using shorting type metal
films. Topographic waveguides; (d) rectangular ridge
waveguide; (e) wedge waveguide, Engineered type;
(f) in-diffused waveguide structure [5]; (g) acoustic
grating structure.

neither the substrate nor the overlay strip needs to be
piezoelectric.

A second type of overlay waveguide is the shorting
(short-circuiting) strip guide. In this structure (Fig. 9b)
a thin conducting film is placed on a piezoelectric
SAW substrate. The conducting film short-circuits the
piezoelectric field and reduces the acoustic velocity under
the strip. The acoustic wave is weakly confined to the
area under the strip. By changing the thickness of the
conducting film, it is possible to introduce a mass loading
effect as well. The combination of mass loading and
piezoelectric shorting can be used to carefully tune the
dispersion behavior of the waveguide.

A slot waveguide is produced by depositing a film with
a faster acoustic velocity on the SAW substrate as shown
in Fig. 9c. In this case the acoustic wave is confined to the
‘‘slot’’ area between the film overlays.

The topographic waveguide is produced by selectively
removing an area of the substrate to create a ridge or
wedge confinement region (see Fig. 9d,e). In the ridge
or rectangular waveguide, the acoustic wave propagates
as a function of the bending modes of the ridge section.
The bandwidth of such a structure is therefore limited
by the geometry of the ridge. The wedge is a means of
creating a broader band waveguide. The tapered geometry
of the wedge creates a wide range of frequencies that
can propagate [5]. A key advantage of the topographic
waveguide structure is its low loss.

One final type of waveguide structure is shown in
Fig. 9f. This is the diffused waveguide structure. The
acoustic velocity is altered within a region of the substrate
by diffusing another material into the substrate. One
example is to diffuse titanium into lithium niobate to
create a confining region. The advantage of diffused
waveguides over strip types is also lower loss.

Another SAW device structure based on the �VR/VR

effect is the acoustic grating. The object of the grating
is to create an acoustic reflector. The reflecting element
can then be used to create a variety of wave control

devices including filters. The device is analogous to the
Bragg grating in optics. The grating structure, as shown
in Fig. 9g, is a series of strips. The strips may be created
using any of the structures described for waveguides. Two
of the more common structures are shorting metallic strips
and ridge guides. The metallic strips are deposited and
etched using photolithography, whereas a ridge structure
can be created by e-beam (electron-beam) lithography.
The strips are separated by a half the acoustic wavelength
of interest. Recall that at each impedance interface, an
amount of the energy is reflected. Separating the strips by
one-half wavelength (λ/2) allows each reflection to add in
phase. A large number of strips in sequence are needed to
reflect all the energy. The optimum number of strips is a
function of the structure used and the substrate material.
For example, to obtain near-100% reflection using shorting
strips on lithium niobate requires on the order of 100
strips [4].

This brief introduction into acoustic waveguides and
gratings lays the foundation for discussing the structure
and design SAW devices, the devices that, in turn, are used
to create SAW filters. The �VR/VR effects in some cases are
the basis of device operation, and in other cases (such as
IDTs) create nonideal behaviors that must be compensated
for in some way. Now let’s discuss interdigital transducers.

2.2. Interdigital Transducers

The interdigital transducer (IDT) is shown in Fig. 10b.
The IDT is simply a set of metal strips placed on
the piezoelectric substrate. Alternate strips, or ‘‘fingers’’,
are interconnected to form two interdigitated electrical
contacts. The width of each finger and the distance
between fingers is usually one-quarter of the acoustic
wavelength to be generated. When a RF voltage is applied
to the two contacts, an electric field is simultaneously set
up between all adjacent fingers. This has the effect of
alternately compressing and elongating the piezoelectric
substrate between the fingers, producing a distributed
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Figure 10. Generation of a surface wave using a bulk trans-
ducer — this is improved using IDTs: (a) SAW delay line made
from two IDTs; (b) diagram of an IDT composed of a set of metal
strips placed on a piezoelectric substrate [7].

source of strain. The resulting acoustic waves propagate
to the right and left, as the superposition of all of the
waveguide modes of the substrate plate structure. Because
the electric and strain fields are confined close to the
substrate surface, the generation of surface waves is
strongly favored. The type of surface waves excited are
a function of the applied electric field, the piezoelectric
matrix for the substrate, and the relative orientation of
the crystal axes. In some cases, for example Y-cut lithium
niobate, Rayleigh waves are generated. In other cases,
for example, 36◦ YX-cut lithium tantalate, LSAW waves
are favored.

To efficiently generate a surface acoustic wave, all the
sources must add coherently. Consider the RF voltage with
period T; to propagate a distance λ/2 takes T/2 seconds.
This is also the time it takes for the electric field between
two adjacent fingers to reverse polarity. Therefore, all
the generated waves will add together constructively.
The reverse process occurs for detection; that is, the
elastic deformation passes under the fingers and induces
in-phase voltages between each pair of electrodes. This
type of operation makes the IDT a simple and efficient
SAW generator.

Next, we shall describe the operation of SAW
delay lines, and in the process we’ll uncover some of
the limitations of and improvements for the simple
IDT structure.

3. SAW DEVICES FOR FILTERS

3.1. Delay Lines

A delay line is constructed using two IDTs on a
piezoelectric substrate as shown in Fig. 10a. If lithium
niobate is used as the substrate the surface velocity
is about 3600 m/s, which translates into an acoustic
wavelength of 36 µm at 100-MHz operation. Using the
guidelines previously mentioned, the IDT finger width and
spacing would be 9 µm. Of course, the delay is a function
of the spacing between the two IDTs; For example, if the
IDTs are separated by 1 cm, the delay for the SAW device
will be 2.3 µs.

Why use many finger pairs instead of only one pair
for IDTs? Actually, an IDT can be (and sometimes
is) made using only a single pair. However, greater
transducer efficiency is achieved for the same applied
voltage, since for N finger pairs the resulting N sources
will add coherently. As if often the case, there is an
inherent gain–bandwidth trade-off. There is a reduction
in operating bandwidth as more and more finger pairs
are added. In general, the optimum number of finger
pairs (Nopt) is proportional to the reciprocal of the
electromechanical coupling coefficient [5]. That is

N2
opt = π

4
1

K2
(10)

where K2 is the squared coupling coefficient of Eq. (9).
The two characteristics of SAW delay line filters that

limit the performance are delay-line losses and triple-
transit echo. Delay line losses can be divided into four:
IDT loss, propagation loss, misalignment or steering loss,
and diffraction loss.

An inherent loss of 6 dB occurs in a SAW delay line
because an ordinary IDT generates waves in the forward
and backward directions. This division of energy gives 3 dB
of loss per IDT, transmitter, and receiver. The loss can be
reduced or eliminated through the use of unidirectional
transducers. The design of unidirectional transducers is
reviewed in the next section.

Now let’s move to the second loss mechanism in
SAW delay lines — propagation loss. Propagation loss is
characterized by a frequency-dependent loss per unit
length. The following functional form can be used to
describe this behavior:

A(x) = A0e−a(f )x (11)

As SAW propagates along the surface of the device, the
amplitude starts out with amplitude A0, and decays as
function of x and α(f ). As the SAW frequency increases,
the material deformation is unable to accurately follow
the RF field and produces a phase term. This, in turn,
creates a propagation loss. In general, the value of α(f ) is
proportional to the square of the frequency. An additional
loss term is created by air loading of the surface. If the
delay line operated in a vacuum, the loading loss would be
zero. In most cases, a SAW device package is hermetically
sealed with an inert gas such as nitrogen. In this case the
loading loss is negligible, becoming more dominant at low
frequencies.

Beam steering loss is ideally zero if the substrate is
cut to the proper direction. The proper direction is the one
where the power flow angle is zero. If the IDTs become
misaligned with the crystal axis, or the cut is incorrect, the
power flow angle will be nonzero, and loss will develop. As
with propagation loss, the steering loss is worse for long
delay lines.

Diffraction loss is the result of the finite-sized aperture
of the IDT. The acoustic wavefront can be described in
terms of a near-field, or Fresnel region, and far-field or
Fraunhofer region. This is just as in the case of optics. In
the far-field region the wavefront spreads out to a width
larger than the aperture of either the transmitting or
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receiving IDT, placing a limit on the length of a delay
line for a given IDT aperture length. The calculation of
this loss is complicated by the anisotropic nature of the
substrate crystals. Models are available that predict this
loss to within a fraction of a decibel. In principle, acoustic
waveguides can be used to overcome this loss in long-delay
devices.

3.1.1. Triple-Transit Echo. We expect that when an RF
signal is applied to a SAW delay line, the output will be
an exact copy of the input, delayed only by some time τ

and perhaps lower in amplitude. It is possible for other
outputs to occur. The most important and troublesome
extraneous output is the triple-transit echo. As the name
suggests, the extra output appears at time t = 3τ and
is caused by reflections of the SAW off the IDTs. For
a delay line with two matched IDTs, this echo is 12 dB
lower than the main signal. It is worth noting how so
much SAW energy can be reflected off the IDTs. As
mentioned previously, the acoustic velocity is different in
the regions of the substrate covered by metal electrodes.
The net �v/v change in the acoustic impedance along
the SAW transmission line generates small reflections
at each IDT finger. The reflections add coherently due
to phase matching, and the result is a significant extra
echo. A split-finger IDT is one means of reducing the
phase-match condition from occurring (see Fig. 11). Each
quarter-wave finger pair is separated into two lambda (2λ)

by eight fingers. A multistrip coupler can also be used to
trap the triple transit echo (this will be discussed in a
subsequent section).

If we pause here for a moment and compare a
SAW delay line to a bulk ultrasound equivalent device,
we immediately see the advantage of the SAW device.
The SAW device can be fabricated using a one-step
photolithographic process, whereas the bulk ultrasound
device required gluing at least two transducers to
the substrate. In fact, for a delay line with N taps,
the bulk ultrasound device would require gluing N + 1
transducers. The SAW device is fabricated in one
step regardless of the number of taps, owing to the
lithographic processing. The cost advantages in both
time saved and device yield are clear. Also, the two-
dimensional nature of the SAW device makes it consistent
with other integrated circuit techniques for packaging
and testing.

3.2. Unidirectional Transducers

Unidirectional transducers correct the 3-dB loss of the
bidirectional IDT, and overcome the problem of triple-
transit echo. There are four techniques for making low-loss
unidirectional transducers:

1. Two IDTs separated by a quarter wavelength
2. Three-phase excitation
3. Single-phase unidirectional transducer (SPUDT)
4. Multistrip couplers

The first type of unidirectional transducer is shown in
Fig. 12. The transducer consists of two IDTs separated
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Figure 11. Diagram of transducers with (a) single electrode and
(b) double or split electrodes per half wavelength. The split
electrodes provide a means of canceling the triple-transit echo
in delay lines.
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Figure 12. A unidirectional transducer using a reflector IDT
spaced a quarter wavelength from the driven IDT [9].

by a quarter-wavelength gap, which produces a phase
difference of 90◦. The second IDT is also terminated such
that the load will completely reflect the SAW. In operation,
the excited backward wave is reflected by the second
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Figure 13. (a) Three-phase excitation of an IDT [10]; (b) the resulting interelectrode electric field
evolution for three-phase excitation.

transducer with a phase shift, allowing it to reinforce
the forward moving wave. This cancels the 3-dB loss of
a simple IDT. One drawback, however, is a limitation on
achievable frequency response.

The three-phase excitation IDT is more complex, but
effective. As shown in Fig. 13, the IDT now consists of
three electrode fingers. The RF drive signal is converted
into a three-phase signal using a 60◦ phase shifter. Each
drive signal is thus separated by 120◦, as illustrated
in Fig. 13a. The resulting interelectrode electric field
evolution is shown in Fig. 13b. Only the forward traveling
wave propagates; the backward wave is canceled out.
Of course, the direction can be reversed by adding
an additional 120◦ phase shift to the drive signals.
Fabrication of the three-phase IDT is further complicated
by the need for an extra insulator to isolate one of the
IDT fingers.

The single-phase unidirectional transducer (SPUDT)
is shown in several forms in Fig. 14. The SPUDT uses
floating electrodes arranged to form an acoustic grating,
designed to reflect the traveling SAW. When properly
designed, the reflector reinforces the forward moving
SAW, and cancels the backward moving SAW. The basic
SPUDT device has three configurations [4]: single floating
electrode (Fig. 14a), double floating electrode (Fig. 14b),
and a comb type (Fig. 14c).

(a) (b)

(c)

Figure 14. Finger layout for a single-phase unidirectional
transducer (SPUDT). The basic device has three configura-
tions: (a) single floating electrode; (b) double floating electrode;
(c) comb-type SPUDT using longer grating elements [2].

3.3. Surface Acoustic Wave Filters Based on Delay Lines
and Apodization

We shall now begin our discussion of SAW filters by
showing how a tapped-delay structure can be used to
create a transversal, or finite-impulse-response (FIR),
filter. The concept of transversal filters has been developed
fully in other texts. We start here by noting that the
transversal filter has a transfer function given by

H(ω) =
N−1∑
n=0

Cne−jωTd (12)
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This transfer function corresponds to a delay line where
each of the N output taps is multiplied electronically by
the appropriate coefficient Cn. Each of the N products is
then summed electronically. A programmable filter can
be achieved by simply switching different values for {Cn}.
If one is merely interested in a fixed transversal filter,
the value of Cn can be designed into the transducer
itself. The transducer gain adjustment can be achieved
many different ways, but we shall discuss a method called
apodization.

Consider the IDT shown in Fig. 15 and assume that
the same SAW is incident on both finger pairs A and B.
One sees that the finger pair A overlaps for the entire
width of the SAW wavefront as drawn. The finger pair B,
however, overlaps for only a 10% fraction of the wavefront
region. It is therefore expected that the voltage detected
for each transducer will correspond to coefficients CA = 1.0
and CB = 0.1. SAW devices become an easy platform
for making inexpensive filters. The calculated coefficient
values are incorporated directly into the mask used to
fabricate the IDT pattern. For example, to implement some
specific transfer function H1(ω) [assuming that H1(ω) is
suitably band-limited], one can expand H1(ω) in a Fourier
series to generate a series as in Eq. (12). In particular,
if the impulse response of the filter is h1(t) then the
coefficients {Cn} are given by

Cn = h1(nTd) (13)

where Td is now chosen to provide the correct sampling
interval for reconstruction of h1(t). When we look at
the SAW tapped delay line under a microscope, we
actually see a spatially sampled replica of the impulse
response in the IDT finger pair overlap. Any of the well-
known techniques for digital filter design can be applied

1

1

A

B

Figure 15. Overlap of the IDT finger pairs determines the
transversal filter coefficients [7].

to designing SAW filter masks using apodization. The
production of finite impulse response or transversal filters
is readily achievable.

Now let’s examine the frequency response of the basic
IDT arrangement using the idea of a tapped delay line
with N fingers. In the simple case all the IDT finger
pairs are the same, which corresponds to all Cn = 1 using
the notation given above. The spatially sampled impulse
response is therefore a rectangular pulse. The frequency-
domain transfer function for this arrangement is

H(ω) =
N−1∑
n=0

e−jωTd where Td = 1
f0

(14)

and f0 is the center frequency of the filter design. In the
vicinity of f0, the magnitude of the transfer function (14)
is approximately

|H(ω)| = N
sin(Nπ�f/f0)

Nπ�f/f0
where �f = f − f0

and f = ω

2π
(15)

This is the familiar sinc function response centered around
f0, which has bandwidth that is inversely proportional to
N. N in this case is the spatial representation of time;
a larger N means a longer impulse or time response for
the filter. Thus the bandwidth of the filter shrinks as the
number of IDT pairs is increased. That the frequency
response is the Fourier transform of the aperture or
apodization is a very satisfying and useful result for
understanding SAW filters. Figure 16 summarizes the
Fourier transform behavior of the SAW filter.

When selecting SAW filter bandwidth, one must
also consider the device insertion loss. Figure 17 shows
the fractional bandwidth versus minimum theoretical
insertion loss of a SAW delay line using different materials.
The minimum insertion loss is 6 dB and increases as
the fractional bandwidth of the filter is increased. (The
plot assumes that the IDTs are bidirectional.) Using
unidirectional transducers, it is possible to build a SAW
filter with 0 dB insertion loss. The optimum fractional
bandwidth is represented by the expression

(
�f
f

)
opt

= 1
Nopt

= 2K
π1/2

(16)

where Nopt is the optimum number of finger pairs and K
is electromechanical coupling coefficient.

The apodized IDT (see Figs. 18–20) in its simplest form
has the problem of increased diffraction loss. This is due
to variations in electrode overlap. When the electrodes
overlap, only a small amount a large nonmetallized area
results. As the SAW passes under the apodized electrodes,
it sees a varying, parasitic acoustic grating. The result
is wavefront distortion and added diffraction losses. An
improved IDT, shown in Fig. 18, corrects this problem
by adding floating electrodes. The floating electrodes
maintain a consistent grating structure.
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Figure 16. Two IDT apodizations and
there corresponding filter characteris-
tics [7].
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Figure 17. Minimum theoretical insertion loss versus frac-
tional bandwidth for different piezoelectric substrates used for
SAW devices.

Figure 18. Improved IDT for transversal filter applications. This
structure uses split-finger IDT to reduce triple-transit echo, and
floating electrodes (gray stripes) to reduce the diffraction effects
of apodized electrodes.
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Figure 19. Typical response of a SAW filter using apodiza-
tion [11].

3.4. Multistrip Couplers

The multistrip coupler (MSC) is a useful structure
for creating unidirectional IDTs and for suppressing
undesirable bulk modes in SAW filters. In this section,
we shall develop a simple understanding of the multistrip
coupler and discuss some of its applications. The multistrip
coupler is a set of parallel metal fingers that are not
electrically connected to each other. To appreciate the
operation of these fingers, we must first consider the
two-dimensional wavefront of the propagating surface
acoustic wave.

3.4.1. Simple Theory. A typical multistrip coupler is
shown in Fig. 21. The device is comprised of two pairs of
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Figure 20. SAW frequency response parameters [7].
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Figure 21. Multistrip directional coupler with IDTs at the input
and output ports [8].

IDTs, labeled A1, A2, and B1, B2. The normal path for SAW
would be from A1 to A2, and from B1 to B2, thus the device
has two acoustic paths or tracks. We shall call these tracks
A and B. The multistrip coupler is formed by the parallel
rows of fingers that cross the device, extending over both
track A and track B. With the addition of the multistrip
coupler, the acoustic path is altered such that if the IDT
A1 is excited, then all the acoustic energy is transferred
to track B and appears at IDT B2. The output at A2 will
be zero if the coupler is properly designed. If only IDT B1

is excited, then the SAW energy is transferred to track
A and appears at IDT A2. At first glance, it might seem
impossible for the mechanical energy of the SAW to be
transferred from one track to another simply by virtue
of the parallel metal fingers. However, it is important
to recognize that the piezoelectric substrate produces an
electric field and thereby voltages on the metal fingers
as the acoustic wave passes under them. This provides
a means of coupling a common electric field between the
two tracks. The electric field, in turn, produces a surface
acoustic wave in the previously unexcited acoustic track.
By using a multitude of parallel fingers, this passively
generated SAW can be made quite strong.

The presence of metal fingers in both of the tracks on
the piezoelectric substrate leads to coupling between the
two tracks. This provides a means for energy transfer for a
long multistrip coupler (MSC). The operation of the MSC
and the coupling effect can be understood by considering
Fig. 22. In this figure the SAW wavefront generated by the
transducer in track A has been separated into symmetric
and antisymmetric parts, labeled s and a, respectively. The
wavefront of the symmetric part extends uniformly over
both tracks and has a magnitude of A/2, where A is the
amplitude of the total SAW wavefront. The antisymmetric
part has the same A/2 magnitude and extends over both
tracks; however, in track B the amplitude is 180◦ out
of phase with respect to the amplitude in track A. The
amplitude in track A has the same phase as the symmetric
component. Without the metal fingers, if the symmetric
and antisymmetric parts are combined, then the SAW
cancels in track B and the full amplitude appears in
track A.

While both the symmetric and antisymmetric parts
propagate under the MSC, we note that there is an
important difference between the two. The symmetric
part of the SAW induces voltages on the fingers that are
the same in both tracks. In contrast, the antisymmetric
part of the SAW induces voltages that are of opposite
phase on either ends of the metal fingers. Because the
couplers are unable to support current flow parallel
to the fingers, the antisymmetric field is essentially
unaffected by the presence of the metal contact. In other
words, the antisymmetric field does not ‘‘see’’ the metal
contacts and propagates with the unstiffened velocity. The
symmetric part of the wave will travel with the stiffened
velocity. Well, actually because of the gaps between
the metal fingers the symmetric and antisymmetric
wavefronts will not be exactly equal to the stiffened and
unstiffened velocities. The purely stiffened and unstiffened
velocities correspond to the completely metallized and bare
substrates respectively.

Using these arguments it can be shown that complete
power transfer from track A to track B can take place for
an MSC of length LT

LT = λ

K2
(17)

where the coupling coefficient K2 ∼ 2�v/v. If d is the MSC
repeat distance, then the number of fingers NT needed for

Input

Output
s a s a

msc

Figure 22. The input and output field distributions of a MSC
separated into a symmetric (s) and antisymmetric (a) modes; the
diagram shows 100% coupling from track A to track B [8].
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a complete transfer is

NT = λ

K2d
(18)

For a length x of the MSC, the power in each of the tracks
is given by

P1 ∼ cos2
(

πx
LT

)
(19a)

P2 ∼ sin2
(

πx
LT

)
(19b)

The following is a brief list of possible applications for
multistrip couplers:

• Coupler
• Bulk wave suppressor
• Coupling between different substrates
• Aperture transformations
• Precise attenuator — phase correction by offset
• Delay-line tap
• Beamwidth compressor
• Magic tee
• Beam redirection
• Reflector
• Unidirectional transducer
• Reflecting track changer
• Echo trap
• Better filter design
• Multiplexing
• Strip coupled amplifier and convolver
• Compressed convolver

Details of the applications can be found in the
literature [7,8].

3.5. SAW Oscillators and Resonators

There are two distinct ways in which a SAW device can be
used as the high-Q resonator circuit in an oscillator. The
first case is shown in Fig. 23, where a SAW delay line is
used in the feedback path around an amplifier. The second
case is a SAW resonator structure, a planar cavity formed
by two grating reflectors, which results in the high-Q
element. The SAW-based oscillator has many advantages
over bulk wave quartz oscillators in the frequency range
beyond 100 MHz up to ∼5 GHz. The operating frequency
of bulk wave devices is based on crystal thickness,
and for these high-frequency applications the required
thickness are too thin to fabricate reliably. This means
that for higher-frequency devices, overtones of the bulk
resonator’s fundamental frequency must be generated,
which, in turn, requires multipliers and associated filters.
The SAW device does not require these multiplier/filter
combinations, thereby providing great advantage in size,
weight, power, and cost.

The delay-line oscillator is a phase shift oscillator that
operates at a frequency of

fn ≈ n
v
L

(20)

where n is an integer. Of course, in order to oscillate, the
amplifier gain must compensate for the delay-line losses,
and the phase shift around the feedback path must be
multiples of 2π . A particular frequency can be selected
by designing some filter properties into the IDTs used to
constitute the delay line.

In SAW resonators, the acoustic wave is trapped in a
planar cavity formed by two acoustic grating reflectors. (In
a conventional bulk wave resonator, the acoustic wave is
confined by the two parallel surfaces of the crystal. The
acoustic impedance mismatch between the air and crystal
form a perfect reflector.) As mentioned in Section 2.1 with
respect to acoustic gratings, the SAW decomposes into
reflected longitudinal and shear waves when incident on
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R2

7

+
−

10 k

C4

5.1 k

5.6 k

VCC

3.3 k 0.1 uF

100 pF

1 nF

Osc output

330 pF

Q2
2N3904

10 pF
Y1

Figure 23. (a) An oscillator using a SAW delay line to produce the required phase shift;
(b) discrete Pierce oscillator using a SAW-based impedance element Y1.
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(b)

(a)

Figure 24. (a) Typical one-port SAW resonator; (b) two-port
SAW resonator.

an abrupt surface discontinuity. The acoustic grating is
made up of a large number of small, periodic surface
perturbations.

The typical schematic for one-port and two-port SAW
resonators is shown in Fig. 24. In a two-port resonator
separate IDTs are used for generation and detection of
the surface waves. The number of reflectors in the grating
strips is typically in the hundreds. The performance of a
resonator can be characterized almost entirely in terms of
its reflectors. The Q factor of the resonant cavity with no
propagation loss can be written as

Q = 2π l
λ(l − |rf |2) (21)

where l is the effective cavity length and | rf | is the
amplitude reflection factor. The energy lost in the reflector
due to mode conversion or absorption reduces the reflection
factor and therefore the Q. The cavity length, l, is the sum
of the separation between the gratings and the penetration
of the SAW into the grating regions. The penetration of the
SAW into the grating regions again depends on the design
of the gratings. Oscillators with a Q of 30,000 have been
reported using SAW resonators, compared to a Q of only
a few thousand for oscillators based on delay lines. Using
resonators, an oscillator can be made with stability and
noise performance as good as in devices made from quartz
overtone crystals, and with higher operating frequencies.
For example, Rayleigh wave resonator oscillators on ST-
cut quartz have a typical noise floor of -176 dBc/Hz with
long-term stability on the order of 1 ppm per year [2]. For
this reason, SAW resonators find use in UHF and VHF
oscillators and wireless filters.

SAW resonators are a building block for filters
operating in the 0.9–5-GHz range.

3.6. Convolvers

The nonlinear interaction of surface acoustic waves in
materials can be used to make convolvers for signal
processing. The nonlinearity of the material can be
produced by either large-amplitude acoustic signals or
by acoustoelectric interactions. Acousto-electric SAW
convolvers can be configured in three different ways:

separate medium, combined medium, and strip-coupled.
What this classifications mean and how each operates will
be discussed in the following section.

Let’s begin with convolvers based on acoustic non-
linearity. The large amplitude acoustic nonlinearity can
be considered the breakdown of Hooke’s law within the
material. One generally uses a piezoelectric substrate
as the nonlinear acoustic material. This has two advan-
tages: (1) piezoelectric nonlinearity is less than elastic
stress–strain nonlinearity and (2) more importantly, the
second harmonic of the strain wave has an associated elec-
tric field that is easy to detect and integrate by measuring
the total voltage across (or current flowing through) the
interaction region.

Convolvers based on acoustic nonlinearity have been
demonstrated at different frequencies. They tend to
have large inherent loss because the nonlinear coupling
coefficient, K, is small. The dynamic range of these
convolvers is also limited by failure of the elastic media.
Higher power levels must be achieved in order for
these devices to work well. Multistrip couplers, acoustic
waveguides, or curved transducers are often used to boost
power levels. Examples of each type of device structure
are shown in Figs. 25–27.

Acoustoelectric phenomena produce a different type
of nonlinearity. This nonlinearity is produced by the
interaction of a SAW-generated piezoelectric field with
the space charge arising from the displacement of free
carriers in a semiconductor. The current density within
the semiconductor is proportional to the product of the
free-carrier density and the piezoelectric field. The carrier

Plate

MSC-multistrip coupler
BWC-beamwidth compressor using MSC

Plate

3 dB
MSC2

3 dB
MSC1

BWC2

BWC2

BWC1

BWC1

Figure 25. Diagram of a convolver using multistrip coupler
compression, acoustic waveguides.

Out

In2In1

Figure 26. Diagram of a convolver using horn waveguide to
increase power density.



2456 SURFACE ACOUSTIC WAVE FILTERS

Focused interdigital
transducers (Au)

∆v /v waveguide metallization and
top-plate electrode (Au)

Figure 27. A convolver using curved transducers and a wave-
guide.

density is itself a function of the applied electric field,
since the carriers are rearranged to produce a space
charge. Thus, the normal component of the electric field
at the semiconductor surface creates a voltage that is
proportional to the square of the field. Two possibilities
exist for creating an acoustoelectric convolver. One
example is to use a piezoelectric semiconductor, such as
GaAs, to generate the SAW — this is known as a combined
medium structure. A second possibility is referred to as
the separate medium structure, where a semiconductor is
placed in close proximity to a piezoelectric substrate such
as lithium niobate (Fig. 28). One can also evaporate the
semiconductor directly over the piezoelectric substrate. A
final variation is to evaporate a piezoelectric film such as
ZnO over the semiconductor substrate.

3.7. Summary of SAW Devices

As late as the early 1980s SAW devices were a scientific
curiosity; now they have matured to the point where
they are routinely used in communication and signal
processing applications. SAW filters can be divided into
five categories:

1. Tapped delay line with fixed taps
2. Tapped delay line with programmable taps

−L /2

−L/2

L /2

L/2

1 ∗ L /2v

1 − L /2v

a /f(t − x /v)g(t ∗ x /v )dx e|2w|
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OutputMetal
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f (t ) e|w|
g(t ) e |w|

Interdigital
transducer

LiNbO3

Metal
contact

Interdigital
transducer

f(r)g(2t − t)dr e |2w|v

Figure 28. Diagram of a convolver made using a separated
medium structure [12].

3. Resonators
4. Convolvers
5. Transform-domain processors

Let’s take a moment to summarize the key feature of
each device category. A tapped delay line with fixed-
weight taps produces a filter with a very steep filter
transition band; that is, when compared to an LC filter, the
SAW delay-line filter produces larger stopband rejection
closer to the corner frequency. A tapped delay line with
programmable taps is used as programmable, matched,
or with some added complexity as Widrow–Hoff LMS
processor. Resonators can be used in oscillator circuits or
cascaded to build narrow passband filters. A convolver
is a three-terminal device, which utilizes its nonlinear
response to perform programmable convolution of signals.
Finally, transform-domain processors are subsystems
used in real-time signal processing. For example, a real-
time Fourier transform processor can be created using a
SAW chirp filter.

4. SAW FILTER DESIGN

4.1. Finite-Impulse-Response Filters

In the previous section, we introduced the notion of a finite-
impulse-response (FIR) filter based on apodized IDTs.
In reviewing the loss mechanism in delay line devices,
improvements were made to the basic IDT to arrive at
the structure shown at Fig. 18. A high-performance IDT
uses split electrodes and floating electrodes to compensate
for nonideal behavior. There are, in addition to insertion
loss and fractional bandwidth, other parameters that
one is concerned with in FIR filter design. These other
parameters are listed in the table in Fig. 19, along with
typical values achieved using SAW filters. The overall
design parameters from the table in Fig. 19 for a filter are
shown in Fig. 20 [7]. These include insertion loss, pass
bandwidth, rejection bandwidth, transition bandwidth,
fractional, bandwidth, rejection, shape factor, amplitude
ripple, phase ripple, and group delay. Here again, the
overall design of a filter becomes quite complicated and
beyond the scope of this short article. We do wish, however,
to highlight the performance that one can achieve by using
SAW for FIR filters. One such high-performance filter is
shown in the top trace in Fig. 19. The overall rejection
of roughly 90 dB demonstrates the advantages of SAW
devices over conventional LC technology.

4.2. SAW Resonator Filters

For many designs operating beyond 100 MHz, filters
based on SAW resonators have been more advantageous.
Indeed, for operating frequencies beyond 1 GHz, resonator
structures have proved to be the best path for SAW
designers. These designs provide low insertion loss,
flat passband, steep transition, and excellent close-in
rejection. Filters operating at 2 and 5 GHz based on LSAW
impedance elements have been demonstrated [15]. The
resonator structures for these filters have been etched
into lithium tantalate substrates using electron-beam
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Figure 29. General filter form for a Cauer-type ladder [14].

lithography. Feature sizes on the order of 200 nm are
necessary to create 5-GHz acoustic gratings. The SAW
impedance elements are designed into ladder networks,
as would be used for conventional LC filter design. Let’s
review ladder networks.

The general Cauer form of a ladder network is shown
in Fig. 29 [14]. The ladder is composed of series and shunt
impedances Z1 through Zn. The process of synthesizing a
filter response involves partial fraction expansion of the
desired transfer function. Each term in the expanding
transfer function corresponds to the impedance at each
ladder rung. In practice, predetermined filter prototypes
are used to create ladder filters. These prototypes include
the maximally flat Butterworth, the equiripple Chebyshev,
and the linear phase Bessel filter responses. The designer
can look up the required filter coefficients (L and C values)
for the type and order of the filter. Once a lowpass
prototype design is established, the filter can be translated
to the bandpass of interest by replacing the Ls and Cs
with LC combinations. As shown if Fig. 30, standard
equations are available to scale a design to the desired
operating point.

The equivalent circuit model for a periodic SAW grating
shown in Fig. 33 shows how it, too, forms a ladder network.
All the SAW ladder elements, Z1, Z2, Z1m, Z2m, are
functions of the electrode width, spacing, and acoustic
velocity. With the aid of CAD, one can use the relations
shown in Fig. 33 to synthesize impedances. Each SAW
resonator can, in turn, be generalized to create a ladder
network as shown in Fig. 31. The SAW impedance element
filters (IEFs) are combined into ladder networks. The
results are summarized in the literature [15,17].

A high-performance 900-MHz filter design, based on
LSAW resonators, is shown in Fig. 32. The design is based
on a two-port SAW resonator structure on 36◦ LiTaO3.
Two outer IDTs drive an interior and two exterior grating
structures. The entire resonator is then duplicated in an
image connection design technique [17] (Note how the
filter image has horizontal and vertical symmetry). The

(a)

Cp

Ls 21 (b)

Lpbp

Lsbp

Cpbp

Csbp

2
21

1

Figure 30. Designing ladder networks is often performed by first
synthesizing a lowpass filter using LC pair (a), and then scaling
the response using a bandpass transformation (b) [14].

IEF2 IEF4 IEFn

IEF3 IEFn−1IEF1

Figure 31. Ladder network composed of SAW impedance ele-
ment filters (IEF), for synthesizing filters in the gigahertz
range [15].

Figure 32. Low-loss, sharp-cutoff 900-MHz ISM band SAW
filter design [17]. Filter structure utilizes image connection
design technique, combined with resonator structures to produce
excellent performance. Critical design spacings, A and B,
highlighted in diagram.

design procedure involves: selecting the grating period,
then adjusting the IDT to grating spacings (labeled A and
B in Fig. 32). Each spacing is adjusted to minimize ripple,
and maximize the transition band. The overall frequency
response is the combination of the IDTs by themselves,
and the grating response. So the response of each is
tuned to create the best overall response. The final filter
specifications are 903 MHz center frequency, 5.6 MHz
transition bandwidth, 2 MHz passband, 2.4 dB insertion
loss, 65 dB sidelobe suppression, and a die size of 3 mm2.

Other designs are shown in Figs. 33–35.

4.3. SAW CAD Design

Several computer-aided design tools exist for the develop-
ment of SAW filters. One such example is SAWCAD-PC
available online from the University of Central Florida
(http://www.ucf.edu).

5. SAW FILTER APPLICATIONS IN
TELECOMMUNICATIONS

The following is brief list of telecommunication applica-
tions where SAW filters are often employed:

1. Nyquist filters for digital radio
2. IF filters for mobile and wireless transceivers
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Figure 33. Improved equivalent-circuit model for IDT design that considers secondary effects of
stored energy and bulk waves [17].

Figure 34. General block diagram for a
antenna duplexer in a wireless system. Two
SAW- or LSAW-based filters are used to
allow transmit and receive frequencies to
share a single antenna.
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Figure 35. A simple ladder-type filter structure used for
designed Tx and Rx filters. Each element Zs and Zp is made
from a SAW resonator structure [16].

3. Antenna duplexers
4. Clock recovery circuit for optical fiber communica-

tion
5. Delay lines for path length equalizers
6. RF front-end filters and channelization in mobile

communications

7. Precision fixed frequency and tunable oscillators
8. Resonant filters for automotive keyless entry,

garage door transmitter circuit, and medical alert
transmitter circuit.

9. Pseudonoise (PN)-coded tapped delay line
10. Convolvers and correlators for spread-spectrum

communications
11. Programmable and fixed matched filters.

A partial list of commercially available SAW filters is
shown in Table 1. The table includes applications, center
frequency, bandwidth, and typical insertion loss for each
device. In the following sections, some of these applications
will described in greater detail.

5.1. SAW Antenna Duplexers

An antenna duplexer is an example of the use of
SAW filters in modern wireless applications. A general
diagram of an antenna duplexer system is shown in
Fig. 29. The transmit channel (Tx) outputs signals
from a power amplifier (PA) and conveys them to
the antenna via a transmit filter. The receive channel
(Rx) decodes incoming signals by first processing them
through a receive filter (Rx) and then amplifying with
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Table 1. Commercially Available SAW Filters for Telecommunication

Application

Center
Frequency

(MHz) BW (MHz)
Fractional

BW (%)
Insertion
Loss (dB)

900-MHz cordless phone Tx 909.3 3 0.33 5
900-MHz cordless phone Rx 920 3 0.33 5
AMPS/CDMA Rx 881.5 25 2.84 3.5
AMPS/CDMA Tx 836.5 35 4.18 1.8
CDMA IF 85.38 1.26 1.48 12.00
CDMA IF 130.38 1.23 0.94 7.50
CDMA IF 183.6 1.26 0.69 10.50
CDMA IF 210.38 1.26 0.60 9.00
CDMA IF 220.38 1.26 0.57 8.00
CDMA Base Tcvr Subsys(BTS) 70 9.4 13.43 28.00
CDMA BTS 150 1.18 0.79 25.00
Broadband access 1086 10 0.92 5.00
Broadband access 499.25 1 0.20 9.00
Broadband access 479.75 23 4.79 13.00
Broadband access 333 0.654 0.20 9.00
Cable TV tuner 1220 8 0.66 4.2
DCS 1842.5 75 4.07 3.6

EGSM 942.5 35 3.71 2.6
GSM 947.5 25 2.64 3
GSM 902.5 25 2.77 3
GSM IF 400 0.49 0.12 6.5
GSM BTS 71 0.16 0.23 9
GSM BTS 87 0.4 0.46 7
GSM BTS 170.6 0.3 0.18 9

PCS 1960 60 3.06 2.4
PCS 1880 60 3.19 2

W-CDMA 1960 60 3.06 2.1
W-CDMA IF 190 5.5 2.89 8
W-CDMA IF 380 5 1.32 9

W-LAN 900 25 2.78 6

Satellite IF 160 2.5 1.56 25.1
Satellite IF 160 4 2.50 24.8

GPS 1575.42 50 3.17 1.4

Wireless data 2441.75 83.5 3.42 5
Wireless data 770 17 2.21 7
Wireless data 570 17 2.98 17.2
Wireless data 374 17 4.55 10.5
Wireless data 240 1.3 0.54 11

an LNA. Thus the two channels are multiplexed by
frequency division.

The filters used in these applications require low
insertion loss and large stopband rejection, as well as
small transition band. For these reasons, SAW filters are
excellent candidate devices. Figure 30 shows a general
schematic for a ladder-type filter. The parallel and series
impedances, Zp and Zs, are created using SAW resonator
(Fig. 24) structures. Additional inductance due to bond
wires are also shown as part of the ladder network as
they contribute to the performance at gigahertz-range
operating frequencies.

5.2. Cellular Phone Transceiver Modules

Both analog (e.g., AMPS) and digital (e.g., GSM)
cellular phone technologies employ several SAW filters
and oscillators. As an example, Fig. 36 depicts an

AMPS cellular phone handset. AMPS employs frequency-
division multiple access, transmitting at 824–859 MHz
and receiving at 869–894 MHz. The transceiver system
employs six SAW devices. The antenna duplexer for
the 800-MHz transmit and receive carriers is built from
two SAW filters labeled Rx1 and Tx1. Additional carrier
filtering is provided by SAW Rx2 and Tx2. The IF stage
and VCO and PLL synthesizer also utilize SAW devices.

The SAW devices used in the receiver, Rx1 and Rx2, are
typically of the LSAW resonator type. They are required
to suppress harmonics, reject image frequency noise, and
suppress switching noise from the power supplies and
power amplifiers. The transmit filter, Tx1 and Tx2, is also
typically an LSAW device, especially as it is required to
handle up to 1 W of transmit power. The IF stage SAW
filter is required to be very selective (30-kHz spacing) and
very stable. Therefore this filter is often a waveguide-
coupled resonator built on ST-cut quartz. The VCO and
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Figure 36. Simplified block diagram of AMPS cellular phone handset depicting the use of up to
six SAW devices in a 800-MHz dual heterodyne transceiver circuit [2].

PLL SAW devices are often dual-mode resonator filters
or wideband delay lines. These same filter attributes are
required in digital phone systems as well, the operating
frequencies are simply altered accordingly.

5.3. Nyquist Filters for Digital Radio Link

Digital communication systems require a Nyquist filter
for bandlimiting and to prevent intersymbol interference
(ISI) [24]. The details of Nyquist filters are developed in
the many texts on the subject of digital communications.
Stated briefly, the Nyquist criterion for a zero ISI filter
requires that frequency-domain sum of the entire filter
spectrum be a constant. Or to put it another way, that
the digital pulse spectrum is band-limited. One such
filter that meets this criterion is the raised-cosine (RC)
filter. Digital microwave radios often employ raised cosine
filters in both the transmit and receive sides. In this
way, the received matched filter response is raise-cosine-
squared, which also can be shown to satisfy the Nyquist
criterion. SAW filters are used to implement raised cosine
and similar pulseshaping Nyquist filters for the North
American common microwave carrier bands (4, 6, 8, and
11 GHz) [2].

5.4. Convolvers as Correlators for Spread-Spectrum
Receivers

SAW convolvers are used in spread-spectrum communi-
cation links because of their small size, large processing
gain, and broad bandwidth [2]. Typically a SAW convolver
is implemented at the IF rather than RF stage. Actu-
ally, the convolver is used to perform autocorrelation of
pseudonoise spreading codes. One port of the convolver
(see Figs. 25–28) receives the IF coded sequences, while
the second port receives the time-reversed reference code.
The autocorrelated output is obtained at the third port.
The interaction area, such as the semiconductor strip in a
separated media structure, must be long enough to hold
an entire bit sequence. One of the inputs, most likely

the reference sequence, must be strong enough to gen-
erate the nonlinear action within the SAW substrate, or
separated strip.

SAW convolver operating frequencies include the
900-MHz band, the 2-GHz spread-spectrum band,
and the Japanese license-free spread-spectrum band
below 322 MHz.

5.5. Clock Recovery Circuit for Optical Communications
Link

SAW oscillators and filters are used in clock recovery
circuits for optical communication links. The key advan-
tages of SAW again lie in their small size, stability,
and low jitter performance. SAW filters are used at cen-
ter frequencies that correspond to the ATM/SONET/SDH
clock frequencies. Example operating frequencies include
155.52, 622.08, and 2488.32 MHz. SAW oscillators are
often used in PLL circuits as local oscillator references
and VCO references.

These are some of the applications of SAW devices.
There are others, including Global Positioning System
(GPS) receivers, pagers, and ID tags — almost every
telecommunication application. Additional applications
are available in the literature [4,5,18,19].
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1. INTRODUCTION

The Internet has revolutionized the computer and
communications world like nothing before, which has
changed the lifestyles of human beings by providing at
once a worldwide broadcasting capability, a mechanism for
information dissemination, and a medium for collaboration
and interaction between individuals and their computers
without regard for geographic location. As the importance
of the Internet is overwhelming, the strategies of
constructing the infrastructure are becoming more critical.
The design of the Internet architecture with a suite of
control and management strategies, by which the most
efficient, scalable, and robust deployment can be achieved,
has been a focus of researches in industry and academia
since the late 1980s.

The Internet is a core network, or a wide-area net-
work (WAN), which is usually across countries, or conti-
nents, for the purpose of interconnecting hundreds or even
thousands of small-sized networks, such as metropolitan-
area networks (MANs) and local area networks (LANs).
The small-sized networks are also called access networks,
which upload or download data flows to or from the core
network through a traffic grooming mechanism.

The proposal of constructing networks on fiberoptics
has come up with the progress in the photonic electronics
since the 1960s or so, however, most of which were focused
on the access networks before 1990, such as the fiber
distributed data interface (FDDI) and synchronous optical
network (SONET) ring networks. With the advances in
the optical technologies, most notably dense wavelength-
division-multiplexed (DWDM) transmission, the amount
of raw bandwidth available on fiberoptic links has
increased by several orders of magnitude, in which a
single fiber cut may influence a huge amount of data
traffic in transmission. As a result, the idea of using
optical fibers to build the infrastructure of the Intern
along with survivability issues emerged in the early
1990s. The adoption of a survivable optical Internet is for
the purpose of reducing the network cost and enabling
versatile multimedia applications by a simplification
of administration efforts and a guarantee of service
continuity (or system reliability) during any network
failure.

This article presents the state-of-the-art progress of
the survivable optical Internet, and provides thorough
overviews on a variety of aspects of technologies and
proposals for the protection and restoration mechanisms.
To provide enough background knowledge, the following
subsections describe the evolution of data communication
networks, as well as the definition of survivability as the
introduction of this article.
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1.1. Evolution of Data Communication Networks

Since the late 1980s, router-based cores have been
largely adopted, where traffic engineering (TE) (i.e.,
the manipulation of traffic flow to improve network
performance) was achieved by simply manipulating
routing metrics and link states of interior gateway
protocol (IGP), such as open shortest path first (OSPF)
and intermediate system–intermediate system (IS-IS). As
the increase in Internet traffic of new applications such as
multimedia services, a number of limitations in terms of
bandwidth provisioning and TE manipulation came up:

1. Software-based routers had the potential of becom-
ing traffic bottlenecks under heavy load. Hardware-
based IP switching apparatus (which is defined
below), however, are vendor-specific and expensive.

2. Static metric manipulation was not scalable and
usually took a trial-and-error approach rather than
a scientific solution to an increasingly complex
problem. Even after the addition of TE extensions
with dynamic metrics such as maximum reservable
bandwidth of links to the IGPs, the improvements
remain very limited [1,2].

To overcome the problems of bandwidth limitation
and TE requirements, application-specific integrated
circuit (ASIC)-based switching devices had been developed
since the early 1990s. As prices of such devices were getting
cheaper, IP over asynchronous transfer mode (ATM) was
largely adopted and provided benefits for the Internet
service providers (ISPs) in the aspects of the high-speed
interfaces, deterministic performance, and TE capability
by manipulating permanent virtual circuitry (PVC) in the
ATM core networks.

While the IP over ATM core networks mentioned
above solved the problems in the IP routing cores for
the ISPs, however, the expense paid for the complexity
of the overlay model of the IP over ATM networks
has motivated the development of various multilayer
switching technologies, such as Toshiba’s IP switching [3]
and Cisco’s tag switching [4].

Multiprotocol label switching (MPLS) is the latest step
in the evolution of multilayer switching in the Internet. It
is an Internet Engineering Task Force (IETF) standards-
based approach built on the efforts of the various propri-
etary multilayer switching solutions. MPLS is composed of
two distinct functional components: a control component
and a forwarding component. By completely separating
the control component from the forwarding component,
each component can be independently developed and mod-
ified. The only requirement is that the control component
continues to communicate with the forwarding component
by managing the packet forwarding table. When packets
arrive, the forwarding component searches the forward-
ing table maintained by the control component to make
a routing decision for each packet. Specifically, the for-
warding component examines information contained in
the packet’s header, searches the forwarding table for a
match, and directs the packet from the input interface to
the output interface across the system’s switching fabric.

The forwarding component of MPLS is based on a
label-swapping forwarding algorithm. This is the same
algorithm used to forward data in ATM and frame relay
switches [1,2,5]. An MPLS packet has a 32-bit header
carried in front of the packet to identify a forwarding
equivalence class (FEC) [5]. A label is analogous to a
connection identifier, which encodes information from the
network layer header, and maps traffic to a specific FEC.
An FEC is a set of packets that are forwarded over the same
path through a network even if their ultimate destinations
are different.

1.2. Survivability Issues

A network is considered to be survivable if it can maintain
service continuity to the end users during the occurrence
of any failure by preplanned or real-time mechanisms
of protection and restoration. Network survivability has
become a critical issue as the prevalence of DWDM, by
which a single fiber cut may interrupt huge amount of
bandwidth in transmission. In general, Internet backbone
networks are overbuilt in comparison to the average
traffic volumes, in order to support fluctuations in traffic
levels, and to stay ahead of traffic growth rates. With
the underutilized capacity in networks, the most widely
recognized strategy to perform protection service is to
find protection resources that are physically disjoint (or
diversely routed) from the working paths, over which the
data flow could be switched to the protection paths during
any failure of network elements along the working paths.

This article is organized as follows. Section 2 presents
a framework of interest in this article for performing pro-
tection and restoration services in the optical Internet,
and includes some background knowledge and impor-
tant terminology for the subsequent discussions. Section 3
describes several classic approaches of achieving surviv-
ability with implementation issues. Section 4 investigates
into the strategies newly reported in the literature.
Section 5 summarizes this article.

2. FRAMEWORK FOR ACHIEVING SURVIVABILITY

This section focuses on the framework of protection and
restoration for the optical Internet. Some of the most
important background knowledge and concepts in this
area are presented.

2.1. Background

Although the use of DWDM technology enables a fiber
to accommodate a tremendous amount of data; it may
also risk a serious data loss when a fault occurs (e.g., a
fiber cut or a node failure), which could downgrade the
service to the customers to the worst extent. To improve
the survivability, the ISPs are required to equip the
networks with protection and restoration schemes that can
provide end-to-end guaranteed services to their customers
according to the service-level agreements (SLAs).

Faults can be divided into four categories: path
failure (PF), path degraded (PD), link failure (LF), and
link degraded (LD) [6]. PD and LD are cases of loss of
signal (LoS) in which the quality of the optical flow is
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unacceptable by the terminating nodes of the lightpath.
To cope with this kind of failure, Hahm et al. [7] suggested
that a predetermined end-to-end path that is physically
disjoint from the working path is desired, since a fault
localization cannot be conducted with respect to LoS along
the intermediate optical network elements in an all-optical
network. Because the probability of occurrence of an LoS
fault in the optical networks is reported to be as low as
1 × 10−7 [8], it rarely needs to be considered. Furthermore,
an LoS fault is generally caused by a failed transmitter
or wavelength converter, which could be overcome by
switching the traffic flowing on the impaired channel to
the spare wavelength(s) along the same physical conduit.
Since this article focuses on shared protection schemes
in which protection paths are physically disjoint from
working paths, the protection and restoration of an LoS
fault on a channel is not included in this paper. Gadiraju
and Mouftah [9] have further discussed and analyzed this
topic.

In the PF and LF cases, the continuity of a link or a
path is damaged (e.g., a fiber cut). This kind of failure can
be detected by a loss of light (LoL) detection performed at
each network element so that fault localization [7] can be
easily performed. The restoration mechanisms may have
the protection path traversing the healthy NEs along
the original working path as much as possible while
circumventing from the failed NEs to save the restoration
time and improve network resources. In this article, all
nodes are assumed to be capable of detecting an LoL
fault in the optical layer. Optical detectors residing in the
optical amplifiers at the output ports of a node monitor the
power levels in all outgoing fibers. An alarm mechanism
is performed at the underlying optical layer to inform
the upper control layer of a failure once a power-level
abnormality is detected.

In this article, protection and restoration schemes
are discussed and evaluated with the following criteria:
scalability, dynamicity, class of service, capacity efficiency,
and restoration speed. The scalability of a scheme is
important in a sense that networks are required to be
scalable to any expansion in the number of nodes or
edges with the same computing power in the control
center or in each node. The scalability ensures that
the scheme can be applied to large networks in size
and capacity. The dynamicity of a scheme determines
whether the networks can deal with dynamic traffic that
arrives at the networks one after the other without any
prior knowledge, which makes the optimization of spare
capacity a challenge. The networks with class of service
can provide the end users with protection services with
wider spectrum and finer granularity, and are the basis
on which the ISPs charge their customers. The capacity
efficiency is concerned with the cost of networks. To be
capacity-efficient, the schemes should make the most use
of every piece of spare capacity through optimization or
heuristics. Restoration speed describes how fast a failure
can be recovered after its occurrence. However, restoration
speed, capacity efficiency, and dynamicity are tradeoffs in
the design spectrum of network protection and restoration
schemes most of the time.

Protection can be defined as the efforts made before
any failure occurs, including the failure detection and
localization. Restoration, on the other hand, is the
reaction of the protocol and network apparatus toward
the failure, including any signaling mechanisms and
network reconfiguration used to recover from the failure.
A lightpath is defined as a data path in an optical network
that may traverse one or several nodes. A working path (or
primary path) is defined as a lightpath that is selected for
transmitting data during normal operation. A protection
path (or spare path, secondary path) is the path used to
protect a specific segment of working path(s).

Various types of protection and restoration mechanisms
have been reported, and can be categorized as dedicated
and shared protection in terms of whether the spare
capacity can be used by more than one working paths.
The dedicated protection can be either 1 + 1 or 1 : 1. The
1 + 1 protection is characterized by having two disjoint
paths transmitting the data flow simultaneously between
sender and destination nodes, thus an ultrafast restoration
speed is achieved. As a failure occurs, the receiver node
does not have to switch over the traffic flow along the
working path for keeping the service continuity. The 1 : 1
protection, on the other hand, has a dedicated protection
path for the working path without passing data traffic
along the protection path. In other words, the network
resources along the protection path is not configured, and
can be used for the other traffic with a lower priority
during normal operation (this kind of low-priority traffic is
also called ‘‘best-effort’’ traffic). Once a failure occurs, the
best-effort traffic has to yield the right of way, so that the
traffic in the affected working path is switched over to the
corresponding protection path.

The shared protection has versatile types of design
originality, which can be categorized as path-based, link-
based, and short leap shared protection (SLSP) according
to the location where fault localization is performed. In the
case of a number of working paths sharing a protection
path, shared protection can be either 1 : N or M : N. In
the 1 : N case, a protection path is shared by N physically
disjoint working paths. In the M : N case, M protection
paths are shared by N working paths. The working
paths sharing the same protection path are required
to be physically disjoint because a protection path can
afford a switchover of a single working path only at
the same moment. This is also called a shared risk link
group (SRLG) constraint, which will be discussed in later
sections.

Opposite to the investigation into the relationship
between paths in the networks, proposals were made to
preplan or preconfigure spare capacity at the network
planning stage according to the working capacity along
each span (or edge). The planning-type schemes are used
in networks with static traffic that is rarely changed
as time goes by, and usually requires a time-consuming
optimization process (e.g., integer linear programming or
some flow theories).

2.2. Shared Risk Link Group (SRLG) Constraint

The shared risk link group (SRLG) [10] is defined as a
group of working lightpaths that run the same risk of
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service interruption by a single failure, which has the
following characteristics:

SRLG(Pm
M,u) =

⋃
M∩Q �=∅

⋃
k∈K

{
Pm

Q,k

}
,

P1 ∈ SRLG(P2) ⇔ P2 ∈ SRLG(P1)

where u and k are wavelength planes (which could be the
same in the case of a multifiber system), and M and Q
are two sets of optical network elements (ONEs) traversed
by the two lightpaths Pm

M,u and Pm
Q,k. The SRLG of the

lightpath Pm
M,u, SRLG (Pm

M,u), is the union of all lightpaths
(which belong to the set of all wavelength planes, K) that
run the same risk of a single failure with Pm

M,u. In other
words, they traverse at least one common ONE.

SRLG is a dynamic link state that needs to be updated
whenever a lightpath is modified (e.g., a teardown or a
buildup). SRLG is hierarchical [10], and is not limited to
physical components (but also protocols, etc). The SRLGs
existing in the network can be derived by the following
pseudocode:

For n = 1 to N do
Derive all lightpaths traversing the nth ONE

and put them into temp;
covered = false;
If temp �= ∅

For l = 1 to N do
If temp ⊃ Sl

Sl ← ∅ //Sl can not be a root element
End if
If temp ⊂ Sl and Sl �= ∅

covered = true; // the nth ONE is not a root element
Break;

End if
End for
If covered = false

Sn ← temp
End if

End if
End for

Here, Sl and temp are lightpath sets. Sl represents the
SRLG with all its lightpaths overlapping at the lth ONE. A
root element is where the corresponding SRLG is defined,
in which all the lightpaths traverse through the ONE.
To update the SRLG information on-line, the processing
of the algorithm should be finished before the next event
arrives.

The SRLG constraint is a stipulation on the selection of
protection resources with which a ONE cannot be reserved
for protection by two or more working lightpaths if they
belong to the same SRLG. The purpose of following the
SRLG constraint is to guarantee the 100% survivability for
a single failure occurring to any ONE in the network. When
shared protection is adopted, in the case that a working and
protection paths can be on different wavelength planes,
the SRLG constraint impairs the performance more than
the case where working and protection paths have to be
on the same wavelength plane. It is obvious that the
former situation outperforms the latter because of a more
flexible utilization of wavelength channels; however, the
expense paid for the better performance is that more

tunable transceivers and optical amplifiers are required
in a node. Note that in the latter, the SLRG constraint
exists only if the system is a multifiber system, in which
two or more wavelength channels on the same wavelength
plane could be in the same SRLG. The lightpaths that take
the same wavelength plane may suffer from the SRLG
constraint since they cannot share the same protection
resources (e.g., a wavelength channel) if they belong to the
same SRLG.

As shown in Fig. 1a, working paths P1 and P2 are in the
same SRLG with each other since the two working paths
have a physically overlapped span F–G. To restore P1 and
P2 at the same time once a failure occurred on span F–G,
the number of spare links prepared for P1 and P2 should
be the summation of bandwidth of P1 and P2 along the
spans A–K –H–I–J–D–G. On the other hand, for the two
path segments P1 (S–E–F) and P2 (A–B–F–G) in which
there is no overlapped span, as shown in Fig. 1b, they are
not in the same SRLG. The spare capacity along the spans
A–K –H–I–J–D for P1 and P2 can be the maximum of
the two paths.

3. CONVENTIONAL TECHNIQUES

This section introduces some classical techniques for pro-
tection and restoration, which are frameworks proposed
by both industry and academia. The topics included
are SONET self-healing ring, path-based, link-based
shared protection schemes, and short leap shared pro-
tection (SLSP).

The first scheme, SONET self-healing ring, is to set up
a network in a ring architecture, or in a concatenation of
rings, with the facilitation of standard signaling protocols.
SONET self-healing rings are characterized by stringent
recovery time scales from a failure and a recovery service
time of 50 ms. The restoration process performed within
the recovery time includes detection, switching time,
ring propagation delays, and resynchronization, which
are derived from a frame synchronization at the lowest
frame speed, (DS1, 1.5 Mb/ps) [8]. On the other hand,
the expense paid for the restoration speed is the capacity
efficiency, in which more than 100% (and up to 300%) of
capacity redundancy is required.

The second and third schemes are designed for a
mesh network, which is characterized by high-capacity
efficiency, expensive optical switching components, and
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Figure 1. Since there is an overlapped span F–G for P1 and
P2 in (a), the spare capacity along A–K –H–I–J–D–G has
to be the summation of the two working paths. In (b), since
there is no overlapped span and node, the spare capacity along
A–K –H–I–J–D can be shared by P1 and P2.



SURVIVABLE OPTICAL INTERNET 2465

relatively slow restoration services compared with the
SONET self-healing ring.

3.1. SONET Self-Healing

This subsection introduces the SONET self-healing ring,
which has been an industry standard. The content in this
subsection is adopted mainly from the Internet Draft [11].

Two types of SONET self-healing rings are widely used:
(1) a unidirectional path-switched ring (UPSR), which
consists of two unidirectional counter-propagating fiber
rings, referred to as basic rings; and (2) a two-fiber (or four-
fiber) bidirectional line-switched ring (BLSR/2 or BLSR/4),
which consists of two unidirectional counter-propagating
basic rings as well.

In UPSR, the basic concept is to design for channel level
protection in two-fiber rings. UPSR rings dedicate one fiber
for working time-division multiplexing channels (TDM
time slots) and the other for corresponding protection
channels (counterpropagating directions). The Traffic is
permanently sent along both fibers to exert a 1 + 1
protection. Different rings are connected via bridges. To
satisfy a bidirection connection, all the resources along
working and protection fibers are consumed, as a result,
the throughput is restricted to that of a single fiber.

Clearly, UPSR rings represent simpler designs and
do not require any notification or switchover signaling
mechanisms between ring nodes, namely, receiver nodes
perform channel switchovers. As such, they are resource-
inefficient since they do not reuse fiber capacity (both
spatially, and between working and protection paths).
Moreover, span (i.e., fiber) protection is undefined for
UPSR rings, and such rings are typically most efficient
in access rings where traffic patterns are concentrated
around collector hubs.

As for the BLSR, it is designed to protect at the line
(i.e., fiber) level, and there are two possible variants,
namely two-fiber (BLSR/2) and four-fiber (BLSR/4) rings.
The BLSR/2 concept is designed to overcome the spatial
reuse limitations associated with two-fiber UPSR rings
and provides only path (i.e., line) protection. Specifically,
the BLSR/2 scheme divides the capacity timeslots within
each fiber evenly between working and protection channels
with the same direction (and having working channels
on a given fiber protected by protection channels on the
other fiber). Therefore bidirectional connections between
nodes will now traverse the same intermediate nodes
but on differing fibers. This allows for sharing loads
away from saturated spans and increases the level of
spatial reuse (sharing), a major advantage over two-fiber
UPSR rings. Protection slots for working channels are
preassigned on the basis of a fixed odd/even numbering
scheme, and in case of a fiber cut, all affected time slots
are looped back in the opposite direction of the ring.

This is commonly termed ‘‘loopback’’ line/span protection
and avoids any per-channel processing. However, loopback
protection increases the distance and transmission delay of
the restored channels (nearly doubling pathlengths in the
worst case). More importantly, since BLSR rings perform
line switching at the switching nodes (i.e., adjacent to
the fault), more complex active signaling functionality
is required. Further bandwidth utilization improvements
can also be made here by allowing lower-priority traffic
to traverse on idle protection spans. Four-fiber BLSR
rings extend on the BLSR/2 concepts by providing added
span switching capabilities. In BLSR/4 rings, two fibers
are used for working traffic and two for protection
traffic (counterpropagating pairs, one in each direction).
Again, working traffic can be carried in both directions
(clockwise, counterclockwise), and this minimizes spatial
resource utilization for bi-directional connection setups.
Line protection is used when both working and protection
fibers are cut, looping traffic around the long-side path. If,
however, only the working fiber is cut, less disruptive
switching can be performed at the fiber level. Here,
all failed channels are switched to the corresponding
protection fiber going in the same direction (and lower-
priority channels preempted).

Obviously, the BLSR/4 ring capacity is twice that of
the BLSR/2 ring, and the four-fiber variant can handle
more failures. In addition, it should be noted that both
two- and four-fiber rings provide node failure recovery
for passthrough traffic. Essentially, all channels on all
fibers traversing the failed node are line-switched away
from the failed node. BLSR rings, unlike UPSR rings,
require a protection signaling mechanism. Since protection
channels can be shared, each node must have a global
state, and this requires state signaling over both spans
(directions) of the ring. This is achieved by an automatic
protection switching (APS) protocol, or also commonly
termed SONET APS. This protocol uses a 4-bit node
identifier and hence allows only up to 16 nodes per
ring. Additional bits are designated to identify the type
of function requested (e.g., bidirectional or unidirectional
switching) and the fault condition (i.e., channel state).
Control nodes performing the switchover functions utilize
framepersistency checks to avoid premature actions and
discard any invalid message codes.

3.2. Path-Based Shared Protection

For a path-based shared protection, as shown in Fig. 2, the
first hop node [6] of the working path w1 computes the
protection path p1, which has to be diversely routed from
the working path according to the SRLG information.
If a fault occurs on the working path, whether it is an
LoL or an LoS, the terminating node (N1) in its control
plane realizes the fault and sends a notification indicator

Working path 1(w1)

Protection path (p1)

Working path 2(w2) Figure 2. Ordinary path-based 1 : N pro-
tection.
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signal (NIS) [6] to the first hop node of the path to activate
a switchover. Then, the first hop node immediately sends
a wakeup packet to activate the configuration of the nodes
along the protection path and then switch over the whole
traffic on the working path to the protection path.

One of the most important merits of the path-
based protection scheme is that it handles LoS and
LoL in a single move with relatively lower expense
of network resources that need to be reserved. In
addition, restoration becomes simpler in terms of signaling
algorithm complexity since only the terminating node of
the path needs to respond to the fault. On the other
hand, it incurs the following difficulties and problems:
(1) the complexity of calculation for the diverse protection
route grows fast with the increasing number of nodes in
the domain, and (2) the protection resources cannot be
shared by any other working path that violates the SRLG
constraint with the protected working path. For example,
in Fig. 2, p1, the protection path for w1, cannot share any
of its resources to protect w2 because w2 shares the same
link group with w1 only in 1 out of the 17 links.

3.3. Link-Based Shared Protection

Link-based protection was originally devised for the
networks with a ring-based architecture such as SONET,
in which the effects of network planning play an important
role in performance. The scalability and reconfigurability
have been criticized [12,13] in that a global reconstruction
may be realized as a result of a small localized change,
which limits the network’s scale. The migration of link-
based protection from ring-based networks to mesh
networks needs more network planning efforts and
heuristics, which has been explored intensely [14–16].
In general, the link-based protection in mesh networks
is defined as a protection mechanism that performs a
fault localization during the occurrence of a failure, and
restores the interrupted services by circumventing the
traffic from a failed link or node at the upstream neighbor
node and merging back to the original working path at the
downstream neighbor node. In other words, to protect both
the downstream neighbor link failure and node failure, two
merge nodes have to be arranged for every node along a
working path: one for the upstream neighbor link and one
for the upstream neighbor node. As shown in Fig. 3, node

S A
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B E

w1

w2

D

Protection links for w2

Protection links for w1

Figure 3. Link-based protection in a mesh WDM network. The
node localizing an upstream fault behaves as a PML path merge
LSR (label switch router) (PML) [6], which only needs to notify its
upstream neighbor that behaves as a path switch LSR (PSL) [6]
before traffic can be switched over to the protection links. The
time for transmitting NIS is totally saved in this local restoration
mechanism.

A has B and E as merge nodes for w1 and has B and C as
merge nodes for w2.

With the associated signaling mechanisms, link-based
protection provides a faster restoration due to the fault
localization and a better throughput due, in turn, to
the relaxation of the SRLG constraint. However, the
large amount of protection resources consumed by this
scheme may impair the performance and leave room for
improvement. Because of its design for the ring-based
architecture and its goal for protecting links between
nodes, an end-to-end protection service is hard to perform
by a pure link-based protection. In addition, it is debatable
whether the downstream neighbor node and link are
required to have separate protection circles. In Section 3.4,
a new definition of link-based protection for achieving an
end-to-end protection service in mesh networks will be
introduced.

3.4. Short Leap Shared Protection (SLSP)

SLSP [18,19] is an end-to-end service-guaranteed shared
protection scheme, which is an enhancement of the link-
and path-based shared protection, for providing finer
service granularities and more network throughput. The
main idea of SLSP is to subdivide a working path into
several fixed-size and overlapped segments, each of which
is assigned by the first hop node a protection domain ID
(PDID) after the working path is selected, as shown in
Fig. 4. The diameter of a protection domain (or P domain)
is defined as the hop count of the shortest path between
the PSL and PML in the P domain. The definition of SLSP
generalizes the shared protection schemes, in which the
link- and path-based shared protection can be categorized
as two extreme cases of SLSP with domain diameters of
2 and H, respectively, where H is the hop count of the
working path.

The protection path can be calculated for each P domain
either by the first hop node alone, or distributed to the PSL
in each P domain, depending on how the SRLG information
is configured in each node and how heavy a workload the
first hop node can afford at that time. Figure 4 illustrates
how a path under SLSP is configured and recovered when
a fault occurs. Node A is the first hop node, and node N is
the last hop node, which could respectively be the source
node and the destination node of this path. The first P
domain (PDID = 1) starts at node A and ends at node F.
The second P domain (PDID = 2) is from node E to node J,
and the third is from node I to node N. In this case, (A,F),
(E,J), and (I,N) are the corresponding PSL–PML pairs for
each P domain.

Since each P domain is overlapped with its neighboring
P domains by a link and two nodes, a single failure on
any link or node along the path can be handled by at
least one P domain. If a fault occurs on the working path,
the Link Management Protocol (LMP) helps localize the
fault, and the PSL of the P domain in which the fault
is located will be notified to activate a traffic switchover.
For example, a fault on link 4 or node E is localized by
node D. A fault on link 5 or node F is localized by node E.
In the former case, node D sends a notification indicator
signal (NIS) to notify node A that a fault occurred in their
P domains. In the later case, node E is itself a PSL. In each
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Protection domain 1 Protection domain 2 Protection domain 3

A B1 2 3 4 5 6 8 9 10 11 1312 14C D E F G H I KJ L M N

Working path w2

Figure 4. SLSP protection scheme divides
the working path into several overlapped
P domains. Nodes A, E, I are the PSLs, and
nodes F, J, N are the PMLs.

case, the PSL (i.e., A or E) immediately sends a wake-up
packet to activate the configuration of each node along
the corresponding protection path, and then the traffic
can be switched over to the protection path. A tell-and-
go (TAG) [17] strategy can be adopted at this moment so
that the PSL (i.e., node A or E) may switch the traffic to
the protection path before an acknowledgment packet is
received from the PML (i.e., node F or I). At completion
of the switchover, the information associated with this
rearrangement has to be disseminated to all the other
nodes so that the best-effort traffic will not be arranged to
use these resources. Under the single-failure assumption,
it is impossible that more than one working path will
switch their traffic to protection paths at the same time.
However, for the environment where multiple failures are
considered, a working path has to possess two or more sets
of partially or totally disjoint protection paths to prevent
the possibility that its protection resources are busy while
it needs them. When the fault on the working path is fixed
and a switchback to the original working path is required,
a notification for releasing the protection resources has to
be sent by the PSL to the first hop node right after the
traffic is switched. With this, the protection resources can
be reported as ‘‘free’’ again to all the other nodes at the
next OSPF dissemination.

To implement the protection information dissemina-
tion, the association of the protection resources in each
P domain with corresponding working path segments
(PDID) has to be included in its forwarding adjacency. The
other working paths must know this association before
they can reserve any piece of protection resources for a
protection purpose. An example is shown in Fig. 4, where
w1 and w2 possess the same SRLG on link 8. However, w2
can share all the protection resources of w1 except those in
the second P domain (PDID2). In addition, the signaling
protocol, such as the resource reservation protocol (RSVP)
or label distribution protocol (LDP), needs further exten-
sions for the ‘‘path message’’ and ‘‘label request message’’
to carry object to assign PSLs and PMLs in the SLSP
paradigm.

The advantages of the SLSP framework over the
ordinary path protection schemes are as follows:

1. The complexity of calculating a diverse route under
the constraint of whole domain’s SRLG information
can be segmented and largely diminished to several
P domains, in which the provisioning latency for
dynamic path selection can be reduced.

2. Both the notification and the wakeup message may
be performed only within a P domain; therefore, the
restoration time is reduced according to the size of
the P domain.

3. The protection service can be guaranteed more
readily since the average/longest restoration time
does not vary with the length of the whole path;
instead, the average or largest size of the P domains
will be the dominant factor, which can be an item
with which the service providers bill their customers.

4. The computation complexity of protection paths is
simplified by the segmentation of working paths.
Section 4 introduces signaling issues in which
the distributed allocation scheme can reduce the
computation efforts of the first hop node that is
usually a heavy-loaded border router.

5. The SRLG constraint is relaxed. SLSP divides a
working lightpath into several segments, which
results in two effects: an increase in the number of
SRLGs in the network and a decrease in the size (or
the number of lightpaths) of SRLGs. The former has
little influence on the network performance while the
later can improve the relaxation of SRLG constraint.

An example of advantage 5 (above) is illustrated in Fig. 5.
In Fig. 5a, the two working lightpaths (A, G, H, I, F) and
(A, G, J, K, L, M) are in the same SRLG if a path-based pro-
tection scheme is adopted, so that they cannot share any
protection resources. On the other hand, with the adoption
of SLSP, as shown in Fig. 5b, the same protection resources
(G, R, S, T) can be shared by both of the working paths due
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Figure 5. (a) Path-based protection; (b) SLSP
with diameters of 2 and 3.



2468 SURVIVABLE OPTICAL INTERNET

to the segmentation into two P domains. Note that the two
lightpaths in Fig. 5 are in the same wavelength plane so
that they are stipulated by the SRLG constraint.

Compared with the pure link protection approach,
SLSP provides adaptability in compromising restoration
time and protection resources required, with which the
class of service can be achieved with more granularity.
The Isps can put proper constraints on the path selection
according to the service-level agreement with each of
their customers. The constraining parameters for the
selection of the protection path can be those related to
the restoration time along the working path, such as the
diameter of each P domain and the physical distance
between each PSL–PML pair.

4. SPARE CAPACITY ALLOCATION

This section introduces the protection and restoration
schemes, which are based on the efforts of optimization
on the spare capacity allocation performed either at the
network planning stage, or during the time interval
between two network events (i.e., a connection setup or
teardown) if each connection request arrives one after the
other with a specific holding time. Since the optimization
needs to know all the working paths in the network, it
has to be processed in a static manner. In other words,
any network changes, including a change of traffic, or
an extension to the topology, or a change of network
administrative policies and routing constraint, will require
the optimization to be performed again. The static
restoration schemes that will be presented in this section
are ring cover/node cover [14,15], preconfigured cycle
(or p-cycle) [20–22], protection cycle [23–25], survivable
routing [26,27,29], and static SLSP [30].

4.1. Ring Cover/Node Cover

Algorithms were developed to cover all the link/node with
least spare capacity in a shape of cycle, tree, or a mixture
of both, which have been proved to be NP-hard. Once a
fault occurs on any edge or node, a restoration process can
be activated to switch over the traffic along the impaired
edge onto the spare route. Since every edge/node is covered
by the preplanned spare resource, a fault can be recovered
any time and anywhere in the network [14,15].

The fatal drawback of ring/node cover is that the spare
capacity along an edge has to be the maximum capacity
of all edges in the network, so that all the possible failure
events can be dealt with. This characteristic of ring/node
cover has motivated the development of more capacity-
efficient schemes based on the similar design originality.

Preconfigured cycle (or p-cycle) is one of the successful
proposals as far as we can see, and will be presented in
the next paragraphs.

4.2. Preconfigured Cycle

The preconfigured cycle (or p-cycle) is one of the most suc-
cessful and well-developed strategies for performing spare
capacity management at the network planning stage,
which is an extension of ring cover. The structure of spare
capacity deployed into networks is in a shape of a ring,
which is where the ‘‘cycle’’ comes from. Different from ring
cover, p-cycle addresses networks in which working and
spare capacity can vary from link to link, so as to reduce
the waste of segmentation of capacity by a ring-based
architecture [20–22]. The spare capacity along each ring
(or a ‘‘pattern’’ in the terminology of p-cycle) is preconfig-
ured instead of being only preplanned, which means that
the best-effort traffic can hardly utilize these resources.
With knowledge of all the working capacity in networks,
p-cycle formulates the optimization of the summation of
spare capacity in each span into an integer linear pro-
gramming (ILP) problem, in which different patterns are
chosen from the prepared candidate cycles. The result of
the optimization is the number of copies for each different
cycle pattern, which can be 0 or any positive integer.

Inevitably, the deployment of ring-shaped patterns into
mesh networks may result in excess spare links due
to a uniform capacity along a ring. On the other hand,
since p-cycle provides restoration only for the on-cycle and
straddling failure, as shown in Fig. 6, intercycle resource
sharing is not supported. This above observation motivates
us to solve this problem from another point of view; more
mesh-based characteristics are taken into account along
the design spectrum, which has two ends on the pure
ring-based and pure mesh-based design originality.

Because the p-cycle does not allow intercycle sharing,
the relationship between working paths is not considered.
The optimization problem is formulated as follows [20]:

Target:
Minimize

S∑
j=1

cj · sj

Subject to the following constraints:

sj =
Np∑
i=1

(xi,j) · ni

Np∑
i=1

(yi, j) · ni = wj + rj,

X
X

X

(a) (b) (c) (d)

Figure 6. (a) A pattern of p-cycle in the network. (b) An on-cycle failure is restored by using the
rest of the pattern. (c, d) a straddling failure can be restored by either side of the pattern.
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where j = 1, 2, . . . , S, and

xi,j =
{1 span j has a link on pattern i

0 otherwise

yi,j =



0 both nodes of span j not on pattern i
1 span j is on-cycle with the pattern i
2 span j is straddling with the pattern i

For each of the parameters, nj — number of copies of the
pattern i; wj, sj — number of working and spare links on
span j; rj — spare links excess of those required for span j.

The process of solving the ILP for p-cycle is notori-
ous with its NP completeness and a long computation
latency, which can prevent the scheme from being used in
networks with larger size or with a dynamic traffic pat-
tern. Therefore, the dynamicity is traded for the optimized
capacity efficiency and the swift restoration. Heuristics
was provided to improve the computation complexity [22],
in which different cost functions were adopted to address
either capacity efficiency, traffic capture efficiency, or a
mixture of both, at the expense of performance. After a
ring is allocated, the covered working links are never con-
sidered in the subsequent iterations. The iteration ends
when all the working links are covered. In considering
both intracycle and intercycle protection, the cost function
developed takes both capacity efficiency ηcapacity and traffic
capture efficiency ηcapture into account.

4.3. Protection Cycles

Another important proposal for ring-based protection
is protection cycles, which is inherent from node and
ring cover, and is intended to overcome their draw-
backs [23–25]. Algorithms were developed to cover each
link with double cycles for both planar and nonplanar
networks, so that automatic protection switching (APS)
can be performed in an optical network with arbitrary
mesh topologies. Protection cycles also suffer from the
problem of scalability and requiring a global reconfigura-
tion in response to a local network variation. In addition,
the granularity of infrastructure is limited to four-fiber
instead of two-fiber in case a wavelength partition is not
considered. As a result, the system flexibility is reduced
in the implementation of networks with smaller service
granularity, such as middle-sized or metropolitan-area
networks.

4.4. Survivable Routing

Survivable routing is defined as an approach to derive a
better backup path by using the shortest path algorithm
with a well-designed cost function and link metrics. Two
types of survivable routing schemes are introduced in this
section; (1) successive survivable routing (SSR) [26] and
asymmetrically weighted survivable routing (AWSR).

In SSR, each traffic flow routes its working path first,
then its backup path in the source node next so that the
difference in importance between primary and secondary
paths can be emphasized. This sequential derivation of the
working and secondary paths is where the ‘‘successive’’
comes from. With SSR, protection paths are optimized
according to each working path in the network instead
of the working bandwidth along each edge, in order to

facilitate the intercycle sharing of spare resource and
to improve the capacity efficiency. For dealing with the
relationship between working paths, the SRLG constraint
has to be considered and included into the optimization
process. Therefore, the optimization process can only be
formulated into an integer programming (IP) problem with
longer computation time consumed instead of an Integer
Linear Programming problem, since the derivation of the
SRLG relationship in networks can only be through a
nonlinear operation.

In AWSR, on the other hand, working and protection
paths are derived at the same stage with a weighting
on the cost of a working path, namely, a cost function
α · C + CP, where C and CP are costs of the working
path and its corresponding protection path, respectively;
and the parameter α is a weighting on the working
path. The meaning of using the weighting parameter α

is to distinguish the importance between the resources
utilized by the working and protection paths, in which
the derivation of the two paths is based on the same
link metrics. A special case of α = 1 can be solved by
the SUURBALLE’s algorithm [28] within a polynomial
computation time. In case a dedicated protection (e.g.,
1 + 1) is adopted, the best value of α could be as small as
unity, since there is no difference to the consumption
of network resources between a working path and a
protection path. On the other hand, for a shared protection
scheme (e.g., 1 : N or M : N), the best value of α could
be set large since the protection resources are shared by
several working paths (or, in other words, the protection
paths are less important than the working paths by α

times).
In addition to the SUURBALLE’s algorithm, the node-

disjoint diverse routing problem can be solved intuitively
by the two-step algorithm [28], which first finds the
shortest path, and then finds the shortest path in the
same graph with the edges and nodes of the first path
being erased. Although this method is straightforward
and simple, it may fail to find any disjoint path pair
after erasing the first path that isolates the source node
from the destination node in the network. Besides, in
some cases the algorithm cannot find the optimal path
pair if there is another better disjoint path pair in which
the working path is not the shortest one. To avoid these
drawbacks, an enhancement for the two-step algorithm
is necessary. The authors of Ref. 27 have conducted a
study in which not only the shortest path is examined but
also the loopless k shortest paths, where k = 1, 2, . . . , K.
The approach proposed in that paper [27] can also deal
with the situation in which the working and protection
paths are required to take different (or heterogeneous) link
metrics, in order to further distinguish the characteristics
of the two paths. On the other hand, another study [29]
focused on the optimization or approximate optimization
for the derivation of working and protection path pairs
with uniform link metrics.

4.5. Static SLSP (S-SLSP)

S-SLSP is aimed at the task of an efficient spare
capacity reallocation, which takes the scalability (or
computation complexity) and network dynamicity into
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consideration [30]. In terms of resources sharing and
capacity efficiency, the fundamental difference between
S-SLSP and p-cycle or any other ring-based spare capacity
allocation schemes is that the former investigates the
relationship between lightpaths, so that all types of
resource sharing are supported, which is potentially more
capacity-efficient. As mentioned in Section 3.4, P domains
are allocated in a cascaded manner along a working path,
which facilitates not only link, but also node protection,
so that an all-aspect restoration service can be provided.
Because spare resources are preplanned instead of being
preconfigured, better throughput can be achieved by
launching best-effort traffic onto the spare capacity in
normal operation.

There are two phases for the implementation of the
S-SLSP algorithm:

1. Prepare all the cycles in the network up to a
limited size.

2. Optimize the deployment of each cycle according to
the existing working traffic in the network.

In step 1, the cycle listing algorithm can be seen in
Grover et al. [22] and Mateti and Deo [31]. Step 2 can
be simply formulated as an integer programming (IP)
problem shown as follows.

Objective:
Minimizing

δ ·
S∑

j=0

cj · sj

subject to the constraints

sj = max
i

{xi,j · nsi} + SRj

wj =
Np∑
i=1

(xi,j) · nwi

ni = nwi + nsi

Wj ≥ wj + sj

where cj and sj are the cost and the spare capacity on the
span j, respectively, and S is the number of spans in the
network; ni is the number of copies for the P domain i; SRj

is the extra spare links needed on span j for meeting the
SRLG constraint; nsi and nwi are the numbers of spare
and working links on span i; and Wi is the number of
links on span i. The binary parameter xi,j is 1 if the span
j has a link on domain i, and 0 otherwise. The binary
parameter δ is 1 if the plan meets the requirement of
SLSP, 0 otherwise.

Although the formulation above is feasible, the brutal-
attack-type optimization by examining the combinations
of all cycles for each working path may yield terribly high
computation complexity. S-SLSP reduces the computation
complexity by interleaving the optimization process
into several sequential sub-processes, in which an
improvement from O(2N) to O(m · 2n) can be made, where
N = n · m is the number of candidate P domains for all

working paths, m is the number of interleaved processes,
and n is the number of candidate P domains in each
subset of working paths. In other words, several subsets of
working paths are optimized one after the other. It can be
easily seen that the larger the number of working paths in
a subset, the closer is the optimality that can be achieved,
but at an expense of computation time.

Grouping of the existing working paths into several
subsets is implemented according to the following two
principles: (1) The working paths in a subset should be
overlapped with each other as much as possible and
(2) Since the candidate cycles can be up to a limited size
according to the SLA of each working path, working paths
with a similar requirement of restoration time are also
grouped into the same subset. Working paths in a sub-
set are processed with the integer programming solver
together to determine the corresponding spare capacity.
A framework of optimization on the performance can be
developed with the size of each subset of working paths
varied. Since every network event (i.e., a connection setup
or teardown) will change the network capacity distribu-
tion, the spare capacity reallocation has to restart to follow
the new link state. Therefore, a ‘‘successful’’ reallocation
process is completed before the next network event arrives.
Note that the computation time is exponentially increased
with the volume of each subset. Since the increase in com-
putation time will decrease the chance of completing the
Integer programming task, as a consequence, the perfor-
mance is impaired. On the other hand, the increase of
the volume of each subset of working paths can improve
the quality of optimization. Because of the two abovemen-
tional criteria, an optimized number of working paths in a
subset can be derived to yield the best performance.

5. SUMMARY

The optical internet has changed the lifestyle of human
beings by providing various applications, such as e-
commerce, e-conferencing, Internet TV, Internet phone,
and video on demand (VoD). This article introduced
the survivable optical internet from several aspects,
which includes a number of selected proposals and
implementations for performing protection and restoration
mechanisms in order to deal with single failure in network
components.

This article first described the evolution of data
networks and the importance of survivability, then some
background knowledge and terminology were presented.
Sections 3 and 4 described the latest progress in the
protection and restoration strategies proposed by both
industry and academia, which includes a comparison
between all the approaches mentioned in terms of
scalability, dynamicity, class of service, capacity efficiency,
and restoration speed. Table 1 lists the results of the
discussion, and compares the strategies mentioned in this
article.
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Table 1. Protection versus Restoration Strategies

Scalability Dynamicity
Class of
Service

Capacity
Efficiency

Restoration
Speed

Ring/node cover Low Low Low Low Low

p-cycle Low Low Low High Highb

Protection cycles Low Low N/Aa Low Higha

Successive Survivable Medium High Low Medium Medium

Routing (SSR)

Asymmetrically Weighted
Survivable

Medium High Low Medium Medium

Routing (AWSR)

Static-SLSP Highc Highc Highc Medium Medium

aProtection Cycles is a pure link-based protection, in which every link has a dedicated protection cycle.
bThe p-cycle has the highest restoration speed because of its preconfigured spare resources instead of being
only preplanned.
cS-SLSP divides a working path into several protection domains, and support dynamic allocation of working
protection path pairs, which can achieve scalability, dynamicity, and class of service.
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The word synchronization (often abbreviated sync) refers
to signal processing functions accomplished in digital
communication receivers to achieve correct alignment of
the incoming waveform with certain locally generated
references. For instance, in a baseband pulse amplitude
modulation system the signal samples must be taken
with a proper phase so as to minimize the intersymbol
interference. To this purpose the receiver generates clock
ticks indicating the location of the optimum sampling
times. As a second example, in bandpass transmissions
a coherent receiver needs carrier synchronization (or
recovery), which means that the demodulation sinusoid
must be locked in phase and frequency to the incoming
carrier. Clock and carrier recovery are instances of signal
synchronization, which is carried out within the physical
layer of the system. By contrast, network synchronization
is usually performed on digital data streams at the higher
layers of the ISO/OSI stack. This happens for example with
the time alignment of data frames within the format of
the digital stream. As network synchronization is usually
easier to implement, we will concentrate to a larger extent
on signal synchronization, with a short overview of the
former at the end of the article.

Signal synchronization is a crucial issue in digital
communication receivers. The advent of low-cost and high-
power VLSI circuits for digital signal processing (DSP)
has dramatically affected the receiver design rules. At
the moment of writing this article the vast majority
of newly designed transmission equipment is heavily
based on DSP components and techniques.1 For this
reason, we concentrate in the following on DSP-based
synchronization, with just occasional references to analog
methods. After a brief introduction to the general topic
of clock and carrier recovery (Section 1), we consider
synchronization for narrowband signals in Section 2 and
wideband spread-spectrum signals in Section 3. The case
of multicarrier transmission is dealt with in Section 4, and
is followed by a short review of frame synchronization in
Section 5.

1. AN INTRODUCTION TO SIGNAL
SYNCHRONIZATION

The ultimate task of a digital communication receiver
is to produce an accurate replica of the transmitted
data sequence. With Gaussian channels, the received
signal component is completely known except for the data

1 Exceptions are very-high-speed systems for fiberoptic communi-
cations [beyond 1 Gbps (gigabits per second)], wherein the signal
processing functions are implemented with analog components.



SYNCHRONIZATION IN DIGITAL COMMUNICATION SYSTEMS 2473

symbols and a group of variables, denoted synchronization
parameters, which are ultimately related to the signal
time displacement with respect to a local reference in the
receiver. Reliable data detection requires good estimates
of these parameters. Their measurement is referred
to as synchronization and represents a crucial part of
the receiver. The following examples help illustrate the
point.

In baseband synchronous transmission the information
is conveyed by uniformly spaced pulses representing bit
values. The received signal is first passed through a filter
(usually matched to the incoming pulses) and then is
sampled at the symbol rate. To achieve the best detection
performance, the arrival times of the pulses must be
accurately located so that the filtered waveform is sampled
at ‘‘optimum’’ times. A circuit implementing this function
is called timing or clock synchronizer.

As a second example, consider a bandpass commu-
nication system with coherent demodulation. Optimum
detection requires that the received signal be converted to
baseband making use of a local reference with the same
frequency and phase as the incoming carrier. This calls
for accurate frequency and phase measurements, since
phase errors may severely degrade the detection process.
Circuits performing such measurements, as well as appro-
priate corrections to the local carrier, are called carrier
synchronizers.

In the following, we will specifically deal with carrier
and clock synchronization of bandpass-modulated signals.
The function of clock synchronization for (carrierless)
baseband transmission will be seen as a special case
that can be derived from bandpass techniques with minor
modifications only.

From the observations above it is clear that synchro-
nization plays a central role in the design of digital
communication equipment since it greatly affects overall
system performance. Also, synchronization circuits repre-
sent such a large portion of a receiver’s hardware and/or
software that their implementation has a considerable
impact on the overall cost [1,2].

2. SIGNAL SYNCHRONIZATION IN NARROWBAND
TRANSMISSION SYSTEMS

By narrowband we mean signals whose bandwidth around
their carrier frequency is comparable to the information
bit rate. Most popular narrowband-modulated signals
are phase shift keying (PSK), quadrature amplitude
modulation (QAM), and a few nonlinear modulations such
as Gaussian minimum shift keying and the broader class
of continuous-phase modulations (CPM). We will restrict
our attention to PSK and QAM for the sake of simplicity.

2.1. Signal Model and Synchronization Functions

The mathematical model of a modulated signal is

smod(t) = sR(t) cos(2π f0t) − sI(t) sin(2π f0t) (1)

where f0 is the carrier frequency. The quantity s(t) =
sR(t) + jsI(t) is the complex envelope of smod(t) (where

j = √−1), and consists of uniformly spaced pulses

s(t) =
∑

i

cig(t − iT) (2)

where ci is the ith transmitted symbol, T is the signaling
interval, and g(t) is the basic pulseshape. Symbols {ci}
are taken from a constellation of M points in the complex
plane. With M-PSK modulation, ci may be written as
ci = ejαi , where αi ∈ {0, 2π/M, . . . , 2π(M − 1)/M}. With M-
QAM signaling we have ci = ai + jbi, where ai and bi belong
to the set {±1, ±3, . . . ,±(

√
M − 1)}.2

The physical channel corrupts the information-bearing
signal with different impairments such as distortion,
interference, and noise. When the only impairment is
additive noise, the received waveform takes the form

rmod(t) = smod(t − τ ) + wmod(t) (3)

where τ is the propagation delay and wmod(t) is background
noise. For the additive white Gaussian noise (AWGN)
channel, wmod(t) is a Gaussian random process with zero
mean and two-sided power spectral density N0/2. The
signal-to-noise ratio (SNR) is defined as the ratio of the
power of the signal component to the noise power in a
bandwidth equal to the inverse of the signaling interval T
(the so-called Nyquist bandwidth).

As is shown in Fig. 1, the demodulation is performed by
multiplying (downconverting) rmod(t) by two local quadra-
ture references: 2 cos(2π fLOt + ϕ) and −2 sin(2π fLOt + ϕ).
The products are lowpass (LP)-filtered to eliminate the fre-
quency components around fLO + f0. In general, the local
carrier frequency fLO is not exactly equal to f0, and the
difference ν = fLO − f0 is referred to as carrier frequency
offset. Assuming that the filters’ bandwidth is large enough
to pass the signal components undistorted, and collecting
the filter outputs into a single complex-valued waveform
r(t) = rR(t) + jrI(t), after some mathematics it is found that

r(t) = ej(2πνt+θ)
∑

i

cig(t − iT − τ ) + w(t) (4)

2 cos(2pfLOt + j)

−2 sin(2pfLOt + j)

LP
filter

LP
filter

rmod(t )

rR(t )

rI (t )

Figure 1. I/Q signal demodulation.

2 Here, the number of points in the constellation is an even power
of 2. Different constellations with M equal to an odd power of 2 or
with an arbitrary number of points are commonly used as well.
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where θ = −(2π f0τ + ϕ) and w(t) = wR(t) + jwI(t) is the
noise contribution. Inspection of this equation reveals that
the demodulated signal contains the following unknown
parameters: the frequency offset ν, the phase offset θ , and
the timing offset τ . As is now explained, reliable data
detection cannot be achieved without knowledge of these
parameters.

Assume that the frequency offset is much smaller than
the signal bandwidth, as is often the case. Then, passing
r(t) through a filter matched to g(t) produces

x(t) = ej(2πνt+θ)
∑

i

cih(t − iT − τ ) + n(t) (5)

where n(t) is filtered noise and h(t) is the convolution of
g(t) with g(−t). To single out the effects of frequency and
phase errors, we assume for the moment that τ is perfectly
known and that h(t) satisfies the first Nyquist criterion for
the absence of intersymbol interference (ISI):

h(kT) =
{

1 for k = 0
0 for k �= 0

(6)

Then, sampling x(t) at the ideal clock instants tk = kT + τ ,
we get

x[k] = ckej[2πν(kT+τ)+θ ] + n[k] (7)

where n[k] is the noise sample. From (7) it is seen that
the useful component of x[k] is rotated by a time-varying
angle ψ[k] = 2πν(kT + τ ) + θ with respect to its correct
position, and this may have a catastrophic effect on system
performance. For instance, consider a simple binary PSK
signal with ck ∈ {−1,+1}. Regeneration of the digital
datastream is carried out making the decision ĉk = ±1
according to whether �e{x[k]} = ±1. Neglecting the noise
for simplicity, it is easily found that �e{x[k]} = ck cos(ψ[k]),
which means that the receiver makes decision errors
whenever π/2 < |ψ[k]| ≤ π . This condition is certainly met
(sooner or later) in the presence of a frequency offset, but
it may also hold true due to a phase offset even when the
frequency offset is negligible.

Now consider a timing error. In doing so we assume
that frequency and phase offsets have already been
compensated for, and that the receiver has elaborated an
estimate τ̂ of the channel delay (in general, τ̂ �= τ ). Then,
sampling the matched-filter output at the clock instants
t̂k = kT + τ̂ yields

x[k] = ckh(−ε) +
∑
m �=0

ck−mh(mT − ε) + n[k] (8)

where ε = τ − τ̂ is the timing error. Note that, as ε is
usually small compared to the sampling period T, we have
h(−ε) ≈ 1. The first term on the right-hand side (RHS)
of (8) is the useful component, the second is a disturbance
referred to as intersymbol interference (ISI), and the third
is Gaussian noise. Clearly, the ISI tends to ‘‘mask’’ the
useful component and can produce decision errors even in
the absence of noise. For this reason h(t) is usually given
a shape satisfying the first Nyquist criterion. This would
make the ISI vanish if x(t) were sampled exactly at the
nominal clock instants tk = kT + τ (i.e., ε = 0). In practice

Timing
recovery

Matched
filter

Decision
device

Phase
recovery

Freq.
recovery

r(t ) x(t ) x [k ]

tk = kT + t^
^ e −j q^

ck
^

e −j2pvt^

Figure 2. Coherent receiver with sync functions.

some residual ISI is inevitable, but its amount can be
limited by keeping ε small.

To sum up, Fig. 2 illustrates the signal synchronization
functions of a coherent receiver for PSK or QAM signals.
The blocks indicated as frequency, phase, and timing
recovery have the task of providing reliable estimates
ν̂, θ̂ , and τ̂ of the corresponding sync parameters ν, θ ,
and τ , respectively. With such estimates, the receiver
compensates for the sync offsets. To do so, it first multiplies
(downconverts) the received signal by e−j2πν̂t; next it
takes samples at the correct clock instants t̂k = kT + τ̂ ,
and finally it multiplies the signal samples by e−jθ̂ to
cancel out the residual phase offset. It is worth noting
that Fig. 2 has only illustration purposes; indeed, the
real receiver architecture may be somewhat different.
For instance, phase recovery may be accomplished
before matched filtering and without exploiting timing
information. Similarly, timing recovery may be derived
directly from the demodulated waveform r(t), prior to
frequency compensation.

So far our discussion has concentrated on the simple
case of transmission on the AWGN channel, which
is typical of satellite communications. Unfortunately
this simplified scenario does not fit many modern
communication systems, as, for example, mobile cellular
networks or high-speed wireline systems for the access
network. In such systems the channel frequency response
is not flat across the signal bandwidth and the signal
undergoes unpredictable linear distortions. This implies
that, in addition to the sync parameters mentioned above,
the receiver also has to estimate the channel impulse
response (CIR). Indeed, the received signal takes the form

r(t) = ej2πνt
∑

i

cip(t − iT) + w(t) (9)

where p(t), the (complex-valued) CIR to be estimated, may
be modeled as the convolution of three impulse responses:
those of the transmit filter, the physical channel, and
the receive filter. Comparing (9) to (4), it is seen that the
parameters θ and τ are no longer visible as they have been
incorporated into p(t). Thus, CIR estimation has become
an augmented synchronization problem. Although CIR
estimation and synchronization functions tend to overlap
and possibly merge in modern communication equipment,
in the following we stick to synchronization issues only.
The interested reader is referred to articles on estimation
and equalization chapters elsewhere in this encyclopedia.
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A further warning about Fig. 2 is that the diagram
seems to suggest that synchronization is always derived
from the information-bearing signal (self-synchronization).
Actually, the transmitted signal often contains known
sequences periodically inserted into the datastream. They
are referred to as preambles or training sequences and
serve to ease the estimation of the sync parameters.
Notwithstanding, in other cases synchronization is
carried out by exploiting a dedicated channel, the so-
called pilot channel (pilot-aided synchronization). Even
though the method requires extra bandwidth, it is often
adopted whenever channel distortion and multiple access
interference make the detection process critical. This
occurs with third-generation cellular systems (UMTS in
Europe and Japan, and cdma2000 in the Americas) where
both the downlink (from the radio base station to the
mobile phones) and the uplink do employ pilot channels.

2.2. Performance of Synchronization Functions

From the discussion in the previous section it is recognized
that synchronization functions may be split into two
parts: estimation of the sync parameters and compensation
of the corresponding estimated offsets. Strategies to
accomplish these tasks are now pinpointed, and the major
performance indicators are introduced.

The estimation of a sync parameter is accomplished
by operating on the digitized samples of the received
signal. Methods to do so fall into two categories: either
feedforward (open loop) or feedback (closed loop). The
former provide estimates based on the observation of the
received signal over a finite time interval (observation
window), say, 0 ≤ t ≤ T0. At the end of the interval
the estimate is released and is used for compensation
of the relevant offset. Compensation is applied either
back on the stored signal samples within the observation
window (if adequate digital memory is available), or on
the samples of the subsequent window (assuming that the
sync parameters are almost constant from one window to
the next). An attractive feature of feedforward schemes is
that they have short estimation times and, as such, are
particularly suited for burst-mode transmissions where
fast synchronization is mandatory. Feedback schemes, on
the other hand, have much longer estimation times as
they operate in a recursive fashion. For instance, in a
clock recovery circuit the timing estimate is periodically
updated (usually at symbol rate) according to an equation
of the type

τ̂ [k + 1] = τ̂ [k] − γ eτ [k] (10)

where τ̂ [k] is the estimate at the kth step, eτ [k] is an
error signal, and γ is a design parameter (step size). The
error signal eτ [k] is provided by the synchronizer and (to a
first approximation) is proportional to the kth estimation
error τ̂ [k] − τ . Equation (10) is reminiscent of a feedback
control system; since the correction term −γ eτ [k] has a
sign opposite the error τ̂ [k] − τ , the latter is steadily
forced toward zero. Feedback synchronizers are akin to
the analog phase-locked loops (PLLs) used for carrier
acquisition and tracking. Feedforward synchronizers have
no counterparts in analog hardware.

The estimate of a sync parameter λ is a random variable
depending on samples of the received signal. Accordingly,
it is customary to qualify the accuracy of an estimate by
specifying its mean value and mean-square error (MSE).
The estimate λ̂ is said to be unbiased if its mean value
equals the true value λ. The bias is defined as

b(λ̂) = E{λ̂} − λ (11)

where E{·} means statistical expectation. In general we
would like b(λ̂) to be zero since this means that the
estimates would coincide with λ at least ‘‘on average.’’
The MSE of the estimator is given by

MSE(λ̂) = E{(λ̂ − λ)2} (12)

Clearly, the smaller MSE(λ̂) is, the more accurate the
estimate λ̂ is, in that the latter will be ‘‘close’’ to λ with
high probability.

In searching for good estimators, one wonders what is
the ultimate accuracy that can be achieved. An answer
is given by the Cramér–Rao bound (CRB) [3], which
represents a lower limit to the MSE of any unbiased
estimator:

MSE(λ̂) ≥ CRB(λ̂) (13)

Knowledge of the CRB is very useful as it establishes
a benchmark against which the performance of practical
estimators can be compared.

Another fundamental performance parameter of a sync
system is the acquisition time. With feedforward schemes
this is just the time needed to compute the estimate λ̂ and
coincides with the length of the observation window (plus
possibly some extra time to carry out the calculations).
With feedback systems, however, the acquisition time
represents the number of iterations needed to achieve
a steady-state estimation condition. As is intuitively clear
from Ref. 10, the acquisition time depends on the step size
γ . In general, the larger γ is, the quicker the convergence.
However, increasing γ degrades the estimation accuracy
in the steady state. In practice, some tradeoff between
these conflicting requirements must be sought.

A possible drawback of closed-loop schemes is the cycle
slipping phenomenon [4]. Briefly, imagine a steady-state
condition in which λ̂[k] is fluctuating around the true
value λ. Fluctuations are usually small but, occasionally,
they grow large as a consequence of the combined effects of
noise and the random nature of the data symbols. If a large
deviation occurs, it may happen that λ̂[k] is ‘‘attracted’’
toward an equilibrium point other than the initial steady-
state value [1]. When this happens, a synchronization
failure (cycle slip) occurs, and we say that the loop has lost
lock. Cycle slips must be rare events in a well-designed
loop because they reflect the presence of large errors. Their
rate of occurrence is usually measured by the mean time
to lose lock, specifically, the average time between two
consecutive sync loss events.

2.3. Frequency Synchronization

Feedforward frequency synchronizers are typically used
in burst-mode transmissions (as in satellite time-division
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multiple access), with frequency offsets much smaller than
the signaling rate. In these circumstances timing recovery
is performed first and the frequency estimator operates
on symbol rate samples. Most frame formats are endowed
with a preamble that is used to cancel the modulation in
the samples (7) from the matched filter by dividing x[k] by
ck. This Data-Aided (DA) operation produces

z[k] = ej[2πν(kT+τ)+θ ] + n′[k] 0 ≤ k ≤ N − 1 (14)

where n′[k] = n[k]/ck and N is the observation length in
symbol intervals. When no preamble is available, the data
modulation is usually wiped out by processing x[k] through
a nonlinear function. With M-ary PSK, for example, x[k]
is raised to the Mth power. This is called non-data-aided
(NDA) or ‘‘blind’’ processing.

Several algorithms have been devised to estimate ν

from z[k]. An efficient method, proposed by Rife and
Boorstyn (RB) [5], consists of computing the Fourier
transform (FT) of the sequence z[k]

Z(f ) =
N−1∑
k=0

z(k)e−j2π fkT (15)

and taking ν̂ as the value of f where |Z(f )| achieves a
maximum. It turns out that the RB algorithm is unbiased
and attains the Cramér–Rao bound

CRBν = 3
2π2T2N(N2 − 1)

× (SNR)−1(Hz)2
(16)

at intermediate to high signal-to-noise ratios. At low
SNRs, however, the estimates are plagued by occasional
large estimation errors (outliers) and the variance of the
estimator exhibits a threshold effect, typical of nonlinear
estimation schemes. The threshold effect manifests as
an abrupt increase of the estimation MSE as the SNR
decreases below a certain value (the estimator’s threshold).

Although the RB algorithm can be implemented
through efficient fast Fourier transform (FFT) techniques,
its complexity is too high with large data records. Simpler
methods based on linear regression of arg{z[k]} have
been proposed in [6,7]. Their main drawback is that their
threshold may be as high as 7–8 dB, and cannot be lowered
by increasing the observation length (as occurs with the
RB scheme). Other estimators are discussed in [8,9] and
are based on the sample correlation function of z[k]

R[m] = 1
N − m

N−1∑
k=m

z[k]z∗[k − m] 1 ≤ m ≤ Q (17)

where Q is a design parameter. In general, increasing Q
improves the accuracy of the estimates but reduces the
maximum offset that can be estimated (estimation range).
A method to make the estimation range independent of Q
is given elsewhere [10].

The frequency estimators described in other stud-
ies [5–10] were conceived specifically for unmodulated
signals (or for DA operation), but they can also be used
in NDA recovery [11]. The price to pay is an increase
of the threshold with respect to DA operation, especially

with large-signal constellations. This may be a serious
drawback with efficient forward error-correcting codes,
like Turbo codes, where the operating SNR is as low as
1–2 dB.

All of the above frequency synchronizers produce
biased estimates when the transmitted signal undergoes
linear distortion, as happens in wideband transmissions.
The issue of frequency recovery for selective channels
is difficult to deal with. Suffice it to say that, even
theoretically, it is not clear whether unbiased frequency
estimates can be obtained without knowledge of the CIR.
The problem of joint estimating CIR and frequency offset
is addressed in Ref. 12 assuming that a preamble is
available. The resulting scheme performs well but is
complex to implement. A different solution [13] exploits
knowledge of the channel statistics.

A mixed analog/digital feedback frequency synchro-
nizer is sketched in Fig. 3. As is seen, the frequency-
corrected signal r′(t) = r(t)e−jφ(t) is fed to a frequency error
detector (FED) whose purpose is to generate the error
signal eν [k]. The latter gives an indication of the differ-
ence between the current estimate ν̂(k) from the digitally
controlled oscillator (DCO) and the true value ν. Similar
to (10), the error signal is then used in a feedback loop to
update the estimates in a recursive fashion:

ν̂[k + 1] = ν̂[k] − γ eν [k] (18)

The frequency estimate is then used in the DCO to
generate the exponential e−jφ(t) such that

dφ(t)
dt

= 2πν̂[k], kT ≤ t < (k + 1)T (19)

Compared with feedforward schemes, feedback synchro-
nizers typically have larger acquisition times but can track
large slow time-varying frequency offsets. For this reason
they are well suited for continuous-mode transmissions.
Their counterpart in analog hardware is the traditional
automatic frequency control (AFC) loop, commonly used
in radio receivers.

The heart of closed-loop schemes is the FED. The
maximum-likelihood-based FED [14], the quadricorrela-
tor [15] and the dual-filter detector [16], all share the same
kind of loop error signal:

eν [k] =
∫ (k+1)T

kT
�m{y∗(t)z(t)}dt (20)

where y(t) and z(t) are obtained by passing r′(t) through
two suitable lowpass filters, �m{·} means imaginary part

FED

Loop
filterDCO

r(t ) ev [k]

v [k]

r ′(t )

^

e−jf(t )

Figure 3. Feedback frequency recovery.
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of the enclosed quantity, and the asterisk denotes complex
conjugation. In its simplest version, y(t) is just the matched
filter output and z(t) is a replica of y(t) delayed by a symbol
interval, namely, z(t) = y(t − T). The preceding schemes
do exploit neither knowledge of data symbols nor timing
information and can recover frequency offsets as large
as the symbol rate 1/T. Unfortunately, their accuracy
is far from the CRB and their estimates are biased in
the presence of frequency-selective fading. The reason of
the bias is that they take the center of gravity of the
received spectrum as an estimate of the carrier frequency.
With multipath propagation, however, the signal spectrum
is distorted by the channel frequency response, and
its center of gravity is moved off its original position.
A closed-loop frequency synchronizer for transmissions
over multipath channels has been proposed [17]. It gives
unbiased estimates provided that the channel is flat over
the rolloff regions of the received spectrum.

2.4. Phase Synchronization

When using phase-coherent detection the phase offset
must be properly compensated for before data detection
takes place. In a DSP-based receiver, phase recovery
is usually performed after timing correction using the
symbol rate samples x[k] from the matched filter.
Information symbols may be known (training sequence)
or not. Assuming that the frequency offset is zero or has
been perfectly compensated for [i.e., setting ν = 0 in (7)],
we have

x[k] = ejθ ck + n[k] (21)

When the symbols ck are known, a feedforward phase syn-
chronizer yields the maximum-likelihood (ML) estimate of
θ as follows:

θ̂ = arg

{
N−1∑
k=0

c∗
kx[k]

}
− π ≤ θ < π (22)

where N is the observation length in symbol intervals and
arg{·} denotes the argument of the enclosed complex value.
The estimate (22) is unbiased and achieves the CRB

CRBθ = 1
2N

(SNR)−1(rad)2
(23)

When no preamble is available, data modulation can
be removed from x[k] by means of suitable nonlinear
processing. For example, with M-ary PSK, x[k] is raised to
the Mth power to yield the following open-loop NDA phase
estimate:

θ̂ = 1
M

arg

{
N−1∑
k=0

xM[k]

}
− π

M
≤ θ <

π

M
(24)

A variant of this estimator is proposed by Viterbi and
Viterbi (VV) in [18]. The VV algorithm converts x[k]
to polar coordinates x[k] = ρ[k]ejϕ[k] and then replaces
xM[k] in (24) with either ρ2[k]ejMϕ[k] or ejMϕ[k] (depending
on the SNR and the number M of constellation
points). Although this nonlinear processing degrades the

estimation accuracy, the VV algorithm achieves the CRB
at high SNR (i.e., asymptotically).

As indicated in (24) the NDA schemes are forced to
operate on a smaller phase interval than the whole 2π

angle, namely, −π/M ≤ θ < π/M. This implies that they
give estimates that are ambiguous by multiples of 2π/M.
Distinct phase offsets differing by 2π/M are ‘‘mapped’’
onto the same estimated value within the base interval
−π/M ≤ θ < π/M. The ambiguity is usually resolved by
means of a unique word [1] or by differential encoding and
decoding [19].

NDA phase estimators for QAM constellations are
obtained by letting M = 4 in (24) (fourth power estimators)
or in a VV-like algorithm. The estimation accuracy of such
schemes tends to fall short of the CRB (even at high SNRs)
as the number of constellation points increases [20].

The phase recovery algorithms illustrated so far have
all a feedforward structure that makes them suited to
burst-mode transmission. However, feedback loops are
preferred with continuous transmissions for the sake of
simplicity. Probably the most popular feedback scheme is
illustrated in Fig. 4. Here the phase-compensated signal
samples y[k] = x[k]e−jθ̂ [k] and the detected symbols ĉk are
fed to the phase error detector (PED) to generate the error
signal

eθ [k] = �m{y∗[k] · ĉk} (25)

The latter is then passed through an IIR filter which
updates the phase estimate according to

θ̂ [k + 1] = θ̂ [k] − γ eθ [k] (26)

where γ is the step size. Finally, the lookup table produces
the map θ̂[k] → e−jθ̂ [k].

As the PED uses data decisions to build up the error
signal, the loop is said to operate in a decision-directed
(DD) mode. When a preamble is available it may also
operate in a data-aided (DA) ‘‘training mode’’ to ease
initial acquisition. In this case data decisions ĉk in (25)
are replaced by the preamble symbols.

In the presence of an uncompensated residual fre-
quency error the phase estimates θ̂ [k] are biased if the
loop filter is first-order as indicated in (26). To cope with
moderate-frequency errors, second-order loop filters are
adopted [1]. The phase recovery algorithm (25)–(26) is
often referred to as ‘‘digital Costas loop’’ since it resembles

Loop
filter

Look-up
table

PED

Detect.
x[k] y [k]

eq[k]

ck
^

q[k]
^

^

e−jq[k]

Figure 4. Digital Costas loop for phase recovery.
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the analog PLL invented in the 1950s by Costas to track
the chrominance subcarrier of color television signals [21].

The steady-state performance of Costas loops is good
but, as happens with the NDA feedforward estimators,
the estimates are ambiguous by multiples of 2π/M with
M-ary PSK and by multiples of π/4 with QAM modulation.
Again, the ambiguity can be resolved either with unique
words or with differential encoding and decoding.

In the previous discussion we have concentrated on
uncoded transmissions. With trellis-coded modulations
the tracking performance of a conventional Costas loop
may fail as a result of the decision delay inherent
in the detection process. In these circumstances per-
survivor-processing (PSP) techniques [22] are preferable.
In practice, each surviving path in the trellis diagram
generates a phase estimate based on its own tentative
decisions. The estimate is then used to extend that
survivor one step further in the trellis. The issue of phase
recovery with large decoding delays (like those experienced
in Turbo decoding [23]) is still an open problem.

2.5. Timing Synchronization

As with the other sync functions, timing recovery consists
of two distinct operations: (1) estimation of the timing
offset τ (timing estimation) and (2) application of the
estimate to the sampling process (timing compensation).

Two different timing recovery architectures are pos-
sible. Figure 5 shows a feedforward scheme with asyn-
chronous signal sampling. The received signal is passed
through an antialias filter (AAF) and it is then fed to the
A/D converter (represented by the sampler in Fig. 5). The
latter is controlled by a free-running oscillator, having no
reference whatsoever with the clock of the data signal.
The sampling rate 1/Ts is usually higher than the sym-
bol rate by an oversampling factor >2. Timing correction
is achieved by interpolating the samples x[m] = x(mTs)

from the matched filter according to the estimates of τ .
This ‘‘resynthesizes’’ signal samples at the correct tim-
ing instants, which are seldom present in the digitized
stream x[m]. Simple piecewise polynomial interpolators
are described by Erup et al. [24].

The alternative architecture (see Fig. 6) involves
synchronous signal sampling and is particularly useful
with high-data-rate modems where oversampling is too
expensive or not feasible. Here, timing correction is
accomplished through a feedback loop wherein a timing
error detector (TED) drives a numerically controlled
oscillator (NCO). The latter updates the timing estimates

Matched
filter

AAF
Timing

corrector

Timing
estimator

To data
detector

Free running
oscillator

r (t ) x[m]

1/Ts

t̂

Figure 5. Feedforward timing recovery with asynchronous
sampling.
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Figure 6. Feedback timing recovery with synchronous sampling.

according to
τ̂ [k + 1] = τ̂ [k] − γ eτ [k] (27)

where eτ [k] is the TED output and γ is the step size. In so
doing, the NCO produces a sequence of clock pulses that
are synchronous with the data symbol clock.

Feedback timing estimation may be performed jointly
with carrier phase recovery in a DD mode. To this end
the zero-crossing detector [15] or the Muller–Mueller
detector [25] may be employed. The main drawback of
these methods is that spurious locks may occur with
large QAM constellations due to complex interactions
between phase and timing loops. A simpler approach
is to recover timing independently of the carrier phase.
The Gardner detector (GD) [26] and the NDA early–late
detector (ELD) [27] are widely used for timing recovery in
the absence of phase information. They operate with an
oversampling factor of 2 and generate the following error
signals

eGD[k] = �e{(x(kT + τ̂ [k]) − x(kT − T + τ̂ [k − 1]))

× x∗(kT − T/2 + τ̂ [k − 1])} (28)

eELD[k] = �e{(x(kT − T/2 + τ̂ [k − 1]) − x(kT + T/2 + τ̂ [k]))

× x∗(kT + τ̂ [k])} (29)

where x(t) is the output of the matched filter. Note that
both eGD[k] and eELD[k] are insensitive to phase errors,
since any possible phase offset term ejθ on the received
signal vanishes in the product between the samples of
signal x(t) and its own complex conjugate.

Returning to feedforward schemes, the most popular
algorithm in this class is that proposed by Oerder and
Meyr (OM) [28]. It needs an oversampling factor M greater
than 2, and has the form

τ̂ = − T
2π

arg

{
MN−1∑

k=0

|x(kTs)|2e−j2πk/M

}
(30)

where N is the observation length (in symbol intervals).
Simulations indicate that both GD and the OM algorithms
have good performance with raised-cosine-shaped pulses,
provided that the rolloff factor is sufficiently large. The
estimation accuracy becomes poor as the signal bandwidth
decreases.

The above algorithms are tailored for transmissions
over the AWGN channel. With multipath channels the
situation is more complex. For example, the MSE at
the output of a symbol-spaced equalizer is very sensitive
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Figure 7. Coherent CDMA receiver.

to the timing phase and, for a given CIR, an optimal
phase exists that minimizes the bit error rate (BER). The
key point is how this phase can be found and properly
tracked as the channel varies in time. A reasonable
solution is proposed by Godard [29] under some restrictive
assumptions. Timing recovery may be avoided by resorting
to fractionally spaced equalizers whose performance is
insensitive to the sampling phase [30].

2.6. Timing Synchronization in Baseband Transmission

The timing algorithms for bandpass signals described in
Section 2.5 can be used with minor changes for baseband
transmission as well. The GD and ELD are directly
translated to baseband by just interpreting x(t) as a
real-valued signal and consequently by dropping the
complex-conjugate operation. The same is true with the
OM open-loop estimator. It is worth noting that the ELD
in (29) is just the digital counterpart of the popular analog
early–late synchronizer for rectangular data pulses [31].

3. SYNCHRONIZATION FOR SPREAD-SPECTRUM AND
CDMA SIGNALS

3.1. Signal Model and Synchronization Functions

With the term spread-spectrum we address any modulated
signal whose bandwidth around the carrier frequency
is much larger than its information bit rate. The
most popular spread-spectrum format for commercial
applications is direct-sequence spread-spectrum (DS/SS)
wherein spectral spreading is directly obtained through
the use of a high-rate sequence (the code) of binary
values called chips. DS/SS is the basis for code-division
multiple access (CDMA) techniques adopted in mobile
cellular systems such as IS95, cdma2000, and UMTS. In
a CDMA network, each user is assigned a specific code
(or signature sequence). It consists of a pseudorandom
sequence with a repetition period of L chips, and with a
chip rate 1/Tc equal to N times the symbol rate 1/T. The
parameter N is called the spreading factor since the signal
bandwidth is about 1/Tc and is N times larger than the
bandwidth of the modulating signal, 1/T.

Consider the ith user in a CDMA network and call
b(i)

k his/her binary datastream, with index k running at
the symbol rate 1/T. Denoting by �n/N� the integer part
of n/N and by |n|N the remainder of the division, the
baseband equivalent signal transmitted by the ith user
takes the form

s(i)(t) =
∑

�

c(i)
|�|L b(i)

��/N�g(t − lTc) (31)

where g(t) is the chip pulseshape and {c(i)
� ; 0 ≤ � ≤ L − 1}

is the signature sequence (with � ticking at the chip rate).
Figure 7 is a block diagram of a conventional coherent

receiver for user 1. Waveform r(t) is the sum of signals
from all the active users (in number of I). Assuming an
AWGN channel, it takes the form

r(t) = ej(2πν1t+θ1)s(1)(t − τ1) +
I∑

i=2

Aiej(2πνit+θi)s(i)(t − τi) + w(t)

(32)

where w(t) is the noise; νi and θi are carrier frequency and
phase offsets, respectively; while Ai and τi account for the
attenuation and delay experienced by the ith signal. We
say that the CDMA system is synchronous when all signals
share the same chip and symbol framework: τi = τ for
i = 1, 2, . . . , I. This happens for example in the downlink
of a mobile communication network. Otherwise, when the
signals are not bound by synchronicity constraints (as in
the case of the uplink from mobiles to base station), we
speak of asynchronous multiple access.

Returning to Fig. 7, after frequency and phase correc-
tion, the received waveform is fed to the chip matched filter
(CMF) and then is sampled at chip rate. Spectral despread-
ing is performed by multiplying the samples x[�] by a
locally generated replica of the user’s code and, finally, the
resulting sequence is accumulated over a symbol period.

Correct receiver operation requires accurate recovery
of the signal time offset τ1 to ensure that the local code
replica is properly aligned with the signature sequence in
the received signal. This goal is usually achieved in two
steps — a coarse alignment is obtained first and is then
used as a starting point for code tracking.

Assuming perfect carrier recovery and code alignment,
it turns out that the decision variable z(1)[k] at the
accumulator output is given by

z(1)[k] = b(1)

k + η
(1)

MAI[k] + n[k] (33)

where n[k] is the noise contribution while η
(1)

MAI[k],
the multiple-access interference (MAI), accounts for the
presence of the other users. MAI can be reduced
to zero in synchronous CDMA by using orthogonal
code sequences (Walsh–Hadamard). With asynchronous
CDMA, however, orthogonality cannot be enforced even
with Walsh–Hadamard sequences because of the different
time offsets τ1, . . . , τI. In most cases MAI is the major
limiting factor to achieve accurate synchronization and
reliable data detection in CDMA systems. Approximating
MAI as Gaussian noise, the last two terms on the RHS of
(33) can be lumped together to give

z(1)[k] = b(1)

k + n′[k] (34)
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where n′[k] is zero-mean Gaussian with a variance equal
to the sum of the variance of n[k] and of the MAI term
η

(1)

MAI[k].
From the discussion above it appears that the

synchronization problem in CDMA systems is similar to
that encountered with narrowband signals, with two main
differences: (1) the presence of MAI and (2) the broader
signal bandwidth that makes the time offset compensation
(code synchronization) much more complex, as discussed
in Section 3.2.

3.2. Code Synchronization

As mentioned earlier, signal demultiplexing relies on the
availability at the receiver of a time-aligned version of
the spreading code. The delay τ1 must be estimated and
tracked to ensure such an alignment. The main difference
with respect to narrowband modulations is the estimation
accuracy. In narrowband systems, timing errors must be
small compared to the symbol time whereas in spread-
spectrum systems they must be small compared with the
chip time, which is N times smaller.

Assume again an AWGN channel and, for simplicity,
that the spreading factor equals the code repetition
length (the so-called short-code DS/SS format). Then, code
acquisition amounts to finding the start of the symbol
interval and is usually performed by correlating the input
signal with the local replica of the code sequence (sliding
correlator). The magnitude of the correlation is used in two
ways: it is compared to a threshold to decide whether the
intended user is actually transmitting and, if this is the
case, to locate the position of the maximum. This location
is taken as a coarse estimate of the delay τ1.

The search for the maximum of the correlation may
be performed with either serial or parallel schemes [32].
Serial schemes test all the possible code delays in sequence
until the threshold is crossed. They are simple to imple-
ment but are inherently time-consuming and their acqui-
sition time cannot be established a priori (it can only be
predicted statistically). Parallel schemes look for all the
possible code epochs in parallel and choose the one cor-
responding to the maximum correlation. They guarantee
short acquisitions but are computationally intensive.

A simplified scheme of a serial detector is sketched
in Fig. 8. The PN-code generator provides a spreading
code with a tentative initial epoch δ, which is correlated
with the (digitized) received signal on a symbol period.
The result is squared to cancel out any possible phase
offset (noncoherent processing); then it is smoothed on
a W-symbol dwell time, and finally it is compared to a

threshold. If the threshold is crossed, the code epoch is
frozen and the fine timing recovery process is started.
Otherwise, the PN-code generator is advanced by one
chip and a new trial acquisition is performed. The value
of the threshold λ is a design parameter. Low values
of λ correspond to high probabilities of false acquisition
events caused by large noise peaks. On the other hand,
high threshold values produce occasional acquisition
failures. The false-alarm probability and missed-detection
probability depend on λ and on the SNR. The threshold
value is chosen on the basis of the operating conditions.

Conventional correlation-based methods have satisfac-
tory performance in a power-controlled system, when
signals from different users arrive at the receiver with
comparable amplitudes. However, they fail in a near–far
situation where strong-powered users interfere with
weaker ones. In these cases MAI becomes a serious
impairment to achieve accurate code synchronization.
Improvements are obtained by taking into account the
statistical properties of the MAI. For example, near–far
resistant code acquisition is achieved by modeling MAI as
colored Gaussian noise [33].

Initial code acquisition provides the receiver with a
coarse estimate of the delay τ1. Fine timing recovery
(also called code tracking) is then needed to locate the
optimum chip-rate sampling instants. Code tracking is
typically performed by means of feedback loops, where a
suitable timing error signal is used to update the timing
estimate at symbol rate according to an equation of the
type (27). Figure 9 depicts the architecture of a digital
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delay-lock loop (DLL) [34] performing such a function. It
is seen that data demodulation relies on the ‘‘on-time
samples,’’ those taken at the optimum sampling instants.
The DLL also needs the ‘‘early/late samples,’’ those taken
midway between two consecutive on-time samples. The
estimate ε̂[k] of the normalized chip delay ε is then
used to drive an NCO or an interpolator, depending
on whether synchronous or asynchronous sampling is
employed. Moeneclaey and De Jonghe [35] give some
examples of low-complexity chip-timing error detectors
(CEDs). For instance, detectors insensitive to the phase
offset (not requiring prior phase recovery) are expressed by

e1[k] = �e{(zE[k] − zL[k])z∗[k]} (35)

e2[k] = |zE[k]|2 − |zL[k]|2 (36)

The first is reminiscent of the early–late timing detec-
tor for narrowband transmissions; the second is typical
of spread-spectrum signals. Their performance is satisfac-
tory in the absence of multipath and near–far effects.

The foregoing discussion has been concerned with DS-
CDMA transmissions over the AWGN channel. On the
other hand, third generation CDMA-based systems are
expected to support multimedia services with data rates
up to 2 Mbps. In these circumstances the transmission
channel is characterized by multipath propagation. A
nice feature of CDMA systems is that they can resolve
multipath components and optimally combine them by
means of a RAKE receiver [19] or other more sophisticated
receiver structures based on multiuser detection [36].
In all cases, accurate estimates of the relative delays,
amplitudes, and phases of the propagation paths are
needed to achieve reliable data detection [37–39]. In
particular, the problem of measuring the propagation
delays seems crucial since performance degrades rapidly
with timing misalignments in excess of a small fraction of
the chip interval.

3.3. Carrier Frequency and Phase Synchronization

Code timing recovery is typical of CDMA signals. Carrier
recovery, on the other hand, does not differ much with
respect to narrowband modulations. In general, carrier
recovery is performed after code acquisition, exploiting the
despread signal z[k] from the correlator in Fig. 9. A notable
exception occurs when the frequency offset is comparable
with the symbol rate. In this case code acquisition becomes
unreliable because the frequency offset decorrelates the
signal within the integration window. Indeed, things go as
if the signal power were reduced by a factor

L =
[

πνTi

sin(πνTi)

]2

(37)

where Ti is the window length. For example, a frequency
offset of 1/(2Ti) causes a loss of more than 6 dB. On
the other hand, frequency offset cannot be reliably
estimated unless the code sequence is coarsely acquired. A
chicken–egg problem arises that can be approached with
joint estimation of the frequency offset and the code phase.
This leads to a bidimensional grid search in which the

frequency uncertainty range is partitioned into a number
of ‘‘bins’’ and the code acquisition test is repeated for
all the bins [32]. In the end, coarse estimates of code
phase and frequency offset are available. The latter is
then used to correct the local oscillator so as to reduce
the residual frequency error to a small fraction of the
symbol rate. At that stage frequency tracking is performed
by means of conventional feedback schemes such as a
quadricorrelator [15] or a dual-filter detector [16].

Frequency recovery for CDMA transmissions on
frequency-selective channels is still an open problem.
Current research investigates methods to alleviate the
combined effects of MAI and multipath on the acquisition
process.

4. SYNCHRONIZATION IN MULTICARRIER
TRANSMISSION

4.1. Signal Model and Synchronization Functions

In multicarrier transmission, the output of a high-
rate data source is split into many low-rate streams
modulating adjacent subcarriers within the available
bandwidth. If N is the number of the subcarriers, the
symbol rate on each of them is reduced by a factor
N with respect to the source rate, and this squeezes
the signal bandwidth around the subcarrier to a point
that the transmission channel appears to be locally
flat. Correspondingly, the channel distortion on each
subcarrier is reduced to a multiplicative factor that
can be compensated for by a simple one-tap equalizer.
The possibility of easing the equalization function has
motivated the adoption of multicarrier transmission as a
standard in a number of current applications, for example,
European digital audiobroadcasting (DAB) and terrestrial
digital videobroadcasting (DVB), IEEE 802.11 wireless
local area networks, and asymmetric digital subscriber
line (ADSL) and its high-speed variant VDSL, to mention
only a few.

Figure 10 shows the transmitter of the most popular
multicarrier transmission technique, namely, orthogo-
nal frequency-division multiplexing (OFDM), as adopted
in DAB or DVB. The input data symbols ci at rate
1/T are serial-to-parallel (S/P)-converted and parti-
tioned into blocks of length N. The mth block c(m) =
[c(m)

0 , c(m)

1 , . . . , c(m)

N−1] is fed to an N-point inverse dis-
crete Fourier transform (IDFT) unit to produce the N-
dimensional vector b(m) (an OFDM block). The Fourier
transform is efficiently computed via fast Fourier trans-
form (FFT) techniques. Next, b(m) is extended by append-
ing to its end a copy of the first part of the vector, say, from
b(m)

0 to b(m)

Ng−1, denoted by the cyclic prefix. The resulting
extended vector drives a linear modulator with a rect-
angular impulse response g(t) and a signaling interval

•
•
•

•
•
•

Input
data

ci
S/P P/S g(t )

s (t )
IDFT

Add
prefix

Figure 10. OFDM transmitter.
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Figure 11. OFDM receiver.
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Ts = NT/(N + Ng). The cyclic prefix makes the signal
insensitive to intersymbol interference, provided Ng is
greater than the duration of the channel impulse response
expressed in symbol intervals.

The OFDM receiver is sketched in Fig. 11. After lowpass
(LP) filtering, the signal is sampled at rate 1/Ts and
frequency and timing synchronization is performed. Next,
the samples are serial-to-parallel-converted and, after
removal of the cyclic prefix, they are passed to an N-
point DFT unit whose output drives the decision device.
Note that the timing circuit does not control the sampling
operations. Its only purpose is to locate an appropriate
window containing the samples to feed into the DFT.

Assuming perfect timing and frequency correction, the
output of the DFT corresponding to the mth OFDM block
is found to be

X(m)[n] = c(m)
n H[n] + w(m)[n] 0 ≤ n ≤ N − 1 (38)

where w(m)[n] is channel noise and H[n] is the channel
response at the frequency fn = n/(NT) affecting the nth
subcarrier. From (38) it is seen that the frequency
selectivity of the channel only appears as a multiplicative
term (amplitude/phase factor) on each data symbol.
Accordingly, channel equalization can be performed
in the frequency domain through a bank of complex
multipliers [40]. This requires estimation of the channel
response, which is usually performed by means of suited
pilot symbols inserted in the transmitted data frame.

4.2. Frequency and Timing Estimation

Timing recovery in OFDM is significantly different
from that in single-carrier systems. It just amounts to
estimating where the OFDM block starts. Because of the
cyclic prefix, timing offsets need not be particularly small.
As long as they are shorter than the difference � between
the length of the cyclic prefix and the CIR duration, their
only effect is to generate a linear phase term across the
DFT output, which can be compensated for by the channel
equalizer. This is seen as follows. Denoting by εTs the
timing error (less than �), the DFT output is found to be

X(m)[n] = c(m)
n H[n]e j2πnε/N + w(m)[n]

= c(m)
n H′[n] + w(m)[n] 0 ≤ n ≤ N − 1 (39)

In the second equality the factor ej2πnε/N and the channel
gain H[n] have been lumped together into a single term

H′[n]. This implies on one hand that the channel estimator
cannot distinguish between timing errors and channel
distortions and, on the other hand, that the equalizer
itself can perform fine-timing synchronization.

The main problem with OFDM systems is their
sensitivity to frequency errors. It can be easily argued that
the accuracy of a frequency synchronizer for OFDM has
to be N times larger than with a conventional equivalent
monocarrier modulation. Depending on the application,
the initial frequency offset can be as large as many
times the subcarrier spacing 1/(NT). If not properly
compensated for, it gives rise to intercarrier interference
(ICI), meaning that the nth DFT output X(m)[n] depends
not only on c(m)

n [as indicated in (39)] but also on all the
other symbols within the mth block.

Frequency estimation in OFDM systems can be
performed jointly with timing recovery by exploiting either
the redundancy introduced by the cyclic prefix [41] or pilot
symbols inserted at the start of the frame [42]. The timing
estimate is given by the location of the maximum of a
correlation computed from the time-domain samples. The
phase of the correlation is then used to estimate the
frequency offset. Some feedback schemes for frequency
tracking are discussed in the literature [43,44].

Only single-user OFDM systems have been considered
so far. Orthogonal frequency-division multiple access
(OFDMA) is a multiuser and multicarrier application that
has been proposed for the uplink of wireless systems
and cable TV [45] because of its robustness against
multipath distortion and multiuser interference. Timing
and frequency synchronization in the uplink of an OFDMA
system is still an open problem that is currently under
investigation.

5. FRAME SYNCHRONIZATION

In any digital stream the transmitted data have always
some kind of ‘‘framing’’ depending on the communication
system characteristics. For instance, computer data are
organized into 8-bit packets (bytes), which in turn may
be grouped into 512-byte or 1024-byte blocks. As a second
example, some data-link layer functions (e.g., those for
error control) require a specific segmentation of data.
In all these cases correct detection and interpretation
of data requires that the receiver be synchronized with
such framing. This is the task of frame synchronization,
which is the only instance of network synchronization that
we will deal with.
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The most common technique to achieve frame synchro-
nization makes use of framing markers. In essence, a sync
word or unique word (UW) is periodically inserted into the
data pattern to mark the start of a frame. The receiver
knows the UW in advance and performs a search for its
location in the received stream. The operation is called
frame acquisition and is usually performed on the regen-
erated data. Figure 12 depicts a digital correlator for frame
synchronization. The receiver continuously correlates the
incoming bits bk with the sync word bits uk until a match
is found. Note that bk and uk take on the logical values 0
or 1 and the inverted XOR gates act as comparators, mean-
ing that their output is 1 only if the two inputs have the
same value. An ‘‘in-sync’’ condition is declared whenever a
threshold λ is crossed:

k∑
i=k−N+1

bi◦uk−i ≥ λ (40)

where ◦ denotes the comparator operation. To avoid false
locks, the transmitter is prevented from sending a data
pattern equal to the UW. Stuffing additional bits in the
‘‘forbidden sequence’’ does this.

To reduce the probability of declaring a false lock, the
UW bit pattern is designed in such a way as to exhibit a
low level of ‘‘off-sync’’ correlation. To see this point, define
the cross-correlation function of the UW as

Rk =
N−1∑
i=k

ui◦ui−k ≥ 0 k = 0, . . . , N − 1 (41)

Clearly Rk equals N when k = 0 (in-sync condition) and
must be much smaller than N when k �= 0 (off-sync con-
dition), otherwise a false threshold crossing might occur
when searching for the correct frame alignment. Barker
sequences [46] have off-sync correlation less than unity.
Other good sequences are found in the textbook by Wu [47].

Transmission errors in the regenerated bits may impair
frame synchronization. The performance metric in this
context is the probability of missed detection PMD, which
is defined as the probability that the digital correlator
in Fig. 12 fails to detect the UW because of bit errors.

• ••

bk

u0 u1 uN −1

bk−1 bk−N +1
TTT

Σ

l

1
0

Figure 12. Digital frame synchronizer.

Denoting with Pe the probability of a bit error, the following
relationship between PMD and Pe is found:

PMD =
N∑

i=N−λ+1

(
N
i

)
Pi

e(1 − Pe)
N−i (42)

For low values of Pe, this equation becomes

PMD ∼=
(

N
N − λ + 1

)
PN−λ+1

e (43)

and indicates that PMD decreases exponentially as λ

decreases. At first sight this would suggest taking a
small threshold value. Doing so, however, might result
in false alarms, meaning that random bit patterns might
cause threshold crossings. Assuming independent and
equiprobable bits, the probability of false alarm PFA is
found to be

PFA = 1
2N

N−λ∑
i=0

(
N
i

)
(44)

Since PFA increases as λ decreases, the value of λ must
be chosen as a tradeoff between contrasting requirements
about PMD and PFA. Note that PMD and PFA both decrease
exponentially with the UW length N. Practical values of
N are on the order of a few tens.
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SYNCHRONOUS OPTICAL NETWORK (SONET)
AND SYNCHRONOUS DIGITAL HIERARCHY
(SDH)
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Scottsdale, Arizona

1. BACKGROUND AND INTRODUCTION

SONET and SDH are similar digital transport formats
that were developed for the specific purpose of providing a

∗ Roger Freeman took an early retirement from the Raytheon
Company, Equipment Division, in 1991 where he was Principal
Engineer to establish Roger Freeman Associates, Independent

reliable and versatile digital structure to take advantage
of the higher bit rate capacity of optical fiber. SONET
is an acronym standing for synchronous optical network.
In a similar vein, SDH stands for synchronous digital
hierarchy. We could say that SONET has a North
American flavor, and SDH has a European flavor. This
may be stretching the point, because the two systems are
very similar.

The original concept in developing a digital format for
high-bit-rate capacity optical systems was to have just
one singular standard for worldwide application. This did
not work out. The United States wanted the basic bit
rate to accommodate DS3 [around 50 Mbps (megabits per
second)]. The Europeans had no bit rates near this value
and were opting for a starting rate around 150 Mbps.
Another difference surfaced for framing alternatives. The
United States perspective was based on a frame of 13-row
×180-byte columns for the 150 Mbps rate reflecting what
is now called STS-3 structure. Europe advocated a 9-row
×270-byte column STS-3 frame to efficiently transport the
E1 signal (2.048 Mbps) using 4 columns of 9 bytes, based
on 32 bytes/125 µs.

The ANSI T1X1 committee approved a final standard
in August 1988, with CCITT following suit, and a
global SONET/SDH standard was established. This global
standard was based on a 9-row frame, wherein SONET
became a subset of SDH [1].

Both SONET and SDH use basic building-block
techniques. As we mentioned above, SONET starts at
a lower bit rate, at 51.84 Mbps. This basic rate is called
STS-1 (synchronous transport signal layer 1). Lower-rate
payloads are mapped into the STS-1 format, while higher
rate signals are obtained by byte interleaving N frame-
aligned STS-1s to create an STS-N signal. Such a simple
multiplexing approach results in no additional overhead;
as a consequence the transmission rate of an STS-N signal
is exactly N × 51.84 Mbps where N is currently defined
for the values: 1, 3, 12, 24, 48, and 192 [2].

The basic building block of SDH is the synchronous
transport module level 1 (STM-1) with a bit rate of
155.52 Mbps. Lower-rate payloads are mapped into STM-
1, and higher-rate signals are generated by synchronously
multiplexing N STM-1 signals to form the STM-N signal.
Transport overhead of an STM-N signal is N times the
transport overhead of an STM-1, and the transmission
rate is N × 155.52 Mbps. Presently, only STM-1, STM-4,
STM-16, and STM-64 have been defined by the ITU-T
organization [5].

Both with SONET and SDH, the frame rate is 8000
per second, resulting in a 125-µs frame period. There is
high compatibility between SONET and SDH. Because
of the different basic building-block size, they differ in
structure: 51.84 Mbps for SONET and 155.52 Mbps for
SONET. However, if we multiply the SONET rate by
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on various telecommunication disciplines for John Wiley & sons,
Inc. since 1973. Roger has seven titles which he keeps current
including Reference Manual for Telecommunication Engineers
now in 3rd edition. His website is www.rogerfreeman.com and his
email address is rogerf67@cox.net.
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3, developing the STS-3 signal, we do indeed have the
SDH initial bit rate of 155.52 Mbps. Figures 1.1 and 1.2
compare the multiplexing structures of each. Table 1.1
lists and compares the bit rates of each standard.

Besides differing in basic building-block bit rates,
SONET and SDH differ with respect to overhead

usage. These overhead differences have been grouped
into two broad categories: format definitions and usage
interpretation. As a result, we have opted to segregate our
descriptions of each.

We must dispel a concept that has developed by the
unfortunate use of words and terminology. Some believe
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Table 1.1. SONET and SDH Transmission Rates

SONET Optical Carrier SONET Electrical Equivalent SDH Line Rate
Level OC-N Level STS-N STM-N (Mbps)

OC-1 STS-1 — 51.84
OC-3 STS-3 STM-1 155.52
OC-12 STS-12 STM-4 622.08
OC-24 STS-24 — 1244.16
OC-48 STS-48 STM-16 2488.32
OC-192 STS-192 STM-64 9953.28
OC-768 STS-768 STM-256 39,813,120a

aOn the drawing boards as of this writing [2–5].

because SONET stands for synchronous optical network,
it will operate only on optical fiber lightguide. This
is patently incorrect. Any transport medium that can
provide the necessary bandwidth (measured in hertz, as
one would expect), will transport the requisite SONET
or SDH line rates. For example, digital loss-of-signal
(LoS) microwave, using heavy bit packing modulation
schemes, readily transports 622 Mbps (STS-12 or STM-
4) per carrier at the higher frequencies using a 40-MHz
assigned bandwidth.

The objective of this article is to provide an overview
of these two standards and some of their challenging
innovations that make them interesting, such as the
payload pointer. Section 2 of this article deals with
SONET, the North American standard, and Section 3
covers SDH. Section 4 presents a summary of the two
standards in tabular form.

It should be noted that we keep custom set in this
work that ITU recommendations will be identified by the
CCITT or CCIR logo if that document was issued prior to
January 1, 1993. If the document was issued after that
date, where it originated from the Telecommunications
Standardization Sector of the ITU, it will be titled ITU-T
Recommendation XYZ or from the Radiocommunications
Sector, ITU-R XYZ.

2. SYNCHRONOUS OPTICAL NETWORK (SONET)

2.1. Synchronous Signal Structure

SONET is based on a synchronous digital signal comprised
of 8-bit octets, which are organized into a frame structure.
The frame can be represented by a two-dimensional map
comprising N rows and M columns, where each box
so derived contains one octet (or byte). The upper left-
hand corner of the rectangular map representing a frame
contains an identifiable marker to tell the receiver if is the
start of frame.

SONET consists of a basic, first-level structure
known as STS-1, which is discussed in the following
paragraphs. The definition of the first level also defines
the entire hierarchy of SONET signals because higher-
level SONET signals are obtained by synchronously
multiplexing the lower-level modules. When lower-
level modules are multiplexed together, the result is
denoted STS-N (STS stands for synchronous transport
signal), where N is an integer. The resulting format
can be converted to an OC-N (OC stands for optical

carrier) or STS-N electrical signal. There is an integer
multiple relationship between the rate of the basic
module STS-1 and the OC-N electrical equivalent
signals (i.e., the rate of an OC-N is equal to N
times the rate of an STS-1). Only OC-1, OC-3, OC-12,
OC-24, OC-48, and OC-192 are supported by today’s
SONET.

2.1.1. The Basic Building Block. The STS-1 frame is
shown in Fig. 2.1. STS-1 is the basic module and building
block of SONET. It is a specific sequence of 810 octets
(6480 bits) that includes various overhead octets and an
envelope capacity for transporting payloads.1 STS-1 is
depicted as a 90-column, 9-row structure. With a frame
period of 125 µs (i.e., 8000 frames per second). STS-1 has
a bit rate of 51.840 Mbps. Consider Fig. 2.1, where the
order of transmission is row-by-row, from left to right.
In each octet of STS-1 the most significant bit (MSB) is
transmitted first.

As illustrated in Fig. 2.1, the first three columns of the
STS-1 frame contain the transport overhead. These three
columns have 27 octets (i.e., 9 × 3), 9 of which are used
for the section overhead, with 18 octets containing the line

90 bytes

B B B 87B

9
rows

Transport
overhead

STS-1 Envelope capacity

125 µs

B denotes an 8-bit byte.

Figure 2.1. The STS-1 frame.

1 The several reference publications use the term byte, meaning,
in this context, an 8-bit sequence. We prefer the term octet.
The reason is that some argue that byte is ambiguous, having
conflicting definitions.
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87 columns

9
rows

90 columns

9
rows

STS-1 Synchronous
payload envelope

Transport
overhead

STS-1
Frame

Figure 2.2. STS-1 synchronous payload envelope (SPE).

overhead. The remaining 87 columns make up the STS-1
envelope capacity, as shown in Fig. 2.2.

The STS-1 synchronous payload envelope (SPE)
occupies the STS-1 envelope capacity. The STS-1 SPE
consists of 783 octets and is depicted as an 87-column ×
9-row structure. In that structure, column 1 contains 9
octets and is designated as the STS path overhead (POH).
In the SPE, columns 30 and 59 are not used for payload
but are designated fixed-stuff columns and are undefined.
However, the values used as ‘‘stuff’’ in columns 30 and
59 of each STS-1 SPE will produce even parity when
calculating BIP-8 of the STS-1 path BIP (bit-interleaved
parity) value. The POH column and fixed stuff columns
are shown in Fig. 2.3. The 756 octets in the remaining 84
columns are used for the actual STS-1 payload capacity.

The STS-1 SPE may begin anywhere in the STS-1
envelope capacity. Typically, the SPE begins in one STS-1
frame and ends in the next. This is illustrated in Fig. 2.4.
However, on occasion, the SPE may be wholly contained
in one frame. The STS payload pointer resides in the
transport overhead. It designates the location of the next
octet where the SPE begins. Payload pointers are described
in the following paragraphs.
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9 rows

87 columns
SPE

STS-1 Payload capacity

1 2 ... 30 59 87

Figure 2.3. Path overhead (POH) and the STS-1 payload
capacity within the STS-1 SPE. Note that the net payload capacity
of the STS-1 is only 84 columns.

Transparent
overhead

frame N +1

Transparent
overhead
frame N

Pointer
bytes

J1 Synchronous
payload

Envelope
[Frame N ]

F FF

Pointer
bytes

Frame N Frame N +1

Figure 2.4. STS-1 SPE typically located in STS-1 frames. (Figure
courtesy of Agilent Technologies [7].)

The STS POH is associated with each payload and is
used to communicate various pieces of information from
the point where the payload is mapped into the STS-1
SPE to the point where it is delivered. Among the pieces of
information carried in the POH are alarm and performance
data [6].

2.1.2. STS-N Frames. Figure 2.5 illustrates the struc-
ture of an STS-N frame. The frame consists of a specific
sequence of N × 810 octets. The STS-N frame formed by
octet-interleaved STS-1 and STS-M modules (< N). The
transport overhead of the associated STS SPEs are not
required to be aligned because each STS-1 has a payload
pointer to indicate the location of the SPE or to indicate
concatenation.

2.1.3. STS Concatenation. Superrate payloads require
multiple STS-1 SPEs. FDDI and some B-ISDN payloads
fall into this category. Concatentation means the linking
together. An STS-Nc module is formed by linking N
constituent STS-1s together in a fixed-phase alignment.
The superrate payload is then mapped into the resulting
STS-Nc SPE for transport. Such STS-Nc SPE requires an
OC-N or STS-N electrical signal. Concatenation indicators
contained in the second through the Nth STS payload
pointer are used to show that the STS-1s of an STS-Nc are
linked together.

The are N × 783 octets in an STS-Nc. Such an NTS-Nc
arrangement is illustrated in Fig. 2.6 and is depicted as a
N × 87column × 9-row structure. Because of the linkage,
only one set of STS POHs is required in the STS-Nc SPE.
Here the STS POH always appears in the first of the N
STS-1s that make up the STS-Nc [10].

Figure 2.7 shows the assignment of transport overhead
of an OC-3 carrying an STS-3c SPE.

2.1.4. Structure of Virtual Tributaries (VTs). The
SONET STS-1 SPE with a channel capacity of 50.11 Mbps
has been designed specifically to transport a DS3 tributary
signal. To accommodate sub-STS-1 rate payloads such as
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N × 90 columns

N × 3 columns

125 µs

9 rows

STS-N envelope capacityTransport
overhead

Figure 2.5. STS-N frame.
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Designed for tributaries > 50 Mbps

2430 bytes [19440 bits]/ frame STS-3C
SPE

STS-3C
Serial signal

stream

155.52 Mbps

125 µs

Figure 2.6. STS-3c concatenated SPE. (Courtesy of Agilent Technologies [7].)

DS1, the VT structure is used. It consists of four sizes:
VT1.5 (1.728 Mbps) for DS1 transport, VT2 (2.304 Mbps)
for E1 transport, VT3 (3.456 Mbps) for DS1C transport,
and VT6 (6.912 Mbps) for DS2 transport. The virtual
tributary concept is illustrated in Fig. 2.8. The four VT
configurations are illustrated in Fig. 2.9. In the 87-column
× 9-row structure of the STS-1 SPE, the VTs occupy 3, 4,
6, and 12 columns respectively [6,7].

2.2. Payload Pointer

The STS payload pointer provides a method for allowing
flexible and dynamic alignment of the STS SPE within
the STS envelope capacity, independent of the actual
contents of the SPE. SONET, by definition, is intended

to be synchronous. It derives its timing from the master
network clock.

Modern digital networks must make provision for more
than one master clock. Examples in the United States
are the several interexchange carriers which interface
with local exchange carriers (LECs), each with its own
master clock. Each master clock (stratum 1) operates
independently. And each of these master clocks has
excellent stability (i.e., better than 1 × 10−11 per month),
yet there may be some small variance in time among the
clocks. Assuredly they will not be phase-aligned. Likewise,
SONET must take into account loss of master clock or
a segment of its timing delivery system. In this case,
network switches fall back on lower-stability internal



A
1

A
1

A
1

A
2

A
2

A
2

J0
Z

0
Z

0

fr
am

in
g

S
ec

tio
n

ov
er

he
ad

Li
ne

ov
er

he
ad

fr
am

in
g

fr
am

in
g

fr
am

in
g

fr
am

in
g

fr
am

in
g

S
ec

tio
n

S
ec

tio
n

S
ec

tio
n

tr
ac

e
gr

ow
th

gr
ow

th

B
1

E
1

F
1

B
IP

-8
un

sp
ec

ifi
ed

un
sp

ec
ifi

ed
or

de
rw

ire
un

sp
ec

ifi
ed

un
sp

ec
ifi

ed
us

er
un

sp
ec

ifi
ed

un
sp

ec
ifi

ed
pa

rit
y

(1
)

op
tio

n

D
1

D
2

D
3

se
ct

io
n

un
sp

ec
ifi

ed
un

sp
ec

ifi
ed

da
ta

un
sp

ec
ifi

ed
un

sp
ec

ifi
ed

da
ta

 c
om

un
sp

ec
ifi

ed
un

sp
ec

ifi
ed

da
ta

co
m

ch
an

ne
l

ch
an

ne
l

ch
an

ne
l

H
1

H
1*

H
1*

H
2

H
2*

H
2*

H
3

H
3

H
3

po
in

te
r

po
in

te
r

po
in

te
r

po
in

te
r

po
in

te
r

po
in

te
r

po
in

te
r

po
in

te
r

po
in

te
r

ac
tio

n
ac

tio
n

ac
tio

n
by

te
by

te
by

te

B
2

B
2

B
2

K
1

K
2

B
IP

-8
B

IP
-8

B
IP

-8
au

to
m

at
ic

un
sp

ec
ie

d
un

sp
ec

ie
d

au
to

m
at

ic
un

sp
ec

ie
d

un
sp

ec
ie

d
pa

rit
y

(1
)

pa
rit

y
(1

)
pa

rit
y

(1
)

pr
ot

ec
tio

n
pr

ot
ec

tio
n

sw
itc

hi
ng

sw
itc

hi
ng

D
4

D
5

D
6

da
ta

un
sp

ec
ifi

ed
un

sp
ec

ifi
ed

da
ta

un
sp

ec
ifi

ed
un

sp
ec

ifi
ed

da
ta

un
sp

ec
ifi

ed
un

sp
ec

ifi
ed

ch
an

ne
l

ch
an

ne
l

ch
an

ne
l

D
7

D
8

D
9

da
ta

un
sp

ec
ifi

ed
un

sp
ec

ifi
ed

da
ta

un
sp

ec
ifi

ed
un

sp
ec

ifi
ed

da
ta

un
sp

ec
ifi

ed
un

sp
ec

ifi
ed

ch
an

ne
l

ch
an

ne
l

ch
an

ne
l

D
10

D
11

D
12

da
ta

un
sp

ec
ifi

ed
un

sp
ec

ifi
ed

da
ta

un
sp

ec
ifi

ed
un

sp
ec

ifi
ed

da
ta

un
sp

ec
ifi

ed
un

sp
ec

ifi
ed

ch
an

ne
l

ch
an

ne
l

ch
an

ne
l

S
1

Z
1

Z
1

Z
2

Z
2

M
1

E
2

sy
nc

hr
on

i-
lin

e
lin

e
lin

e
lin

e
R

E
I

(2
)

ex
pr

es
s

un
sp

ec
ifi

ed
un

sp
ec

ifi
ed

za
tio

n
gr

ow
th

gr
ow

th
gr

ow
th

gr
ow

th
or

de
rw

ire

(1
)

B
IP

=
B

it 
In

te
rle

av
ed

 P
ar

ity
E

ac
h

bo
x

re
pr

es
en

ts
1

by
te

(8
bi

ts
)

(2
)

R
E

I
=

R
em

ot
e 

E
rr

or
 In

di
ca

tio
n

F
ig

u
re

2-
7.

S
T

S
-3

T
ra

n
sp

or
t

ov
er

h
ea

d
as

si
gn

m
en

t.
∗ A

st
er

is
k

in
di

ca
te

s
(B

as
ed

on
S

ec
ti

on
8.

2,
A

N
S

I
T

.1
.1

05
-1

99
5,

R
ef

.1
).

2490



SYNCHRONOUS OPTICAL NETWORK (SONET) AND SYNCHRONOUS DIGITAL HIERARCHY (SDH) 2491

Transparent
overhead

9 rows

51.64 Mbps
F F F F

125 µs

P
at

h 
ov

er
he

ad

P
at

h 
ov

er
he

ad

Virtual
tributary
frame

STS-1 SPE
Payload capacity

86 columns

STS-1
Serial signal

stream

Figure 2.8. The virtual tributary (VT) concept. (From Ref. 7, Courtesy of Agilent Technologies.)

9 rows

VT 1.5
1.728 Mbps

Optimized for
DS1 transport

VT2
2.304 Mbps

Optimized for
2-Mbps transport

VT3
3.456 Mbps

Optimized for
DS1C transport

VT6
6.912  Mbps
Optimized for
DS2 transport

3 columns 4 columns 6 columns 12 columns

Figure 2.9. The four sizes of virtual tributary frames. (From Ref. 7, Courtesy of Agilent Technologies.)

clocks.2 The situation must be handled by SONET.
Therefore, synchronous transport is required to operate
effectively under these conditions, where network nodes
are operating at slightly difference rates [4].

To accommodate these clock offsets, the SPE can be
moved (justified) in the positive or negative direction one
octet at a time with respect to the transport frame. This

2 It is general practice in digital networks that switches provide
timing supply for transmission facilities.

is accomplished by recalculating or updating the payload
pointer at each SONET network node. In addition to clock
offsets, updating the payload pointer also accommodates
any other timing-phase adjustments required between the
input SONET signals and the timing reference at the
SONET node. This is what is meant by dynamic alignment,
where the STS SPE is allowed to float within the STS
envelope capacity.

The payload pointer is contained in the H1 and H2
octets in the line overhead (LOH) and designates the
location of the octet where the STS SPE begins. These



2492 SYNCHRONOUS OPTICAL NETWORK (SONET) AND SYNCHRONOUS DIGITAL HIERARCHY (SDH)

Figure 2.10. STS payload pointer (H1, H2)
coding.

N N N N l lD D l D l D l D− −

H1 H2 H3

SPE octet0 0 0 0 00 0 0 0 0 0 010-bit pointer value1 1

Normal values

Legend:
Bit assignments: I = increments

D = decrement
N = new data flag
− = unassigned

Negative stuff
opportunity octet

Positive stuff
opportunity octet

To Actuate: Set new data flag: invert 4 N-bits
                    Negative stuff: invert 5 D-bits
                    Positive stuff: invert 5-lbits

two octets are illustrated in Fig. 2.10. Bits 1 through 4
of the pointer word carry the new data flag (NDF), and
bits 7 through 16 carry the pointer value. Bits 5 and 6 are
undefined.

Let us discuss bits 7 through 16, the pointer value. This
is a binary number with a range of 0 to 782. It indicates
the offset of the pointer word and the first octet of the STS
SPE (i.e., the J1 octet). The transport overhead octets are
not counted in the offset. For example, a pointer value of
0 indicates that the STS SPE starts in the octet location
that immediately follows the H3 octet, whereas an offset of
87 indicates that it starts immediately after the K2 octet
location. These overhead octets are shown in Fig. 2.7.

Payload pointer processing introduces a signal impair-
ment known as payload adjustment jitter. This impair-
ment appears on a received tributary signal after recovery
from a SPE that has been subjected to payload pointer
changes. The operation of the network equipment pro-
cessing the tributary signal immediately downstream is
influenced by this excessive jitter. By careful design of the
timing distribution for the synchronous network, payload
jitter adjustments can be minimized, thus reducing the
level of tributary jitter that can be accumulated through
synchronous transport.

2.3. The Three Overhead Levels of SONET

The three embedded overhead levels of SONET are

1. Path (POH)
2. Line (LOH)
3. Section (SOH)

These overhead levels, represented as spans, are
illustrated in Fig. 2.11. One important function carried
out by this overhead is the support of network operation,
administration, and maintenance (OA&M),

The path overhead (POH) consists of 9 octets and
occupies the first column of the SPE, as pointed out
previously. It is created by and included in the SPE as
part of the SPE assembly process. The POH provides the
facilities to support and maintain the transport of the SPE
between path terminations, where the SPE is assembled
and disassembled. Among the POH specific functions are

• An 8-bit wide (octet B3) BIP (bit-interleaved parity)
check calculated over all bits of the previous SPE. The
computed value is placed in the POH of the following
frame.

LINE

PATH

LINE

Sonet
terminal

multiplexer
Sonet

terminal
multiplexer

Tributary
signals Tributary

signals

SPE
assembly SPE

disassembly

Sonet
digital cross-connect

system

Sonet
regenerator

Sonet
regenerator

Section Section Section

Figure 2.11. SONET section, line, and path definitions.



SYNCHRONOUS OPTICAL NETWORK (SONET) AND SYNCHRONOUS DIGITAL HIERARCHY (SDH) 2493

• Alarm and performance information (octet G1).
• A path signal label (octet C2); gives details of SPE

structure. It is 8 bits wide, which can identify up to
256 structures (28).

• One octet (J1) repeated through 64 frames can
develop an alphanumeric message associated with
the path. This allows verification of continuity of
connection to the source of the path signal at any
receiving terminal along the path by monitoring the
message string.

• An orderwire for network operator communications
between path equipment (octet F2).

Facilities to support and maintain the transport of the
SPE between adjacent nodes are provided by the line and
section overhead. These two overhead groups share the
first three columns of the STS-1 frame. The SOH occupies
the top three rows (total of 9 octets, and the LOH occupies
the bottom 6 rows (18 octets).

The line overhead functions include:

• Payload pointer (octets H1, H2, and H3) (each STS-1
in an STS-N frame has its own payload pointer)

• Automatic protection switching control (octets K1 and
K2)

• BIP parity check (octet B2)
• 576-kbps data channel (octets D4–D12)
• Express orderwire (octet E2)

A section is defined in Fig. 2.11. Section overhead
functions include [6,7]

• Frame alignment pattern (octets A1 and A2)
• STS-1 identification (octet C1): a binary number

corresponding to the order of appearance in the STS-
N frame, which can be used in the framing and
deinterleaving process to determine the position of
other signals

• BIP-8 parity check (octet B1): section error monitor-
ing

• Data communications channel (octets D1, D2, and
D3)

• Local orderwire channel (octet E1)
• User channel (octet F1)

2.4. SPE Assembly–Disassembly Process

Payload mapping is the process of assembling a tributary
signal into an SPE. It is fundamental to SONET operation.
The payload capacity provided for each individual
tributary signal is always slightly greater than that
required by that tributary signal. The mapping process,
in essence, is to synchronize the tributary signal with the
payload capacity. This is achieved by adding stuffing bits
to the bitstream as part of the mapping process.

An example might be a DS3 tributary signal at a
nominal bit rate of 44.736 of the 49.54 Mbps provided by
an STS-1 SPE. The addition of path overhead completes
the assembly process of the STS-1 SPE and increases the

Payload
mapping

Tributary
signal

DS3
at 44.74 Mbit/s

Synchronization

Payload
capacity

Stuff bits Path
overhead

Mapped DS3
at 49.54 Mbit/s

Synchronous
payload envelope

STS-1 SPE
at 50.11 Mbit/s

+

Figure 2.12. The SPE assembly process. (Courtesy of Agilent
Technologies [7].)

Desynchronization
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capacity Payload

demapping

Desynchronizing
phase-locked-loopPath

overhead

Mapped DS3
at 49.54 Mbit/s

Tributary
signal

DS3
at 44.74 Mbit/s

Synchronous
payload envelope

STS-1 SPE
at 50.11 Mbit/s

+

Figure 2.13. The SPE disassembly process. (Courtesy of Agilent
Technologies [7].)

bit rate of the composite signal to 50.11 Mbps. The SPE
assembly process is shown graphically in Fig. 2.12. At the
terminus or drop point of the network, the original DS3
payload must be recovered, as in our example. The process
of SPE disassembly is shown in Fig. 2.13. The term used
in this case is payload demapping.

The demapping process desynchronizes the tributary
signal from the composite SPE signal by stripping off
the path overhead and the added stuff bits. In the
example, an STS-1 SPE with a mapped DS3 payload
arrives at the tributary disassembly location with a
signal rate of 50.11 Mbps. The stripping process results
in a discontinuous signal representing the transported
DS3 signal with an average signal rate of 44.74 Mbps.
The timing discontinuities are reduced by means of a
desynchronizing phase-locked loop, which then produces
a continuous DS3 signal at the required average
transmission rate of 44.736 Mbps [1,6,7].

2.5. Add/Drop Multiplex (ADM)

A SONET ADM multiplexes one or more DS-n signals
into a SONET OC-N channel. In its converse function, a
SONET ADM demultiplexes a SONET STS-n configura-
tion into its component DS-n components to be passed to a
user or to be forwarded on a tributary bitstream. An ADM
can be configured for either the add/drop or terminal mode.
In the ADM mode, it can operate when the low-speed DS1
signals terminating at the SONET derive timing from
the same or equivalent source (i.e., synchronous) as the
SONET system it interfaces with, but do not derive timing
from asynchronous sources.

Figure 2.14 is an example of an ADM configured in the
add/drop mode with DS1 and OC-N interfaces. A SONET
ADM interfaces with two full-duplex OC-N signals and one
or more full-duplex DS1 signals. It may optionally provide
low-speed DS1C, DS2, DS3, or OC-M (where M ≤ N).
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Figure 2.14. SONET ADM add/drop configu-
ration example [2,8].

OC-N
termination

Common
equipment Network

management

Technician
interface

Alarms

DSX
terminations

DSX and OC
inputs/outputs

Timing
references

Synchronization
interface

Optical
fiber

OC-N
termination

Optical
fiber

O
A

 &
 M

 in
te

rf
ac

es

There are non-path-terminating information payloads
from each incoming OC-N signal, which are passed to
the SONET ADM and transmitted by the OC-N interface
on the other side.

Timing for transmitted OC-N is derived from either
an external synchronization source, an incoming OC-N
signal, from each incoming OC-N signals in each direction
(called through timing), or from its local clock, depending
on the network application. Each DS1 interface reads data
from an incoming OC-N and inserts data into an outgoing
OC-N bit stream as required. Figure 2.14 also shows a
synchronization interface for local switch application with
external timing and an operations interface module (OIM)
that provides local technician orderwire,3 local alarm and
an interface to remote operations systems. A controller is
part of each SONET ADM, which maintains and controls
ADM functions, to connect to local or remote technician
interfaces, and to connect to required and optional
operations links that permit maintenance, provisioning,
and testing.

Figure 2.15 shows an example of an ADM in the
terminal mode of operation with DS1 interfaces. In
this case, the ADM multiplexes up to NX(28DS1) or
equivalent signals into an OC-N bitstream.4 Timing
for this terminal configuration is taken from either an
external synchronization source, the received OC-N signal
(called loop timing) or its own local clock, depending on
the network application [8].

2.6. Automatic Protection Switching (APS)

First, we distinguish 1 + 1 protection from N + 1 protec-
tion. These two SONET linear APS options are shown
in Fig. 2.16. APS can be provided in a linear or ring
architecture. SONET NEs (network elements) that have
line termination equipment (LTE) and terminate optical
lines may provide linear APS. Support of linear APS at

3 An orderwire is a voice or keyboard–printer–display circuit for
coordinating setup and maintenance activities among technicians
and supervisors (related word: service channel).
4 This implies a DS3 configuration as it contains 28 DS1s.

Synehroninzation
interface

OA & M
interfaces

Tributary
interfaces
DS-X &

OC input
and

outputs

OC-N
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Network
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Alarms
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Figure 2.15. A SONET or SDH ADM in a terminal configuration
Refs. 2,8, and 12.

STS-N electrical interfaces is not provided in the relevant
Telcordia and ANSI standards.

Linear APS, and in particular, the protocol for the APS
channel, is standardized to allow interworking between
SONET LTEs from different vendors. Therefore, all the
STS SPEs carried in an OC-N signal are protected
together. The ANSI and Telcordia standards define two
linear APS architectures:

1 + 1
N + 1 (also called 1 : n/1 : 1)

The 1 + 1 is an architecture in which the headend signal
is continuously bridged to working and protection equip-
ment so the same payloads are transmitted identically to
the tailend working and protection equipment (see top of
Fig. 2.16). At the tailend, the working and protection OC-
N signals are monitored independently and identically for
failures. The receiving equipment chooses either the work-
ing or protection signals as the one from which to select



SYNCHRONOUS OPTICAL NETWORK (SONET) AND SYNCHRONOUS DIGITAL HIERARCHY (SDH) 2495

Selector

Optical
source

Optical
detector

Optical
signal

Optical
source

Optical
detector

Optical
signal

Electrical

signal

(a)

Electrical
to

optical
conv.

Optical
to

electrical
conv.

Electrical
to

optical
conv.

Optical
to

electrical
conv.

Electrical
to

optical
conv.

Optical
to

electrical
conv.

Electrical
to

optical
conv.

Optical
to

electrical
conv.

Protection
Switch

Controller (PSC)

Protection
Switch

Controller (PSC)

(b)

Figure 2.16. (a) Linear SONET APS, 1 + 1 protection Refs. 1,9,
and 12; (b) Linear SONET APS, N + 1 protection Refs. 1,9,
and 12.

traffic, based on the switch initiation criteria [e.g., loss of
signal (LoS), signal degraded]. Because of the continuous
headend bridging, the 1 + 1 architecture does not allow an
unprotected extra traffic channel to be provided.

To achieve full redundancy, 1 + 1 protection is very
effective. This type of configuration is widely employed
usually with a ring architecture. In the basic configuration
of a ring, the traffic from the source is transmitted
simultaneously over both bearers and the decision to
switch between main and standby is made at the receiving
location. In this situation only loss of signal or similar
indications are required to initiate changeover and no
command and control information needs to be passed
between the two sites. It is assumed that after the failure
in the mainline, a repair crew will restore it to service.
Rather than have the repaired line placed back in service
as the ‘‘mainline,’’ it is designated the new ‘‘standby.’’ Thus
only one line interruption takes place and the process of
repair does not require a second break in service.

The best method of configuring 1 + 1 service is to have
the standby line geographically distant from the mainline.
This minimizes common-mode failures. Because of its sim-
plicity, this approach assures the fastest restoration of ser-
vice with the least requirement for sophisticated monitor-
ing and control equipment. However, it is more costly and

involves less efficient equipment usage than does a N + 1
approach. It is inefficient in that the standby equipment
sits idle nearly all the time, not bringing in any revenue.

The N + 1 (also denoted as 1 : n or one for n) protection
is an architecture in which any of n working lines can be
bridged to a single protection line (see bottom of Fig. 2.16).
Permissible values for n are 1–14. The APS channel refers
to the K1 and K2 bytes in the line overhead (LOH),
which are used to accomplish headend–tailend signaling.
Because the headend is switchable, the protection line can
be used to carry an extra traffic channel. Some texts call a
subset of N + 1 architecture the 1 : 1 architecture.

The N + 1 link protection method makes more efficient
use of standby equipment. It is merely an extension of
the 1 + 1 technique described above. With the excellent
reliability of present-day equipment, we can be fairly well
assured that there will not be two simultaneous failures
on a route. This makes it possible to share the standby
line among N working lines.

Although N + 1 link protection makes more cost-
effective use of equipment, it requires more sophisticated
control and cannot offer the same level of availability as
1 + 1 protection. Diverse routing of main and standby lines
is also much harder to achieve.

2.7. SONET Ring Configurations

A ring network consists of network elements connected
in a point-to-point arrangement that forms an unbroken
circular configuration as shown in Fig. 2.17. As we must
realize, the main reason for implementing path-switched
rings is to improve network survivability. The ring pro-
vides protection against fiber cuts and equipment failures.

Various terms are used to describe path switched ring
functionality, for example, unidirectional path-protection-
switched (UPPS) rings, unidirectional path-switched rings
(UPSRs), uniring, and counterrotating rings.

Ring architectures may be considered a class of their
own, but we analyze a ring conceptually in terms of 1 + 1
protection. Usually, when we think of a ring architecture,
we think of route diversity; and there are two separate
directions of communications. The ring topology is most
popular in the long-haul fiberoptic community. It offers
what is called geographic diversity. Here we mean that
there is sufficient ring diameter (e.g., >10 mi) that there
is an excellent statistical probability that at least one side
of the ring will survive forest fires, large floods, hurricanes,
earthquakes, and other force majeure events. It also means
that only one side of the ring will suffer an ordinary
nominal equipment failure or ‘‘backhoe fade.’’ Some forms
of ring topology are used in CATV HFC systems, but more
for achieving efficient and cost-effective connectivity than
as a means of survivability. Rings are not used in building
and campus fiber routings.

There are two basic SONET self-healing ring (SHR)
architectures: the unidirectional and the bidirectional.
Depending on the traffic demand pattern and some other
factors, some ring types may be better suited to an
application than others.

In a unidirectional SHR, shown in Fig. 2.17a, working
traffic is carried around the ring in one direction only.
For example, traffic going from node A to node D would
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Figure 2.17. Ring definitions — working path direction(s)
Refs. 1, 8, 9, 10, 11, and 12.

traverse the ring in a clockwise direction, and traffic going
from node D to node A would also traverse the ring in a
clockwise direction. The capacity of a unidirectional ring
is determined by the total traffic demands between any
two node pairs on the ring.

In a bidirectional SHR (Fig. 2.17b), working traffic
is carried around the ring in both directions, using two
parallel paths between nodes (e.g., sharing the same fiber
cable sheath). Using an example similar to that described
above, traffic going from node A to node D would traverse
the ring in a clockwise direction through intermediate
nodes B and C, and traffic going from node D to node
A would return along the same path also going through
intermediate nodes B and C.

In a bidirectional ring, traffic in both directions of
transmission between two nodes traverse the same set
of nodes. Thus, unlike a unidirectional ring time slot, a
bidirectional ring time slot can be reused several times on
the same ring, allowing better utilization of capacity. All
the nodes on the ring share the protection bit rate capacity,
regardless of the number of times the time slot has been
reused. Bidirectional routing is also useful on large rings,
where propagation delay can be a consideration, because
it provides a mechanism for ensuring that the shortest
path is used (under normal conditions) against failures
affecting both working and protection paths as well as
node failures [6,9].

2.7.1. UPSR–BLSR Comparison. As was discussed pre-
viously, the UPSR and the BLSR have different char-
acteristics. The UPSR offers simplicity and efficiency in

hubbed traffic environments. The BLSR, although more
complex than the UPSR, offers protection from some fail-
ures against which the UPSR cannot provide protection. In
addition, in traffic environments that are not hubbed, the
BLSR can potentially offer more efficiency than a UPSR.
Table 2.1 compares these two techniques.

Table 2.2 contains ring capacities for different types of
rings. The span capacity is the capacity of an individual
span between two nodes. The ring capacity is the total bit
rate capacity of all connections through a ring. Capacities
are best expressed as equivalent STS-1s.

3. SYNCHRONOUS DIGITAL HIERARCHY (SDH)

3.1. Introduction

SDH resembles SONET in most respects. It uses different
terminology, often for the same function as SONET. It
is behind SONET in maturity by several years. History
tells us that SDH will be more pervasive worldwide than
SONET and is or will be employed in all countries using
an E1-based PDH (plesiochronous digital hierarchy).

3.2. SDH Standard Bit Rates

SDH bit rates are built on the basic rate of STM-
1 (synchronous transport module 1) of 155.520 Mbps.

Table 2.1. Comparison of SONET UPSR with SONET
BLSR

UPSR (Unidirectional
Path-Switched Ring)

BLSR (Bidirectional
Line-Switched Ring)

Path uses bit rate capacity
around entire ring

More efficient bit rate
capacity utilization

Less complex, no switching
protocol

Switching protocol
complicated

More economic Less economic

Used in access networks Basic use in inter-switch
(trunk) applications

Interoperability: Different node
on a UPSR can be from
different manufacturers

Such interoperability yet to
be estabilished

Refs. 2, 10, 11, and 12.

Table 2.2. Ring Bit Rate Capacities for
an OC-N Ring

Ring Type
Maximum

Span Capacity
Maximum

Ring Capacity

UPSR OC-N OC-N
2-fiber

BLSR OC-N/2 ≥ OC-N
2-fiber ≤ OC-XN/2

(see Note)

BLSR OC-N ≥ OC-2N
4-fiber ≤ OC-XN

(see Note)

Note: Depending on the traffic pattern, X = Number
of ring nodes.
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Table 3.1. SDH Bit Rates

SDH Level
Equivalent

SONET Level Bit Rate (kbps)

1 STS-3/OC-3 155,520
4 STS-12/OC-12 622,080

16 STS-48/OC-48 2,488,320
64 STS-192/OC-192 9,953,280

1
1

RSOH

AU pointers

MSOH

3

5

9

9
270 bytes

270

STM-1 payload 9 bytes

Figure 3.1. STM-1 frame structure (RSOH = regenerator sect-
ion overhead; MSOH = multiplex section overhead).

Higher-capacity STMs are formed at rates equivalent to
N times this basic rate. STM capacities for N = 4, N = 16,
and N = 64 are defined. Table 3.1 shows the bit rates
presently available for SDH (Ref. G.707 3/96) with its
SONET equivalents.

The basic SDH multiplexing structure is shown in
Figure 1.2 [4].

3.3. Definitions

3.3.1. Synchronous Transport Module (STM). An STM is
the information structure used to support section-layer
connections in the SDH. It consists of information payload
and section overhead (SOH) information fields organized
in a block frame structure that repeats every 125 µs. The
information is suitably conditioned for serial transmission
on the selected medium at a rate that is synchronized
to the network. As mentioned above, a basic STM is
defined at 155.520 Mbps; this is termed STM-1. Higher-
capacity STMs are formed at rates equivalent to N times
the basic rate. STM capacities are currently defined for
N = 4, N = 16, and N = 64. Figure 3.1 shows the frame
structure for STM-1.

The STM-1 comprises a single Administrative Unit
Group (AUG) together with the section overhead (SOH).
The STM-N contains N AUGs together with SOH.
Figure 3.2 illustrates an STM-N.

3.3.2. Virtual Container n (VC-n). A virtual container
is the information structure used to support path-layer
connections in the SDH. It consists of information payload
and path overhead (POH) information fields organized in
a block frame structure that repeats every 125 or 500 µs.
Alignment information to identify VC-n frame start is
provided by the server network.

Two types of virtual containers have been identified:

• Lower-Order Virtual Container n: VC-n (n = 1, 2, 3).
This element contains a single container n (n =
1, 2, 3) plus the lower-order virtual container POH
appropriate to that level.

• Higher-Order Virtual Container n: VC-n (n = 3, 4).
This element comprises either a single container n
(n = 3) or an assembly of tributary groups (TUG-
2s or TUG-3s), together with virtual container POH
appropriate to that level.

3.3.3. Administrative unit n (AU-n). An administrative
unit is the information structure that provides adaptation
between the higher-order path layer and the multiplex
section layer. It consists of an information payload (the
higher-order virtual container) and an administrative unit
pointer that indicates the offset of the payload frame start
relative to the multiplex section frame start.

Two administrative units are defined. The AU-4
consists of a VC-4 plus an administrative unit pointer that
indicates the phase alignment of the VC-4 with respect
to the STM-N frame. The AU-3 consists of a VC-3 plus
an administrative unit pointer that indicates the phase
alignment of the VC-3 with respect to the STM-N frame.
In each case the administrative unit pointer location is
fixed with respect to the STM-N frame.

One or more administrative units occupying fixed,
defined positions in an STM payload are termed an
administrative unit group (AUG). An AUG consists of
an homogeneous assembly of AU-3s or an AU-4.

3.3.4. Tributary Unit N (TU-n). A tributary unit is an
information structure that provides adaptation between

9 × N 261 × N

270 × N columns (bytes)

STM-N payload
Administrative unit pointer(s)

9 rows

1

3

4

5

9

Section overhead
SOH

Section overhead
SOH

Figure 3.2. STM-N frame structure.
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the lower-order path layer and the higher-order path
layer. It consists of an information payload (the lower-
order virtual container) and a tributary unit pointer that
indicates the offset of the payload frame start relative to
the higher-order VC frame start. The TU-n (n = 2, 2, 3)

consists of a VC-n together with a tributary unit pointer.
One or more tributary units, occupying fixed defined

positions in a higher order VC-n payload is termed a
tributary unit group (TUG). TUGs are defined in such a
way that mixed-capacity payloads made up of different-
size tributary units can be constructed to increase
flexibility of the transport network. A TUG-2 consists
of a homogeneous assembly of identical TU-1s or a TU-2.
A TUG-3 consists of a homogeneous assembly of TUG-2s
or a TU-3.

3.3.5. Container n (n = 1–4). A container is the infor-
mation structure that forms the network synchronous
information payload for a virtual container. For each
defined virtual container, there is a corresponding con-
tainer. Adaptation functions have been defined for many
common network rates into a limited number of standard
containers. These include all of the rates defined in CCITT
Rec. G.702.

3.3.6. Pointer. A pointer is an indicator whose value
defines the frame offset of a virtual container with respect
to the frame reference of the transport entity that is
supported.

3.4. Conventions

The order of transmission of information in all diagrams
and figures in this section is first from left to right and
then top to bottom. Within each byte (octet), the most
significant bit is transmitted first. The most significant bit
(bit 1) is illustrated at the left in all the diagrams, figures,
and tables in this section [5].

3.5. Basic SDH Multiplexing

Figure 3.3 illustrates the relationship between various
multiplexing elements, which are defined in the text below.
It also shows common multiplexing structures.

Figures 3.4–3.8 illustrate examples of various signals
that are multiplexed using the multiplexing elements
shown in Fig. 3.3.

3.6. Administrative Units in the STM-N

The STM-N payload can support N AUGs, where each
AUG may consist of one AU-4 or three AU-3s.

The VC-n associated with each AU-n does not have a
fixed phase with respect to the STM-N frame. The location
of the first byte of the VC-n is indicated by the AU-n
pointer. The AU-n pointer is in a fixed location in the
STM-N frame. Examples are illustrated in Figs. 3.2 and
3.4–3.9.

The AU-4 may be used to carry, via the VC-4, a number
of TU-n (n = 1, 2, 3) units forming a two-stage multiplex.
An example of this arrangement is illustrated in Figs. 3.8a
and 3.9a. The VC-n associated with each TU-n does not
have a fixed-phase relationship with respect to the start
of the VC-4. The TU-n pointer is in a fixed location in
the VC-4, and the location of the first byte of the VC-n is
indicated by the TU-n pointer.

The AU-3 may be used to carry, via the VC-3, a number
of TU-n (n = 1, 2) units forming a two-stage multiplex. An
example of this arrangement is illustrated in Figs. 3.8b
and 3.9b. The VC-n associated with each TU-n does not
have a fixed-phase relationship with respect to the start
of the VC-3. The TU-n pointer is in a fixed location in
the VC-3, and the location of the first byte of the VC-n is
indicated by the TU-n pointer.

3.6.1. Interconnection of STM-Ns. SDH is designed to
be universal, allowing the transport of a large variety
of signals including those specified in CCITT Rec. G.702.
However, different structures can be used for the transport
of virtual containers. The following interconnection rules
will be used (Ref. G.707):

1. The rule for interconnecting two AUGs based on
two different types of administrative unit — namely,
AU-4 and AU-3 — will be to use the AU-4 structure.

STM-N

× N × 1

× 3
× 3 × 1

× 7

× 1

× 3

× 4

× 7

AUG

Pointer processing

Multiplexing

Aligning

Mapping

AU-4

AU-3

TU-3

139 264 kbit /s
(note)

44 736 kbit /s
34 368 kbit /s
(note)

6312 kbit /s
(note)

2048 kbit /s
(note)

1544 kbit /s
(note)

 T1517950-95C-n Container-n

TU-2

TU-12

TU-11

VC-3

VC-2

VC-12

VC-11

C-4

C-3

C-2

C-12

C-11

VC-4

VC-3

TUG-3

TUG-2

Figure 3.3. Multiplexing structure overview. Note: G.702 tributaries associated with containers
C-x are shown; other signals, e.g., ATM, can also be accommodated.) (From Ref. 5, Fig. 6-1/
G.707, p. 6.)
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Figure 3.4. Multiplexing method
directly from container 1 using
AU-4. [Note: Unshaded areas are
phase-aligned. Phase alignment
between the unshaded and shaded
areas is defined by the pointer (PTR)
and is indicated by the arrow.] (From
Ref. 5, Fig. 6-2/G.707, p. 7.)

Container-1

Container-1VC-1 POH

VC-3

AU-3

AUG

STM-N

T1517970-95

AUGAUGSOH

Logical association
Physical association

VC-1

TU-1

TUG-2

AU-3 PTR

TU-1 PTR

TU-1 PTRTU-1 PTR

TUG-2TUG-2

AU-3 PTRAU-3 PTR

VC-3 POH

VC-3

VC-3VC-3

VC-1

VC-1VC-1

Figure 3.5. Multiplexing method di-
rectly from container 1 using AU-3.
[Note: Unshaded areas are phase-alig-
ned. Phase alignment between the
unshaded and shaded areas is defined
by the pointer (PTR) and is indi-
cated by the arrow.] (From Ref. 5,
Fig. 6-3/G.707, p. 7.)

Therefore, the AUG based on AU-3 will be
demultiplexed to the VC-3 or TUG-2 level according
to the type of payload, and remultiplexed within
an AUG via the TUG-3/VC-4/AU-4 route. This is
illustrated in Fig. 3.9a,b.

2. The rule for interconnecting VC-11s transported via
different types of tributary unit — namely, TU-11
and TU-12 — will be to use the TU-11 structure.
This is illustrated in Fig. 3.10c. VC-11, TU-11, and
TU-12 are described below.

This SDH interconnection rule does not modify
the interworking rules defined in ITU-T Rec. G.802
for networks based on different PDHs and speech
encoding laws.

3.6.2. Scrambling. Scrambling assures sufficient bit
timing content (transitions) at the NNI to maintain
synchronization and alignment. Figure 3.11 is a functional
block diagram of the frame synchronous scrambler. The
generating polynomial for the scrambler is 1 + X6 + X7.
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Figure 3.6. Multiplexing method directly from
container 3 using AU-3. [Note: Unshaded areas
are phase-aligned. Phase alignment between
the unshaded and shaded areas is defined by
the pointer (PTR) and is indicated by the arrow.]
(From Ref. 5, Fig. 6-4/G.707, p. 9.)
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VC-3
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STM-N
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VC-3

VC-3 VC-3

Figure 3.7. Multiplexing method directly from
container 4 using AU-4. [Note: Unshaded areas
are phase-aligned. Phase alignment between the
unshaded and shaded areas is defined by the
pointer (PTR) and is indicated by the arrow.]
(From Ref. 5, Fig. 6-5/G.707, p. 10.)
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Figure 3.8. Administrative units in an STM-1 frame: (a) with
one AU-4; (b) with three AU-3s.

3.7. Frame Structure for 51.840-Mbps Interface

Low/medium-capacity SDH transmission systems based
on radio and satellite technologies that are not designed
for the transmission of STM-1 signals may operate at a bit
rate of 51.840 Mbps across digital sections. However, this
bit rate does not represent a level of the SDH or a NNI bit
rate (ITU-R Rec. G.707).

The recommended frame structure for a 51.840-Mbps
signal for satellite (ITU-R Rec. S.1149) and LoS microwave
application (ITU-R Rec. F.750) is shown in Fig. 3.12.

3.8. Multiplexing Methods

3.8.1. Multiplexing of Administrative Units into STM-N

3.8.1.1. Multiplexing of Administrative Unit Groups
(AUGs) into an STM-N. The arrangement of N AUGs

multiplexed into an STM-N is illustrated in Fig. 3.13.
The AUG is a structure of 9 rows × 261 columns plus
9 bytes in row 4 (for the AU-n pointers). The STM-N
consists of an SOH described below and a structure of
9 rows × (N × 261) columns with N × 9 bytes in row 4 (for
the AU-n pointers). The N AUGs are one single-byte-
interleaved into this structure and have a fixed-phase
relationship with respect to the STM-N.

3.8.1.2. Multiplexing of an AU-4 via AUG. The mul-
tiplexing arrangement of a single AU-4 via the AUG is
illustrated in Fig. 3.14. The 9 bytes at the beginning of
row 4 are assigned to the AU-4 pointer. The remaining
9 rows × 261 columns are allocated to virtual container 4
(VC-4). The phase of the VC-4 is not fixed with respect to
the AU-4. The location of the first byte of the VC-4 with
respect to the AU-4 pointer is given by the pointer value.
The AU-4 is placed directly in the AUG.

3.8.1.3. Multiplexing of AU-3s via AUG. The multiplex-
ing arrangement of three AU-3s via the AUG is shown
in Fig. 3.15. The 3 bytes at the beginning of row 4 are
assigned to the AU-3 pointer. The remaining 9 rows × 87
columns are allocated to the VC-3 and two columns of fixed
stuff. The byte in each row of the two columns of fixed stuff
of each AU-3 shall be the same. The phase of the VC-3 and
the two columns of fixed stuff is not fixed with respect to
the AU-3. The location of the first byte of the VC-3 with
respect to the AU-3 pointer is given by the pointer value.
The three AU-3s are single-byte-interleaved in the AUG.
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3.8.2. Multiplexing of Tributary Units into VC-4 and VC-3

3.8.2.1. Multiplexing of Tributary Unit Group 3S (TUG-
3s) into a VC-4

The arrangement of three TUGs multiplexed in the VC-4
is illustrated in Fig. 3.16 The TUG-3 is a 9-row × 86-
column structure. The VC-4 consists of one column of VC-4
POH, two columns of fixed stuff and a 258-column payload
structure. The three TUG-3s are single-byte-interleaved
into the 9-row × 258-column VC-4 payload structure and
have a fixed phase with respect to the VC-4. As described
in 3.9.1.1, the phase of the VC-4 with respect to the AU-4
is given by the AU-4 pointer.

3.8.2.2. Multiplexing of a TU-3 via a TUG-3. The
multiplexing of a single TU-3 via the TUG-3 is shown
in Fig. 3.17. The TU-3 consists of the VC-3 with a 9-byte
VC-3 POH and the TU-3 pointer. The first column of the
9-row × 86-column TUG-3 is assigned to the TU-3 pointer
(bytes H1, H2, H3) and fixed stuff. The phase of the VC-3
with respect to the TUG-3 is indicated by the TU-3 pointer.

3.8.2.3. Multiplexing of TUG-2s via a TUG-3. The
multiplexing format for the TUG-2 via the TUG-3 is
illustrated in Fig. 3.18. The TUG-3 is a 9-row × 86-column
structure with the first two columns of fixed stuff.

3.8.2.4. Multiplexing of TUG-2s into a VC-3. The
multiplexing structure for TUG-2s into a VC-3 is shown
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9

261

1∗ All 1s byte
Y 1001 SS11 (S bits are unspecified)

Figure 3.14. Multiplexing of AU-4 via AUG. (From Ref. 5, Fig. 7-2/G.707, p. 19.)

in Fig. 3.19. The VC-3 consists of VC-3 POH and a 9-row
× 84-column payload structure. A group of seven TUG-2s
can be multiplexed into the VC-3.

3.9. Pointers

3.9.1. AU-n Pointer. The AU-n pointer provides a method
of allowing flexible and dynamic alignment of the VC-n
within the AU-n frame. Dynamic alignment means that
the VC-n is allowed to ‘‘float’’ within the AU-n frame. Thus,
the pointer is able to accommodate differences, not only in
the phases of the VC-n and the SOH, but also in the frame
rates.

3.9.1.1. AU-n Pointer Location. The AU-4 pointer is
contained in bytes H1, H2, and H3 as shown in Fig. 3.20.
The three individual AU-3 pointers are contained in three
separate H1, H2, and H3 bytes as shown in Fig. 3.21.

3.9.1.2. AU-n Pointer Value. The pointer contained in
H1 and H2 designates the location of the byte where the
VC-n begins. The 2 bytes allocated to the pointer function
should be viewed as one word, as illustrated in Fig. 3.22.
The last ten bits (bits 7–16) of the pointer word carry the
pointer value.

As illustrated in Fig. 3.22, the AU-4 pointer value is
a binary number with a range of 0–782 that indicates

the offset in 3-byte increments, between the pointer and
the first byte of the VC-4 (see Fig. 3.20). Figure 3.22 also
indicates one additional valid pointer, the Concatenation
Indication. The Concatenation Indication is indicated by
binary 1001 in bits 1–4, bits 5–6 are unspecified, and 10
binary 1s in bit positions 7–16. The AU-4 pointer is set to
‘‘concatenation indication’’ for AU-4 concatenation.

As shown in Fig. 3.22, the AU-3 pointer value is also
a binary number with a range of 0–782. Since there are
three AU-3s in the AUG, each AU-3 has its own associated
H1, H2, and H3 bytes.

Note that the H bytes are shown in sequence in
Fig. 3.20. The first H1,H2,H3 set refers to the first AU-3,
and the second set to the second AU-3, and so on. For the
AU-3s, each pointer operates independently.

In all cases, the AU-n pointer bytes are not counted in
the offset. For example, in an AU-4, the pointer value of
0 indicates that the VC-4 starts in the byte location that
immediately follows the last H3 byte, whereas an offset of
87 indicates that the VC-4 starts 3 bytes after the K2 byte.

3.9.1.3. Frequency Justification. If there is a frequency
offset between the frame rate of the AUG and that of
the VC-n, then the pointer value will be incremented or
decremented as needed, accompanied by a corresponding
positive or negative justification byte or bytes. Consecutive
pointer operations must be separated by at least three
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Figure 3.15. Multiplexing of AU-3s via AUG. (Note: The byte in each row of the two columns of
fixed stuff of each AU-3 shall be the same.) (From Ref. 5, Fig. 7-3/G.707, p. 20.)
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Fixed stuff
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(A)

1 86

TUG-3
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1 86

TUG-3
(C)

1 86

Figure 3.16. Multiplexing of three TUG-3s into a VC-4. (From Ref. 5, Fig. 7/4/G.707, p. 21.)

frames (i.e., every fourth frame) in which the pointer
value remains constant.

If the frame rate of the VC-n is too slow with respect
to that of the AUG, then the alignment of the VC-n must
periodically slip back in time and the pointer value must
be incremented by one. This operation is indicated by
inverting bits 7, 9, 11, 13, and 15 (I bits) of the pointer

word to allow 5-bit majority voting at the receiver. Three
positive justification bytes appear immediately after the
last H3 byte in the AU-4 frame containing inverted I bits.
Subsequent pointers will contain the new offset. This is
depicted in Fig. 3.23.

For AU-3 frames, a positive justification byte appears
immediately after the individual H3 byte of the AU-3
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Figure 3.17. Multiplexing a TU-3 via a TUG-3. (From Ref. 5, Fig. 7-5/G.707, p. 21.)
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Figure 3.18. Multiplexing of TUG-2s via a TUG-3. (From Ref. 5, Fig. 7-6/G.707, p. 22.)

frame containing inverted I bits. Subsequent pointers will
contain the new offset.

If the frame rate of the VC-n is too fast with respect
to that of the AUG, then the alignment of the VC-n must
periodically be advanced in time and the pointer value
must be decremented by one. This operation is indicated
by inverting bits 8, 10, 12, 14, and 16 (D bits) of the
pointer word to allow 5-bit majority voting at the receiver.
Three negative justification bytes appear in the H3 bytes
in the AU-4 frame containing inverted D bits. Subsequent
pointers will contain the new offset.

For AU-3 frames, a negative justification byte appears
in the individual H3 byte of the AU-3 frame containing
inverted D bits. Subsequent pointers will contain the new
offset.

3.9.1.4. Pointer Generation. The following summa-
rizes the rules for generating the AU-n pointers:

1. During normal operation, the pointer locates the
start of the VC-n within the AU-n frame. The NDF
(new data flag) is set to binary 0110. The NDF
consists of the N bits, bits 1–4 of the pointer word.

2. The pointer value can be changed only by operation
3, 4, or 5 (see items below).

3. If a positive justification is required, the current
pointer value is sent with the I bits inverted and
the subsequent positive justification opportunity is
filled with dummy information. Subsequent pointers
contain the previous pointer value incremented by
one. If the previous pointer is at its maximum value,
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Figure 3.19. Multiplexing seven TUG-2s into a VC-3. (From Ref. 5, Fig. 7-8/G.707, p. 24.)
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Figure 3.20. AU-4 pointer offset numbering.
(From Ref. 5, Fig. 8-1/G.707, p. 34.)

the subsequent pointer is set to zero. No subsequent
increment or decrement operation is allowed for at
least three frames following this operation.

4. If a negative justification is required, the current
pointer value is sent with the D bits inverted and
the subsequent negative justification opportunity is
overwritten with actual data. Subsequent pointers
contain the previous pointer value decremented by
one. If the previous value is zero, the subsequent

pointer is set to its maximum value. No subsequent
increment or decrement operation is allowed for at
least three frames following this operation.

5. If the alignment of the VC-n changes for any reason
other than rules 3 or 4, the new pointer value
should be sent accompanied by the NDF set to
1001. The NDF only appears in the first frame that
contains the new values. The new location of the
VC-n begins at the first occurrence of the offset
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Figure 3.21. AU-3 pointer offset numbering.
(From Ref. 5, Fig. 8-2/G.707, p. 325.)
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1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

10 bit pointer value T1518180-95

I
D
N

Increment
Decrement
New data flag

New data flag

–  Enabled when at least 3 out of 4 bits match "1001"
–  Disabled when at least 3 out of 4 bits match "0110"
–  Invalid with other codes

Negative justification
–  Invert 5 D-bits
–  Accept majority vote

Positive justification
–  Invert 5 I-bits

Concatenation indication
–  1001SS1111111111 (SS bits are unspecified)

–  Accept majority vote

SS bits AU-n/TU-n type

10 AU-4, AU-3, TU-3
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justification
opportunity

Positive
justification
opportunity

Pointer value (b7-b16)
–  Normal range is:

for AU-4, AU-3:
for TU-3:

0-782 decimal
0-764 decimal

Figure 3.22. AU-n/TU-3 pointer (H1, H2, H3) coding. (From Ref. 5, Fig. 8-3/G.707, p. 36.)

indicated by new pointer. No subsequent increment
or decrement operation is allowed for at least three
frames following this operation.

3.9.1.5. Pointer Interpretation. The following list sum-
marizes the rules for interpreting the AU-n pointers:

1. During normal operation, the pointer locates the
start of the VC-n within the AU-n frame.

2. Any variation from the current pointer value is
ignored unless a consistent new value is received
3 times consecutively or is preceded by either rule 3,
4, or 5. Any consistent new value received three
times consecutively overrides (i.e., takes priority
over) rules 3 and 4.

3. If the majority of the I bits of the pointer
word is inverted, a positive justification operation
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Table 4.1. Summary of SDH/SONET Payloads and Mappingsa

SDH SONET

Actual Mapping Actual
Payload Payload AU-3/AU-4 Container Payload Payload

Payload Container Capacity and POH Based SPE Capacity and POH Mapping

DS1 (1.544) VC-11 1.648 1.728 (AU-3),AU-4 VT 1.5 1.648 1.664 STS-1
VC-12 2.224 2.304 AU-3,AU-4

E1 (2.048) VC-12 2.224 2.304 (AU-3),AU-4 VT2 2.224 2.240 STS-1
DS1C (3.152) VT3 3.376 3.392 STS-1
DS2 (6.312) VC-2 6.832 6.912 (AU-3),AU-4 VT6 6.832 6.848 STS-1
E3 (34.368) VC-3 48.384 48.960 AU-3,AU-4
DS3 (44.736) VC-3 48.384 48.960 (AU-3),AU-4 STS-1 49.536 50.112 STS-1
E4 (139.264) VC-4 149.760 150.336 (AU-4) STS-3c 149.760 150.336 STS-3c
ATM (149.760) VC-4 149.760 150.336 (AU-4) STS-3c 149.760 150.336 STS-3c
ATM (599.040) VC-4-4c 599.040 601.344 (AU-4) STS-12c 599.040 601.344 STS-12c
FDDI (125.000) VC-4 149.760 150.336 (AU-4) STS-3c 149.760 150.336 STS-3c
DQDB (149.760) VC-4 149.760 150.336 (AU-4) STS-3c 149.760 150.336 STS-3c

a(AU-n) indicates compatible mapping to SONET Note 2: Numbers are in Mbit/s unit.
Source: Shafi and Siller, Ref. 3 Table 2, p. 64, 3-, reprinted with permission.

is indicated. Subsequent pointer values shall be
incremented by one.

4. If the majority of the D bits of the pointer
word is inverted, a negative justification operation
is indicated. Subsequent pointer values shall be
decremented by one.

5. If the NDF is interpreted as enabled, the coincident
pointer value shall replace the current one at the

offset indicated by the new pointer value unless the
receiver is in a state that corresponds to a loss of
pointer.

4. SONET/SDH SUMMARY

Table 4.1 summarizes SDH/SONET payloads and map-
pings. Table 4.2 reviews the various overheads for SDH
STM-1 and SONET STS-3c.
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1. INTRODUCTION

Error-correcting codes should protect digital data against
errors that occur on noisy communication channels. There
are two basic types of error-correcting codes: block codes
and convolutional codes, which are similar in some ways
but differ in many other ways. For simplicity, we consider
only binary codes.

We first consider block codes and divide the entire
sequence of data or information digits into blocks of length
K called information words. Then the block encoder maps
the set of information words one to one to the set of
codewords of blocklength N, where N ≥ K. The block code
B is the set of M = 2K codewords and the block code rate
R = K/N is the fraction of binary digits in the codeword
that is needed to represent the information word; the
remaining fraction, 1−R, represents the redundancy that
can be used to combat channel noise. The theory of block
codes is very rich, and many algebraic concepts have been
used to design block codes with mathematical structures
that can be exploited in efficient decoding algorithms.
Block codes are used in many applications; for example,
all compact-disk (CD) players use a very powerful block
code called the Reed–Solomon code.

The encoder for a convolutional code maps the sets
of information words (in this context also called an
information sequences) one to one to the set of codewords.
An information word is regarded as a continuous sequence
of b-tuples, and a codeword is regarded as a continuous
sequence of c-tuples. The convolutional encoder introduces
dependencies between the codeword c-tuples; the present
codeword c-tuple depends not only on the corresponding
information word b-tuple but also on the m (memory)
previous b-tuples. The convolutional code is the (infinite)
set of infinitely long codewords and the convolutional code
rate is R = b/c. For block codes, K and N are usually
large, whereas for convolutional codes, b and c are usually
small. Convolutional codes are routinely used in many
applications, for example, mobile telephony and modems.

A major drawback of many block codes is that it
is difficult to make use of soft-decision information
provided by a channel (or demodulator) that, instead of
outputting a hard decision of a channel symbol, outputs
likelihood information. Such channels are called soft-
output channels and are often better models of the
situation encountered in practice. For convolutional codes
there exist decoding algorithms that can easily exploit
the soft-decision information provided by a soft-output

channel. This is one reason why convolutional codes are
often used in practice.

Tailbiting convolutional codes, in the sequel simply
called tailbiting codes, are block codes that are obtained
from convolutional codes and can be regarded as a link
between these two types of codes. They inherit many prop-
erties, such as distance properties and the error-correcting
capability, from convolutional codes. Many decoding algo-
rithms for convolutional codes that make use of soft-
decision information can be extended to tailbiting codes.

The basic idea of obtaining good block codes from con-
volutional codes by using the tailbiting method was first
presented by Solomon and van Tilborg [1]. The term tail-
biting convolutional code was, however, not used until Ma
and Wolf presented their results in 1986 [2]. It has since
been shown that many good block codes can be considered
as tailbiting codes. Tailbiting codes are also an interest-
ing option in practical applications where information is
to be transmitted in rather large blocks and where the
advantages of convolutional codes can be exploited.

2. TERMINATING CONVOLUTIONAL CODES

In order to explain the tailbiting termination method,
a short introduction to convolutional codes and convolu-
tional encoders is first given. A rate R = b/c, binary con-
volutional encoder has b inputs and c outputs and encodes
a semiinfinite information sequence u = ukuk+1uk+2 . . .,
where ui = (u(1)

i u(2)

i · · ·u(b)

i ) is a binary b-tuple and k is
an integer (positive or negative), into a code sequence
v = vkvk+1vk+2 · · ·, where vi = (v(1)

i v(2)

i · · · v(c)
i ) is a binary

c-tuple. For simplicity we will first only consider convo-
lutional encoders without feedback. In this case the code
symbol vt at time t depends on both the information symbol
ut and the m previous information symbols. The encoding
rule can be written as

vt = utG0 + ut−1G1 + · · · + ut−mGm (1)

where t ≥ k is an integer and uj = 0 when j < k. The
parameter m is called the memory of the encoder and Gi,
0 ≤ i ≤ m, is a binary b× c matrix. The arithmetic in (1)
is in the binary field �2. A convolutional code encoded by
a convolutional encoder is the set of all code sequences
v obtained from the encoder resulting from all possible
different information sequences u. For simplicity we will
assume here that k = 0.

The convolutional encoder can be regarded as a linear
finite-state machine. Figure 1 shows an example of a code
rate R = 1

2 convolutional encoder. It has the following
encoding rule

vt = ut(1 1)+ ut−1(1 0)+ ut−2(1 1) (2)

where uj, j = t, t− 1, t− 2, is a binary 1-tuple, and its
memory is m = 2. The encoder has two delay elements;
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hence, at each time t the encoder can be in four different
states depending on the two previous information symbols.
We denote the state at time t by st, the set of all possible
encoder states by S, and the number of possible encoder
states by ns. A convolutional encoder is assumed to start in
the all-zero state: s0 = 0. A trellis [3] describes all possible
state sequences s0s1s2 · · · of the convolutional encoder. The
trellis for the rate R = 1

2 memory m = 2 encoder in Fig. 1
is shown in Fig. 2. From each state in the trellis there are
at each time instant two possible state transitions. The
state transitions are represented by branches. The upper
branch corresponds to the encoder input 0 and the lower
one, to the encoder input 1. The symbols on each branch
denote the encoder output.

A convolutional code is a set of (semi)infinitely long code
sequences resulting from (semi)infinite strings of data.
However, since data usually are transmitted in packets
of a certain size and not as a stream of symbols, it is
in a practical situation necessary to split the infinite
datastream into blocks, and let each block of data be
separately encoded into a block of code symbols by the
convolutional encoder. We say that the convolutional
code is terminated into a block code. An encoder for an
(N, K) block code maps blocks of K information bits u =
(u0 u1 · · ·uK−1) one to one to codewords v = (v0 v1 · · · vN−1)

of N bits.
The straightforward method for terminating a convo-

lutional code into a block code is to use the termination
method called direct truncation. Assume that a rate R =
b/c convolutional encoder with memory m is used to encode
a block of K = Lb information bits u = (u0 u1 · · ·uL−1),
where ui = (u(1)

i u(2)

i · · ·u(b)

i ). Using direct truncation, the
convolutional encoder is started in a fixed state, and is
simply fed with the L information b-tuples. The result-
ing output is a codeword v = (v0 v1 . . . vL−1), where
vi = (v(1)

i v(2)

i · · · v(c)
i ), consisting of N = Lc bits and the set

ut

v t
(1)

v t
(2)

+ +

+

Figure 1. A rate R = 1
2 memory m = 2 convolutional encoder.
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Figure 2. The trellis for the encoder in Fig. 1.

of codewords resulting from all the M = 2K possible differ-
ent information blocks makes up a linear block code. The
blocklength of this code is N = Lc, and the code’s rate is
Rdt = K/N = b/c.

The disadvantage with the direct-truncation method is
that the last information b-tuples are less protected than
the other data bits. A remedy for this is to feed the encoder
with m additional b-tuples, after the information symbols,
which forces the encoder in to an advanced determined
encoder state (known to the decoder). These mb symbols
carry no information and are called ‘‘dummy symbols.’’
Usually the predetermined ending state is chosen to be
the all-zero state, and we reach this state by feeding
the (feedback-free) encoder by m dummy zero b-tuples.
Hence, this second termination method is called the zero-
tail method. With this method also the last information
symbols are protected, and this is the most common
method used to terminate a convolutional code. The block
code obtained with the zero-tail method has blocklength
N = (L+m)c and rate

Rzt = K
N
= L

L+m
b
c
= L

L+m
R (3)

which is less than the rate R = b/c of the convolutional
encoder. The rate loss L/(L+m), caused by the m dummy
b-tuples, is negligible if L � m, but if L is small, that is, if
the data arrives in short packets, this rate loss might not
be acceptable.

In the third method, called tailbiting, this rate loss
is removed. In order to protect all data bits equally, we
impose the restriction that the rate R = b/c convolutional
encoder should start and, after feeding it with the K = Lb
information bits u, end in the same encoder state. To avoid
the use of dummy symbols, this starting–ending state is
not fixed, but depends on the actual information sequence
to be encoded. Since no dummy symbols are used, the
codewords have length N = Lc, and the rate of the block
code obtained is the same as for the encoder:

Rtb = K
N
= b

c
= R (4)

We have no rate loss. The following example illustrates
our three different termination methods.

Example 1. Assume that the rate R = 1
2 encoder with

memory m = 2 in Fig. 1 is used to encode a block of 4
information bits. Figure 3a–c shows the trellis when direct
truncation, zero-tail, and tailbiting termination types are
used, respectively. With direct truncation the encoder
starts in the all-zero state and can end in any of the
four encoder states, whereas with zero-tail termination the
encoder can start and end in one predetermined state, that
is, in the all-zero state only. With tailbiting the encoder, as
with zero-tail termination, also ends in the same state as
it started in, however, all four encoder states are possible
starting-ending states.

Consider the encoding of the information block u =
(1 0 0 1) using the tailbiting technique. If the encoder is
loaded with (starts in) state 10, then after feeding it with
the information sequence u, the encoder again ends in
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Figure 3. Trellises for encoding a
block of 4 information bits using
the encoder in Fig. 1 and (a) direct
truncation, (b) zero-tail termination,
(c) tailbiting termination. In (d) the
encoder state sequence when encod-
ing u = (1 0 0 1) using tailbiting is
shown.

state 10; that is, the tailbiting restriction is fulfilled. The
corresponding codeword is v = (01 01 11 11). The encoder
state sequence is shown in Fig. 3d.

We call a linear block code obtained by terminating a
convolutional code using the tailbiting termination method
a tailbiting code, and the number of encoded b-tuples L
is called the tailbiting length. The corresponding trellis is
called a tailbiting trellis. Since the convolutional encoder
starts and ends in the same state, we can view the
tailbiting trellis as a circular trellis. Figure 4 shows a
circular trellis of length L = 6 for a tailbiting code encoded
by a rate R = 1/c encoder with four states. Every valid
codeword in a tailbiting code corresponds to a circular
path in the circular trellis. From the regular structure
of the circular trellis obtained from a time-invariant
convolutional encoder, it follows that if a codeword is
cyclically shifted c symbols (corresponding to one cyclic
step in the circular trellis), the result is also a codeword
in the tailbiting code. Block codes with this property are
called quasicyclic codes. Hence, all R = b/c tailbiting codes
obtained from time-invariant convolutional encoders are
quasicyclic under a cyclic shift of c symbols.

3. ENCODING TAILBITING CODES

Using the tailbiting termination method we must find
the correct starting state for each information word to
be encoded such that the encoder starts and ends in

00

01

10

11

Figure 4. A circular trellis for a tailbiting code of length L = 6
encoded by a rate R = 1/c encoder with four states.

the same state. For feedback-free encoders realized in
controller canonical form, like the encoder in Fig. 1, this is
very easy. Consider the encoding of the information word
u = (1 0 0 1) in Example 1. After feeding the convolutional
encoder with the 4 information bits, it ends in state (1
0), which is simply the 2 last information bits in reversed
order, and, hence, if this state is chosen as starting state,
then the tailbiting criterion will be fulfilled. Similarly,
for feedback-free encoders realized in controller canonical
form the encoder starting state is the reverse of the m last
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information b-tuples uL−1 · · ·uL−m. If the convolutional
encoder has feedback, the starting state does not depends
not only on the m last information b-tuples but, in general,
also on all information bits. The starting state can be
obtained by performing a simple matrix multiplication
as shown in Ref. 4, where finding the starting state of a
convolutional encoder realized in observer canonical form
is also investigated. Another method to find the starting
state of a feedback convolutional encoder when tailbiting
is used is given by Weiss et al. [5]. This method requires
that the encoding is performed twice: once in order to
find the correct starting state and a second time for the
actual encoding.

From Eq. (1) and the fact that the starting state is
given by the reverse of the last m information b-tuples to
be encoded, it follows that for feedback-free encoders

vt = (v(1)
t v(2)

t · · · v(c)
t ) =

m∑
k=0

u((t−k))Gk (5)

where the double parentheses denote modulo L arithmetic
on the indices; that is, ((t− k)) ≡ t− k (mod L). Then the
encoding of a tailbiting code using a feedback-free encoder
can be compactly written as

v = uGtb (6)

where

Gtb =




G0 G1 G2 . . . Gm

G0 G1 G2 . . . Gm

. . .
. . .

. . .
. . .

G0 G1 G2 . . . Gm

Gm G0 G1 . . . Gm−1

Gm−1 Gm G0 . . . Gm−2

...
. . .

. . .
...

G1 G2 . . . Gm G0



(7)

is an L× L matrix and where each entry is a b× c matrix.

Example 2. The generator matrix that corresponds to
the tailbiting encoding in Example 1 is

Gtb =




11 10 11 00
00 11 10 11
11 00 11 10
10 11 00 11


 . (8)

We verify that when encoding u = (1 0 0 1) the
corresponding codeword is v = (1 0 0 1)Gtb = (01 01 11 11).

Often it is convenient to express the information word
and codeword in terms of the delay operator D:

u(D) = u0 + u1D+ · · · + uL−1DL−1 (9)

v(D) = v0 + v1D+ · · · + vL−1DL−1 (10)

Each convolutional encoder can also be described by a
generator matrix G(D) using the delay operator. For
example, the encoder in Fig. 1 has generator matrix

G(D) = (1+D+D2 1+D2). If the convolutional encoder
has feedback, the entries of the generator matrix are
rational functions. Using the delay operator, we can write
the tailbiting encoding procedure in compact form as

v(D) ≡ u(D)G(D) (mod 1+DL) (11)

where G(D) is a rational generator matrix.

Example 3. We repeat the calculations in Example 2
using (11). The generator matrix is G(D) = (1+D+D2 1+
D2), and the information sequence u(D) = 1+D3 gives
the codeword

v(D) ≡ (1+D3)(1+D+D2 1+D2)

≡ (D2 +D3 1+D+D2 +D3)

≡ (01)+ (01)D+ (11)D2 + (11)D3 (mod 1+D4)

(12)

Example 4. Consider tailbiting of length L = 4 using
the (systematic) feedback encoder shown in Fig. 5. It
is equivalent to the encoder in Fig. 1 and its generator
matrix is

G(D) =
(

1
1+D2

1+D+D2

)
(13)

The information sequence u(D) = 1+D+D3 gives the
codeword

v(D) ≡ (1+D+D3)

(
1

1+D2

1+D+D2

)
≡ (1+D+D3)(1 (1+D2)(1+D2 +D3))

≡ (1+D+D3)(1 D+D3) ≡ (1+D+D3 D+D3)

≡ (10)+ (11)D+ (00)D2 + (11)D3 (mod 1+D4)

(14)

where we have assumed that (1+D+D2)−1 ≡ 1+D2 +
D3 (mod 1+D4).

For certain encoders at certain tailbiting lengths the
tailbiting technique will fail to work; we do not have a
one-to-one mapping between the information sequences
and the codewords.

Example 5. Assume that the feedback encoder in Fig. 5
is used for tailbiting. We start the encoder in state (0 1)

ut

v t
(1)

v t
(2)+

+

+

Figure 5. A rate R = 1
2 (systematic) feedback convolutional

encoder.
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and feed it with zeros. The encoder passes the states (1 0)

and (1 1) and after three steps the encoder will be back
again in state (0 1). The corresponding encoder output is
00 01 01. If the tailbiting length L is a multiple of 3, the
repetition of this cycle L/3 times will be a tailbiting path
corresponding to a nonzero codeword. Since the all-zero
codeword always corresponds to the all-zero input, we will
have more than one codeword corresponding to an all-zero
input; that is, one information sequence corresponds to at
least two codewords; hence, tailbiting fails when L is a
multiple of 3.

The generator matrix G(D) used to generate a
tailbiting code of length L can be decomposed in
its invariant factor decomposition G(D) = A(D)�(D)B(D)

(see, for example, [6]), where A(D) and B(D) are b× b and
c× c binary polynomial matrices with unit determinants,
respectively, and where �(D) is the b× c matrix

�(D) =




γ1(D)

q(D)

. . .

γb(D)

q(D)
0 . . . 0


 (15)

where q(D) and γi(D), i = 1, 2, . . . , b, are binary polyno-
mials. It was shown [4] that if and only if both q(D) and
γb(D) are relatively prime to 1+DL, then (11) describes a
one-to-one mapping between u(D) and v(D) for all u(D).

Example 6. Consider the feedback encoder in Fig. 5 with
generator matrix G(D) given in (13). Using the invariant
factor decomposition, we can write

G(D) = (1)

(
1

1+D+D2
0
)(

1+D+D2 1+D2

1+D D

)
(16)

and, hence, q(D) = 1+D+D2 and γb(D) = 1. Since q(D)

divides 1+D3k, where k = 1, 2, . . ., it follows in agreement
with Example 5 that the tailbiting technique fails for L =
3k.

4. DECODING TAILBITING CODES

Assume that the information block u is encoded as the
codeword v and then transmitted over a noisy channel.
At the receiver side, the decoder is provided with a noise-
corrupted version of v that we denote by r. The task of
the decoder is to make an estimate û of the information
block u based on the received r. A decoder that chooses û
in such a manner that

û = arg max
x

P(r | u = x) (17)

where the maximum is taken over all possible information
blocks, is called a (sequence) maximum-likelihood (ML)
decoder. If all possible information blocks are equally likely
to occur, then an ML decoder minimizes the probability
that û �= u; thus, an ML decoder minimizes the decoding
block error probability. A drawback of the ML decoder is

that it does not provide any information on how reliable
the estimation û is. A decoder that computes

P(u(i)
t = x | r), x ∈ {0, 1}

for all t and i, is called a (symbol-by-symbol) a posteriori
probability (APP) decoder. The estimated information bit
û(i)

t is then chosen to be the binary digit x maximizing
the probability P(u(i)

t = x | r); the probability P(u(i)
t = x|r)

also provides valuable information on the reliability of the
estimation û(i)

t , which is crucial in many modern coding
schemes, including Turbo codes.

A code described via a trellis with only one possible
starting state (as the example in Fig. 3b) may be decoded
by trellis-based algorithms that can easily make use of the
received soft channel output. Examples of such algorithms
are the Viterbi decoder [7], which is an ML decoder,
and the two-way [(BCJR) (Bahl–Cocke–Jelinek–Raviv)]
decoder [8], which is an APP decoder. The main problem
when decoding tailbiting codes is that the decoder
does not know the encoder starting–ending state (since
the starting–ending state depends on the information
sequence to be transmitted), and, hence, the Viterbi
decoder and two-way decoder cannot be used in their
original forms. These algorithms, however, can be applied
to tailbiting codes described via their tailbiting trellises
with ns possible encoder starting-ending states as follows.
Let us divide the set of tailbiting codewords into ns

disjoint subsets or subcodes Ctb
s , where s ∈ S and Ctb

s is
the set of codewords that correspond to trellis paths
starting and ending in the state s. Hence, each subcode
is characterized by its encoder starting-ending state and
corresponds to a trellis with one starting and one ending
state. Each of these subcodes may be decoded by the Viterbi
algorithm producing ns candidate estimates of u. An ML
decoder for tailbiting codes then chooses the best one,
namely, the one with highest probability, among these
ns candidates as its output. Using a similar approach,
we can also implement an a posteriori probability (APP)
decoder [6].

The complexities of the described ML and APP
decoders for tailbiting codes are of the order of n2

s .
For a rate Rtb = b/c tailbiting code with memory m
the number of possible encoder states ns can be as
large as 2mb, and hence the complexity of the ML and
APP decoders are then of the order of 22mb. Because of
this high computational complexity, suboptimal decoding
algorithms, that despite their lower complexities achieve
performances close to those of the ML and APP decoders,
have been widely explored.

Many suboptimal decoding methods make use of the
circular trellis representations of tailbiting codes. The
basic idea to circumvent the problem of the unknown
encoder starting–ending state is to go around and around
the circular trellis while decoding until a decoding decision
is reached (see Fig. 6). The longer the decoder goes
around the circular trellis, the less influence the unknown
encoder starting state has on the performance of the
decoder. There are many near-ML decoding algorithms
using the Viterbi algorithm when circling around the
tailbiting trellis; a nonexhaustive list of such decoders
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Decoding

Figure 6. Illustration of a suboptimal decoding algorithm going
around and around a circular trellis.

is given by Calderbank et al. [9]. An approximate APP
decoding algorithm using the two-way (BCJR) algorithm
when circling around the tailbiting trellis was introduced
by Anderson and Hladik [10]. Experiments have shown
that often very few decoding cycles suffice to achieve
satisfactory results. The decoding performance may,
however, be significantly affected by pseudocodewords
corresponding to trellis paths of more than one cycle
that do not pass through the same trellis state at
any integer multiple of the cycle length other than
the pseudocodeword length. The described suboptimal
tailbiting decoders going around and around the circular
trellis have computational complexities of the order of 2mb,
which is the square root of the decoding complexities of
the optimal algorithms.

5. APPLICATIONS OF TAILBITING CODES

The class of tailbiting codes includes many powerful block
codes, as, for example, the binary (24, 12, 8) Golay code [9].
Furthermore, it was shown [11] that many of the best
tailbiting codes have minimum distances as large as the
best linear codes. Since for tailbiting codes regular trellis
structures are directly obtained from their generators,
these codes are often used when communicating over soft-
output channels.

Using tailbiting codes as component codes in concate-
nated coding schemes is often an attractive option. For
example, concatenated codes with outer Reed–Solomon
codes and inner tailbiting codes have been adopted in the
IEEE Standard 802.16-2001 for local and metropolitan
area networks and in the ETSI EN 301 958 standard
for digital videobroadcasting (DVB). Since tailbiting codes
are easily decoded by (approximate) APP decoders, tailbit-
ing codes are attractive component codes in concatenated
coding schemes using iterative decoders [5].
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1. INTRODUCTION

At the present time, the superturnstile antenna (of which
the batwing antenna is a radiating element) [1], the
supergain antenna (dipole antennas with a reflector plate),
invented in the United States; and the Vierergruppe
antenna, invented in Germany and sometimes called the
two-dipole antenna in Japan, are widely used for very
high-frequency television (VHF-TV) broadcasting around
the world. The superturnstile antenna (2) is used in Japan,
as well as in the United States.

Figure 1 shows the appearance of the original batwing
antenna, when it was first made public by Masters [1].
The secret lies in its complex shape. It is called a batwing
antenna in the United States and Schmetterlings antenne
(butterfly antenna) in Germany, in view of this shape.

The characteristics of the batwing antenna were
calculated using the moment method proposed by
Harrington [3], who conducted experiments on this
antenna. The model antenna was approximately about

Figure 1. Historical shape of the batwing radiator.

two-fifths the size of a full-scale batwing antenna, with its
design center frequency at 500 MHz.

It has been reported that for thick cylindrical antennas,
a substantial effect on the current distribution appears to
be due to nonzero current on the flat end faces. The
assumption of zero current at the flat end face is appropri-
ate for a thin cylindrical antenna; however, in the case of
a thick cylindrical antenna, this assumption is not valid.

Specifically, this article applies the moment method
to a full-wave dipole antenna, with a reflector plate
supported by a metal bar, such as those widely used
for TV and frequency-modulated (FM) broadcasting [4].
In the present study, the analysis is made by including
the flat end-face currents. As a result, it is found that
the calculated and measured values agree well, and
satisfactory wideband characteristics are obtained.

Next, the twin-loop antennas, most widely used for
ultra-high-frequency (UHF)- TV broadcasting, are consid-
ered. Previous researchers analyzed them by assuming
a sinusoidal current distribution. Others adopted the
higher-order expansions (Fourier series) of the current
distribution; however, their analyses did not sufficiently
explain the wideband characteristics of this antenna.

This article applies the moment method to a twin-loop
antenna with a reflector plate or a wire-screen-type reflec-
tor plate. As for the input impedance, 2L-type twin-loop
antennas have reactance near zero [in the case where l1 =
0.15λ0, i.e., where the voltage standing-wave ratio (VSWR)
is nearly equal to unity]. Also, satisfactory wideband
characteristics are obtained. The agreement between the
measurement and the theory is quite good. Thus it may
become possible in the future to improve practical antenna
characteristics, based on the results obtained.

The digital terrestrial broadcasting station will use
multiple channels in common. Therefore, antennas of the
transmitting station will have the required properties of
broad bandwidth and high gain. We have investigated the
two-element modified batwing antenna with the reflector
(UMBA) for UHF digital terrestrial broadcasting. It is
calculated with the balanced feedshape. As a result,
the broadband input impedance of 100 is obtained.
However, in practical use, this antenna requires the balun
and the impedance transformer as another circuit. So
it has a complex feed system and high cost. In this
section, we propose the unbalance-fed modified batwing
antenna (UMBA), which does not use a balun and an
impedance matching circuit. The same broad bandwidth
and high gain compared with the previous feedshape are
obtained. Next, the parallel coupling UMBA (PCUMBA) to
obtain high gain is investigated. The gain of about 14 dBi
is obtained for coupling four elements.

2. MOMENT METHOD

2.1. Thin Wire

This section discusses the moment method proposed by
Harrington [3] and deals with the Garlerkin method
where antenna current is developed using a triangle
function and the same weight function as the current
development function is used. The Garlerkin method
can save calculation time because the coefficient matrix
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is symmetric, and the triangle function is widely used
because it presents a better performance in calculation
time and accuracy and in other parameters for an antenna
element without sudden change in antenna current.

Scattering electric field Es by antenna current and
charge is given by

Es = −jωA− ∇φ (1)

Vector potential A and scalar potential φ are given by

A = µ

4π

∫∫
S

J
e−jkr0

r0
dS (2a)

φ = 1
4πε

∫∫
S

σ
e−jkr0

r0
dS (2b)

The following relation exists between charge density σ and
current J:

σ = −1
jω
∇ · J (2c)

Now, assuming that the surface of each conductor is a
perfect conductor and letting Ei be the incoming electric
field, the following equation must hold true:

n× ES = −n× Ei (3)

The following simultaneous equation holds true from the
boundary condition of the antenna surface of this antenna
system:

N∑
i=1

Ii〈Wj, LFi〉 = 〈Wj, Ei
tan〉,

× (i = 1, . . . , N, j = 1, . . . , M) (4)

where L is the operator for integration and differentiation.
The current is given, from Eq. (4), by

[Ii] = [〈Wj, LFi〉]−1[〈Wj, Ei
tan〉] (5)

and the matrix representation of (5) gives:

[I] = [Z]−1[V] (6)

Now, let the current at point t on each element be
represented by

I(t) = t̂
N∑

i=1

IiTi(t) (7)

where t̂ is the unit vector in the direction of the antenna
axis, and coefficient Ii is the complex coefficient determined
by boundary condition. Letting Ti(t) be the triangle
development function, Ti(t) is given by

Ti(t) =
{

1− |t− ti|
	li

0
ti−1〈t〈ti+1 (8)

where 	li = ti − ti−1 and 	li = ti+1 − ti.
The impedance matrix Z in (6) is given by,

Zji =
∫

axis
dl
∫

C
dl′
[
jωµWjmFin + 1

jωε

dWjm

dl
· dFin

dl′

]
e−jkr0

4πr0
(9)

where C represents an antenna surface l′ parallel to the
antenna axis l. Fin and Wjm are divided into four in the
triangle development function shown in Fig. 2, where the
triangle is configured so that the value is one at the
center and the divided antenna elements are obtained
approximately by the four pulse functions. The expansion
equation of (5) is used for the Green function.

2.2. Thick Wire

As shown in Fig. 3, a monopole antenna excited by a
coaxial cable line consists of a perfectly conducting body of
revolution being coaxial with the z axis. Conventionally,
the integral equation is derived on the presumption that
the tangential component of the scattered field cancels the
corresponding impressed field component on the conductor
surface.

Alternately, according to the boundary condition pro-
posed by Dr. P. C. Waterman [6], an integral equation can

I1

t0 t1 t2 t3

t
t4 t5 t6

I2
I3 I4 I5

4seg

Wire surface

z

Fin

Wjm

1

F
in

ti −1 ti +1ti
l

(a)

(b)

(c)

Figure 2. Approximation to the expansion and weighting
function: (a) triangle function; (b) expansion and weighting
function; (c) approximation to the expansion function Fin.

z z

z = h z = h

z = −h

z = 0 z = 0

r
f

Mf

V0
b

a

Frill of
magnetic
current

(a) (b)

Figure 3. Coaxial cable line feeding a monopole through a
ground plane and mathematical model of the antenna.
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be derived by utilizing the field behavior within the conduc-
tor. Also, the conventional integral equation has a singular
point when the source and the observation point are the
same. On the other hand, the integral equation, after
Waterman, is well behaved, and so it is more convenient
for numerical calculation. When applying the extended
boundary condition to an antenna having an axial symme-
try as shown in Fig. 3, the axial component of the electric
field is required to vanish along the axis of the conductor.

More explicitly, on the axis inside the conductor, the
axial component of the total field is the sum of the
scattered field (the field from current on the conductor)
and the impressed field (the field from excitation). The
corresponding integral equation is written as

jη
4πk

∫ h

−h
Iz(z′)

(
k2 + ∂2

∂z2

)
G(z, z′) dz = Einc

z

Iz(±h) = 0 (10)

with

G(z, z′) = e−jk
√

(z−z′)2+a2√
(z− z′)2 + a2

, k = 2π

λ
,

η = 120π, Iz = 2πaJz

This integral equation reduces to the well-known equation
(11) when the current is assumed to be zero on the antenna
end faces:

jη
4πk

{
k2
∫

S
Jz(z′)G(z, z′) ds′ + ∂

∂z

∫
S
∇′ · JG(z, z′) ds′

}
= Einc

S

(11)

Taking the current at the end faces into account, (11)
becomes

jη
4πk

{
k2
∫ h

−h
Iz(z′)G(z, z′) dz′ + ∂

∂z

∫ h

−h

∂Iz(z′)
∂z′

G(z, z′) dz′

+ ∂

∂z

∫
S′

1
ρ ′

∂Jρ(ρ
′)

∂ρ ′
G(z, z′) ds′

}
= Einc

S ,

ds′ = ρ ′dφ′ dρ ′ (12)

where, on the end surface S′, a in G(z, z′) becomes ρ.
Dr. C. D. Taylor and Dr. D. R. Wilton [7] analyzed the

current distribution on the flat end by a quasi-static-
type approximation method; the resulting theoretical
and experimental values were in good agreement. This
analysis makes the same assumption that, as shown in
Fig. 4, the current flowing axially to the center of the end
surface without modification.

In applying the moment method, sinusoidal functions
were used as expansion and weight functions. Accordingly,
the Galerkin method was used to generate the integral
equation.

Notice (Fig. 4) that the expansion and weight functions
have been changed only on the dipole end faces. This is
done so that the impedance matrix becomes symmetric for
the end current and for the current flowing on the antenna
surface (excluding the antenna end face).

j ,
 6

jz

jr

Thin
wire

Thick wire z=z ′

z

z =z ′ z =z

s

r =a r = 0

z
z=z ′

Expansion function

Weighting function

Wire surface

(a)

(b)

Figure 4. Current and charge for flat end faces, expansion, and
weighting function.

Expanding the unknown current in terms of sine
functions, we have

Iz(z′) =
N∑

n=1

InFn (13)

If the expansion functions are overlapped

Fn =
{ sin k(	− |z′ − zn|)

sin k	
z′ ∈ (zn−1, zn+1)

0 z′ /∈ (zn−1, zn+1)

	 = |zn+1 − zn| (14)

where z′ indicates an axial coordinate taken along the
conductor surface. Equations (13) and (14) are substituted
into (12) to obtain

jη
4πk sin k	

N∑
n=1

In

[∫ Zn+1

Zn−1

G(z, z′)
(

k2 + d
dz′2

)
Fndz′

+ k{G(z, zn+1)+G(z, zn−1) −2 cos k	G(z, zn)}
]

+ jη
4πk

∂

∂z

∫
S′

1
ρ ′

∂Jρ(ρ
′)

∂ρ ′
G(z, z′)ds′ = Einc

z (15)

The first term in the integral is zero because Fn consists
of sine functions. Assuming that

Eend
z = jη

4πk
∂

∂z

∫
S′

1
ρ ′

∂Jρ(ρ
′)

∂ρ ′
G(z, z′) ds′ (16)
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then (15) becomes

jη
4π sin k	

N∑
n=1

+In{G(z, zn+1)+G(z, zn−1)

− 2 cos k	G(z, zn)} + Eend
z = Einc

z (17)

Applying a weight function of the same form as (13) and
taking the inner product of both sides of (17) and the
weight function, we see that the equation becomes

jη
4π sin k	

N∑
n=1

In〈G(z, zn+1)+G(z, zn−1)

− 2 cos k	G(z, zn), Wm〉
+ 〈Eend

z , Wm〉 = 〈Einc
z , Wm〉 (m = 1, 2, · · · · · ·N) (18)

where

Wm =
{ sin k(	− |z− zm|)

sin k	
z ∈ (zm−1, zm+1)

0 z /∈ (zm−1, zm+1)

	 = |zm+1 − zm| (19)

Here z indicates a coordinate taken on the axis. The above
results can be expressed in matrix form as

[Z][I] = [V] (20)

The impressed field Einc
z of the [V] matrix is considered

to be excited by a frill of magnetic current (8) across the
aperture of the coaxial cable line feeding a monopole as
shown in Fig. 3. In other words, assuming the field on the
aperture of a coaxial cable line at z = 0 to be identical to
that of a transverse electromagnetic (TEM) mode on the
coaxial transmission line, the equivalent frill of magnetic
current can be determined. Also, by considering the image
of an excitation voltage as V0, and the inner diameter
and outer diameter of the coaxial cable line by a and b,
respectively, it follows that

Einc
z = V0

2ln(b/a)


 e−jk

√
z2+a2

√
z2 + a2

− e−jk
√

z2+b2

√
z2 + b2


 (21)

2.3. Charge Density and Current on End Faces

Now, we proceed with the study of the current over the
antenna end surface. We presume that the current is zero
at the center to the edge (in the case of a thin cylindrical
antenna, the end current is assumed to be zero as shown
by the dotted line in Fig. 3). If we express the total charge
on the end surface by Q and its radius by a, then the charge
density, σ , and the current density, Jρ , are given by

σ = Q
πa2

, Jρ = −jωQ
2πa2

ρ (22)

0.1
0

10

20

30

0.2 0.3 0.4 0.5 0.6 0.7

Y
in

 (
m

S
)

Yin = G + jB

a/l = 0.0423

h /l

b/a = 1.187

B

G

Theoretical

Measured
(holly)

Figure 5. Input admittance of thick cylindrical antenna.
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Also, by the current continuity condition on the edge,
we have

Q = ± Iz(z′)
jω

(23)

Furthermore, the axial component of the field strength on
the z axis, produced by sources on the end surfaces, is
given by

Ez = ± jηIz(z′)
2πka2

(z− z′)

{
e−jk

√
(z−z′)2+a2√

(z− z′)2 + a2
− e−jk|z−z′ |

|z− z′|

}
(24)

We impose the boundary condition that the total axial field
is zero in the range of −h〈z〈h, not including z = ±h. Now,
if we select the end face weight functions to be the same as
the expansion functions, it follows that the same weight
function will also be applied to the end faces z = ±h, as
shown in Fig. 4.

Referring to the difference between the analysis of
Taylor and Wilton and that presented here, the former
uses the point-matching method and is applied only to the
body of revolution. On the other hand, the latter employs
the Galerkin method and is applied to antennas that are
asymmetric and that also contain discontinuities in the
conductors. By using the moment method and taking the
end surfaces into consideration, a relatively thick antenna
can be treated.

For example, the calculated input admittance for
a = 0.0423λ and b/a = 1.187 is given in Fig. 5, as a
function of h. For comparison, the values measured by
Holly [9] are also shown. In the calculation, the number of
subsections, N, was chosen as 50–60 per wavelength. The
theoretical values agree well with the measured values.
Therefore, it is concluded that the analytic technique is
adequate for thick cylindrical antennas.

3. THE BATWING ANTENNA ELEMENT

The antenna is installed around a support mast, as shown
in Fig. 6, and fed from points f and f ′, through a jumper
from a branch cable with a characteristic impedance
of 72 . The conducting support mast is idealized by
an infinite, thin mast. The batwing antenna element is
divided into 397 segments for the original type, with
triangular functions as the weighting and expansion
functions, and the analysis of the batwing antenna
elements is carried out using the Galerkin method. The
batwing antenna is fed with unit voltage. The currents
flowing in each antenna conductor are calculated over a
frequency range of 300–700 MHz.

Figure 7a,b illustrates these current distributions Ii(i =
1 ∼ 12) on the conductors at frequencies of 300, 500,
and 700 MHz. Since the distribution of currents along
each conductor is calculated, this allows calculation of
the radiation characteristics. Figure 8 illustrates the
amplitude and phase characteristics of radiation patterns
in the horizontal and vertical planes. It is seen from this
figure that the theoretical values agree well with the
measurements.

Figure 9 illustrates the theoretical and measured input
impedance of a batwing antenna mounted on an aluminum

plate, 3m× 3m. Both curves coincide closely with each
other, with the input impedance having a value close to
72 , which is the proper match to the characteristic
impedance of the branch cable. Vernier impedance
matching is carried out in practice by connecting a metal
jumper between the end of the branch cable and the feed
point of the antenna element or the support mast. The feed
strap’s length, width, or form is varied to derive VSWR
values below 1.10. In the case of the distance between the
support mast and antenna elements being varied, Fig. 10
shows that the real part of the input impedance changes
as the distance l between the support mast and antenna
elements is varied.

Figure 11 shows that the real part of the input
impedance is not largely affected by the angle of the jumper
and that the reactance is likely to shift as a whole to the
left side of the Smith chart because of the capacitance.

Figures 11 and 12 show that matching can be obtained
by means of adjusting appropriately the distance between
the support mast and antenna elements l, and the angle
of the jumper in order to reduce the input VSWR.

The power gain of the antenna at 500 MHz is calculated
to be 3.3 dB. Figure 13 shows the gain of the antenna in
the φ = 0◦ direction as a function of the frequency, ref-
erenced to a half-wavelength dipole. Figure 14 illustrates
three-dimensional amplitude characteristics of radiation
patterns in the horizontal and vertical planes at each fre-
quency. For example, Fig. 15 indicates the polarization
pattern of the calculated performance characteristics.

4. MUTUAL RADIATION IMPEDANCE CHARACTERISTICS

Two units of the batwing antenna illustrated in Fig. 6
were stacked one above the other in the same plane
to constitute a broadside array with a center-to-center
separation distance d.

Measurements were made as follows:

1. Frequency was fixed at 500 MHz, with distance d as
the parameter.

2. Distance was fixed at 60 cm (full wavelength), with
frequency as the parameter.

In both 1 and 2, measurements of mutual impedance
were made under both open- and short-circuit conditions.
Figure 16 shows a schematic of the equipment used in
the measurement setup. The data obtained are shown
in Fig. 17a,b. The theoretical values agree well with
the measurements as shown in Fig. 17a,b. The mutual
impedance was below a few ohms when the distance
between elements exceeded 0.8 λ.

5. THEORETICAL ANALYSIS OF METAL-BAR-SUPPORTED
WIDEBAND FULL-WAVE DIPOLE ANTENNAS WITH A
REFLECTOR PLATE

Wideband full-wave dipole antennas with a reflector plate
supported by metal bars were invented in Germany.
The construction is shown in Fig. 18. A full-wave dipole
antenna is located in front of a reflector, and supported
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Figure 8. Amplitude and phase characteristics of radiation patterns at 300, 500, 700 MHz (with
support mast).

directly by a metal bar attached to a reflector. This antenna
was also analyzed by the moment method described
previously.

Because the supporting bar (see Fig. 18) is metallic,
leakage currents may cause degradation of the radiation
characteristics. To calculate these effects, the radial
component of field Eρ must be taken into consideration.
In other words, Eρ is needed for the calculation of Zm,n,
as defined by inner products of the expansion functions
on the supporting bar and weighting functions on the
antenna element or on the parallel conductors. We assume
the supporting bar to be separated from the feed point by
a distance l1. Also, the radius of the supporting bar is fixed
at a fourth of the radius of the antenna element (i.e., at
λ0/100), and then is varied to be 0.2λ0, 0.25λ0, and 0.3λ0.
Figures 19–22 indicate various calculated performance
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Figure 9. Theoretical and measured values of the input
impedance as function of frequency (mast is infinite thin, α = 0◦).
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Figure 10. Changing of distance between the support mast (infinite thin, α = 0◦) antenna element.

characteristics. Note that the leakage current due to the
supporting bar is minimized for f/f0 = 0.7, and that this
current is substantial at other frequencies. The current
distribution is shown only for the case of l1 = 0.25λ0.

6. CHARACTERISTICS OF 2L TWIN-LOOP ANTENNAS
WITH INFINITE REFLECTOR

As shown in Fig. 23, a twin-loop antenna has the loops
connected by a parallel line: The 2L, 4L, and 6L types are
used, according to the number of loops. For actual use,
a reactive load is provided by the trap at the top end,
which also serves as the antenna support. The dimensions

used for this article are as follows: center frequency f0 =
750 MHz (wavelength λ0 = 40 cm), length of the parallel
line part 2l1 = λ0/2 (l1 = 10 cm), l2 = λ0/2(l2 = 20 cm),
interval of the parallel line part, d = λ0/20 (d = 2 cm),
loop radius b = λ0/2π (b = 6.366 cm), distance from the
reflector to the antenna l3 = λ0/4(l3 = 10 cm), conductor
diameter φ = 10 mm, and top end trap lt = 0 to λ0/4,
changed in intervals of λ0/16. 2L twin-loop antennas were
arranged in front of an infinite reflector, and calculations
were executed in regard to the frequency characteristics
of the trap length.

The radiation pattern of the 2L-type antenna is shown
in Fig. 24. Up to lt = λ0/8, the main beam gradually
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Figure 11. Changing of the shape of the jumper (� = 3.10 cm).

becomes sharper with increasing frequency, and it can be
seen that the sidelobes increase. When lt increases in this
way to λ0/8 and λ0/4, the directivity becomes disturbed.

Figure 24 shows l1 = 0.15λ0 and l1 = 0.25λ0 character-
istics of the radiation pattern in a polar display. The
antenna gain for both lengths (l1 = 0.15λ0 and l1 = 0.25λ0)
shows a small change of approximately 9.5− 8.5 dB. The
input impedance has a value very close to 50 , essentially
the same as the characteristic impedance of the feed cable.
As for the input impedance, the 2L twin-loop antenna has
reactance nearest zero (for the case where l1 = 0.15λ0);
that is, the VSWR is nearly equal to unity.

In the calculation above, the reflector was considered
to be an infinite reflector, and the effect of the reflector on

the antenna elements was treated by the image method.
In the case of practical antennas, however, it is the usual
practice to make the reflector finite, or consisting of several
parallel conductors. Therefore, a calculation was executed
for a reflector in which 21 linear conductors replaced the
infinite reflector, as shown in Fig. 25.

The results are shown along with those for the infinite-
reflector case. On the basis of these results, it was
concluded that no significant difference was observed in
input impedance and gain between the infinite reflector
case and the case where the reflector consisted of parallel
conductors.

The wire-screen-type reflector plate had a height of
3λ0(120 cm), a width of λ0(40 cm), and a wire interval of
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Figure 12. Theoretical and measured values of the input impedance of batwing antenna with
support � = 3.10 cm α = 0◦).

0.15λ0 (6 cm). The radiation pattern is shown in Fig. 26.
With regard to the pattern in the horizontal plane,
no difference was found in comparison with an infinite
reflector, but a backlobe of approximately −16 dB exists
to the rear of the reflector. The same figure also shows the
phase characteristics. With regard to the pattern in the
vertical plane, the phase shows a large change where the
pattern shows a cut.

7. THE DIGITAL TERRESTRIAL BROADCASTING
ANTENNAS

7.1. Unbalance-Fed Modified Batwing Antenna

The configuration of the unbalance-fed modified batwing
antenna (UMBA) is shown in Fig. 27. The reflector is
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Figure 13. Batwing antenna gain with λ/2 dipole.
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assumed an infinite perfect conducting plane for the
calculation.

Parallel lines are connected perpendicularly to the
center of batwing radiators. One side of the parallel line is
connected perpendicularly to the reflector; the other side is
bent above the reflector and connected to the other parallel
line. UMBA is excited by the unbalanced generator, which
is assumed to be a coaxial cable, between the center of the
line and the reflector. The center frequency is 500 MHz
(λ0 = 600 mm) and the conductor diameter is 0.013λ0. The
center frame of the batwing radiator, that is the length
of LW0 = 0.25λ0 and the spacing of d, acts as a quarter
wavelength stab. When the total length of the radiating
elements LW1, LW2, and LW3 in Fig. 27 is about 0.5λ0, a
broad-bandwidth input impedance is obtained. Therefore,
LW1 = 0.167λ0, LW2 = 0.063λ0, and LW3 = 0.271λ0 are
chosen. Two batwing radiators are set on the height of
H = 0.25λ0 above the reflector. The spacing of d and Hf
are adjusted in the range from 0.016λ0 to 0.025λ0 to obtain
the input impedance of 50 . The element spacing of D is
0.63λ0. NEC-Win Pro is used in the calculation.

In Fig. 28 the measured and the calculated VSWR
(50 ) for a two-element UMBA are shown. The bandwidth
ratio of 30% (VSWR≤1.15) is obtained for both results. In
Fig. 29 the power gain is shown. The gain of about 11 dBi
and the broadband property are obtained, and measured
results agree well with calculated results. In Fig. 30, the
normalized radiation patterns in the vertical plane (Z–Y
plane: Eφ) and the horizontal plane (Z–X plane: Eθ ) at
frequencies of 450, 500, and 550 MHz are shown. Good
symmetric patterns on the horizontal plane are obtained.
The half-power beamwidth for five frequencies is shown in
Table 1.

7.2. Parallel Coupling UMBA

The configuration of the parallel coupling UMBA
(PCUMBA) is shown in Fig. 31. Four batwing elements
are coupled without a space. The outside elements (1 and

300 MHz

500 MHz

700 MHz

Figure 14. Three-dimensional amplitude characteristics of radi-
ation patterns at 300, 500, 700 MHz.
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Figure 15. Polarization pattern of the model batwing antenna at 500 MHz (without support mast).



Sweep oscillators
HP-8699B
HP-8490B

Frequency
counter

HP-5340

Vector voltmeter
HP-8405Directional

coupler
HP-778D

Batwing element Batwing element

Reflector plate

3 m × 3 m

Transmission line

Open (Zf = ∞) or short (Zs = 0) circuit

Zf Zs

Figure 16. Block diagram of experimental measurement setup.

0.6 0.8 1.0 1.2 1.5

Distance (l)

Frequency : 500 MHz

Re(Zin)
Im(Zin)
Re(Zin)
Im(Zin)

Theoretical
values
Measured
values

−10

0

10

20

30

Im
pe

da
nc

e 
(Ω

)

(a)

300 400 500 600 700

Frequency (MHz)

Distance : 60cm

Re(Zin)
Im(Zin)
Re(Zin)
Im(Zin)

Theoretical
values

Measured
values

−30

0

30

60

90

Im
pe

da
nc

e 
(Ω

)

(b)

Figure 17. (a) Mutual radiation impedance at 500 MHz; (b) mutual radiation impedance
changing of distance d = 1λ.

2528



TELEVISION AND FM BROADCASTING ANTENNAS 2529

Dipole
antenna

~

~

V

Vs s

d d

Reflector
plate

Metal-bar
supported

h/2
2a

2adr

lt

lr
2h 2as

2ar

#1

#0

#6

#2

#3

#4

#5

~

~
2as

(a) (b)

a /l0 = 0.04
a /l0 = 0.01
s /l0 = 0.4
d /l0 = 0.8
d /l0 = 0.15
lr /l0 = 1.2
lt /l0 = 0.2 or 0.25 or 0.3
as /l0 = 0.01

Figure 18. Metal-bar-supported wideband full-wave dipole antennas with a reflector plate.

4) are cross-connected with the inside elements (2 and
3) by the strait wire. Then the outside element is fed
by in-phase against the inside one. Because the input
impedance of UMBA is about 50 , an impedance trans-
former is required for PCUMBA matched with the coaxial
cable. The length from the center of PCUMBA to the cen-
ter of 2(3) is a quarter-wavelength. Therefore, by changing
the height and the radius of the center feed line, the
impedance is transformed as a quarter-wave transformer.
In Fig. 32 the calculated and measured VSWR normalized
by 50  for PCUMBA are shown. For the calculation, the
bandwidth ratio (less than 1.15) is 30%. For the mea-
surement, after adjusting stabs, the bandwidth ratio (less
than 1.05) is 30%. Thus a broadband antenna is realized
with the simple feed structure. In Fig. 33 the calculated
power gain is shown. The gain of about 14 dBi equivalent
for the five-element dipole array is obtained at the center
frequency. In Fig. 34 radiation patterns with the infinite
ground plane are shown. The half-power beamwidth for
five frequencies is shown in Table 2.

8. CONCLUSION

Previous researchers [1,2] have analyzed batwing anten-
nas by approximating the current distribution as a
sinusoidal distribution. Wideband characteristics are not
obtained with a sinusoidal current distribution. In this
article, various types of modified batwing antennas, as
the central form of the superturnstile antenna system,
were analyzed theoretically with the aid of the moment
method. The results were compared to measurements in

order to examine the performance of the antenna elements
in detail.

It is also evident from this research that the shape of
the jumper has a remarkable effect on the reactance of
the input impedance, and that the distance between the
support mast and the antenna element also markedly
influences the resistance of this impedance. Thus, a
satisfactory explanation is given with regard to the
matching conditions. As a result, it was found that the
calculated and the measured values agree well, and
satisfactory wideband characteristics are obtained. Also,
it was found that a broadside array spaced over a full
wavelength is to be of the order of a few ohms for the
designed frequency at 500 MHz, and there would be small
mutual coupling effect. It has been made clear that a
superturnstile antenna made by arranging these antennas
in multiple bays has an arrangement with small mutual
coupling effect.

Next, an analytic method and calculated results for
the performance characteristics of a thick cylindrical
antenna were presented. The analysis used the moment
method and took the end face currents into account. The
calculated results were compared with measured values,
demonstrating the accuracy of the analytic method.

Using this method, a full-wave dipole antenna with a
reflector supported by a metal bar was analyzed. The
input impedance was measured for particular cases,
thus obtaining the antenna dimensions for which the
antenna input impedance permits broadband operation.
In conclusion, wideband characteristics are not obtained
with a one-bay antenna. The wideband characteristic is
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Figure 19. Current distribution of
metal-bar-supported full-wave dipole
antennas (two-bay) with a wire-
screen-type reflector plate.
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obtained by means of the mutual impedance of the two-
bay arrangement. In the frequency region of f/f0 = 0.7,
the resistance of the input impedance is considered to be
constant. In this case, the leakage current to the support
bar is small. With regard to the radiation pattern, it was

seen that a degradation of characteristics was caused by
the metal-support bar.

It is noted that the present method should be similarly
useful for analyzing antennas of other forms where the
end face effect is not negligible.
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Figure 20. Radiation pattern of metal-bar-supported full-wave dipole antennas (two-bay) with a
wire-screen-type reflector plate.

Next, the twin-loop antennas were considered for use
as wideband antennas. The analysis results for the 2L
type showed that the change in the characteristics with a
change in frequency becomes more severe with increasing
trap length lt, and the bandwidth becomes small, while a

short trap length lt shows a small change and a tendency
for the bandwidth to become wide. For lt = 0, a wide
bandwidth for pattern and gain was obtained for the 2L
type. The input impedance has a value very close to 50 ,
essentially the same as the characteristic impedance of
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the feed cable over a very wide frequency range. Thus,
a satisfactory explanation was given with regard to the
matching conditions.

The unbalance fed modified batwing antenna and
the parallel coupling UMBA were also investigated.
Broadband properties the same as the balance-fed type
is obtained and the input impedance is matched ell
with a coaxial cable of 50 . The unbalanced current
are decreased, and good symmetric patterns are obtained
by the contribution of the quarter-wavelength stab on the
batwing element. A power gain for the parallel coupling
four-element PCUMBA of about 14 dBi is obtained. The
unbalance-fed shape and the parallel coupling shape have
the effect that the digital terrestrial broadcasting antenna
is simpler, smaller, and of wider bandwidth than another
transmitting antennas for UHF-TV broadcasting.

It has been reported here that a rigorous theoretical
analysis has been achieved about 45 years after the
invention of these VHF-UHF antennas.
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Figure 30. Radiation pattern of UMBA: (a) horizontal plane (Eθ); (b) vertical plane (Eφ).
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Table 1. Half-Power Beamwidth of UMBA

400 MHz 450 MHz 500 MHz 550 MHz 600 MHz

Horizontal plane (Eθ) 71◦ 64◦ 69◦ 73◦ 73◦
Vertical plane (Eφ) 45◦ 39◦ 40◦ 32◦ 32◦

Table 2. Half-Power Beamwidth of PCUMBA

400 MHz 450 MHz 500 MHz 550 MHz 600 MHz

Vertical plane (Eφ) 34◦ 30◦ 24◦ 22◦ 22◦
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Figure 31. Configuration of PCUMBA.
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Figure 34. Radiation pattern of PCUMBA [vertical plane (Eφ )].
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TERNARY SEQUENCES

TOR HELLESETH

University of Bergen
Bergen, Norway

1. INTRODUCTION

Sequences with good correlation properties have many
applications in modern communication systems. Appli-
cations of sequences include signal synchronization,
navigation, radar ranging, random-number generation,
spread-spectrum communications, multipath resolution,
cryptography, and signal identification in multiple-access
communication systems.

In code-division multiple-access (CDMA) systems sev-
eral users share a common communication channel by
assigning a distinct signature sequence to each user,
enabling the user to distinguish his/her signal from those
of other users. It is important to select the distinct signa-
ture sequences in a way that minimizes the interference
from the other users. It is also important to select the
sequences such that synchronization is easily achieved.

Phase shift keying (PSK) is a commonly used
modulation scheme. In this case the code symbols are
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pth roots of unity. Even though binary sequences (p = 2)

are used in most applications, one can sometimes arrive
at better results by going to a larger alphabet. In this
article we will consider constructions of ternary sequences
(p = 3). Ternary sequence families can be constructed with
better correlation properties than is possible to obtain by
using comparable binary sequence families.

In many cases the best ternary sequences belong to
a family of sequences that can be constructed for any
p. In other cases the ternary sequences do not have a
known nonternary generalization. We will therefore often
consider sequences over an alphabet of size being a prime
p, when the best ternary sequences can be obtained in this
way by letting p = 3.

Many sequence families with good correlation proper-
ties that are used in many applications employ maximum-
length sequences, in short denoted as m sequences, as
one of the main ingredients. We will therefore give a
detailed definition and presentation of the properties of
these sequences. This requires some background material
on finite fields (or Galois fields), which will be provided for
the sake of completeness.

The m sequences are perhaps the most well known
sequences because of their many applications in communi-
cation and cryptographic systems. They are deterministic
and easy to generate in hardware using linear shift reg-
isters and still they possess many randomlike properties.
One important property is that an m sequence has a two-
level autocorrelation function, a fact that is very useful for
synchronization purposes.

From m sequences one can construct ternary sequences
with even better autocorrelation properties that are not
achievable using binary sequences. Further, we present
some more recent constructions of sequences with two-
level autocorrelation obtained from ternary m-sequences.

The important aspects for applications are the corre-
lation properties of a sequence or a family of sequences.
We define the auto- and cross-correlations of sequences
and discuss the important design parameters required
by a family of sequences that are to be applied in
CDMA systems.

In many practical applications the correlations that
occur are rather more aperiodic than periodic in nature.
The problem of designing families of sequences with
good aperiodic correlation values is very hard in general.
Therefore a common approach has been to design
sequences with good periodic correlations and see if they
satisfy the requirements needed by the applications at
hand. The focus in this article will therefore be on periodic
correlation.

The main part will be to construct large families
of ternary sequences with good correlation properties.
Since many of the best sequence families are based on
the properties of the cross-correlation between two m
sequences, this will be studied in detail.

In order to compare the different constructions of
sequence families, we will describe the best known bounds,
due to Sidelnikov [1] and Welch [2], on the correlation
values of the families. These bounds indicate that
nonbinary sequence families can have better correlation
parameters than the best binary families.

In later sections we will construct several families of
sequences with the best known correlation properties
among ternary sequences. These constructions will
include sequences by Trachtenberg [3] that represent
generalizations of the important binary sequences due
to Gold [4]. Some of the constructed sequence families due
to Sidelnikov [5], Kumar and Moreno [6], and Helleseth
and Sandberg [7] can be shown to be asymptotically
optimal. Finally, we will also include tables containing the
parameters of some of the best ternary sequence families.

2. CORRELATION OF SEQUENCES

The correlation between two sequences {u(t)} and {v(t)}
of length n is the complex inner product of one of
the sequences with a shifted version of the other. The
correlation is periodic if the shift is a cyclic shift, aperiodic
if the shift is noncyclic, and a partial-period correlation
if the inner product involves only a partial segment of
the two sequences. We will concentrate on the periodic
correlation.

Definition 1. Let {u(t)} and {v(t)} be two complex-valued
sequences of period n, not necessarily distinct. The periodic
correlation of the sequences {u(t)} and {v(t)} at shift τ is
defined by

θu,v(τ ) =
n−1∑
t=0

u(t+ τ )v∗(t)

where the sum over t is computed modulo n and ∗ denotes
complex conjugation.

When the two sequences are the same, the correlation is
called the autocorrelation of the sequence {u(t)}, whereas
when they are distinct, it is common to refer to the
crosscorrelation.

Example 1. The sequence of period n = 13,

u(t) = 0 0−1 0−1−1−1+1+1 0−1+1−1

has autocorrelation θu,u(τ ) = 0 for all τ �= 0 (mod n).

Example 2. Let ω be a complex third root of unity:
ω3 = 1. The sequence of period n = 26

{u(t)} = 11ω21ω2ω1ω2ω2ω11ω2ω2ω211ω11ω1ω2ω1ω1ω2

× 1ω1ω1ω1

has autocorrelation θu,u(τ ) = −1 for all τ �= 0 (mod n).

Frequently, as {u(t)} in example 2, the sequences {u(t)}
and {v(t)} are of the form u(t) = ωa(t) or v(t) = ωb(t), where
ω is a complex pth root of unity and where the sequences
{a(t)} and {b(t)} take values in the set of integers mod p.
In this case we will also sometimes use the notation θa,b

instead of θu,v.
For synchronization purposes one prefers sequences

with low absolute values of the maximum out-of-phase
autocorrelation; that is, |θu,u(τ )| should be small for all
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values of τ �= 0 (mod n). For most applications one needs
families of sequences with good simultaneously auto- and
cross-correlation properties.

Let F be a family consisting of M sequences

F = {{si(t)}: i = 1, 2, . . . , M}
where each sequence {si(t)} has period n.

The cross-correlation between two sequences {si(t)}
and {sj(t)} at shift τ is denoted by Ci,j(τ ). In CDMA
applications it is desirable to have a family of sequences
with certain properties. To facilitate synchronization, it is
desirable that all the out-of-phase autocorrelation values
(i = j, τ �= 0) are small. To minimize the interference due
to the other users in a multiple-access situation, the cross-
correlation values (i �= j) must also be kept small. For
this reason the family of sequences should be designed
to minimize

Cmax = max{|Ci,j|: 1 ≤ i, j ≤ M, and either i �= j or τ �= 0}
For practical applications one needs a family F of
sequences of period n, such that the number of users
M = |F| is large and simultaneously Cmax is small.

3. GALOIS FIELDS

Many sequence families are most easily described using
the theory of finite fields. This section gives a brief
introduction to finite fields. In particular the finite field
GF(33) will be studied in order to provide detailed
examples of good sequence families.

There exists finite fields, also known as Galois fields,
with pm elements for any prime p and any positive integer
m. A Galois field with pm elements is unique (up to an
isomorphism) and is denoted GF(pm).

For a prime p, let GF(p) = {0, 1, . . . , p− 1} denote the
integers modulo p with the two operations addition and
multiplication modulo p.

To construct a Galois field with pm elements, select a
polynomial f (x) of degree m, with coefficients in GF(p) that
is irreducible over GF(p); thus, f (x) can not be written as a
product of two polynomials, of degree ≥ 1, with coefficients
from GF(p) [irreducible polynomials of any degree m over
GF(p) exist].

Let

GF(pm) = {am−1xm−1 + am−2xm−2

+ · · · + a0: a0, . . . , am−1 ∈ GF(p)}
Then GF(pm) is a finite field when addition and
multiplication of the elements (polynomials) are done
modulo f (x) and modulo p. To simplify the notations, let
α denote a zero of f (x), that is, f (α) = 0. Such an α exists,
it can formally be defined as the equivalence class of x
modulo f (x).

Example 3. The Galois field GF(33) can be constructed
as follows. Let f (x) = x3 + 2x+ 1, which is easily seen to be
an irreducible polynomial over GF(3). Then α3 = α + 2 and

GF(33) = {a2α
2 + a1α + a0: a0, a1, a2 ∈ GF(3)}

Computing the powers of α, we obtain

α4 = α · α3 = α(α + 2) = α2 + 2α

α5 = α · α4 = α(α2 + 2α) = α3 + 2α2 = 2α2 + α + 2

α6 = α · α5 = α(2α2 + α + 2) = 2α3 + α2 + 2α = α2 + α + 1

and, similarly, all higher powers of α can be expressed
as a linear combination of α2, α, and 1. In particular, the
calculations give α26 = 1. In Table 1 we give all the powers
of α as a linear combination of 1, α, and α2. The polynomial
a2α

2 + a1α + a0 is represented as a2a1a0.
Hence, the elements 1, α, α2, . . . , α25 are all the nonzero

elements in GF(33). In general, such an element α, which
generates the nonzero elements of GF(pm), is called a
primitive element in GF(pm). Every finite field has a
primitive element. An irreducible polynomial g(x) of degree
m with coefficients in GF(p) with a primitive element as a
zero is called a primitive polynomial.

All elements in GF(pm) are roots of the equation
xpm − x = 0. Let β be an element of GF(pm). It is
important to study the polynomials of smallest degree with
coefficients in GF(pm) that has β as a zero. This polynomial
is called the minimum polynomial of β over GF(p). Note
that since all the binomial coefficients

(p
i

)
are divisible by

p, for 1 < i < p, it follows for any a, b ∈ GF(pm) that

(a+ b)p = ap + bp

Observe that if m(x) =
κ∑

i=0

mixi has coefficients in GF(p)

and β as a zero, then

m(βp) =
κ∑

i=0

miβ
pi =

κ∑
i=0

mp
i β

pi =
(

κ∑
i=0

miβ
i

)p

= (m(β))p = 0

Hence, m(x) has β, βp, . . . , βpκ−1 , as zeros where κ is
the smallest integer such that βpκ = β. Conversely, the
polynomial with exactly these zeros can be shown to be an
irreducible polynomial.

Example 4. We will find the minimal polynomial of all
the elements in GF(33). Let α be a root of x3 + 2x+ 1 = 0,

Table 1. The Galois Field GF(33)

i αi i αi

0 001 13 002
1 010 14 020
2 100 15 200
3 012 16 021
4 120 17 210
5 212 18 121
6 111 19 222
7 122 20 211
8 202 21 101
9 011 22 022

10 110 23 220
11 112 24 221
12 102 25 201
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that is, α3 = α + 2. The minimal polynomials over GF(3)
of αi for 0 ≤ i ≤ 25 are denoted mi(x). Observe by the
argument above that mpi(x) = mi(x), where the indices are
taken modulo 26. It follows that

m0(x) = (x− α0) = x+ 2,

m1(x) = (x− α)(x− α3)(x− α9) = x3 + 2x+ 1,

m2(x) = (x− α2)(x− α6)(x− α18) = x3 + x2 + x+ 2,

m4(x) = (x− α4)(x− α12)(x− α10) = x3 + x2 + 2,

m5(x) = (x− α5)(x− α15)(x− α19) = x3 + 2x2 + x+ 1,

m7(x) = (x− α7)(x− α21)(x− α11) = x3 + x2 + 2x+ 1,

m8(x) = (x− α8)(x− α24)(x− α20) = x3 + 2x2 + 2x+ 2,

m13(x) = (x− α13) = x+ 1,

m14(x) = (x− α14)(x− α16)(x− α22) = x3 + 2x+ 2,

m17(x) = (x− α17)(x− α25)(x− α23) = x3 + 2x2 + 1.

This also leads to a factorization into irreducible
polynomials of x27 − x:

x27 − x = x
25∏

j=0

(x− αj)

= xm0(x)m1(x)m2(x)m4(x)m5(x)m7(x)

×m8(x)m13(x)m14(x)m17(x)

Since a polynomial mi(x) is primitive if it is irreducible
and its zeros are primitive elements, it follows that the
polynomial mi(x) is primitive whenever gcd(i, pm − 1) = 1.
In general the number of primitive polynomials of degree
m over GF(p) is φ(pm − 1)/m, where φ is Euler’s φ

function, that is, φ(n) is the number of integers i such
that 1 ≤ i < n and gcd(i, n) = 1. Thus, in our example,
m1(x), m5(x), m7(x), m17(x) are the φ(26)/3 = 4 primitive
polynomials of degree 3 over GF(3).

4. THE TRACE FUNCTION

In order to describe sequences generated by a linear
recursion, it is convenient to introduce the trace function
from GF(pm) to GF(p). The trace function from GF(33) to
GF(3) is illustrated in Example 5.

Example 5. The trace function from GF(33) to GF(3) is
defined by

Tr(x) = x+ x3 + x9

Since x27 = x and (x+ y)3 = x3 + y3 holds for all x, y ∈
GF(33), it is easy to see that Tr(x) ∈ GF(3) for all
x ∈ GF(33), because

(Tr(x))3 = (x+ x3 + x9)3 = x3 + x9 + x27

= x3 + x9 + x = Tr(x)

Further, it follows that

Tr(x+ y) = Tr(x)+ Tr(y), Tr(ax)

= aTr(x), and Tr(x3) = Tr(x)

for any x, y ∈ GF(33) and a ∈ GF(3).
It is straightforward to calculate the trace of the

elements in GF(33):

Tr(1) = 1+ 1+ 1 = 0

Tr(α) = α + α3 + α9 = 0

Tr(α2) = α2 + α6 + α18 = 2

Tr(α4) = α4 + α12 + α10 = 2

Tr(α5) = α5 + α15 + α19 = 1

Tr(α7) = α7 + α21 + α11 = 2

Tr(α8) = α8 + α24 + α20 = 1

Tr(α13) = α13 + α13 + α13 = 0

Tr(α14) = α14 + α16 + α22 = 0

Tr(α17) = α17 + α25 + α23 = 1

Since Tr(x) = Tr(x3) for all x ∈ GF(33), the trace of all
the elements Tr(αt) for t = 0, 1, . . . , 25 are given by

00202122102220010121120111

The sequence {Tr(αt)} is a ternary m sequence of period
n = 33 − 1, to be studied further in the next section. Note
also that Tr(αt+13) = α13Tr(αt) = 2Tr(αt).

A more general description of the trace function is given
below. It is well known that GF(qk) ⊂ GF(qm) if and only if
k divides m (denoted by k | m). Let q be a power of a prime
p, and let m = ke, k, e ≥ 1. Then the trace function Trm

k is a
mapping from the finite field GF(qm) to the subfield GF(qk)

given by

Trm
k (x) =

e−1∑
i=0

xqki

Lemma 1. The trace function satisfies the following:

(a) Trm
k (ax+ by) = aTrm

k (x)+ bTrm
k (y), for all a, b ∈

GF(qk), x, y ∈ GF(qm).
(b) Trm

k (xqk
) = Trm

k (x), for all x ∈ GF(qm).
(c) Let l be an integer such that k|l|m. Then

Trm
k (x) = Trl

k(Trm
l (x)), for all x ∈ GF(qm).

(d) For any b ∈ GF(qk), it holds that

|{x ∈ GF(qm) | Trm
k (x) = b}| = qm−k

(e) Let a ∈ GF(qm). If Trm
k (ax) = 0 for all x ∈ GF(qm),

then a = 0.
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In particular, it is useful to observe that the trace
mapping Trm

k (x) takes on all values in the subfield GF(qk)

equally often when x runs through GF(qm). In the cases
when the fields involved are clear from the context, we will
normally omit the subscripts.

5. MAXIMAL-LENGTH SEQUENCES (m SEQUENCES)

Maximal-length linear feedback shift register sequences
(or m-sequences) are important in many applications and
are building blocks for many important sequence families.
An m-sequence has period n = qm − 1 and symbols from
a Galois field GF(q). During a period of an m sequence,
each m-tuple of m consecutive symbols, except for the all
zero m-tuple, occurs exactly once. Any m sequence can
be generated from a linear recursion using a primitive
polynomial. The following is an example of a ternary
m sequence of period n = 33 − 1 = 26 having symbols
from GF(3).

Example 6. Let f (x) be the ternary primitive polynomial
defined by f (x) = x3 + 2x+ 1. Define the sequence {s(t)}
by s(t+ 3)+ 2s(t+ 1)+ s(t) = 0 (mod 3) i.e., s(t+ 3) =
s(t+ 1)+ 2s(t) (mod 3). Therefore, starting with the
initial state (s(0), s(1), s(2)) = (002) one generates the
m sequence

00202122102220010121120111 . . .

of period n = 33 − 1 = 26. Three consecutive positions
(s(t), s(t+ 1), s(t+ 2)) take on all possible nonzero values
in GF(3)3 during a period of the sequence. All other
nonzero initial states will generate a cyclic shift of
this sequence.

Using the trace function, we can define a sequence {s(t)}
with symbols in GF(3) such that s(t) = Tr(αt), where α is
a zero of f (x) = x3 + 2x+ 1. This m sequence obeys the
recursion s(t+ 3)+ 2s(t+ 1)+ s(t) = 0 (mod 3), since

s(t+ 3)+ 2s(t+ 1)+ s(t) = Tr(αt+3)+ 2Tr(αt+1)+ Tr(αt)

= Tr(αt+3 + 2αt+1 + αt)

= Tr(αt(α3 + 2α + 1))

= Tr(0)

= 0

All cyclic shifts of {s(t)} are described by {s(t+ τ )} =
{Tr(cαt)}, where c = ατ .

We next describe m sequences in general over the
alphabet GF(q). A common method to generate sequences
is via linear recursions. A linear recursion over GF(q) is
given by

m∑
i=0

fis(t+ i) = 0, for all t (1)

where fi ∈ GF(q) for i = 0, 1, . . . , m. The sequence {s(t)} is
completely determined by the recursion above and the

initial values s(0), s(1), . . . , s(m− 1). The characteristic
polynomial of the recursion is defined to be

f (x) =
m∑

i=0

fixi

The maximum possible period of a sequence generated
by a recursion of degree m is qm − 1. This follows since
m consecutive symbols uniquely determine the sequence
and there are only qm − 1 possible nonzero possibilities for
m successive symbols. The maximum period n = qm − 1 is
obtained in the case when f (x) is a primitive polynomial.

Some important properties of m sequences are listed
next. These properties are easily verified by the sequence
in Example 6, but hold for all m sequences in general.

Lemma 2. Let {s(t)} be an m sequence of period qm − 1
over GF(q).

(a) (Balance property) All nonzero elements occur
equally often qm−1 times and the zero element occurs
qm−1 − 1 times during a period of the m sequence.

(b) (Run property) As t varies over 0 ≤ t ≤ qm − 2, the
m-tuple

(s(t), s(t+ 1), . . . , s(t+m− 1))

runs through all the elements in GF(q)m exactly
once, with the exception of the all-zero m-tuple,
which does not occur.

(c) (Shift and add property) For any τ, 0 < τ ≤ qm − 2,
there exists a δ for which

s(t)− s(t+ τ ) = s(t+ δ), for all t

(d) (Constancy on cyclotomic cosets) There exists a
cyclic shift τ of {s(t)}, such that s(pit+ τ ) = s(t+ τ )

for all t.

The m sequences generated by the different primi-
tive polynomials mi(x) are described in Table 2. The m
sequences generated by mi(x) are all cyclic shifts of the
sequence {Tr(αit)}, which is the one listed in Table 2. The
sequence {s(dt)} is said to be a decimation (by d) of the
sequence {s(t)}, where indices are computed modulo the
period n of {s(t)}. Further, from the trace representa-
tion, one observes that an m sequence generated by mi(x)

is obtained by decimating an m-sequence generated by
m1(x) by i.

Table 2. m Sequences of Period n = 33 − 1 = 26

i mi(x) m Sequence

1 x3 + 2x+ 1 00202122102220010121120111
5 x3 + 2x2 + x+ 1 01211120011010212221002202
7 x3 + x2 + 2x+ 1 02022001222120101100211121

17 x3 + 2x2 + 1 01110211210100222012212020
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Definition 2. We define two sequences {s1(t)} and {s2(t)}
to be cyclically equivalent if there exists an integer τ

such that
s1(t+ τ ) = s2(t)

for all t, otherwise they are said to be cyclically distinct.

The sequences generated by different mi(x) can be
shown to be cyclically distinct. Therefore, there are φ(33 −
1)/3 = 4 cyclically distinct m sequences of period 26.

6. SEQUENCES WITH LOW AUTOCORRELATION

One attractive property of m sequences of period n = pm −
1, p a prime, is their two-level autocorrelation property.

Theorem 1. The autocorrelation function for an m
sequence {s(t)} of period n = pm − 1, where p is a prime, is
given by

θs,s(τ ) =
{ −1 if τ �= 0 (mod pm − 1)

pm − 1 if τ = 0 (mod pm − 1)

Proof In the case τ = 0 (mod pm − 1), the result follows
directly from the definition. In the case τ �= 0 (mod pm − 1),
define u(t) = s(t+ τ )− s(t) and observe that {u(t)} is a
nonzero sequence. Further, {u(t)} is an m sequence by the
shift–add property. The balance property of an m sequence
implies that

θs,s(τ ) =
pm−2∑
i=0

ωs(t+τ)−s(t)

=
pm−2∑
i=0

ωu(t)

= (pm−1 − 1)ω0 + pm−1
p−1∑
i=1

ωi = −1

where ω is a complex primitive pth root of unity.

Other well-known sequences with two-level autocorre-
lation properties are the GMW sequences, due to Gordon,
Welch, and Mills. These sequences can most easily be
described in terms of the trace function.

Theorem 2. Let k, m be integers with k | m, k ≥ 1.
Let r, 1 ≤ r ≤ qk − 2 satisfy gcd(r, qk − 1) = 1. Let a be
a nonzero element in GF(qm), and let {s(t)} be the GMW
sequence of period qm − 1 defined by

s(t) = Trk
1{[Trm

k (aαt)]r}

where α is a primitive element in GF(qm). Then

(a) {s(t)} is balanced.
(b) If q is a prime, then

θs,s(τ ) =
{ −1 if τ �= 0 (mod qm − 1)

qm − 1 if τ = 0 (mod qm − 1)

The low values of the out-of-phase autocorrelation of
m sequences and GMW sequences make them attractive
in many applications that require synchronization. The
linear span of a sequence is the smallest degree of a
characteristic polynomial that generates the sequence.
One important advantage with GMW sequences is that
they in general have a much larger linear span than do m
sequences. This is important in some applications.

Definition 3. A sequence {s(t)} of period n is said to have
a ‘‘perfect’’ autocorrelation function if

θs,s(τ ) = 0 for all τ �= 0 (mod n)

Sequences with perfect autocorrelation functions do
not always exist. For example, binary {−1,+1} sequences
with odd period cannot have this property since all the
autocorrelation values necessarily have to be odd. For any
period n > 4, no binary {−1,+1} sequence is known to
have perfect autocorrelation.

One family of ternary sequences {u(t)} with perfect
autocorrelation are the Ipatov sequences. These sequences
are based on m-sequences over GF(q), q odd, of period n =
qm − 1, combined with the quadratic character of GF(q),
which is a mapping from GF(q) to the set {0,−1,+1}.

A nonzero element x is said to be a square in GF(q)
if x = y2 has a solution y ∈ GF(q). In order to define
the ternary Ipatov sequences, first define the quadratic
character χ :

χ(x) =



0 if x = 0
1 if x is a square in GF(q)

−1 if x is a nonsquare in GF(q)

The quadratic character χ has the property that χ(xy) =
χ(x)χ(y) for all x, y ∈ GF(q). In particular, if α is a primitive
element in GF(q), then the squares in GF(q) are exactly
the even powers of α; thus χ(αi) = (−1)i.

Combining the properties of m sequences and the
quadratic character χ leads to the following ternary
sequences where the out-of-phase autocorrelation is
always zero. Note, however, that these sequences contain
qm−1 zero elements.

Theorem 3. Let {s(t)} be an m sequence over GF(q) of
period n = qm − 1 where q = pr, p an odd prime, and m
odd. Let f (x) be the characteristic polynomial of {s(t)}, and
let α be a zero of f (x). The ternary sequence {u(t)} with
symbols from {0,−1,+1} defined by

u(t) = (−1)tχ(s(t))

has period N = (qm − 1)/(q− 1) and perfect autocorrela-
tion.

Proof The proof follows nicely from the properties of m-
sequences and the quadratic character χ . First note that
from the trace representation of an m-sequence it follows
without loss of generality that

s(t+N) = Tr(αt+N) = αNTr(αt)
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where αN ∈ GF(q). Hence

u(t+N) = (−1)t+Nχ(s(t+N)) = (−1)t+Nχ(αN)χ(s(t))

= (−1)tχ(s(t)) = u(t)

which implies that {u(t)} has period N.
To show that {u(t)} has perfect autocorrelation, let

τ �= 0 (mod N) and use the property that {u(t)} has period
N. Then

θu,u(τ ) =
N−1∑
t=0

u(t+ τ )u∗(t) = 1
q− 1

qm−2∑
t=0

(−1)τχ(s(t+ τ )s(t))

Since each pair (s(t+ τ ), s(t)) �= (0, 0) occurs qm−2 times in
an m sequence when t runs through t = 0, 1, . . . , qm − 2,
it follows that each nonzero element in GF(q) appears
qm−1(q− 1) times as a product s(t+ τ )s(t). Hence

θu,u(τ ) = (−1)τ qm−1
∑

x∈GF(q)

χ(x) = 0,

since the numbers of squares equals the number of
nonsquares in GF(q).

Example 7. This example constructs an Ipatov sequence
of period 13 from an m sequence of period n = 33 − 1 = 26.
Note that χ(0) = 0, χ(1) = 1, χ(2) = −1. Let + and −
denote +1 and −1 respectively. The m sequence

00202122102220010121120111

leads to the following ternary Ipatov sequence of period 13

00− 0−−−++ 0−+−

which possesses perfect autocorrelation.
Ipatov sequences can be constructed for all length

n = (qm − 1)/(q− 1) whenever p and m are odd. Høholdt
and Justesen have constructed ternary sequences with
perfect autocorrelation also in the case when q = 2r

is even.

7. THE CROSS-CORRELATION OF m SEQUENCES

In this section we study the cross-correlation between two
different m sequences of period n = pm − 1 with symbols
from GF(p), where p is a prime. Many families of sequences
with good correlation properties can be derived from these
cross-correlation properties.

Any m sequence of length n = pm − 1 can (after a cyclic
shift) be obtained by decimating {s(t)} by a d relatively
prime to n. We use Cd(τ ) to denote the cross-correlation
function between the m sequence {s(t)} and its decimation
{s(dt)}. By definition, we have

Cd(τ ) =
pm−2∑
t=0

ωs(t+τ)−s(dt)

We can assume after suitable shifting that {s(t)} is
in the form s(t) = Tr(αt), where Tr(x) denotes the trace

function from GF(pm) to GF(p). Using the properties of the
trace function, this can be reformulated as

Cd(τ ) =
pm−2∑
t=0

ωTr(αt+τ )−Tr(αdt)

=
∑

x∈GF(pm)\{0}
ωTr(cx−xd)

where c = ατ .
Hence, finding the cross-correlation function between

m sequences is equivalent to evaluating the sum above.
Such sums, called exponential sums, have been extensively
studied in the literature. Several of the best sequence
families applied in CDMA systems are based on estimates
of such exponential sums.

In the case when {s(t)} = {s(dt)}, that is, when
d ≡ pi (mod pm − 1), then we have the two-valued
autocorrelation function of the m sequence {s(t)}. When
the two sequences are cyclically distinct, that is, when
d �≡ pi (mod pm − 1), then the cross-correlation function
Cd(τ ) is known to take on at least three different values
when τ = 0, 1, . . . , pm − 2.

It is therefore of special interest to study the cases
when exactly three values occur. In addition to being a
long studied and challenging mathematical problem, it
turns out that several of these cases often lead to a low
maximum absolute value of the cross-correlation. In the
binary case when p = 2, the following six decimations give
three-valued cross-correlation; these decimations cover all
the known binary cases, but there are no proofs that these
are the only ones:

1. d = 2k + 1, m/gcd(m, k) odd.
2. d = 22k − 2k + 1, m/gcd(m, k) odd.
3. d = 2m/2 + 2(m+2)/4 + 1, m ≡ 2 (mod 4).
4. d = 2(m+2)/2 + 3, m ≡ 2 (mod 4).
5. d = 2(m−1)/2 + 3, m odd.

6. d =
{

2(m−1)/2 + 2(m−1)/4 − 1 if m ≡ 1(mod 4)

2(m−1)/2 + 2(3m−1)/4 − 1 if m ≡ 3(mod 4)

Case 1 is the oldest result due to Gold [4] in 1968, and
forms the basis for the binary Gold sequences found in
numerous applications. Case 2 produces sequences with
properties similar to those of the Gold sequences and was
first proved by Kasami and Welch in the late 1960s ago.

In the nonbinary case when p > 2, fewer cases give
three-valued cross-correlation. The following two cases
have a three-valued cross-correlation; these were proved
by Trachtenberg [3] for m odd and extended to the case
m/gcd(m, k) odd in Helleseth [8]:

1. d = (p2k + 1)/2, m/gcd(m, k) odd.
2. d = p2k − pk + 1, m/gcd(m, k) odd.

These decimations are analogs to the Gold and
Kasami–Welch decimations, respectively. The three val-
ues of the cross-correlation that occur in these two cases
are {−1,−1± p(m+e)/2}, where e = gcd(k, m). The maximum
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absolute values of the cross-correlation function are small-
est in the case when m is odd and gcd(k, m) = 1, when
the cross-correlation values are {−1,−1± p(m+1)/2}. For
p > 3, there are no other decimations known that have a
three-valued cross-correlation.

Dobbertin et al. [9] found new decimations for ternary
m sequences that give three-valued cross-correlation. The
family of ternary sequences presented below do not have
a known analogue when p > 3.

Theorem 4. Let d = 2 · 3(m−1)/2 + 1, where m is odd, then
the cross-correlation function Cd(τ ) takes on the following
three values:

−1+ 3(m+1)/2 occurs 1
2 (3m−1 + 3(m−1)/2) times

−1 occurs 3m − 3m−1 − 1 times
−1− 3(m+1)/2 occurs 1

2 (3m−1 − 3(m−1)/2) times

Numerical results have also revealed some other deci-
mations with the same cross-correlation properties. At
present this is the only known open case of three-valued
cross-correlation of m sequences.

Conjecture 1. Let d = 2 · 3r + 1, where m is odd, and

r =




m− 1
4

if m ≡ 1(mod 4)

3m− 1
4

if m ≡ 3(mod 4)

then the cross-correlation function Cd(τ ) is as in
Theorem 4.

New ternary sequences of period n = 3m − 1, with the
same autocorrelation values as m sequences, have been
constructed by adding two m sequences of this period. Two
simple examples are given below. Let d = 2 · 3(m−1)/2 + 1,
where m is odd or d = 22k − 2k + 1, where m = 3k [10]. Let
s(t) = Tr(αt); then the ternary sequence {u(t)}, where

u(t) = s(t)+ s(dt)

has the same two-level autocorrelation function as the m
sequence of the same period. More recently, these results
have been generalized to nonternary sequences.

8. BOUNDS ON SEQUENCE CORRELATIONS

Practical applications require a family F of sequences
of period n, such that the number of users M = |F| is
large and simultaneously the maximum value of the
autocorrelation and crosscorrelation, Cmax, is as small as
possible. Welch and Sidelnikov provide important lower
bounds on the minimum value of Cmax for a family of
sequences of size M and period n. These bounds are
important in comparing different sequence designs with
the optimal possible achievable parameters.

The following bound is due to Welch [2].

Theorem 5. Let F be a family of M complex-valued
sequences of period n

F = {{bi(t)}: i = 1, 2, . . . , M}

where each sequence has norm (or energy) n:

n−1∑
t=0

|bi(t)|2 = n, for all i = 1, 2, . . . , M

Let ρmax be the maximum nontrivial correlation value of
the family F

ρmax = max




n−1∑
t=0

bi(t+ τ )b∗j (t): 1 ≤ i,

j ≤ M either i �= j or τ �= 0




where ∗ denotes complex conjugation. Then for all k ≥ 0, it
holds that

ρ2k
max ≥

1
nM − 1




Mn2k+1(
k+ n− 1

n− 1

) − n2k




To obtain a lower bound on the maximum nontrivial
correlation for a family of sequences, {bi(t)}, over an
alphabet of size p, one applies the Welch bound to the
family

F = {{ωbi(t)}: i = 1, 2, . . . , M}
The following bound is due to Sidelnikov [1].

Theorem 6. Let F be a family of M sequences of period
n over an alphabet of size p. In the case p = 2, then

C2
max > (2k+ 1)(n− k)+ k(k+ 1)

2

− 2kn2k+1

m(2k)!
(

n
k

) , 0 ≤ k <
2n
5

In the case p > 2, then

C2
max >

(
k+ 1

2

)
(2n− k)− 2kn2k+1

m(k!)2

(
2n
k

) , k ≥ 0

The Welch bound applies to complex-valued sequences,
while the Sidelnikov bound applies to sequences over any
finite alphabet. To find the best result one normally has
to examine both bounds. Some improvements of these
bounds have been obtained by Levenshtein [11]. Applying
the Sidelnikov bound for a family of size M = nu for
some u ≥ 1, one observes that the best bound is usually
obtained by setting k = �u�. The Sidelnikov bound is well
approximated, when n � u, by

C2
max > n

{
(2u+ 1)− 1

(2u− 1)!!

}
for p = 2

and

C2
max > n

{
(u+ 1)− 1

(u)!

}
for p > 2

where (2u− 1)!! denotes 1 · 3 · 5 · · · (2u− 1). From these
approximations, one sees that the bounds indicate that
one may improve the performance in terms of Cmax using
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a nonbinary alphabet instead of a binary alphabet. The
improvement can be obtained for a small alphabet, even
for ternary sequences.

Using the tightest lower bound on the maximum corre-
lation parameters obtained from the Welch or Sidelnikov
bounds one can derive asymptotic bounds. For example, in
the case when the size of the sequence family M = |F| is
approximately equal to the length n, the lower bounds are
Cmax ≈ (2n)1/2 for p = 2 and Cmax ≈ n1/2 for p > 2.

9. SEQUENCE FAMILIES WITH LOW CORRELATIONS

This section surveys and compares some of the best-known
ternary sequence designs for CDMA applications. Several
of the sequence designs are asymptotically optimal and
give good parameters also when p �= 3. First we describe
sequences based on the crosscorrelation of m sequences.

Theorem 7. Let {s(t)} and {s(dt)} be two m sequences
of period n = pm − 1, p a prime. Let S be the family of
sequences given by

S = {{s(t+ τ )+ s(dt)}: τ = 0, 1, . . . , pm − 2}
∪ {s(t)} ∪ {s(dt)}

Then |S| = n+ 2 = pm + 1 and the maximum nontrivial
auto- or cross-correlation value in the family is Cmax =
max{|Cd(τ )|: τ = 0, 1, . . . , n− 1}.
Proof The idea behind this construction is that the cross-
correlation between any two sequences in S equals the
cross-correlation between two m sequences that differ by
a decimation d. Let {u1(t)} and {u2(t)} be two sequences in
S. Consider the typical case when u1(t) = s(t+ τ1)+ s(dt)
and u2(t) = s(t+ τ2)+ s(dt).

Using the shift–add property of m sequences, the
difference u1(t+ τ )− u2(t) can be calculated by

u1(t+ τ )− u2(t) = (s(t+ τ1 + τ )+ s(d(t+ τ )))

− (s(t+ τ2)+ s(d(t)))

= (s(t+ τ1 + τ )− s(t+ τ2))

− (s(dt)− s(dt+ dτ ))

= s(t+ γ1)− s(dt+ γ2)

= s(t+ γ )− s(dt)

Therefore, the correlation between two sequences in
S equals the cross-correlation between {s(t)} and
{s(dt)}, which has a maximal absolute value Cmax =
max{|Cd(τ )|: τ = 0, 1, . . . , n− 1}.

It follows from this result and the known results on
the cross-correlation function of m sequences that the best
sequence designs of this form are obtained for the values
of d for which the maximum absolute value of the cross-
correlation is as small as possible. This happens in the
following cases:

1. d = (p2k + 1)/2, m odd, gcd(k, m) = 1.
2. d = p2k − pk + 1, m odd, gcd(k, m) = 1.
3. d = 2 · 3(m−1)/2 + 1, m odd andp = 3.

These cases give Cmax = p(m+1)/2 + 1 = (p(n+ 1))1/2 + 1,
and thus the parameters of the sequence families
above are

M = |S| = n+ 1, n = pm − 1, and Cmax = (p(n+ 1))1/2 + 1

For m even, there are better constructions using the
cross-correlation of other pairs of m sequences. The best
sequence family of this type has parameters

M = |S| = n+ 1, n = pm − 1, and Cmax = 2(n+ 1)1/2 − 1

This family is based on m sequences with a four-
valued cross-correlation function with values {−1−
pm/2,−1,−1+ pm/2,−1+ 2pm/2}; see Helleseth [8], where

d = 2pm/2 − 1 and pm/2 �= 2(mod 3)

It is natural to compare the parameters of these designs
with the best possible that may be achieved according
to the Welch or Sidelnikov bound. For a sequence
family of size approximately equal to the length (i.e.,
M ≈ n), both bounds give an asymptotic lower bound on
Cmax ≈ n1/2(for p > 2). The best sequence families obtained
from Theorem 7 are a factor p1/2 off the optimal value for
m odd and a factor of 2 off the optimal value for m even.

It is interesting to observe that the popular binary Gold
sequence family has also size M ≈ n, and Cmax ≈ (2n)1/2.
According to the Sidelnikov bound for p = 2, this is optimal
for binary sequences. The Welch and Sidelnikov bounds
indicate that this can be improved with a factor of 21/2

for nonbinary sequences since asymptotically Cmax ≈ n1/2

may be achievable.
We next construct sequence families better than the

ones obtained from the cross-correlation of m sequences.
These sequence families are asymptotically optimal with
respect to the Welch and Sidelnikov bounds. These
sequences can be described using perfect nonlinear
(PN) mappings.

Let f (x) be a function f : GF(pm) → GF(pm). Then f is
said to be a perfect nonlinear mapping, if f (x+ a)− f (x) is
a permutation of GF(pm) for any nonzero a ∈ GF(pm). From
PN mappings with f (x) = xd, one can construct families of
sequences with good correlation properties when p is an
odd prime.

Example 8. There are three known families of PN
mapping of the form f (x) = xd; the first two work for any
odd prime p, while the third works only for p = 3:

(a) d = 2.
(b) d = pk + 1 where m/gcd (k, m) is odd.
(c) d = (3k + 1)/2 where k is odd and gcd (k, m) = 1.

Let ω be a complex pth root of unity, and let Tr (x) denote
the trace mapping from GF(pm) to GF(p). For any PN
mapping, it holds for any nonzero a ∈ GF(pm), that∑

x∈GF(pm)

ωTr(f (x+a)−f (x)) =
∑

b∈GF(pm)

ωTr(b) = 0

since the trace function takes on all values in GF(p)
equally often.
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Let c, λ ∈ GF(pm) and c �= 0; then the following expo-
nential sum is the key to the asymptotically optimal
sequence families constructed from PN mappings:

S(c, λ) =
∑

x∈GF(pm)

ωTr(cf (x)+λx)

It is important to determine |S(c, λ)|, which can be done
as follows

|S(c, λ)|2 =
∑

x,y∈GF(pm)

ωTr(c(f (x)−f (y))+λ(x−y))

=
∑

y,z∈GF(pm)

ωTr(c(f (y+z)−f (y))+λz)

= pm

since the PN property only gives a contribution when
z = 0. Hence

|S(c, λ)| = |
∑

x∈GF(pm)

ωTr(cf (x)+λx)| = pm/2

This leads to the following asymptotically optimal
sequence family.

Theorem 8. Let f (x) = xd be a PN mapping of GF (pm).
Let α be a primitive element in GF (pm). Let {sc(t)} be the
sequence of period n = pm − 1 defined by

sc(t) = Tr(αt + cf (αt))

Let F be the family of sequences

F = {{sc(t)}: c ∈ GF(pm)}
Then F is a family of M = pm sequences of period
n = pm − 1 and Cmax ≤ 1+ pm/2.

Proof The cross-correlation between two sequences in
the family is

θsc1 , sc2 (τ ) =
pm−2∑
t=0

ωsc1 (t+τ)−sc2 (t)

=
pm−2∑
t=0

ωTr((c1αdτ−c2)αdt+(ατ−1)αt)

= −1+
∑

x∈GF(pm)

ωTr(cf (x)+λx)

where c = c1α
dτ − c2 and λ = ατ − 1. Hence, the sum above

gives |θsc1 , sc2 (τ )| ≤ 1+ pm/2, except when c1 = c2 and
τ = 0.

Thus, the family F is asymptotically optimal with
respect to the Welch–Sidelnikov bound. The family
corresponding to the PN mapping with d = 2 is due
to Sidelnikov, while d = pk + 1, m/gcd(k, m) odd is due
to Kumar and Moreno [6]. The connection between PN
functions and these optimal families were pointed out
by Helleseth and Sandberg [7], who also described the
ternary sequence family for d = (3k + 1)/2, where k is odd
and gcd(k.m) = 1.

Example 9. In the following example we describe a
family of ternary Kumar–Moreno sequences of period
n = 33 − 1 = 26 for d = 3k + 1, where k = 1, namely, d =
31 + 1 = 4. The ith sequence in the family is defined to be

si(t) = Tr(αt + βiα
dt), where βi ∈ GF(33)

Let u(t) = Tr(αt), v0(t) = Tr(α4t), v1(t) = Tr(α4t+1), then

u(t) = 00202122102220010121120111

v0(t) = 02120112220200212011222020

v1(t) = 01001210221110100121022111

All sequences in the family F can be obtained by adding
different cyclic shifts of the sequences {v0(t)} or {v1(t)}
(both of period 13) to the sequence {u(t)}. Figure 1 shows
the shiftregister that generates all the sequences in F. The
maximal absolute value of the correlation for this family
is Cmax ≤ 1+ (27)1/2.

Most of the families discussed above have family
size M approximately equal to the length n. Because of
the large increase in the number of users in modern-
day communication systems, there is a demand for
larger sequence families. A general construction due to
Sidelnikov [1] based on general bounds on exponential
sums is presented below. These families have a flexible
and larger family size.

The main idea is that if f (x) is a polynomial of degree
d ≥ 1 with coefficients from GF (pm) that cannot be
expressed in the form f (x) = g(x)p − g(x)+ c for any g(x)
with coefficients from GF (pm) and any c ∈ GF(pm), then∣∣∣∣∣∣

∑
x∈GF(pm)

ωTr(f (x))

∣∣∣∣∣∣ ≤ (d− 1)
√

pm

Theorem 9. Let p be a prime, q = pm and α an element
of order n | q− 1 in GF (q). Consider the family of all
sequences {s(t)} over GF (p) of the form

s(t) = Tr

{
d∑

k=1

akα
kt

}

where (a1, a2, . . . ., ad) ∈ GF(q)d and d is an integer
satisfying 1 ≤ d ≤ p�(m+1)/2�. Let F be the subset of
this family consisting of those sequences having period
equal to n. If M denotes the number of cyclically
distinct sequences in this family and Cmax the maximum
correlation value, then

M ≥ q− 1
n

qd−�d/p�−1

and

Cmax ≤
(

d− n
(q− 1)

)
q1/2 + n

q− 1

The main idea behind this construction is that if
{s1(t)} and {s2(t)} correspond to polynomials f1(x) and
f2(x) of degree ≤ d, respectively, then the difference
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Figure 1. A ternary Kumar–Moreno
sequence family.

x 2

x 2

u(t)

si (t )

v0 (t + t)
or
v1 (t + t)

s1(t+ τ )− s2(t) involved in the correlation calculations
corresponds to the polynomial f1(cx)− f2(x), where c = ατ .
Since f1(cx)− f2(x) has degree ≤ d, the exponential sum
bound above gives the result.

The entry attributed to Sidelnikov in Table 3 corre-
sponds to the sequences above with n = q− 1 and d = 2.
These sequences are the same as the ones obtained from
the PN mapping with d = 2 above.

Bent sequences is another family of sequences that in
addition to low cross-correlation have large linear span.
This is a family of sequences that exists for all primes
p. The sequences in the family have period n = pm − 1
for even values of m. The sequences in the family are
balanced and have maximum correlation Cmax = pm/2 + 1.
For further information on nonbinary bent sequences, see
Kumar et al. [12].

Table 3 compares some of the families of sequences
constructed in this section. The families have size M
approximately equal to the period n.

For further information on sequences and their
correlation properties, the reader is referred to surveys
on sequences that can be found in Refs. 13–15.
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1. INTRODUCTION

A terrestrial digital television (TDT) system broadcasts
video, audio, and ancillary data services over the VHF and

UHF bands (50–800 MHz). It is a wideband digital point-
to-multipoint transmission system — a high-speed digital
pipe for multimedia services to the general public. The
payload data rate for a TDT system is between 19 and
25 Mbps (megabits per second). The TDT will eventually
replace existing analog television services, such as NTSC,
PAL, and SECAM.

The first commercial TDT services were introduced in
the United States and in the United Kingdom in November
1998. Since then, Australia, Sweden, Spain, Singapore,
and Korea have also started TDT broadcast services. Many
countries are having field trials and pilot projects of TDT
systems and are planning to launch commercial service in
the near future. Existing analog TV services are expected
to be phased out by 2010–2020.

The bandwidth of a TDT system can either be 6, 7, or
8 MHz, depending on the countries and regions. Generally,
the TDT system bandwidth is identical to the bandwidth
of the analog television system that it will replace in any
particular country.

The advantages of a TDT system in comparison to an
analog television system are typically

1. Better Picture Quality. A TDT system can deliver
high-definition television (HDTV) pictures at about
twice the vertical resolution of an analog television
system with the same bandwidth. It can also
provide wide-screen formatted pictures with an
aspect ratio of 16 : 9 rather than the traditional
near-square, 4 : 3 television format.

2. Better Audio Quality. A TDT system can deliver
CD-quality stereo or multichannel audio (5.1 chan-
nels). It can also carry multiple audio channels for
multilanguage implementation.

3. Ghost-Free and Distortion-Free Pictures. There are
no ghosts or any other forms of transmission distor-
tions (e.g., co- and adjacent-channel interference,
tone interference, impulse noise) visible on the
screen.

4. High Spectrum and Power Efficiency. Each TDT
channel can carry up to eight analog TV quality
programs. In addition, the TDT system requires
much less transmission power for the same
coverage.

5. User-Friendly Interface. The TDT system provides
an electronics program guide (EPG) for easy pro-
gram and channel selection. Time-shifted viewing
can easily be implemented by preselecting pro-
grams for recording.

6. Easy Interface with Other Media. Since a TDT
system is a high-speed ‘‘digital pipe,’’ it can
have seamless interfaces with other communication
systems and computer networks. Nonlinear editing,
lossless storage, and access to video databases can
easily be implemented.

7. Multimedia Services and Data Broadcasting. As a
fully digital system, the TDT system can be used
to deliver multimedia services and to provide data
broadcasting service. Interactive services will also
be available.
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8. Conditional Access. In a TDT system, it is possible
to address each receiver for content control or for
value-added services.

9. Providing Fixed, Mobile, or Portable Services. Based
on reception conditions, the TDT system can pro-
vide high-data-rate service for fixed reception, or
intermediate-data-rate service for portable recep-
tion, or lower-data-rate service to automobile-
mounted high-speed mobile reception.

10. Single-Frequency Network (SFN) or Diversified
Transmission. Because of the strong multipath
immunity of the TDT system, it is possible to
operate a series of TDT transmitters on the same
RF frequency to provide better coverage and service
quality, and to achieve better spectrum efficiency.

The disadvantages of a TDT system in comparison to
an analog television system are

1. Sudden Service Dropout. This is the ‘‘cliff effect.’’
As a digital transmission system, the TDT system
video and audio signals fail abruptly when the
signal-to-noise ratio (SNR) drops below a critical
operating threshold. Analog TV systems, on the
other hand, have graceful degradation of signal
power versus picture quality and the audio is
extremely robust.

2. Longer Acquisition Time. For an analog TV system,
signal acquisition is almost instantaneous. A TDT
system typically takes about half a second (0.5 s)
to acquire a signal. This can be bothersome when
changing channels or channel surfing. The delay
is mostly caused by the video decoding system.
Synchronization, channel estimation, equalization,
channel decoding, and conditional access also
contribute to the delay.

3. Frame Rate. The TDT system uses the same frame
rate as the analog TV system: 25 or 30 frames
per second. For high-intensity pictures, the screen
can show an annoying flicking, especially for large-
screen-display devices.

One of the most challenging issues of introducing the
TDT is that the TDT service has to coexist for some time
in the same spectrum band with the existing analog TV
service in a frequency-interlaced approach. Spectrum is
a valuable and limited resource. In most countries and
regions, there is no additional spectrum in the VHF/UHF
bands available for TDT implementation. The TDT system
has to use ‘‘taboo channels’’ [1], those channels that are
unusable for broadcasting analog TV services, because of
the existence of intermodulation products and other forms
of interference, such as co-channel and adjacent channel
interference. In other words, a TDT system has to be robust
to various types of interference. The analog TV system is
quite sensitive to interference (even if the interference
level is 50 dB below the analog TV signal, viewers can still
notice it). The service quality of the analog TV should not
suffer from much degradation due to the introduction of the
TDT service. Therefore, the TDT system has to transmit

at low power, or, in other words, to operate at low SNR,
which means that strong channel coding and forward error
correction (FEC) techniques have to be implemented.

Video compression, or video source coding, is another
challenge. The raw data rate of a HDTV program (without
data compression) is about 1 Gbps. The TDT system data
throughput is only 18–22 Mbps. Therefore, the video
source coding system has to achieve at least a 50 : 1 data
compression ratio, in real time, and still provide a high
video quality.

2. SYSTEM DESCRIPTION

As shown in Fig. 1, a TDT system typically consists of
source coding, multiplexing, and transmission systems.
The video and audio source coding are implemented to
compress the video and audio source data to reduce the
data rate. The compressed data are multiplexed with the
program-related data, such as the electronics program
guide (EPG), the Program and System Information
Protocol (PSIP) or services information (SI) data, program
rating data, closed captioning data, and conditional access
data, as well as other data that are not related to
the television programs, such as opportunistic data and
bandwidth-guaranteed data. The multiplexed output, or
transport stream (TS), is channel coded and modulated
for transmission over a terrestrial RF channel.

At the receiving end, the signal undergoes demodu-
lation and FEC to correct the transmission errors. The
resulting data are demultiplexed to sort out video output
data, audio output data, and other program-related and
non–program-related data.

2.1. Transmission System

2.1.1. Transmission System Description

2.1.1.1. Channel Coding. Figure 2 is a diagram for a
TDT transmission system. As mentioned earlier, the com-
bination of low power emission and robustness against
interference requires that powerful channel coding must
be implemented to reduce the TDT system SNR threshold.
This is achieved in practice by the use of concatenated
channel coding. In such a coding system, two levels
of FEC codes are employed: an ‘‘inner’’ modulation or
convolution code and an ‘‘outer’’ symbol error correction
code. Bandwidth-efficient trellis-coded modulation (TCM)
or convolutional coding [2] is implemented as the inner
code to achieve high coding gain over the additive white
Gaussian noise (AWGN) channel and to correct short
bursts of interference, such as those created by analog
TV synchronization pulses. This code has good noise-error
performance at low SNR. The required output BER for
the inner coder is on the order of 10−3 to 10−4. The
Reed–Solomon (RS) code [3] is used as the outer code to
handle the burst of errors generated by the inner code and
to provide a system BER of 10−11 or lower. The merit of a
concatenated coding system is that it can achieve a very
low SNR threshold. The drawback is that it has a ‘‘cliff’’
threshold, meaning that the signal dropout is within 1 dB
decrease of SNR near the threshold.



TERRESTRIAL DIGITAL TELEVISION 2549

Source coding

M
U
X

Channel coding
and modulation

Video
compression

Audio
compression

Multiplexing Transmission system

Program-related data
(EPG, PSIP, etc.)

Program-related data
(EPG, PSIP, etc.)

Program-independent data
(opportunistic data,
bandwidth-guaranteed data)

Channel
Interference

Distortions

Demodulation and
error correction 

D
E
M
U
X

Video
decoding

Audio
decoding

Non–program-related data
(opportunistic data,
bandwidth-guaranteed data) 

Video
source

Audio
source

Video
output

Audio
output

Source coding Multiplexing Transmission system

TS

TS

Figure 1. Terrestrial digital television
system diagram.

Channel

Carrier recovery
channel estimation

synchronization

R-S encoding
& interleaver

TCM encoding
& interleaver Modulation

TCM decoding
& deinterleaver

R-S decoding
& deinterleaver Equalization Demodulation

Distortion

Interference

Input

Data

Data

Output

Transmitter

Receiver

Outer code Inner code

Figure 2. Terrestrial digital television transmission system diagram.

In Fig. 2, an interleaver and deinterleaver are used to
fully exploit the error correction ability of the FEC code [3].
Since most errors occur in bursts (this is especially true
for the outer code), they often exceed the error correction
capability of the FEC code. Interleaving is used to spread
out, or decorrelate, the burst of errors into shorter error
sequences or isolated errors that are within the capability
of the FEC code.

2.1.1.2. Modulation. From Fig. 2, the input data, or
transport stream data, are coded and interleaved by
the outer and inner error correction codes and, then,
modulated and frequency shifted to a RF channel for
transmission.

There are two types of modulation techniques used in
the TDT systems; single-carrier modulation (SCM), such

as vestigial sideband (VSB) [4] modulation, and multicar-
rier modulation (MCM), such as orthogonal frequency-
division multiplexing (OFDM) [5,6] modulation.

In a SCM system, the information-bearing data are
used to modulate one carrier, which occupies the entire
RF channel. VSB is a one-dimensional modulation
scheme. Its symbol rate is about twice the usable
bandwidth. The information bits are transmitted in
a vestigial sideband, occupying a bandwidth that is
slightly larger than half the symbol rate. VSB modulation
is mathematically equivalent to the offset quadrature
amplitude modulation (OQAM).

Adaptive equalization is implemented in SCM systems
to combat the intersymbol interference (ISI) that is usually
caused by multipath distortion [4]. A raised-cosine filter is
generally used for spectrum shaping.
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In a MCM system, quadrature amplitude modula-
tion (QAM) [4] is used to modulate multiple low-data-
rate carriers, which are transmitted concurrently using
frequency-division multiplexing (FDM) [4]. Since each
QAM carrier spectrum envelope is of the form sin(x)/x,
that is, with periodic spectrum zero-crossing points, the
QAM carrier spacing can be carefully selected so that each
carrier spectrum peak is located on all the other carriers
spectrum zero-crossing points. Although the carrier spec-
tra overlap, they do not interfere with each other and the
information bits they carry can be demodulated indepen-
dently without intercarrier interference. In other words,
all carriers maintain orthogonality in a FDM fashion.
Hence the name OFDM. Spectrum shaping is not needed
for OFDM modulation.

The OFDM can be efficiently implemented via the
digital fast Fourier transform (FFT), where an inverse
FFT is used as the OFDM modulator and a FFT as
the demodulator [5,6]. Each inverse FFT output block
is called an OFDM symbol, which contains multiple
data samples. The FFT sizes used in the TDT systems
are 2048, 4096, and 8192. One important feature of
the OFDM is the use of a guard interval (GI). By
inserting a GI between the OFDM symbols, or FFT blocks,
using ‘‘cyclic extension’’ [5,6], the intersymbol interference
can be eliminated. However, the amplitude and phase

distortion, or fading, within an OFDM symbol still exists.
Channel coding and equalization are used to mitigate the
fading channel. Channel coding combined with the OFDM
is called coded OFDM or COFDM.

2.1.2. Terrestrial Digital Television Transmission Stan-
dard. Currently, there are three TDT transmission stan-
dards [7]:

1. The Advanced Television Systems Committee
(ATSC) system [8] standardized by the ATSC,
a United States–based digital television stan-
dards body

2. The Digital Video Broadcasting — Terrestrial (DVB-
T) standard [9] developed by the DVB project, a
European-based digital broadcasting standard body,
and standardized by the European Telecommunica-
tion Standard Institution (ETSI)

3. The Integrated Service Digital Broadcast-
ing — Terrestrial (ISDB-T) standard [10] developed
and standardized by the Association of Radio Indus-
tries and Businesses (ARIB) in Japan.

The main characteristics of the three TDT systems
are summarized in Table 1. All three systems employ
concatenated channel coding. All three standards can be

Table 1. Main Characteristics of Three Terrestrial Digital Television Systems

Systems ATSC 8-VSB DVB-T COFDM ISDB-T BST-OFDM

Source coding

Video Main profile syntax of ISO/IEC 13818-2 (MPEG-2 — video)

Audio ATSC Standard A/52 (Dolby
AC-3)

ISO/IEC 13818-3
(MPEG-2 — layer II audio)
and Dolby AC-3

ISO/IEC 13818-7
(MPEG-2 — AAC audio)

Transport stream ISO/IEC 13818-1 (MPEG-2 TS) transport stream

Transmission system
Channel coding

Outer coding RS (207, 187, t = 10) RS (204, 188, t = 8)

Outer interleaver 52 RS block interleaver 12 RS block interleaver

Inner coding Rate 2
3 trellis code Punctured convolutional

code — rate: 1
2 , 2

3 , 3
4 , 5

6 , 7
8

Constraint length = 7,
Polynomials (octal) = 171, 133

Inner interleaver 12 : 1 trellis-code interleaving Bitwise interleaving and
frequency interleaving

Bitwise interleaving, frequency
interleaving, and selectable
time interleaving

Data randomization 16-bit PRBS 16-bit PRBS 16-bit PRBS

Modulation 8-VSB COFDM
Subcarrier modulation: QPSK,
16 QAM and 64 QAM
hierarchical modulation:
multiresolution constellation
(16 QAM and 64 QAM)
Guard intervals: 1

32 , 1
16 , 1

8 , 1
4 of

OFDM symbol 2 modes: 2K, 8K
FFT

BST-OFDM with 13 frequency
segments Subcarrier
modulation: DQPSK, QPSK,
16 QAM, 64 QAM

Hierarchical transmission:
choice of three different
subcarrier modulations on each
segment
Guard intervals: 1

32 , 1
16 , 1

8 , 1
4 of

OFDM symbol
3 modes: 2K, 4K, 8K FFT
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scaled to any RF channel bandwidth (6, 7, or 8 MHz) with
corresponding scaling in the data capacity.

It is believed that China is developing another TDT
transmission system, which will be finalized in the
2002/2003 timeframe.

2.1.2.1. The ATSC 8-VSB System. The ATSC system [8]
uses trellis-coded 8-level vestigial sideband (8-VSB) mod-
ulation with the RS (Reed–Solomon) (207, 187) [3] as the
outer code and Ungerboeck rate- 2

3 TCM [2] as the inner
code. A raised-cosine filter with a roll-off factor of 11.5% is
used for spectrum shaping.

The ATSC system was designed to transmit high-
quality video and audio (HDTV) and ancillary data over
a 6-MHz channel in the VHF/UHF band. The data
throughput is 19.4 Mbps. The system was designed to
eventually replace the existing analog TV service in
the same frequency band. Therefore, one of the system
requirements was to allow the allocation of an additional
digital transmitter with equivalent coverage for each
existing analog TV transmitter. Another requirement was
to cause minimum disturbance to the existing analog TV
service in terms of service area and population.

Various picture qualities can be achieved using one
of 18 possible video formats (standard definition or high-
definition pictures, progressive or interlaced scan format,
as well as different frame rates and aspect ratios). The
system can accommodate fixed and possibly portable
reception.

The system is designed to withstand different types
of interference: existing analog TV services, white
noise, impulse noise, phase noise, continuous-wave, and
multipath distortions. The system is also designed to offer
spectrum efficiency and ease of frequency planning.

The main characteristics of the ATSC 8-VSB system
are listed in Table 1. It should be mentioned that
currently there is an ongoing 8-VSB enhancement project
that will enable the ATSC system to accommodate
different transmission modes (2-VSB, 4-VSB, and 8-VSB
modulation) in order to offer a tradeoff between data
rates and system robustness. It could also transmit
dual datastreams (a robust datastream and a high-speed
datastream time-division multiplexed, i.e., mixed-mode
operation with different mixed ratios) within one RF
channel. The project is to be completed by mid 2002.

2.1.2.2. DVB-T COFDM System. The DVB-T system [9]
uses the coded orthogonal frequency-division multiplexing
(COFDM) modulation system with the RS (204, 188) [3]
as the outer code and a punctured convolutional code
(rates: 1

2 , 2
3 , 3

4 , 5
6 , 7

8 ; constraint length = 7; polynomials
(octal) = 171, 133) as the inner code. Different QAM
modulations (QPSK, 16 QAM, and 64 QAM) can be
implemented on the OFDM carriers. The system was
designed to operate within the existing UHF spectrum
allocated to analog television transmission. The payload
data rates range between 4 and 32 Mbps, depending on
the choice of channel coding parameters, modulation type,
guard interval duration, and channel bandwidth. DVB-T
can also accommodate a large range of SNR and different
types of channels. It allows fixed, portable, or mobile

reception, with a consequential trade-off in the usable
bit rate.

The OFDM system has two operational modes: a
‘‘2K mode,’’ which uses a 2048-point FFT, and an ‘‘8K
mode,’’ which requires an 8192-point FFT. The system
makes provisions for selection between different levels
of QAM modulation and different inner code rates and
also allows two-level hierarchical channel coding and
modulation. Moreover, a guard interval with selectable
length separates the transmitted symbols, which makes
the system robust to multipath distortion and allows the
system to support different network configurations, such
as large area SFNs and single transmitter operation. The
‘‘2K mode’’ is suitable for single transmitter operation and
for small-scale SFN networks. The ‘‘8K mode’’ can be used
both for single transmitter operation and for small and
large SFN networks.

The main characteristics of the DVB-T COFDM system
are listed in Table 1.

2.1.2.3. ISDB-T BST-OFDM. The ISDB-T system [10]
uses the band-segmented transmission (BST)-OFDM
modulation system. It uses the same channel coding as
the DVB-T system, namely, the RS (204, 188) [3] as the
outer code and a punctured convolutional code [rate 1

2 ,
2
3 , 3

4 , 5
6 , 7

8 ; constraint length 7; polynomials (octal) = 171,
133] as the inner code. It also uses a large time-interleaver
(≤0.5 s) to deal with signal fading in mobile reception and
to mitigate impulse noise interference.

The ISDB-T system is intended to deliver digital
television, sound programs, and offer multimedia services
to fixed, portable, and mobile terminals in the VHF and
UHF bands. To meet different service requirements, the
ISDB-T system provides a range of modulation and error
protection schemes. The payload data rate ranges between
3.7 and 31 Mbps; again, with a consequential tradeoff in
the robustness of the transmission.

The system uses a modulation method referred to as
band-segmented transmission (BST) OFDM, which con-
sists of a set of common basic frequency blocks called BST
segments. Each segment has a bandwidth corresponding to
1

14 th of the terrestrial television channel bandwidth. Thir-
teen segments are used for data transmission within one
terrestrial television channel and one segment is utilised
as guard band.

The BST-OFDM modulation provides hierarchical
transmission capabilities by using different carrier
modulation schemes and coding rates of the inner code
on different BST segments. Each data segment can
have its own error protection scheme (coding rates of
inner code, depth of the time interleaving) and type of
modulation (QPSK, DQPSK, 16 QAM, or 64 QAM). Each
segment can then meet different service requirements. A
number of segments may be combined flexibly to provide
a wideband service (e.g., HDTV). By transmitting OFDM
segment groups with different transmission parameters,
hierarchical transmission is achieved. Up to three service
layers (three different segment groups) can be provided
in one terrestrial channel. Partial reception of services
contained in the transmission channel can be obtained
using a narrowband receiver that has a bandwidth as low
as one OFDM segment.
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Table 2. Video Formats

Vertical
Scanlines

Horizontal Samples
per Line

Picture
Aspect Ratio Frame Rate Scan Format

a. ATSC System

1080p 1920 16 : 9 24, 29.97 Progressive
1080i 1920 16 : 9 29.97 Interlaced
720p 1280 16 : 9 24, 29.97, 59.94 Progressive
480p 704 4 : 3, 16 : 9 24, 29.97, 59.94 Progressive
480i 704 4 : 3, 16 : 9 29.97 Interlaced
480p 640 4 : 3 24, 29.97, 59.94 Progressive
480i 640 4 : 3 29.97 Interlaced

b. ISDB-T System

1080i 1920 16 : 9 29.97 Interlaced
1080i 1440 16 : 9 29.97 Interlaced
720p 1280 16 : 9 59.94 Progressive
480p 720 16 : 9 59.94 Progressive
480i 720 16 : 9, 4 : 3 29.97 Interlaced
480i 544 16 : 9, 4 : 3 29.97 Interlaced
480i 480 16 : 9, 4 : 3 29.97 Interlaced

The main characteristics of the ISDB-T BST-OFDM
system are listed in Table 1.

2.2. Source Coding

From Fig. 1, two types of source coding are implemented
in a TDT system: video coding and audio coding.

2.2.1. Video Coding and Video Formats. All TDT
systems adopted the MPEG-2, or ISO/IEC 13818-
2, video compression standard [11]. ISO/IEC 13818-2
is a discrete cosine transform (DCT) based, motion-
compensated interframe coding. It was developed by the
Motion Picture Experts Group (MPEG). The standard
supports a wide range of picture qualities, data rates, and
video formats for broadcast and multimedia applications
(see Table 2).

Different video formats are used by the TDT systems
from different parts of the world. In Europe, TDT is
implemented to broadcast multiple Standard Definition
Television (SDTV) signals over a TDT RF channel, which
is called a ‘‘multiplexer.’’ The video format is the same
as the analog TV system in Europe, specifically, 720
pixels per scanline, 576 interlaced active scanlines per
frame, and 50 frames per second, or a 50-Hz 720× 576i
format. The aspect ratios are 4 : 3 and 16 : 9. The letter
‘‘i’’ indicates interlaced scanning, a scheme which displays
every second scanline and then fills in the gaps in the
next pass. ‘‘Interlacing’’ is a scanning format used in the
analog TV system to reduce the TV signal bandwidth by
one-half [1]. The impact of using interlaced scanning is a
slight reduction of vertical resolution.

In North America, the TDT system was designed to
accommodate both HDTV and SDTV formats. Table 2,
part (a) lists the 18 video formats supported by the ATSC
standard [8]. Although this table is not mandated by the
U.S. Federal Communications Commission (FCC), it is
supported by all consumer receiver manufacturers as a
voluntary industry standard.

In Japan, the TDT system was also planned to provide
the HDTV and SDTV services. Table 2, part (b) shows the
available video formats.

Currently, two HDTV formats are used in TDT
broadcasting: 30 Hz — 1920× 1080i and 60 Hz — 1280×
720p, where ‘‘p’’ stands for the progressive (noninterlaced)
scan format, which is widely used on computer terminals.
For comparable picture quality, the progressive scanning
format has twice the frame rate but requires fewer
scanlines. Both HDTV formats use a 16 : 9 aspect ratio.

2.2.2. Audio Coding. Three audio coding standards are
implemented in the TDT systems:

1. MPEG layer II audio coding
2. Dolby AC-3 multichannel audio system
3. MPEG-2 advanced audio coding (AAC)

The MPEG audio coding was developed by the Motion
Picture Experts Group (MPEG). It can further be classified
into MPEG-1 audio coding, or ISO/IEC 11172-3 [12]; and
MPEG-2 audio coding, or ISO/IEC 13818-3 and ISO/IEC
13818-7 [11].

The MPEG-1 audio coding has three layers: I, II, and
III. Layers I and II are based on subband coding using
a 32-subband filterbank. The coded information includes
scale factors per band, the bit allocation for each band,
and the quantized values for each band. The MPEG-1
layer III is based on the same subband filterbank followed
by a modified discrete cosine transform (MDCT) stage
that yields a filterbank with 576 bands. The quantized
values are Huffman-coded to obtain greater efficiency.
The MPEG-1 layer III is often called MP3 for downloading
compressed music files via the Internet.

The MPEG-2 audio (ISO/IEC 13818-3 [11]) specifica-
tions extend the MPEG-1 layer II coders to lower sample
rates and to multichannel audio.
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Dolby AC-3 [13,14] is based on an MDCT filterbank
with 256 bands. A differentially coded representation
of the spectral envelope is transmitted along with the
quantized values. The bit allocation is derived from the
spectral envelope, identically by the encoder and decoder,
with the encoder having the ability to adjust to the
psychoacoustic model. The Dolby AC-3 multichannel audio
system can provide the 5.1 channels (front right, front left,
front center, rear right, rear left, and subwoofer) that have
been widely used in the film industry.

The AAC is also part of the MPEG-2 audio, i.e., ISO/IEC
13818-7 [11]. It is based on an MDCT filterbank with
1024 bands, and uses Huffman coding for the quantized
values. The AAC can also provide multichannel audio (5.1
channels) service.

The coding complexity increases from the MPEG-1
layers I, II, and III, to AC-3 and to AAC. For the same
audio quality, more complicated algorithms provide higher
compression ratios, or lower bit rates [16]. But they are
more vulnerable to transmission errors.

Dolby AC-3 is part of the ATSC DTV standard [13] and
has also been adopted by the DVB-T standard [15]. The
DVB-T system deployed in Europe implemented MPEG-1
audio layer II to deliver high-quality stereo service. The
ISDB-T system adopted AAC as its audio standard.

2.3. Transport Layer

2.3.1. Transport Stream. All TDT systems implemented
the MPEG-2 transport system specified in the ISO/IEC
13818-1 standard [11] for data multiplexing. The MPEG-2
transport layer is designed for broadcast and multimedia
applications. It has a large packet size and a small amount
of overhead to achieve high spectrum efficiency. The
MPEG-2 transport packet stream can carry multiplexed
compressed video, compressed audio, and data packets.

The MPEG-2 transport stream (TS) packet size is
188 bytes, as shown in Fig. 3. The first byte is the
synchronization byte. The next 3 bytes are fixed header
bytes for error handling, encryption control, picture
identification (PID), priority, and so on. The other 184
bytes are for the adaptation header and payload. The
adaptation header is of variable length up to 184 bytes. It is
for time synchronization, random-access flagging splicing
indication, and so forth.

2.3.2. Program and System Information Protocol and
Service Information. The Program and System Information
Protocol (PSIP) and service information (SI) are data
that are transmitted along with a station’s TDT signal
to provide TDT receivers important information about the
television station and what is being broadcast [17]. In
the ATSC system, these data are called PSIP [18]. In the
DVB-T and the ISDB-T systems, it is called SI [19,20].
The most important function of PSIP and SI is to provide a
method for TDT receivers to identify a TDT station and to
determine how a receiver can tune to it. The PSIP and SI
also tell the receiver whether multiple program channels
are being broadcast and how to find each channel; identify
whether the program is closed captioned; and convey
program rating information and other data associated
with the program. If the TV station inserted the wrong
PSIP or SI, the receivers might not be able to find and
decode the TDT signal.

4. SERVICES AND COVERAGE

For analog TV coverage planning, the reference receiver
setup assumed the use of a directional antenna at a 10-m
height at the edge of the coverage area. This means very
high antenna gain and directivity (a narrow beamwidth).
The 10-m antenna height likely provides a line-of-sight
(LoS) path to the transmitter, with resulting high signal
strength. This receiver setup is still used for TDT system
coverage prediction for fixed-antenna outdoor reception
of full data rate transmission. Table 3 [7] provides TDT
protection ratios for frequency planning used by different
countries and regions.

Since the early 1950s, major population centers have
expanded substantially and there have been many high-
rise buildings and other human-made structures erected
throughout urban and suburban areas. In North America,
some community bylaws even prohibited the use of outdoor
antennas. The widespread use of electrical appliances and
high-voltage power lines has substantially increased the
level of impulsive noise (especially in the VHF band). All
these result in much worse reception conditions, namely,
the loss of LoS to the transmitter and the increase of the
interference and noise levels. During the analog TV–DTV
transition period, the TDT transmission power is further

Video Video Video VideoAudio Data

Payload

Adaptation header
(variable length)

Header
(4 bytes)

Sync
byte

Packet synchronization
PID
Encryption
Priority
Error handling

Time synchronization
random-access flag
splicing indicator

188 bytes

Figure 3. MPEG-2 transport stream.
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Table 3. Digital Television Protection Ratios (in dB) for Frequency Planning

System Parameters (Protection Ratios) Canada USA EBUa Japana

SNR for AWGN channel +19.5 +15.19 +19.3 +20.1
Cochannel DTV into analog TV +33.8 +34.44 +34∼37 +39
Cochannel analog TV into DTV +7.2 +1.81 +4 +5
Cochannel DTV into DTV +19.5 +15.27 +19 +21
Lower adjacent channel DTV into analog TV −16 −17.43 −5 ∼ −11b −6.0
Upper adjacent channel DTV into analog TV −12 −11.95 −1 ∼ −10b −6.0
Lower adjacent channel analog TV into DTV −48 −47.33 −34 ∼ −37b −31
Upper adjacent channel analog TV into DTV −49 −48.71 −38 ∼ −36b −33
Lower adjacent channel DTV into DTV −27 −28 −30 −26
Upper adjacent channel DTV into DTV −27 −26 −30 −27

aDVB-T (8 MHz, 64 QAM, R = 2
3 ). ISDB-T (6 MHz, 64 QAM, R = 3

4 ), Analog TV (M/NTSC).
bDepending on analog TV systems used.

limited to prevent interference into the existing analog
TV services. At the same time, DTV has to withstand
interference from the analog TV.

For fixed services, TDT has to compete with cable, satel-
lite, MMDS/LMDS, and other communication systems. On
the other hand, there is an increasing demand for indoor
and mobile television and data services.

4.1. Indoor Reception

Indoor reception presents particularly difficult conditions,
because of the lower signal strength due to building
penetration losses, which can be as high as 25 dB for the
VHF/UHF signals. Indoor signals also suffer from strong
static and dynamic multipath distortion, due to reflections
from indoor walls, as well as from outdoor structures. The
lack of LoS path often results in strong pre-echoes. Nearby
traffic and the movement of human bodies or even pets
can significantly alter the distribution of indoor signals,
causing time-varying echoes and field strength variations.

The indoor signal strength and its distribution are
related to many factors, such as building structure
(concrete, brick, wood), siding material (aluminum, plastic,
wood), insulation material (with or without metal coating),
and window material (tinted and metal-coated glasses,
multilayer glass).

The indoor settop antenna gain and directivity depend
very much on frequency and location. For ‘‘rabbit ear’’
antennas, the measured gain varied from about −10 to
−4 dBi. For 5-element logarithmic antennas, the gains
are between −15 and +3 dBi. The low height of indoor
antennas also results in lower signal strength. Meanwhile,
indoor environments sometime experience high levels of
impulse noise from power lines and home appliances.

The low receiver antenna height, low antenna gain,
and poor building penetration mean that an additional
30–40 dB of signal power is needed for reliable indoor
reception compared to outdoor reception. However, the
use of the single-frequency networks (SFNs) and receiving
antenna diversity can considerably improve the indoor
reception. Reducing the data rate and consequently
lowering the required SNR can also improve the location
availability.

4.2. Mobile Reception

Mobile reception also suffers from low antenna gain and
low antenna height. The difference in field strength is

larger than 10 dB between a receiving antenna at 1.5 m
and one at a height of 10 m. In urban areas, building
blockage and shadowing also reduce the signal strength
significantly.

Mobile reception requires that the receivers withstand
strong and dynamic multipath distortion, Doppler effects,
and signal fading. A lower data rate is used, on the order
of 50–25% of the rate used for the fixed reception. The
system SNR over AWGN is generally under 10 dB.

To guarantee a satisfactory service quality, the
transmission system must provide the required field
strength within the service area, or a high level of
location availability. Single-frequency networks (SFNs)
and receiving antenna diversity can definitely improve
the service quality of mobile reception.

4.3. Single-Frequency Networks (SFNs) and Diversified
Transmission

The SFN or a diversified transmission approach can
provide stronger field strength throughout the core
coverage area and, therefore, can significantly improve
the service availability. The receivers have more than
one transmitter from which they can receive the signal
(diversity gain). They have better chances of having a
strong signal path to a transmitter, which makes it more
likely to achieve reliable service.

Optimizing the transmitter network (transmitter den-
sity, tower height and location, as well as the transmission
power at each transmitter) can result in better cover-
age with lower total transmit power and better spectrum
efficiency. Special measures must be taken to minimize
the frequency offset among the repeaters and to flexibly
address each transmitter with respect to its exact site,
power, antenna height, and the insertion of specific local
signal delays.

The key difference between a TDT and an analog TV
system is that the TDT can withstand at least 20 dB of
DTV–DTV cochannel interference, as shown in Table 3,
while the analog TV co-channel threshold of visibility is
around 50 dB (30–35 dB for CCIR grade 3). In other words,
TDT is 10–30 dB more robust than analog TV, which
provides more flexibility for the repeater design and siting.

One drawback of using multiple transmitters is that
‘‘active’’ multipath distortion can occur when coverage
from transmitters overlaps. The receiver must be able
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to deal with these strong echoes. Achieving frequency
and time synchronization of multiple transmitters and
feeding the same program source to multiple transmitter
sites will increase the complexity of the transmission
facilities. It could also double the Doppler effects, if the
mobile terminal is leaving a reception area from one
transmitter and driving toward another transmitter in
the overlapping area.

5. CONCLUSION

In comparison to the analog TV services, TDT can provide
much better picture and audio qualities. It is robust to mul-
tipath distortion and various forms of interference. It is
spectrum-efficient and can provide better service quality.
It can easily interface with computer systems, and can pro-
vide multimedia and data broadcasting services. The TDT
will eventually replace all the existing analog TV services.
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TERRESTRIAL MICROWAVE
COMMUNICATIONS

DAVID R. SMITH

George Washington University
Ashburn, Virgina

1. INTRODUCTION

The basic components required for operating a radio over
a microwave link are the transmitter, towers, anten-
nas, and receiver. Transmitter functions typically include
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multiplexing, encoding, modulation, upconversion from
baseband or intermediate frequency (IF) to radiofrequency
(RF), power amplification, and filtering for spectrum con-
trol. Antennas are placed on a tower or other tall structure
at sufficient height to provide a direct, unobstructed line-
of-sight (LoS) path between the transmitter and receiver
sites. Receiver functions include RF filtering, downcon-
version from RF to IF amplification at IF equalization,
demodulation, decoding, and demultiplexing.

In describing terrestrial microwave, the focus is on
digital, line-of-sight, point-to-point microwave systems
(∼1–30 GHz). The design of millimeter-wave (30–300-
GHz) radio links is also considered, however. Further,
much of the material on line-of-sight propagation,
including multipath and interference effects, and link
design methodology also applies to the design of mobile
and analog radio systems. Many of the design and
performance characteristics considered here apply to
satellite communications as well.

2. LINE-OF-SIGHT PROPAGATION

The modes of propagation between two radio antennas
may include a direct, line-of-sight (LoS) path but also a
ground or surface wave that parallels the earth’s surface,
a sky wave from signal components reflected off the
troposphere or ionosphere, a ground reflected path, and
a path diffracted from an obstacle in the terrain. The
presence and utility of these modes depend on the link
geometry, both distance and terrain between the two
antennas, and the operating frequency. For frequencies
in the microwave band, the LoS propagation mode is the
predominant mode available for use; the other modes may
cause interference with the stronger LoS path. Line-of-
sight links are limited in distance by the curvature of
the earth, obstacles along the path, and free-space loss.
Average distances for conservatively designed LoS links
are 25–30 mi, although distances of ≤100 mi have been
used. The performance of the LoS path is affected by
several phenomena addressed in this section, including
free-space loss, terrain, atmosphere, and precipitation.
The problem of fading due to multiple paths is addressed
in the following section.

2.1. Free-Space Loss

Consider a radio path consisting of isotropic antennas at
both transmitter and receiver. An isotropic transmitting
antenna radiates its power Pt equally in all directions. In
the absence of terrain or atmospheric effects (i.e., free
space), the radiated power density is equal at points
equidistant from the transmitter. The effective area A of
a receiving antenna determines how much of the incident
signal from the transmitting antenna is collected by the
receiving antenna is given by

A = λ2Gr

4π
(1)

where λ = wavelength in meters and Gr is the ratio of the
receiving antenna power gain to the corresponding gain of

an isotropic radiator. The power received by the receiving
antenna at a distance r in watts, Pr, is then given by

Pr = PtGt

4πr2
· λ2Gr

4π
(2)

If we assume that both the transmitting and receiving
antennas are isotropic radiators, then Gt = Gr = 1, and
the ratio of received to transmitted power becomes the
free-space path loss

lfs = Pr

Pt
= λ2

(4πr)2
(3)

The free-space path loss is then determined as the ratio of
the received power to the transmitted power and is given
in decibels by

Lfs = 10 log10(lfs) = 10 log10

(
Pr

Pt

)
= 32.44+ 20 log10(Dkm)+ 20 log10(fMHz) dB (4)

where r = Dkm is the distance in kilometers and fMHz =
300/λmeters is the signal frequency in megahertz (MHz).
Note that the doubling of either frequency or distance
causes a 6-dB increase in path loss.

2.2. Terrain Effects

Obstacles along a LoS radio path can cause the propagated
signal to be reflected or diffracted, resulting in path losses
that deviate from the free space value. This effect stems
from electromagnetic wave theory, which postulates that a
wavefront diverges as it advances through space. A radio
beam that just grazes the obstacle is diffracted, with a
resulting obstruction loss whose magnitude depends on
the type of surface over which the diffraction occurs. A
smooth surface, such as water or flat terrain, produces the
maximum obstruction loss at grazing. A sharp projection,
such as a mountain peak or even trees, produces a knife-
edge effect with minimum obstruction loss at grazing.
Most obstacles in the radio path produce an obstruction
loss somewhere between the limits of smooth earth and
knife edge.

2.2.1. Reflections. When the obstacle is below the
optical LoS path, the radio beam can be reflected to create
a second signal at the receiving antenna. Reflected signals
can be particularly strong when the reflection surface is
smooth terrain or water. Since the reflected signal travels
a longer path than does the direct signal, the reflected
signal may arrive out of phase with the direct signal. The
degree of interference at the receiving antenna from the
reflected signal depends on the relative signal levels and
phases of the direct and reflected signals.

At the point of reflection, the indirect signal undergoes
attenuation and phase shift, which is described by the
reflection coefficient R, where

R = ρ exp(−jφ) (5)

The magnitude ρ represents the change in amplitude,
and φ is the phase shift on reflection. The values of
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ρ and φ depend on the wave polarization (horizontal
or vertical), angle of incidence ψ dielectric constant
of the reflection surface, and wavelength λ of the
radio signal. The mathematical relationship has been
developed elsewhere [1] and will not be covered here. For
microwave frequencies, however, two general cases should
be mentioned:

1. For horizontally polarized waves with small angle
of incidence, R = −1 for all terrain, such that the
reflected signal suffers no change in amplitude but
has a phase change of 180◦.

2. If the polarization is vertical with grazing incidence,
R = −1 for all terrain. With increasing angle
of incidence, the reflection coefficient magnitude
decreases, reaching zero in the vicinity of ψ = 10◦.

To examine the problem of interference from reflection,
we first simplify the analysis by neglecting the effects of the
curvature of the earth’s surface. Then, when the reflection
surface is flat earth, the geometry is as illustrated in
Fig. 1a, with transmitter (Tx) at height h1 and receiver
(Rx) at height h2 separated by a distance D and the angle
of reflection equal to the angle of incidence ψ . Using plane
geometry and algebra, the path difference δ between the
reflected and direct signals can be given by

δ = (r2 + r1)− r = 2h1h2

D
(6)

The overall phase change experienced by the reflected
signal relative to the direct signal is the sum of the phase
difference due to the pathlength difference δ and the phase
φ due to the reflection. The total phase shift is therefore

γ = 2π

λ

2h1h2

D
+ φ (7)

At the receiver, the direct and reflected signals combine
to form a composite signal with field strength EC. By the
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Direct ray

d1 d2
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Figure 1. Geometry of two-path propagation: (a) flat-earth
geometry; (b) two-ray geometry.

simple geometry of Fig. 1b and using the law of cosines,
we obtain

EC = E2
D + E2

R + 2EDER cos γ (8)

where ED = field strength of direct signal
ER = field strength of reflected signal

ρ = magnitude of reflection coefficient = ER/ED

γ = phase difference between direct and reflected
signal as given by Eg. (7)

The composite signal is at a minimum, from (8), when
γ = (2n+ 1)π , where n is an integer. Similarly, the
composite signal is at a maximum when γ = 2nπ . As noted
earlier, the phase shift φ due to reflection is usually around
180◦ for microwave paths since the angle of incidence on
the reflection surface is typically quite small. For this case,
the received signal minima, or nulls, occur when the path
difference is an even multiple of a half wavelength, or

δ = 2n
(

λ

2

)
for minima (9)

The maxima, or peaks, for this case occur when the path
difference is an odd multiple of a half-wavelength, or

δ = (2n+ 1)λ

2
for maxima (10)

2.2.2. Fresnel Zones. The effects of reflection and
diffraction on radiowaves can be more easily seen by
using the model developed by Fresnel for optics. Fresnel
accounted for the diffraction of light by postulating that the
cross section of an optical wavefront is divided into zones
of concentric circles separated by half-wavelengths. These
zones alternate between constructive and destructive
interference, resulting in a sequence of dark and light
bands when diffracted light is viewed on a screen. When
viewed in three dimensions, as necessary for determining
path clearances in LoS radio systems, the Fresnel zones
become concentric ellipsoids. The first Fresnel zone is that
locus of points for which the sum of the distances between
the transmitter and receiver and a point on the ellipsoid
is exactly one half-wavelength longer than the direct path
between the transmitter and receiver. The nth Fresnel
zone consists of that set of points for which the difference
is n half-wavelengths. The radius of the nth Fresnel zone
at a given distance along the path is given by

Fn = 17.3
(

nd1d2

fD

)1/2

meters (11)

where d1 = distance from transmitter to a given point
along the path (km)

d2 = distance from receiver to the same point
along the path (km)

f = frequency (GHz)
D = pathlength (km) (D = d1 + d2)

As an example, Fig. 2 shows the first three Fresnel zones
for an LoS path of length (D) 40 km and frequency (f )
8 GHz. The distance h represents the clearance between
the LoS path and the highest obstacle along the terrain.
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Figure 2. Fresnel zones: (a) Fresnel zones for an
8-GHz, 40-km LoS path; (b) attenuation versus path
clearance.
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Using Fresnel diffraction theory, we can calculate the
effects of path clearance on transmission loss (see Fig. 2b).
The three cases shown in Fig. 2b correspond to different
reflection coefficient values as determined by differences
in terrain roughness. The curve marked R = 0 represents
the case of knife-edge diffraction, where the loss at a
grazing angle (zero clearance) is equal to 6 dB. The curve
marked R = −1.0 illustrates diffraction from a smooth
surface, which produces a maximum loss equal to 20 dB
at grazing. In practice, most microwave paths have been
found to have a reflection coefficient magnitude of 0.2–0.4;
thus the curve marked R = −0.3 represents the ordinary
path [2]. For most paths, the signal attenuation becomes
small with a clearance of 0.6 times the first Fresnel zone
radius. Thus microwave paths are typically sited with a
clearance of at least 0.6F1.

The fluctuation in signal attenuation observed in
Fig. 2b is due to alternating constructive and destruc-
tive interference with increasing clearance. Clearance at
odd-numbered Fresnel zones produces constructive inter-
ference since the delayed signal is in phase with the direct
signal; with a reflection coefficient of −1.0, the direct and

delayed signals sum to a value 6 dB higher than free-space
loss. Clearance at even-numbered Fresnel zones produces
destructive interference since the delayed signal is out of
phase with the direct signal by a multiple of λ/2; for a
reflection coefficient of −1.0, the two signals cancel each
other. As indicated in Fig. 2b, the separation between
adjacent peaks or nulls decreases with increasing clear-
ance, but the difference in signal strength decreases with
increasing Fresnel zone numbers.

2.3. Atmospheric Effects

Radiowaves travel in straight lines in free space, but
they are bent, or refracted, when traveling through the
atmosphere. Bending of radiowaves is caused by changes
with altitude in the index of refraction, defined as the
ratio of propagation velocity in free space to that in
the medium of interest. Normally the refractive index
decreases with altitude, meaning that the velocity of
propagation increases with altitude, causing radiowaves to
bend downward. In this case, the radio horizon is extended
beyond the optical horizon.



TERRESTRIAL MICROWAVE COMMUNICATIONS 2559

The index of refraction n varies from a value of 1.0 for
free space to approximately 1.0003 at the surface of the
earth. Since this refractive index varies over such a small
range, it is more convenient to use a scaled unit, N, which
is called radio refractivity and defined as

N = (n− 1)106 (12)

Thus N indicates the excess over unity of the refractive
index, expressed in millionths. When n = 1.0003, for
example, N has a value of 300. Owing to the rapid
decrease of pressure and humidity with altitude and the
slow decrease of temperature with altitude, N normally
decreases with altitude and tends to zero.

To account for atmospheric refraction in path clearance
calculations, it is convenient to replace the true earth
radius a by an effective earth radius ae and to replace the
actual atmosphere with a uniform atmosphere in which
radiowaves travel in straight lines. The ratio of effective
to true earth radius is known as the k factor:

k = ae

a
(13)

By application of Snell’s law in spherical geometry, it may
be shown that as long as the change in refractive index is
linear with altitude, the k factor is given by

k = 1
1+ a(dn/dh)

(14)

where dn/dh is the rate of change of refractive
index with height. It is usually more convenient to consider
the gradient of N instead of the gradient of n. Making the
substitution of dN/dh for dn/dh and also entering the
value of 6370 km for a into (14) yields the following:

k = 157
157+ (dN/dh)

(15)

where dN/dh is the N gradient per kilometer. Under most
atmospheric conditions, the gradient of N is negative and
constant and has a value of approximately

dN
dh

= −40 units/km (16)

Substituting (14) into (13) yields a value of k = 4
3 , which

is commonly used in propagation analysis. An index of
refraction that decreases uniformly with altitude resulting
in k = 4

3 is referred to as standard refraction.

2.3.1. Anomalous Propagation. Weather conditions
may lead to a refractive index variation with height that
differs significantly from the average value. In fact, atmo-
spheric refraction and corresponding k factors may be
negative, zero, or positive. The various forms of refrac-
tion are illustrated in Fig. 3 by presenting radio paths
over both true earth and effective earth. Note that
radiowaves become straight lines when drawn over the
effective earth radius. Standard refraction is the aver-
age condition observed and results from a well-mixed
atmosphere. The other refractive conditions illustrated

True earth ae < a

(b)

True earth
ae = ∞

(c)

True earth
ae < 0

(d)

(a)

True earth ae = a
3
4

Figure 3. Various forms of atmospheric refraction; (a) standard
refraction (k = 4

3 ); (b) subrefraction (0 < k < 1); (c) superre-
fraction (2 < k < ∞); (d) ducting (k < 0).

in Fig. 3 — including subrefraction, superrefraction, and
ducting — are observed a small percentage of the time and
are collectively referred to as anomalous propagation.

Subrefraction (k < 1) leads to the phenomenon known
as inverse bending or ‘‘earth bulge’’, illustrated in Fig. 3b.
This condition arises because of an increase in refractive
index with altitude and results in an upward bending
of radiowaves. Substandard atmospheric refraction may
occur with the formation of fog, as cold air passes over a
warm earth, or with atmospheric stratification, as occurs
at night. The effect produced is likened to the bulging of
the earth into the microwave path that reduces the path
clearance or obstructs the LoS path.

Superrefraction (k > 2) causes radiowaves to refract
downward with a curvature greater than normal. The
result is an increased flattening of the effective earth.
For the case illustrated in Fig. 3c the effective earth
radius is infinity — that is, the earth reduces to a plane.
From Eq. (15) it can be seen that an N gradient of
−157 units per kilometer yields a k equal to infinity.
Under these conditions radiowaves are propagated at a
fixed height above the earth’s surface, creating unusually
long propagation distances and the potential for overreach
interference with other signals occupying the same
frequency allocation. Superrefractive conditions arise
when the index of refraction decreases more rapidly than
normal with increasing altitude, which is produced by a
rise in temperature with altitude, a decrease in humidity,
or both. An increase in temperature with altitude, called
a temperature inversion, occurs when the temperature of
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the earth’s surface is significantly less than that of the air,
which is most commonly caused by cooling of the earth’s
surface through radiation on clear nights or by movement
of warm dry air over a cooler body of water.

A more rapid decrease in refractive index gives rise
to more pronounced bending of radiowaves, in which the
radius of curvature of the radiowave is smaller than the
earth’s radius. As indicated in Fig. 3d, the rays are bent to
the earth’s surface and then reflected upward from it. With
multiple reflections, the radiowaves can cover large ranges
far beyond the normal horizon. In order for the radiowave’s
bending radius to be smaller than the earth’s radius, the
N gradient must be less than −157 units per kilometer.
Then, according to (15), the k factor and effective earth
radius both become negative quantities. As illustrated in
Fig. 3d, the effective earth is approximated by a concave
surface. This form of anomalous propagation is called
ducting because the radio signal appears to be propagated
through a waveguide, or duct. A duct may be located along
or it elevated above the earth’s surface. The meteorological
conditions responsible for either surface or elevated
ducts are similar to conditions causing superrefractivity.
With ducting, however, a transition region between two
differing air masses creates a trapping layer. In ducting
conditions, refractivity N decreases with increasing height
in an approximately linear fashion above and below the
transition region, where the gradient departs from the
average. In this transition region, the gradient of N
becomes steep.

2.3.2. Atmospheric Absorption. For frequencies above
10 GHz, attenuation due to atmospheric absorption
becomes an important factor in radio-link design. The
two major atmospheric gases contributing to attenuation
are water vapor and oxygen. Studies have shown that
absorption peaks occur in the vicinity of 22.3 and
187 GHz due to water vapor and in the vicinity of 60
and 120 GHz for oxygen [3]. The calculation of specific
attenuation produced by either oxygen or water vapor is
complex, requiring computer evaluation for each value
of temperature, pressure, and humidity. Formulas that
approximate specific attenuation may be found in ITU-R
Rep. 721-2 [4]. At millimeter wavelengths (30–300 GHz),
atmospheric absorption becomes a significant problem. To
obtain maximum propagation range, frequencies around
the absorption peaks are to be avoided. On the other hand,
certain frequency bands have relatively low attenuation.
In the millimeter-wave range, the first two such bands, or
windows, are centered at approximately 36 and 85 GHz.

2.3.3. Rain Attenuation. Attenuation due to rain and
suspended water droplets (fog) can be a major cause of
signal loss, particularly for frequencies above 10 GHz.
Rain and fog cause a scattering of radiowaves that
results in attenuation. Moreover, for the case of millimeter
wavelengths where the raindrop size is comparable
to the wavelength, absorption occurs and increases
attenuation. The degree of attenuation on an LoS link
is a function of (1) the point rainfall rate distribution;
(2) the specific attenuation, which relates rainfall rates
to point attenuations; and (3) the effective pathlength,

which is multiplied by the specific attenuation to
account for the length of the path. Heavy rain, as
found in thunderstorms, produces significant attenuation,
particularly for frequencies above 10 GHz. The point
rainfall rate distribution gives the percentage of a year
that the rainfall rate exceeds a specified value. Rainfall
rate distributions depend on climatologic conditions and
vary from one location to another. To relate rainfall rates
to a particular path, measurements must be made by use
of rain gauges placed along the propagation path. In the
absence of specific rainfall data along a specific path, it
becomes necessary to use maps of rain climate regions,
such as those provided by ITU-R Rep. 563.3 [4].

To counter the effects of rain attenuation, it should
first be noted that neither space nor frequency diver-
sity is effective as protection against rainfall effects.
Measures that are effective, however, include increasing
the fade margin, shortening the pathlength, and using
a lower-frequency band. A mathematical model for rain
attenuation is found in ITU-R Rep. 721-3 [4] and summa-
rized here. The specific attenuation is the loss per unit
distance that would be observed at a given rain rate, or

γR = kRβ (17)

where γR is the specific attenuation in dB/km and R is the
point rainfall rate in mm/h. The values of k and β depend
on the frequency and polarization, and may be determined
from tabulated values in ITU-R Rep. 721-2. Because of
the nonuniformity of rainfall rates within the cell of a
storm, the attenuation on a path is not proportional to
the pathlength; instead it is determined from an effective
pathlength given in [5] as

Leff = L
1+ (R− 6.2)L/2636

(18)

Now, to determine the attenuation for a particular
probability of outage, the ITU-R method calculates the
attenuation A0.01 that occurs 0.01% of a year and uses
a scaling law to calculate the attenuation A, at other
probabilities

A0.01 = γRLeff (19)

where γR and Leff are determined for the 0.01% rainfall
rate. The value of the 0.01% rainfall rate is obtained from
world contour maps of 0.01% rainfall rates found in ITU-R
Rep. 563-4.

2.4. Path Profiles

In order to determine tower heights for suitable path
clearance, a profile of the path must be plotted. The path
profile is obtained from topographic maps that should have
a scale of 1 : 50,000 or less. For LoS links under 70 km in
length, a straight line may be drawn connecting the two
endpoints. For longer links, the great circle path must be
calculated and plotted on the map. The elevation contours
are then read from the map and plotted on suitable graph
paper, taking special note of any obstacles along the path.
The path profiling process may be fully automated by
use of CD-ROM technology and an appropriate computer
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program. CD-ROM data storage disks are available that
contain a global terrain elevation database from which
profile points can be automatically retrieved, given the
latitudes and longitudes of the link endpoints [12].

The path profile may be plotted on special graph paper
that depicts the earth as curved and the transmitted ray
as a straight line or on rectilinear graph paper that depicts
the earth as flat and the transmitted ray as a curved line.
The use of linear paper is preferred because it eliminates
the need for special graph paper, permits the plotting of
rays for different effective earth radius, and simplifies the
plotting of the profile. Figure 4 is an example of a profile
plotted on linear paper for a 40-km, 8-GHz radio link.

The use of rectilinear paper, as suggested, requires
the calculation of the earth bulge at a number of points
along the path, especially at obstacles. This calculation
then accounts for the added elevation to obstacles due
to curvature of the earth. Earth bulge in meters may be
calculated as

h = d1d2

12.76
(20)

where d1 = distance from one end of path to point being
calculated (km)

d2 = distance from same point to other end of the
path (km)

As indicated earlier, atmospheric refraction causes ray
bending, which can be expressed as an effective change in
earth radius by using the k factor. The effect of refraction
on earth bulge can be handled by adding the k factor to
the denominator in (20) or, for d1 and d2 in miles and h
in feet

h = d1d2

1.5 k
(21)

To facilitate path profiling, Eq. (21) may he used to plot
a curved ray template for a particular value of k and
for use with a flat-earth profile. Alternatively, the earth
bulge can be calculated and plotted at selected points
that represent the clearance required below a straight
line drawn between antennas; when connected together,
these points form a smooth parabola whose curvature is
determined by the choice of k.
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Figure 4. Example of a LoS path profile plotted on linear paper.

In path profiling, the choice of k factor is influenced by
its minimum value expected over the path and the path
availability requirement. With lower values of k, earth
bulging becomes pronounced and antenna height must be
increased to provide clearance. To determine the clearance
requirements, the distribution of k values is required; it
can be found by meteorological measurements [4]. This
distribution of k values can be related to path availability
by selecting a k whose value is exceeded for a percentage
of the time equal to the availability requirement.

Apart from the k factor, the Fresnel zone clearance must
be added. Desired clearance of any obstacle is expressed
as a fraction, typically 0.3 or 0.6, of the first Fresnel zone
radius. This additional clearance is then plotted on the
path profile, shown as a small tickmark on Fig. 4, for each
point being profiled. Finally, clearance should be provided
for trees (nominally 15 m) and additional tree growth
(nominally 3 m) or, in the absence of trees, for smaller
vegetation (nominally 3 m).

The clearance criteria can thus be expressed by specific
choices of k and fraction of first Fresnel zone. Here is one
set of clearance criteria that is commonly used for highly
reliable paths [7]:

1. Full first Fresnel zone clearance for k = 4
3

2. 0.3 first Fresnel zone clearance for k = 2
3

whichever is greater. Over the majority of paths, the
clearance requirements of criterion 2 will be controlling.
Even so, the clearance should be evaluated by using both
criteria along the entire path.

Path profiles are easily obtained using digital terrain
data and standard computer software. The United
States Geological Survey (USGS) database called Digital
Elevation Models (DEM) contains digitized elevation data
versus latitude and longitude throughout the United
States. A similar database for the world has been
developed by the National Imagery and Mapping Agency
(NIMA) called Digital Terrain Elevation Data (DTED). The
USGS DEM data and DEM viewer software are available
from the USGS web site.

The smallest spacing between elevation points in
the USGS is 100 ft (∼30 m), while larger spacings of
3 arcseconds (300 ft north–south and 230 east–west) are
also available. The USGS 3-arcsecond data are provided
in 1◦ × 1◦ blocks for the United States. The 1◦ DEM is also
referred to as DEM 250 because these data were collected
from 1 : 250,000-scale maps. DTED level 1 data are
identical to DEM 250 except for format differences. Even
at the 100-ft spacing, there is a significant number and
diversity of terrain features excluded from the database
that could significantly impact a propagating wave at
microwave radiofrequencies. These terrain databases also
contain some information regarding land use/land clutter
(LULC). The LULC data indicate geographic areas covered
by foliage, buildings, and other surface details. The USGS
data contain LULC information that could be used to
estimate foliage losses in rural areas and manmade noise
levels near built-up areas. In addition, they also contain
other terrain features such as roadways, bodies of water,
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and other information directly relevant to the wireless
environment.

3. MULTIPATH FADING

Fading is defined as variation of received signal level
with time due to changes in atmospheric conditions.
The propagation mechanisms that cause fading include
refraction, reflection, and diffraction associated with both
the atmosphere and terrain along the path. The two
general types of fading, referred to as multipath and power
fading, are illustrated by the recordings of RF received
signal levels shown in Fig. 5.

Power fading, sometimes called attenuation fading,
results mainly from anomalous propagation conditions,
such as (see Fig. 3) subrefraction k < 1), which causes
blockage of the path due to the effective increase in earth
bulge; superrefraction (k > 2), which causes pronounced
ray bending and decoupling of the signal from the receiving
antenna; and ducting (k < 0), in which the radio beam
is trapped by atmospheric layering and directed away
from the receiving antenna. Rainfall also contributes to
power fading, particularly for frequencies above 10 GHz.
Power fading is characterized as slowly varying in time,
usually independent of frequency, and causing long
periods of outages. Remedies include greater antenna
heights for subrefractive conditions, antenna realignment
for superrefractive conditions, and added link margin for
rainfall attenuation.

Multipath fading arises from destructive interference
between the direct ray and one or more reflected or
refracted rays. These multiple paths are of different
lengths and have varied phase angles on arrival at the
receiving antenna. These various components sum to
produce a rapidly varying, frequency-selective form of
fading. Deep fades occur when the primary and secondary
rays are equal in amplitude but opposite in phase,
resulting in signal cancellation and a deep amplitude
null. Between deep fades, small amplitude fluctuations

are observed that are known as scintillation; these
fluctuations are due to weak secondary rays interfering
with a strong direct ray.

Multipath fading is observed during periods of atmo-
spheric stratification, where layers exist with different
refractive gradients. The most common meteorological
cause of layering is a temperature inversion, which com-
monly occurs in hot, humid, still, windless conditions,
especially in late evening, at night, and in early morning.
Since these conditions arise during the summer, multipath
fading is worst during the summer season. Multipath fad-
ing can also be caused by reflections from flat terrain or
a body of water. Hence multipath fading conditions are
most likely to occur during periods of stable atmosphere
and for highly reflective paths. Multipath fading is thus
a function of pathlength, frequency, climate, and terrain.
Techniques used to deal with multipath fading include
the use of diversity, increased fade margin, and adaptive
equalization.

3.1. Statistical Properties of Fading

The random nature of multipath fading suggests a
statistical approach to its characterization. The statistical
parameters commonly used in describing fading are

• Probability (or percentage of time) that the LoS link is
experiencing a fade below threshold

• Average fade duration and probability of fade
duration greater than a given time

• Expected number of fades per unit time

The terms to be used are defined in graph form in
Fig. 6. The threshold L is the signal level corresponding
to the minimum acceptable signal-to-noise ratio or, for
digital transmission, the maximum acceptable probability
of error. The difference between the normal received signal
level and threshold is the fade margin. A fade is defined
as the downward crossing of the received signal through
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Figure 6. Definition of fading terms.

the threshold. The time spent below threshold for a given
fade is then the fade duration.

For LoS links, the probability distribution of fading
signals is known to be related to and limited by the
Rayleigh distribution, which is well known and is found
by integrating the curve shown in Fig. 7. The Rayleigh
probability density function is given by

p(r) =
{

(r/σ 2)e−r2/2σ2 0 ≤ r < ∞
0 otherwise

(22)

for envelope amplitude r and mean square amplitude σ 2.
The Rayleigh distribution function has the form

P(r0) = Pr(r ≤ r0) =
∫ r0

0
p(r) dr = 1− exp− r2

0

2σ 2
(23)

For relative envelope amplitude R = r/σ
√

2 and relative
threshold amplitude L = r0/σ

√
2, the distribution function

becomes
P(R < L) = 1– exp(−L2) (24)

An approximation to (24) valid for small values of L
(representing deep fades) is

P(R < L) ≈ L2 for L < 0.1 (25)
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Fading probabilities are more conveniently expressed
in terms of the fade margin F in decibels by letting
F = −20 log L. Then

P(R < L) = 10−F/10 (26)

Actual observations of multipath fading indicate that in
the region of deep fades, amplitude distributions have the
same slope as the Rayleigh distribution but displaced.
This characteristic corresponds to the special case of the
Ricean distribution where a direct (or specular) component
exists that is equal to or less than the Rayleigh fading
component [8]. Thus, for deep fading, the distribution
function becomes

P(R < L) = d(1− exp(−L2)) (27)

The parameter d that modifies the Rayleigh distribution
has been termed a multipath occurrence factor. Experi-
mental results of Barnett [9] show that

d = abD3f
4

× 10−5 (28)

where D = pathlength (mi)
f = frequency (GHz)
a = terrain factor: = 4 for overwater or flat terrain;
= 1 for average terrain;
= 1

4 for mountainous terrain
b = climate factor: = 1

2 for hot, humid climate;
= 1

4 for average; temperate climate;
= 1

8 for cool, dry climate

Combining this factor with the basic Rayleigh probability
of (14) results in the following overall expression for
probability of outage due to fading deeper than the fade
margin:

P(o) = d10−F/10 = abD3f × 10−5

4
(10−F/10) (29)

The Rayleigh distribution given by (14) is the limiting
value for multipath fading. Note that the distributions all
have a slope of 10 dB per decade of probability.

3.2. Diversity Improvement

Diversity is used in LoS radio links to protect against
either equipment failure or multipath fading. Here we
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consider the improvement in multipath fading afforded by
the two most commonly used diversity techniques:

• Space diversity, which provides two signal paths by
use of vertically separated receiving antennas

• Frequency diversity, which provides two signal
frequencies by use of separate transmitter–receiver
pairs

The degree of improvement provided by diversity depends
on the degree of correlation between the two fading
signals. In practice, because of limitations in allowable
antenna separation or frequency spacing, the fading
correlation tends to be high. Fortunately, improvement
in link availability remains quite significant even for high
correlation. To derive the diversity improvement, we begin
with the joint Rayleigh probability distribution function to
describe the fading correlation between diversity signals,
given by

P(R1 < L, R2 < L) = L4

1− k2
(for small L) (30)

where R1 and R2 are signal levels for diversity channels 1
and 2 and k2 is the correlation coefficient. By experimental
results, empirical expressions for k2 have been established
that are a function of antenna separation or frequency
spacing, wavelength, and pathlength.

3.2.1. Space Diversity Improvement Factor. Vigants
[10] has developed the following expression for k2 in space
diversity links:

k2 = 1− S2

2.75Dλ
(31)

where S = antenna separation; D = pathlength; λ =
wavelength; and S, D, and λ are in the same units. A more
convenient expression is the space diversity improvement
factor, given by

ISD = P(R1 < L)

P(R1 < L, R2 < L)
∼= L2

L4/(1− k2)
= 1− k2

L2
(32)

Using Vigants’ expression for k2 [Eq. (31)], we obtain

ISD = S2

2.75 DλL2
(33)

When D is given in miles, S in feet, and λ in terms of
carrier frequency f in gigahertz, ISD can be expressed as

ISD = (7.0× 10−5)fS2

D
(10F/10) (34)

where F is the fade margin associated with the second
antenna.

3.2.2. Frequency Diversity Improvement Factor. Using
experimental data and a mathematical model, Vigants
and Pursley [11] have developed an improvement factor
for frequency diversity, given by

IFD = (50	f )
fD

(10F/10) (35)

where f = frequency (GHz)
	f = frequency separation (GHz)

F = fade margin (dB)
D = pathlength (mi)

3.2.3. Effect of Diversity on Fading Statistics. The effect
of diversity improvement, Id, on probability of outage due
to fading can be expressed as

P(o) = Pd
(o)

Id
(36)

where Pd(o) is the outage probability of simultaneous
fading in the two diversity signals. For space diversity,
substituting Eqs. (29) and (34) into (36), we obtain

Psd(o) = abD4

28S2
10−F/5 (37)

where the fade margins on the two antennas are assumed
equal. Likewise, for frequency diversity we obtain

Pfd(o) = (5× 10−8)
abf 3D4

	f
10−F/5 (38)

3.3. Frequency-Selective Fading

The first experiences with wideband digital radios revealed
that measured error performance fell far short of the per-
formance predicted by the fiat fading model assumed in
our discussions so far. This result is due to the presence
of frequency-selective fading during which the ampli-
tude and group delay characteristics become distorted.
For digital signals, this distortion leads to intersymbol
interference that, in turn, degrades the system error rate.
This degradation is directly proportional to system bit
rate, since higher bit rates mean smaller pulsewidths and
greater susceptibility to intersymbol interference. Previ-
ously, in analog radio transmission, frequency-selective
fading caused intermodulation distortion, but this effect
was always secondary when compared to the received
signal power. For digital radio systems, however, the
traditional fade depth is found to be a poor indicator of
error rate.

When the amplitude of the received signal is plotted
versus frequency, as shown in Fig. 8, deep amplitude
notches appear when the direct ray is out of phase
with the indirect rays. These notches are separated in
frequency by 1/τ , where τ is the time delay between the
direct and indirect rays. The notch depth is determined
by the relative amplitude of the direct and indirect rays.
When an amplitude notch or slope appears in the band
of a radio channel, degradation in error rate can be
expected. This variation of amplitude with frequency,
known as amplitude dispersion, is often the main source
of degradation in digital radio systems.

3.3.1. Channel Models. Both low-order power series
[12] and multipath transfer functions [13] have been used
to model the effects of frequency-selective fading. Several
multipath transfer function models have been developed,
usually based on the presence of two [14] or three [13]
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rays. In general, the multipath channel transfer function
can be written as

H(ω) = 1+
n∑

i=1

βi exp(jωτi) (39)

where the direct ray has been normalized to unity and the
βi and τi are amplitude and delay of the interfering rays
relative to the direct ray. The two-ray model can thus be
characterized by two parameters, β and τ . In this case, the
amplitude of the resultant signal is

R = (1+ β2 + 2β cos ωτ)l/2 (40)

and the phase of the resultant is

φ = arctan
β sin ωτ

1+ β cos ωτ
(41)

Although the two-ray model is easy to understand and
apply, most multipath propagation research points toward
the presence of three (or more) rays during fading
conditions. Out of this research, Rummler’s three-ray
model [13] is the most widely accepted.

3.3.2. Dispersive Fade Margin. The effects of dispersion
due to frequency-selective fading are conveniently charac-
terized by the dispersive fade margin (DFM), defined as
in Fig. 6 but where the source of degradation is distortion
rather than additive noise. The DFM can be estimated
from M-curve signatures. This signature method of evalu-
ation has been developed to determine radio sensitivity
to multipath dispersion using analysis [15], computer
simulation, or laboratory simulation [16]. The signature
approach is based on an assumed fading model (e.g., two-
ray or three-ray). The parameters of the fading model are
varied over their expected ranges, and the radio perfor-
mance is analyzed or recorded for each setting. To develop
the signature, the parameters are adjusted to provide
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a threshold error rate (say, 1× 10−7) and a plot of the
parameter settings is made to delineate the outage area.
A typical signature developed by using the two-ray model
is shown in Fig. 9. The area under the signature curve cor-
responds to conditions for which the bit error rate exceeds
the threshold error rate; the area outside the signature
corresponds to a BER that is less than the threshold value.
The M shape of the curve (hence the term M curve) indi-
cates that the radio is less susceptible to fades in the center
of the band than to off-center fades. As the notch moves
toward the band edges, greater notch depth is required
to produce the threshold error rate. If the notch lies well
outside the radioband, no amount of fading will cause an
outage.

3.3.3. Improvements Due to Diversity and Equaliza-
tion. Both diversity and adaptive equalization can be
used, separately or together, to improve digital radio
performance in the presence of frequency-selective fad-
ing. Diversity reduces the probability of in-band disper-
sion. Adaptive equalization reduces the in-band difference
between the minimum- and maximum-amplitude values
and, depending on the type of equalizer, reduces the in-
band difference between group delay values also. In many
instances, both diversity and equalization have been nec-
essary to meet performance objectives. Interestingly, the
combined improvement obtained by simultaneous use of
diversity and equalization has been found to be larger
than the product of the individual improvements. This
synergistic effect has been reported in several experi-
ments [18,19], where the added improvement has resulted
from the diversity combiner’s ability to replace in-band
notches with slopes that are easier to equalize. Field
measurements of EER distributions for a 6-GHz, 90-
Mbps, 8-PSK radio on a 37.3-mi link are shown in
Fig. 10 [20]. This system was tested in four configura-
tions: unprotected, with adaptive equalization, with space
diversity, and with equalization plus diversity. These
results indicate a synergistic effect, with large improve-
ment observed in the combination of equalization and
diversity.
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Figure 10. BER Distributions for 6-GHz, 90-Mbps, 8-PSK,
37.3-mi link showing effects of equalization and diversity [20].

4. FREQUENCY ALLOCATIONS AND INTERFERENCE
EFFECTS

The design of a radio system must include a frequency
allocation plan, which is subject to approval by the local
frequency regulatory authority. In the United States, radio
channel assignments are controlled by the Federal Com-
munications Commission (FCC) for commercial carriers
and by the National Telecommunications and Information
Administration (NTIA) for government systems. Figure 11
shows the spectrum allocation process in the United
States. The FCC’s regulations for use of microwave spec-
trum establish eligibility rules, permissible-use rules, and
technical specifications. There are four principal users
who either share or exclusively use a particular spec-
trum allocation: common carriers, broadcasters, cable TV
operators, and private companies. FCC regulatory speci-
fications are intended to protect against interference and
to promote spectral efficiency. Equipment-type acceptance
regulations include transmitter power limits, frequency
stability, out-of-channel emission limits, and antenna
directivity. For digital microwave, specifications are added

Federal user
requirements

NTIA FCC

Private sector
input

US frequency
allocation

table

ITU-R
international
allocations

US study
groups (ITU-R)

Private sector
input

Non-federal and
commercial user

requirements

Figure 11. Spectrum allocation process in the United States.

for digital modulation, spectral efficiency in bps/Hz, and
voice channel capacity [21].

The International Telecommunications Union Radio
Committee (ITU-R) issues recommendations on radio
channel assignments for use by national frequency
allocation agencies. Although the ITU-R itself has no
regulatory power, it is important to realize that ITU-R
recommendations are usually adopted on a worldwide
basis. With regard to digital microwave systems, the ITU-
R has issued recommendations beginning with the 1982
Plenary Assembly.

The usual practice in frequency channel assignments
for a particular frequency band is to separate transmit
(GO) and receive (RETURN) frequencies by placing all
GO channels in one half of the band and all RETURN

channels in the other half. With this approach, all
transmitters on a given station are in either the upper
or lower half of the band, with receivers in the remaining
half. Within each half-band, adjacent channels must be
spaced far enough apart to avoid energy spillover between
channels. A common scheme used to increase adjacent
channel discrimination is to alternate between vertical and
horizontal polarization. The isolation provided by cross-
polarizing adjacent channels is on the order of ≥20 dB.
At the edges of the band, a guard spacing is necessary
to protect against interference into and from adjacent
bands.

Another important consideration in radio-link design is
RF interference, which may occur from sources internal
or external to the radio system. The system designer
should be aware of these interference sources in the
area of each radio link, including their frequency, power,
and directivity. Certain steps can be taken to minimize
the effects of interference: good site selection, use of
properly designed antennas and radios to reject interfering
signals, and use of a properly designed frequency plan.
A comprehensive frequency study is required in order
to select frequencies that will not create or experience
interference with existing systems operating in the same
frequency bands. Access to a frequency database is
required for interference analyses. The FCC prescribes the
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use of EIA/TIA Bulletin TSB10-F for interference analysis
of microwave systems [22].

The effect of RF interference on a radio system depends
on the level of the interfering signal and whether the
interference is in an adjacent channel or is cochannel. A
cochannel interferer has the same nominal radiofrequency
as that of the desired channel. Cochannel interference
arises from multiple use of the same frequency without
proper isolation between links. Adjacent-channel inter-
ference results from the overlapping components of the
transmitted spectrum in adjacent channels. Protection
against this type of interference requires control of the
transmitted spectrum, proper filtering within the receiver,
and orthogonal polarization of adjacent channels.

The performance criteria for digital radio systems in
the presence of interference are usually expressed in one of
two ways: allowed degradation of the S/N (SNR) threshold
or allowed BER. Both criteria are stated for a given signal-
to-interference ratio (S/I).

5. DIGITAL RADIO DESIGN

A block diagram of a digital radio transmitter and receiver
is shown in Fig. 12. The traffic data streams at the input
to the transmitter are usually in coded form, for example
bipolar, and therefore require conversion to an NRZ (non-
return-to-zero) signal with an associated timing signal.
The multiplexer combines the traffic NRZ streams and any
auxiliary channels used for orderwires into an aggregate
data stream. This step is accomplished either by using
pulse stuffing, which allows the radio clock rate to be
independent of the traffic data, or by using a synchronous
interface, which requires the radio and traffic data to
be controlled by the same clock. The aggregate signal is
scrambled to obtain a smooth radio spectrum and ensure
recovery of the timing signal at the receiver. For phase
modulation, some form of differential encoding is often
employed to map the data into a change of phase from one
signaling interval to the next. The modulator converts the
digital baseband signals into a modulated intermediate
frequency (IF), which is typically at 70 MHz when the
final frequency is in the microwave band. The RF carrier is
generated by a local oscillator, which is mixed with the IF-
modulated signal to produce the microwave signal. The RF
power amplification is accomplished by a traveling-wave
tube (TWT) or a solid-state amplifier such as the gallium
arsenide field-effect transistor (GaAs FET) amplifier. The
final component of the transmitter is the RF filter, which
shapes the transmitted spectrum and helps control the
signal bandwidth.

At the receiver, the RF signal is filtered and then mixed
with the local oscillator to produce an IF signal. The
IF signal is filtered and amplified to provide a constant
output level to the demodulator. Automatic gain control
(AGC) in the IF amplifier provides variable gain to
compensate for signal fading. Because the AGC voltage
is a convenient indicator of received signal level, it is often
used for performance monitoring or diversity combining.
Fixed equalization is required to compensate for static
amplitude or delay distortion from radio components, such
as a TWT or filter, or to build out differential delay between

RF channels in diversity operation. Adaptive equalization
may also be required to deal with frequency-selective
fading on the transmission path. Using the amplified and
equalized IF signal, the demodulator recovers data and
corresponding timing signals. Some type of performance
monitoring is also commonly found in the demodulator,
often based on eye pattern opening or pseudoerror
techniques. The recovered baseband signal is next decoded
and descrambled to reconstruct the aggregate datastream.
The demultiplexer recovers the traffic datastreams and
auxiliary channels. Finally, in the baseband encoder the
standard data interface is generated.

5.1. Antennas

Microwave antennas used in line-of-sight transmission
(terrestrial or satellite) provide high gain because radiated
energy is focused within a small angular region. The power
gain of a parabolic antenna is directly related to both
the aperture area of the reflector and the frequency of
operation. Relative to an isotropic antenna, the gain can
be expressed as

G = 4πηA
λ2

(42)

where λ is the wavelength of the frequency, A is the
actual area of the antenna in the same units as λ,
and η is the efficiency of the antenna. The antenna
efficiency is a number between 0 and 1 that reduces
the theoretical gain because of physical limitations such
as nonoptimum illumination by the feed system, reflector
spillover, feed system blockage, and imperfections in the
reflector surface. Converting (42) to more convenient units,
the gain may be expressed in decibels as

GdB = 20 log f + 20 log d+ 10 log η − 49.92 (43)

where f is the frequency in megahertz and d is the antenna
diameter in feet.

Waveguide or coaxial cable is required to connect
the top of the radio rack to the antenna. Coaxial cable
is limited to frequencies up to the 2-GHz band. Three
types of waveguide are used — rectangular, elliptical,
and circular — which vary in cost, ease of installation,
attenuation, and polarization. The rectangular waveguide
has a rigid construction, is available in standard lengths,
and is typically used with short runs requiring only a
single polarization. Standard bends, twists, and flexible
sections are available, but multiple joints can cause
reflections. The elliptical waveguide is semirigid, is
available in any length, and is therefore easy to install.
It accommodates only a single polarization, but has lower
attenuation than does the rectangular waveguide. The
circular waveguide has the lowest attenuation, about
half that of the rectangular one, and also provides dual
polarization and multiple band operation in a single
waveguide. Its disadvantages are higher cost and more
difficult installation.

5.2. Diversity Design

Diversity in LoS links is used to increase link availability
by reducing the effects of multipath fading, improving the
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combined output SNR ratio, and protecting against equip-
ment failure. The most common forms of diversity use
two parallel paths, separated in frequency or space, to
provide one-for-one (1 : 1) protection on each link. The
improvement afforded each link depends on the degree of
correlation in fading between the two paths and the abil-
ity of a combiner to recognize and mitigate the effects of
fading or equipment failure.

A typical arrangement for space diversity has two
transmitters that operate on the same frequency and
can be switched for output to a common antenna. One
transmitter can operate in a hot standby mode, while the
other is online; but as an alternative configuration, they
can be combined to provide a 6-dB increase over the power
available from a single transmitter. In this latter case, the
failure of one transmitter power amplifier causes a 6-dB
drop in output power but the link remains operational. The
two receivers are connected to different antennas that are
physically separated to provide the desired space diversity
effect. The receiver outputs are fed to the combiner,
which combines the two received signals. Space diversity,
unlike frequency diversity, does not require an additional
frequency assignment and is therefore more efficient in
the use of spectrum. Its disadvantage is that additional
antennas and waveguides are required, making it more
expensive than frequency diversity arrangements.

In a typical arrangement for frequency diversity, two
transmitters operate continuously on different frequencies
but carry identical traffic. The receivers are connected to
the same antenna but are tuned to separate frequencies.
The combiner function is identical to that of the space
diversity configuration. The use of frequency diversity
doubles the spectrum amount required — a significant
disadvantage in congested frequency bands. Unlike space
diversity, however, frequency diversity provides two
complete, independent paths, allowing testing of one
path without interrupting service, while requiring only a
single antenna per link end. Angle diversity is a newer
form of diversity that has been shown to have cost
and performance advantages over the more conventional
diversity techniques already discussed. The basic idea
behind angle diversity is that most deep fades, which are
caused by two rays interfering with one another, can be
mitigated by a small change in the amplitude or phase of
the individual rays. Therefore, if a deep fade is observed
on one beam of an angle diversity receiving antenna,
switching to (or combining with) the second beam will
change the amplitude or phase relationship and reduce
the fade depth. Two techniques have been used to achieve
angle diversity: a single antenna with two feeds that
have a small angular displacement between them, or two
separate antennas having a small angular difference in
vertical elevation.

Variations of these protection arrangements include
hot standby, hybrid diversity, and M : N protection. Hot
standby arrangements apply to those cases where a second
RF path is not deemed necessary, as with short paths
where fading is not a significant problem. Here both pairs
of transmitters and receivers are operated in a hot standby
configuration to provide protection against equipment
failure. The transmitter configuration is identical to that

of space diversity. The receiving antenna feeds both
receivers, tuned to the same frequency, through a power
splitter. Hybrid diversity is provided by using frequency
diversity but with the receivers connected to separate
antennas that are spaced apart. This arrangement, which
combines space and frequency diversity, improves the link
availability beyond that realized with only one of these
schemes.

For more efficient use of equipment and spectrum,
diversity techniques are sometimes applied to a section of
one or more links. In its simplest form, frequency diversity
is used per section, with one protection channel used for
N operational channels. This method can be extended to
provide M : N protection, where M protection channels are
shared by N operational channels. Further protection can
be provided by using space diversity on a per-hop basis
and frequency diversity on a section basis.

A diversity combiner performs the combining or
selection of diversity signals. This function can be
performed at RF [24], IF [25], or baseband [23]. Combiner
techniques used in analog radio transmission [8] are
generally applicable to digital radio. Phase alignment
of the diversity signals becomes more important in
digital radio systems, however, because of the potential
occurrence of error bursts or loss of timing synchronization
when combining misaligned diversity signals. Since delay
equalization is simpler at baseband than at IF or RF
baseband, ‘‘hitless’’ switching is a popular choice in digital
radio combiners. This selection combiner uses some form
of in-service performance monitor in each receiver to select
the output signal after demodulation and data detection.

5.3. Adaptive Equalizer Design

Initial applications of wideband digital radios revealed
that dispersion due to frequency-selective fading was the
dominant source of multipath outages. These experiences
led to the development and use of adaptive equalization
so that outage requirements could be met. Since the
introduction of the first adaptive equalizers to digital
radio, these devices have undergone a rapid evolution. The
degree of sophistication required of the equalizer depends
primarily on the bit rate and pathlength. The types of
equalizer in use today range from simple amplitude slope
equalizers to complex transversal filter equalizers.

To obtain best equalizer performance, particularly for
group delay distortion, transversal equalization tech-
niques are now commonly applied to digital radio [26].
Figure 13 shows a block diagram of a QAM demodu-
lator equipped with a transversal filter equalizer. The
demodulator outputs are equalized by a forward baseband
equalizer whose tap weights are controlled by decision
feedback. The tap weights are continuously adjusted to
correct channel distortion and provide the desired pulse
response. The number of taps and the tap spacing in the
transversal filters are design parameters that are chosen
according to the system bit rate, channel fading charac-
teristics, and radio outage requirements. Field tests of a
baseband adaptive transversal filter applied to a 90-Mbps,
16-QAM radio show outage improvement by a factor of >3
compared with the same radio equipped with an IF slope
equalizer only [27].
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Figure 13. QAM demodulator equipped
with decision-directed transversal filter
equalizer.
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6. RADIO-LINK CALCULATIONS

Procedures for allocating radio-link performance must be
based on end-to-end system performance requirements.
Outages result from both equipment failure and propa-
gation effects. Allocations for equipment and propagation
outage are usually separated because of their different
effects on the user and different remedy by the system
designer. Here we will consider procedures for calculating
values of key radio-link parameters, such as transmit-
ter power, antenna size, and diversity design, based on
propagation outage requirements alone. These procedures
include the calculation of intermediate parameters such
as system gain and fade margin. Automated design of dig-
ital LoS links through use of computer programs is now
standard in the industry [6,17].

6.1. System Gain

System gain (Gs) is defined as the difference, in decibels,
between the transmitter output power (Pt) and the
minimum receiver signal level (RSL) required to meet a
given bit error rate objective (RSLm):

Gs = Pt − RSLm (44)

The minimum required RSLm, also called receiver
threshold, is determined by the receiver noise level and
the signal-to-noise ratio required to meet the given BER.
Noise power in a receiver is determined by the noise
power spectral density (N0), the amplification of the noise
introduced by the receiver itself (noise figure Nf ), and the
receiver bandwidth (B), The total noise power is then
given by

PN = N0BNf (45)

The source of noise power is thermal noise, which is
determined solely by the temperature of the device. The
thermal noise density is given by

N0 = kT0 (46)

where k is Boltzmann’s constant (1.38× 10−23 J/K) and T0

is absolute temperature (K)
The reference for T0 is normally assumed to be room

temperature, 290 K, for which kT0 = −174 dBm/Hz. The
minimum required RSL may now be written as

RSLm = PN + SNR (47)

= kT0BNf + SNR

It is often more convenient to express (47) as a function
of data rate R and Eb/N0. Since SNR = (Eb/N0)(R/B), we
can rewrite (47) as

RSLm = kT0RNf + Eb

N0
(48)

The system gain may also be stated in terms of the gains
and losses of the radio link:

Gs = Lp + F + Lt + Lm + Lb −Gt −Gr (49)

where Gs = system gain (dB)
Lp = free-space path loss (dB), given by Eq. (4)
F = fade margin (dB)
Lt = transmission line loss from waveguide or

coaxials used to connect radio to antenna (dB)
Lm = miscellaneous losses such as minor antenna

misalignment, waveguide corrosion, and
increase in receiver noise figure due to
aging (dB)

Lb = branching loss due to filter and circulator
used to combine or split transmitter and
receiver signals in a single antenna

Gt = gain of transmitting antenna
Gr = gain of receiving antenna

The system gain is a useful figure of merit in comparing
digital radio equipment. High system gain is desirable
since it facilitates link design — for example, by easing
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the size of antennas required. Conversely, low system
gain places constraints on link design — for example, by
limiting path length.

6.2. Fade Margin

The traditional definition of fade margin is the difference,
in decibels, between the nominal RSL and the threshold
RSL as illustrated in Fig. 6. An expression for the fade
margin F required to meet allowed outage probability P(o)

may be derived from (29) for an unprotected link, from (37)
for a space diversity link, and from (38) for a frequency
diversity link, with the following results:

F = 30 log D+ 10 log(abf ) (50)

− 56− 10 log P(o) (unprotected link)

F = 20 log D− 10 log S (51)

+ 5 log(ab)− 7.2− 5 log P(o) (space diversity link)

F = 20 log D+ 15 log f + 5 log(ab)− 5 log(	f ) (52)

− 36.5− 5 log P(o) (frequency diversity link)

This definition of fade margin has traditionally been used
to describe the effects of fading at a single frequency for
radio systems that are unaffected by frequency-selective
fading or to radio links during periods of flat fading.
For wideband digital radio without adaptive equalization;
however, dispersive fading is a significant contributor to
outages so that the flat fade margins do not provide a
good estimate of outage and are therefore insufficient for
digital link design. Several authors have introduced the
concept of effective, net, or composite fade margin [18]
to account for dispersive fading. The effective (or net or
composite) fade margin is defined as that fade depth that
has the same probability as the observed probability of
outage. The difference between the effective fade margin
measured on the radio link and the flat fade margin
measured with an attenuator is then an indication of the
effects of dispersive fading. Since digital radio outage is
usually referenced to a threshold error rate, BERt, the
effective fade margin (EFM) can be obtained from the
relationship

P(A ≥ EFM) = P(BER ≥ BERt) (53)

where A is the fade depth of the carrier. The results
of Eqs. (50)–(52) can now be interpreted as yielding the
effective fade margin for a probability of outage given by
the right-hand side of (53). Conversely, note that Eqs. (29),
(37), and (38) are now to be interpreted with F equal to
the EFM.

The effective fade margin is derived from the addition
of up to three individual fade margins that correspond to
the effects of flat fading, dispersion, and interference:

EFM = −10 log(10−FFM/10 + 10−DFM/10 + 10−IFM/10) (54)

Here the flat fade margin (FFM) is given as the difference
in decibels between the unfaded signal-to-noise ratio

(SNR)u and the minimum signal to-noise ratio (SNR)m

to meet the error rate objective, or

FFM = (SNR)u − (SNR)m (55)

Similarly, we define the dispersive fade margin (DFM) and
interference fade margin (IFM) as

DFM = (SNR)d − (SNR)m (56)

and
IFM = (S/I)− (SNR)m (57)

where (SNR)d represents the effective noise due to
dispersion and (S/I) represents the critical S/I below which
the BER is greater than the threshold BER. Each of
the individual fade margins can also be calculated as a
function of the other fade margins by using (54), as in

FFM = −10 log(10−EFM/10 + 10−DFM/10 + 10−IFM/10) (58)
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Gauging the performance of a communications system can
be accomplished in a number of ways and with a variety of
parameters. The fundamental task of any communications
system is to reliably transport information. Thus the
one parameter that can describe the overall health of a
digital communications system is the bit error-rate (BER).
A BER test is a direct measure of the number of bits
received incorrectly compared to the total number of bits
transmitted. Prior to integration into a working system,
it is also important to characterize the performance of
the individual components and building blocks that make
up the system. Rather than ‘‘system level’’ performance
parameters such as BER, tests that describe physical
or parametric properties can be used. Examples include
signal strength, noise, spectral content, and tolerance to
jitter.

1. MEASURING BIT ERROR RATIO

Modern optically based communications systems perform
extremely well. BERs on the order of 1 bit received in
error per trillion bits transmitted are common. This is
often expressed as a BER of 1× 10−12. It is not uncommon
for this parameter to be incorrectly referred to as the
bit error rate instead of bit error ratio. However, the
1× 10−12 number mentioned above does not indicate the
rate at which bits are received in error. This would require
knowing both the transmission rate in bits per second and
the BER (ratio of errored bits to transmitted bits).

Measuring BER is typically achieved using a BER tester
or ‘‘BERT.’’ A BERT consists of two major building blocks.
First there is a pattern generator. The pattern generator
performs two major functions. It determines the specific
data sequence that the system under test will transmit.
This is commonly referred to as the test pattern. It is
essential that specific, known patterns be used so that
it can be determined whether the system under test
correctly transported the data. The pattern generators
also can provide control over characteristics of the test
signal such as waveform amplitude and to some degree
the pulseshape. The second block of the BERT is the error
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Pattern generator outputs:
Data bar, data, clock bar, clock

Error detector inputs:
Data, clock

Figure 1. BERT test set.

detector. The error detector is used to verify that each
bit sent through the system under test has been correctly
received.

The process of performing a BER measurement is as
follows (see Fig. 1):

1. The pattern generator is configured to produce a
specific data sequence, which is fed to the system
under test.

2. The system transmits the pattern to its receiver.
The receiver must determine the logic level for each
incoming bit. In most cases, the signal at the receiver
decision circuit will have been degraded because
of attenuation and dispersion in the transmission
path. The system receiver effectively produces a
regenerated output signal or pattern according to
what it thought the incoming bits were. A perfect
receiver would never make a mistake in assessing
the logic level of the input signal.

3. A separate pattern generator within the error
detector section of the BERT produces a pattern
identical to that originally fed to the system
under test.

4. The error detector pattern and the signal or
pattern from the system receiver are aligned in
time and compared bit for bit. Whenever there is
disagreement, an error is counted.

5. The BER is determined from the number of bits
found in error and the total number of bits checked.

An error detector can be viewed as a decision circuit
followed by an ‘‘exclusive OR’’ (XOR) logic circuit. Data
from the system or circuit under test are fed to the
error detector. A clock signal is also fed to the error
detector. This clock signal is often a clock signal that the
receiver of the system or circuit under test has derived
from the data being transmitted. The clock is used to
time the decision circuit and XOR gate. The timing of
the decision circuit must be optimized within one clock
cycle to sample the data signal at the ideal point in time

(usually the middle of the bit period). Thus a ‘‘clock to
data’’ alignment must be performed. This is usually an
automatic adjustment available in the BERT. There is
also an optimum amplitude threshold the error detector
decision circuit will use to determine whether incoming
data are at the 1 or 0 level. A BERT will also have an
alignment procedure to determine this optimum level.
The third basic step in setting up a BER test is to align the
internal pattern generator of the error detector with the
pattern from the system or circuit under test so that the
XOR function is being performed on identical locations in
each pattern. This too is an automatic procedure available
in all modern BERTs.

Although a pattern generator can produce virtually
any pattern sequence desired, most BER measurements
are performed using pseudorandom binary sequences
(PRBSs). A PRBS is a data pattern that attempts to
replicate truly random data yet is completely deterministic
(a requirement for performing a BER measurement).
PRBS patterns have lengths of 2N − 1. For example,
a 27 − 1 pattern is 127 bits in length and will include
all sequences 7 bits in length with the exception of 7
sequential 0’s. A 210 − 1 PRBS is 1023 bits in length and
has all sequences 10 bits in length with the exception of
10 sequential 0’s (zeros). Pattern generators commonly
produce pattern lengths of up to 231 − 1.

PRBS patterns are generated using a series of shift
registers with feedback taps (see Fig. 2). One of the unique
properties of a PRBS is that when compared to itself, the
BER will be 50% except when the patterns from the system
under test and the error detector are exactly aligned. This
allows the alignment process to be performed quickly and
efficiently.

There are several beneficial properties of PRBS
patterns. The spectral content of a PRBS is quite broad;
thus it can expose resonances in test devices. PRBS
patterns can be decimated to produce shorter PRBS
patterns. This is useful when testing multiplexing and
demultiplexing circuits. (For example, the shorter patterns
produced by a 1-to-4 demultiplexer are still PRBSs and
can thus be easily tested for BER.) PRBS patterns can also
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Figure 2. Generating the PRBS.
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be generated at extremely high speeds, limited only by the
hardware generating the pattern.

In addition to PRBS patterns, specialized patterns
can also be created and generated with a BERT.
A special pattern might be created that causes a
transmitter to produce more jitter than if a PRBS were
used. Communications protocols often require specific bit
sequences to ‘‘frame’’ the data payload. Thus a pattern
may be built to include the framing bits. These patterns
are not produced by a specific circuit topology, but instead
are loaded into the memory of the pattern generator. The
pattern generator then produces a data sequence according
to the loaded pattern. (The internal pattern generator of
the error detector can perform similarly.)

While the BER result is indicative of the system
performance, it does not provide any indication of
underlying reasons for poor or marginal performance.
Sometimes the way in which errors occur can provide
insight into the causes for errors. Consider the case when
2 or 3 adjacent bits are received in error. If the overall BER
is 1× 10−9, the probability of 2 bits being received in error
as a result of random mechanisms is one in 1× 1018. For
three to occur in sequence the probability would be one in
1× 1027. Because 1027 bits at 1 Gbps (gigabits per second)
takes millions of years to transmit, 3 sequential bits being
in error due to random causes is extremely unlikely in this
case. It is far more likely that these errors would be due to
something deterministic.

Several techniques can help troubleshoot the root
causes for BER. Examples include examining the intervals
(time or bits) between errors, or whether errors occur
mainly for logic 1s or logic 0s. If errors occur separated by
some multiple of 10 bits, and there is a 10-bit-wide parallel
bus somewhere in the system, there could be something
physically wrong with one of the bus lines.

With the common occurrence of BERs of 1× 10−12

and even lower in today’s high-speed telecommunications
systems, what should be the expected time required to
verify that a system is operating at a low BER? It is ideal
to collect 100 or even 1000 errors to be confident that the
error ratio performance is being achieved. However, at an

error ratio of 1× 10−12 and a data rate on the order of
1 Gbps, it will take 11 1

2 days to collect 1000 errors! If the
data rate is increased to 10 Gbps and the number of errors
collected is reduced to only 100, it will still take several
hours to complete the measurement.

Certain techniques can be used to try to determine
BER in a reduced timeframe. Both techniques to be
discussed rely on making BER measurements in nonideal
conditions, thus increasing the BER and extrapolation
to determine the ideal BER. One technique is to stress
the signal being tested. The other technique is to adjust
the sampling threshold of the error detector to nonideal
levels. A common technique to stress a signal is to simply
attenuate it prior to reaching the system receiver. As the
signal level is reduced, the likelihood that a receiver will
incorrectly interpret 1s as 0s and 0s as 1s increases. The
BER will be artificially increased and then take less time
to measure. By measuring the BER at several levels of
attenuation, a BER–received power curve can be plotted
(see Fig. 3). Extrapolation of the curve can then be used to
determine the BER with no external signal attenuation.
Extrapolation requires an assumption that the dominant
error mechanisms are the same at both high and low signal
levels. This usually implies random noise. However, it is
possible that a deterministic but extremely low-probability
mechanism exists and is not seen except at high power
levels where noise is less likely to cause errors. Thus
final system qualification may require a lengthy BER
measurement at full signal power.

The BER will also be artificially increased if the error
detector sampling threshold is increased or decreased from
the ideal. However, this type of BER analysis is typically
performed on the signal at the test receiver input rather
than its output. The BER analysis is not made on the
complete system, but instead is an assessment of the
quality of the signal being presented to the receiver.
This is called a Q factor measurement. The Q factor is
essentially the signal-to-noise ratio (SNR) of the signal.
If the dominant mechanism for errors in a system is
random noise, then BER can be estimated by the Q factor
parameter.
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Figure 3. BER versus received power.

The measurement process is as follows. The transmit-
ted signal from the system under test is injected directly
into the error detector. (If the system is optical, a linear
optical to electrical converter is used to create an electri-
cal input to the error detector.) BER measurements are
made with the error detector sampling threshold at sev-
eral levels above and below the ideal threshold. From each

BER result, a signal-to-noise parameter or Q value can
be estimated. Again, these measurements are made with
sampling thresholds that yield BERs worse than 1× 10−9

and thus can be performed quickly. With several BER
values collected, the BERs are converted to Q values and
plotted against sampling threshold. From this plot, the
optimum Q factor and optimum sampling threshold can
be extrapolated (see Fig. 4).

What does the optimum Q factor tell us? Just as Q
factor can be derived from BER, the optimum BER can
be derived from the optimum Q factor. The optimum Q
factor indicates the highest level of system performance
that can be achieved with an ideal decision circuit as a
receiver. This is useful for characterizing ultra-low-BER
systems that would require extremely long test times for
actual BER verification. It is important to recognize the
assumptions that are made. The most important one is
that the dominant error mechanism is random noise. The
mathematical Q/BER relationships are based on this. In
the end, final qualification of a system will likely require
basic BER verification.

2. WAVEFORM ANALYSIS

Analysis of waveforms can yield a wealth of information
about the overall quality of a high-speed digital transmit-
ter or the transmission section of a communication system.
In the R&D lab, a simple visual inspection of the signal
allows a designer to quickly assess basic performance. In a
manufacturing environment, several key parameters can
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be derived from a transmitter’s waveform. Waveforms are
viewed on oscilloscopes that display signal amplitude as
a function of time. There are two basic formats to view a
digital communications signal, either as a pulsetrain or as
an eye diagram.

A pulsetrain is a display of some segment or sequence
of the communications signal. For example, if a 1-Gbps
signal were being examined, each bit is 1 ns (nanosecond)
in duration. If the oscilloscope timebase were set to a
width of 10 ns, 10 sequential bits could be displayed.
Determining which 10 bits from a long data sequence are
displayed is a function of how the oscilloscope is triggered.
Typically, a pattern generator will produce a ‘‘pattern
trigger.’’ This is a pulse produced at the beginning of each
repetition of the data pattern, such as a PRBS. Triggering
the oscilloscope with the pattern trigger and adjusting the
oscilloscope time delay can display any specific section of
the pattern (see Fig. 5). Very long patterns present some
difficulty in displaying pulsetrains. Because the trigger
pulse is generated only once per every repetition of the
pattern, the time between trigger events can become very
large. For wide bandwidth sampling oscilloscopes, one data
point is sampled for every trigger event. If a waveform
is composed of 1000 sample points, the entire pattern
must be transmitted 1000 times to complete acquisition
of the waveform. For long pattern lengths it can take
several minutes and even hours to produce a single
waveform. Thus pulsetrains are usually displayed only
when examining relatively short patterns.

Another difficulty when examining pulsetrains is that
only a few bits can be examined at a given time. More
bits can be displayed by decreasing the resolution of the
oscilloscope timebase, but important details are usually
lost because of this reduced resolution. Often when
examining a high-speed digital communication signal it
is desirable to determine the overall performance of the
system for all patterns of data. It would be ideal to see
this in one simple display. This can be achieved through

the eye diagram. The eye diagram is a composite display
of waveform samples acquired throughout the entire data
pattern displayed on a common timebase. Consider the
eight waveforms that can be generated from a 3-bit
sequence (000, 001, . . . , 110, 111). If these eight waveforms
are all placed on a common amplitude–time grid, the eye
diagram is displayed (see Fig. 6).

With an eye diagram it is difficult to view the waveform
from any individual bit. However, much information
is available regarding the overall performance of the

0 0 0

0 0 1

0 1 0

0 1 1

1 0 0

1 0 1

1 1 0

Figure 6. Building the eye diagram.

Figure 5. Pulsetrain waveform of a digital communications signal.
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transmitted waveform. If the eye diagram begins to close
horizontally, this is an indication of excessive waveform
timing jitter. Slow rise and fall times cause vertical eye
closure. Eye closure due to any mechanism presents a
significant system level problem because it makes the
decision process more difficult for the receiver at the end
of the communication system.

An eye diagram is created when the oscilloscope is
triggered with a clock signal that is synchronous to the
data. In contrast to triggering with a pattern trigger,
triggering with a clock signal allows the oscilloscope to
acquire samples throughout the data pattern. Divided
clocks, such as a rate 1

4 or rate 1
16 are also acceptable.

The requirement is that the divided clock be synchronous
with the data, and that the divisor be an integer. The
oscilloscope can trigger on the data signal itself and create
an eye diagram. However, although the displayed eye
diagram may appear to be complete, approximately 75%
of the data will be missing form the eye diagram. This is
because only one of the four combinations of 2 adjacent bits
(e.g., the 0–1 combination) will produce a signal transition
that the oscilloscope can trigger on. Thus triggering on the
data itself should be avoided whenever possible.

In an R&D environment many engineers and scientists
have learned how to quickly gauge the quality of a signal
through quick visual inspection of the eye diagram. In the
most basic sense, an ‘‘open’’ eye diagram is indicative of a
quality signal, while a ‘‘closed’’ eye is indicative of signal
impairments.

In a manufacturing environment, the eye diagram
is used to obtain specific parameters that indicate
performance of high-speed digital transmitters. One
common example is the measurement of the extinction
ratio. The extinction ratio is used to describer how
efficiently an optical transmitter converts its available

signal strength to modulation power. In mathematical
terms, it is simply the ratio of the power in a logic level
one (1) to the power in a logic level zero (0). Since the eye
diagram is composed of a multitude of logic ones and logic
zeros, a statistical analysis is performed to determine the
aggregate logic one power and the aggregate logic zero.
This is achieved through the use of histograms. First a
slice of data is acquired for the upper central portion
of the eye diagram. A vertical histogram is constructed
from these data. The mean of this histogram represents
the power level of the aggregate ones making up the eye
diagram. A similar process is used in the lower central
portion of the eye diagram to determine the power of the
aggregate logic zero (see Fig. 7). (A high extinction ratio is
typically achieved by using very little power to transmit
zeros. When this is achieved, virtually all of the available
laser power is being used to transmit information. Thus, a
high extinction ratio is indicative of a highly efficient use
of laser power.)

The extinction ratio is just one example of histogram
based statistical analysis to derive specific parameters
of the eye diagram. Other measurements include optical
modulation amplitude (OMA), rise time, fall time, jitter,
and signal-to-noise-ratio. Again, these measurements are
not made on individual bits, but rather on the composite
eye diagram, thus yielding the overall performance of the
transmitter with a single measurement.

Recall that it is desirable to have an open eye diagram
in both the vertical and horizontal sense. It is difficult to
measure a simple numerical parameter that can describe
the openness of the eye diagram. Instead, a process called
‘‘eye-mask testing’’ is used. An eye-mask is a constellation
of solid polygons that represent where the eye diagram
waveform may not exist. A typical eye-mask consists of a
polygon located in the center of the eye diagram, as well as

Figure 7. Measuring extinction ratio.



2578 TEST AND MEASUREMENT OF OPTICALLY BASED HIGH-SPEED DIGITAL COMMUNICATIONS SYSTEMS AND COMPONENTS

Figure 8. Eye-mask testing.

one polygon above and one polygon below (see Fig. 8). The
eye diagram is not allowed to intersect or ‘‘violate’’ any of
the mask polygons. The minimum acceptable opening for
the eye diagram is then defined by the size and shape of
the central polygon.

The shape of the displayed eye diagram can be altered
by the frequency response of the oscilloscope measurement
channel. It is common for directly modulated high-speed
communication lasers to exhibit significant overshoot
and ringing during the transition from a low-power
logic 0 to a higher-power logic 1. It takes a wide-
bandwidth oscilloscope channel to view this phenomenon.
For example, if a laser is transmitting 2.5-Gbps data,
the oscilloscope bandwidth needs to approach 10 GHz
or higher for an accurate representation of the true
waveform.

Eye-mask testing is a key element of most industry
standards that specify high-speed optically based commu-
nication systems. To achieve consistent results across the
industry, it is essential to specify the frequency response
of the measurement channel. Thus in addition to defining
the shape of the eye-mask, the measurement system is
also defined through the concept of a reference receiver.
A reference receiver usually consists of a photodetector
followed by a lowpass filter (see Fig. 9). The combined
response of the two elements typically follows a fourth-
order Bessel–Thomson frequency response. This response
is chosen since it closely approximates the response of
a Gaussian filter. A Gaussian response yields minimal
distortion of the waveform.

It is interesting to note the bandwidth that is normally
specified for a reference receiver. In most communication
standards, the −3-dB bandwidth is set to be 75% of the
optical bit rate. For example, a reference receiver for a 10-
Gbps system would have a bandwidth of 7.5 GHz. Initially

Optical-to-electrical
converter

Low-pass
filter

Optical
signal

Figure 9. Eye-mask reference receiver.

this seems counterintuitive. Intentionally reducing the
measurement bandwidth is likely to change the shape
of the eye diagram. Effects such as the overshoot and
ringing mentioned above can literally disappear when
the bandwidth is reduced. The reduced bandwidth of the
reference receiver can actually yield a waveform that will
pass the eye-mask test that would otherwise fail with a
wider-bandwidth receiver.

To understand the logic behind this, consider the main
intent of the test. The usability of the transmitter in a real
communications system needs to be verified. This objective
is very different from trying to produce the most accurate
image of the waveform shape. Most communication
systems have receivers with bandwidths just wide enough
to allow accurate determination of input signal levels.
If the receiver bandwidth is wide, internal noise will
increase, and likely degrade system BER. If the receiver
bandwidth is too low, a signal making a 0-to-1 transition
will be sluggish and not reach full amplitude within
the bit period. Somewhere in between these extremes
is an ideal receiver bandwidth. Although communication
system receivers are not normally specified to have a
‘‘75% of bit rate’’ bandwidth, they do not normally have
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relatively wide bandwidths. Thus the reference receiver
measurement approach has proved to be an effective way
to verify transmitter performance.
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1. INTRODUCTION

Threshold decoding was one of the earliest practical
techniques introduced for the decoding of linear error-
correcting codes (or ‘‘parity-check codes’’). Before explain-
ing threshold decoding in general, we give two simple
examples to illustrate its main features. Throughout this
article, we consider only binary codes — partly for simplic-
ity but also because threshold decoding is not well suited
to the decoding of nonbinary codes.

Example 1. Consider the encoder for the binary linear
(n = 6, k = 3) code in which the length n = 6 binary code
word v = [v1 v2 v3 v4 v5 v6] is determined from the length
k = 3 binary information sequence u = [u1 u2 u3] by

[v1 v2 v3 v4 v5 v6] = [u1 u2 u3]


 1 0 0 0 1 1

0 1 0 1 0 1
0 0 1 1 1 0




where binary arithmetic, that is, arithmetic modulo two in
which 1⊕ 1 = 0, is understood. The above 3× 6 matrix is
called a generator matrix for the code. This generator
matrix G specifies a systematic encoder in the sense
that the information bits appear unchanged within the
code word, viz. in the first k = 3 positions, as follows

from the fact that G = [I3

..

. P] where Ik denotes the
k× k identity matrix. From this matrix equation, we see
that v1 = u1, that v3 ⊕ v5 = u3 ⊕ (u1 ⊕ u3) = u1, and that
v2 ⊕ v6 = u2 ⊕ (u1 ⊕ u2) = u1. One says that these three
sums of encoded bits are orthogonal on the information

bit u1 in the sense that each sum is equal to u1 plus one
or more encoded bits, but no encoded bit appears in more
than one of the sums. Suppose now that the code word
v is transmitted over a binary symmetric channel (BSC)
with crossover probability p where 0 < p < 1/2. Then the
length n = 6 binary received word r can be written as
r = [r1 r2 r3 r4 r5 r6] = v⊕ e where e = [e1 e2 e3 e4 e5 e6] is
the binary error pattern, each of whose bits independently
has probability p of being 1. Because ri = vi ⊕ ei �= vi if and
only if ei = 1, the Hamming weight of e, that is, the number
of its nonzero components, is the actual number of errors
that occurred during the transmission of v over the BSC.
If we now form the above three sums orthogonal on u1

using the received bits in place of the transmitted bits, we
obtain r1 = v1 ⊕ e1 = u1 ⊕ e1, r3 ⊕ r5 = v3 ⊕ e3 ⊕ v5 ⊕ e5 =
u1 ⊕ e3 ⊕ e5, and r2 ⊕ r6 = v2 ⊕ e2 ⊕ v6 ⊕ e6 = u1 ⊕ e2 ⊕ e6.
These three sums of received bits are orthogonal on the
information bit u1 in the sense that each sum is equal to
u1 plus one or more error bits, but no error bit appears
in (or ‘‘corrupts’’) more than one of these sums. It follows
that if there is at most one actual error, that is, if at most
one of the error bits is a 1, then the information bit u1 can
be correctly found at the receiver as the majority vote of
r1, r3 ⊕ r5, and r2 ⊕ r6. Entirely similar arguments show
that, again if at most one of the error bits is a 1, the
information bit u2 can also be correctly found by taking
the majority vote of r2, r3 ⊕ r4, and r1 ⊕ r6 and that the
information bit u3 can be correctly found by the majority
vote of r3, r1 ⊕ r5, and r2 ⊕ r4. This manner of decoding is
an example of majority decoding, the earliest and simplest
form of ‘‘threshold decoding.’’ Because majority decoding
in this example corrects all single errors, the minimum
distance dmin of the code must be at least 3. That the
minimum distance is exactly three can be seen from the
fact that the information sequence u = [1 0 0] gives the
code word v = [1 0 0 0 1 1] with Hamming weight 3, that
is, at distance 3 from the all-zero code word.

From this example, one deduces that if, for each
information bit in a binary linear code, a set of δ sums
of encoded bits orthogonal on this bit can be formed, then
all patterns of (δ − 1)/2 or fewer errors can be corrected
by majority decoding. This implies that the minimum
distance dmin of the code is at least δ. One says that the
code can be completely orthogonalized if dmin = δ.

Example 2. Consider the encoder for the (7, 4) binary
cyclic code in which the code word v = [v1 v2 v3 v4 v5 v6 v7]
is determined from the information sequence u =
[u1 u2 u3 u4] by

[v1 v2 v3 v4 v5 v6 v7]= [u1 u2 u3 u4]




1 0 0 0 1 1 0
0 1 0 0 0 1 1
0 0 1 0 1 1 1
0 0 0 1 1 0 1




This is the (7, 4) Hamming code with dmin = 3. It
is easy to verify that it is impossible to form three
sums of encoded bits that are orthogonal on any one
of the four information bits. However, we note that
v2 ⊕ v3 = u2 ⊕ u3, v1 ⊕ v6 = u2 ⊕ u3 and v4 ⊕ v7 = u2 ⊕ u3

so that one can form three sums of encoded bits that
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are orthogonal on the sum u2 ⊕ u3 of information bits.
If the code word v is transmitted over a BSC, majority
decoding of the three corresponding sums of received
bits will determine the sum u2 ⊕ u3 correctly when
at most one actual error occurs in transmission. Let
(u2 ⊕ u3)

	 denote the decoding decision for u2 ⊕ u3. Then
v6 ⊕ (u2 ⊕ u3)

	 = u1 ⊕ (u2 ⊕ u3)⊕ (u2 ⊕ u3)
	 is equal to u1

when the decoding decision is correct. It follows that v1 =
u1, v3 ⊕ v4 ⊕ v5 = u1 and v6 ⊕ (u2 ⊕ u3)

	 = u1 constitute a
set of three sums of encoded bits and previously decoded
bits that are orthogonal on the information bit u1 when
the previous decoding decision is correct. Hence, u1 can
now be determined correctly by majority decoding when
at most one actual error occurs in transmission. Because
the code is cyclic, the information bit u2 can similarly
be determined simply by increasing the indices cyclically
(i.e., increasing n = 7 gives 1) in the expression used to
determine u1, and similarly for u3 and u4. Thus, majority
decoding of this code corrects all single errors. This is in
fact complete minimum-distance decoding because, in a
Hamming code, every received word is at distance at most
1 from some code word.

This decoding of a Hamming code exemplifies majority
decoding with L-step orthogonalization for L = 2. The
number of steps is the number of levels of decoding
decisions (all of which use at least δ orthogonal sums)
required to determine an information bit. We can deduce
from this example that if, for each information bit
in a binary linear code, a set of δ sums of encoded
bits and previously decoded bits orthogonal on this
information bit can be formed by L-step orthogonalization,
then all patterns of (δ − 1)/2 or fewer errors can be
corrected by majority decoding and hence the minimum
distance dmin of the code is at least δ. One says that
the code can be L-step orthogonalized if dmin = δ. Note
that 1-step orthogonalization is the same as complete
orthogonalization as defined above.

2. EARLY HISTORY

The decoding algorithm given by Reed [1] in 1954 for the
binary linear codes found two years earlier by Muller,
which are now universally called the Reed-Muller codes,
was the first application of majority decoding to multiple-
error-correcting codes. The µth order Reed-Muller code

of length n = 2m, where 0 ≤ µ < m, has k =
µ∑

i=0

(
m
i

)
information bits and minimum distance dmin = 2m−1. Reed
showed that this code can be (µ+ 1)-step orthogonalized
(although this terminology did not come into use until
eight years later).

Yale [2] and Zierler [3] independently showed in 1958
that the binary maximal-length codes could be completely
orthogonalized. Mitchell et al. [4] made an extensive study
of majority decoding of binary cyclic codes in 1961 that
included majority decoding algorithms for the Hamming
codes, for the (n = 73, k = 45, dmin = 9) and the (n =
21, k = 11, dmin = 5) cyclic codes found by Prange [5],
and for the (n = 15, k = 7, dmin = 5) Bose-Chaudhuri-
Hocquenghem (BCH) code.

In his 1962 doctoral thesis at M.I.T., which appeared
essentially unchanged as a monograph [6] the following
year, Massey formulated threshold decoding as a general
technique comprising both majority decoding and also
what he called APP decoding, where ‘‘APP’’ is short for ‘‘a
posteriori probability.’’

In APP decoding, one again uses orthogonal sums on
some bit (or sum of bits), but now one takes into account
the probability that each individual sum will give an
erroneous value for that bit (or some of bits). For instance,
in Example 1, the ‘‘sum’’ r1 = u1 ⊕ e1 has probability p of
giving an erroneous value of u1, where p is the crossover
probability on the BSC, that is, Pr(ei = 1) = p for all i.
However, the sum r3 ⊕ r5 = u1 ⊕ e3 ⊕ e5 has probability
2p(1− p) of giving an erroneous value of u1 because it
gives an erroneous value only when exactly one of e3 and
e5 is an actual error, that is, has value 1.

APP decoding permits the use of soft-decision demod-
ulation as opposed to the hard-decision demodulation
that produces the BSC. In soft-decision demodulation,
each received bit ri is tagged by the demodulator with
its probability pi of being erroneous. With soft-decision
demodulation the ‘‘sum’’ r1 = u1 ⊕ e1 in Example 1 has
the probability p1 of giving an erroneous value of u1,
whereas the sum r3 ⊕ r5 = u1 ⊕ e3 ⊕ e5 has probability
p3(1− p5)+ p5(1− p3) of giving an erroneous value of u1.

It is straightforward to show, cf. Ref. 6, that if
B1, B2, . . . , Bδ are the values of δ sums of received bits
orthogonal on the information bit u (or on a sum of
information bits), then the decision rule for u (or for the
sum of information bits) that minimizes error probability
from observation of B1, B2, . . . , Bδ is: choose u = 1 (or
choose the sum of information bits equal to 1) if and
only if

δ∑
i=1

wiBi > T

where the value of Bi is treated as a real number in
this sum, where the weighting factor wi is given by
wi = 2 log 1−Pi

Pi
wherein Pi is the probability that Bi gives

an erroneous value for u, where the threshold T is

given by T = 1
2

δ∑
i=1

wi, and where the information bits are

assumed to be independent and equally likely to be 0 or
1. Note that the decision rule for majority decoding can be
written in this form by taking wi ≡ 1. This motivated
Massey [6] to introduce the term threshold decoding
to describe both majority decoding and APP decoding.
Majority decoding can be considered as a nonoptimum but
simple approximation to APP decoding.

3. THRESHOLD DECODING WITH PARITY CHECKS

It is often convenient to formulate the orthogonal sums
discussed above in terms of the parity-check equations
of the binary linear code. A parity check can be defined
as a sum of error bits whose value can be calculated
exactly from the received code word, which is equivalent
to saying that the sum of the corresponding encoded bits
must be zero.
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Example 3. Recall that, for the (n = 6, k = 3) code of
Example 1, the three sums of received bits orthogonal
on the information bit u1 were r1 = u1 ⊕ e1, r3 ⊕ r5 =
u1 ⊕ e3 ⊕ e5, and r2 ⊕ r6 = u1 ⊕ e2 ⊕ e6. If we now add
r1 = u1 ⊕ e1 to each of these sums, we obtain 0 = e1 ⊕ e1,
r1 ⊕ r3 ⊕ r5 = e1 ⊕ e3 ⊕ e5, and r1 ⊕ r2 ⊕ r6 = e1 ⊕ e2 ⊕ e6,
which constitute three parity checks orthogonal on the
error bit e1 in the sense that each parity check is equal to
e1 plus one or more corrupting error bits, but no error bit
corrupts more than one of these parity checks. (Note that
e1 itself corrupts the first of these three parity checks, viz.
the trivial parity check 0.) Thus, e1 will be correctly given
by the majority vote of these three parity checks if there is
at most one actual error in transmission. Because the first
parity check always votes for 0, one can ignore this parity
check and say that one decides that e1 is a 1 if and only if
both the second and third parity checks are 1.

One can infer from this example that δ − 1 nontrivial
parity checks orthogonal on an error bit (or a sum of error
bits) are equivalent to δ sums of received bits orthogonal on
an information bit (or a sum of information bits). Moreover,
if A1, A2, . . . , Aδ−1 are the values of δ − 1 nontrivial parity
checks orthogonal on the error bit e (or on a sum of error
bits), then the APP decoding rule for e (or for the sum
of error bits) from observation of A1, A2, . . . , Aδ−1 becomes:
decide e = 1 (or decide that the sum of error bits is equal
to 1) if and only if

δ−1∑
i=1

wiAi > T

where the value of Ai is treated as a real number in
this sum, where the weighting factor wi is given by
wi = 2 log 1−Pi

Pi
wherein Pi is the probability that Ai gives

an erroneous value for u, where the threshold T is given

by T = 1
2

δ−1∑
i=0

wi, and where w0 = 2 log Pr(e=0)

Pr(e=1)
. The decision

rule for majority decoding is obtained by taking wi ≡ 1.
For δ − 1 = 2 as in Example 3, the majority decoding rule
is decide e = 1 if and only if A1 + A2 > 3/2 or, equivalently,
if and only if A1 = A2 = 1.

A (reduced) parity-check matrix for an (n, k) linear code
is any (n− k)× n matrix H such that v = [v1 v2 · · · vn] is
a code word if and only if vHT = 0 where the superscript
‘‘T’’ denotes transpose. Again let r = v⊕ e where r is
the binary received word and e is the binary error
pattern. Then the syndrome s of r relative to the parity-
check matrix H is defined as s = rHT . It follows that
s = (v⊕ e)HT = eHT and hence that the syndrome bits
are parity checks. In fact, every parity check is either a
syndrome bit or a sum of syndrome bits.

If the systematic generator matrix G = [Ik

..

. P] is used
for encoding, then the information bits [u1 u2 · · · uk] =
[v1 v2 · · · vk] determine the ‘‘parity bits’’ [vk+1 vk+2 · · · vn]
of the code word as [vk+1 vk+2 · · · vn] = [v1 v2 · · · vk]P.
Thus, v is a code word if and only if [vk+1 vk+2 · · · vn]⊕
[v1 v2 · · · vk]P = 0 or, equivalently, if and only if

v[PT
... In−k] = 0. This shows that H = [PT

... In−k] is
a (reduced) parity-check matrix that we will call the

systematic parity-check matrix of the code. Relative to
this parity-check matrix, the syndrome becomes s =
[rk+1 rk+2 · · · rn]⊕ [r1 r2 · · · rk]P. This shows the very
useful fact that the syndrome relative to the systematic
parity-check matrix can be formed by adding the received
parity digits to the parity digits computed from the
received information bits.

Example 4. For the (n = 6, k = 3) code of Example 1,
the systematic parity-check matrix is

H =

 0 1 1 1 0 0

1 0 1 0 1 0
1 1 0 0 0 1


 .

The syndrome bits [s1 s2 s3] = rHT are given by s1 = r2 ⊕
r3 ⊕ r4 = e2 ⊕ e3 ⊕ e4, s2 = r1 ⊕ r3 ⊕ r5 = e1 ⊕ e3 ⊕ e5, and
s3 = r1 ⊕ r2 ⊕ r6 = e1 ⊕ e2 ⊕ e6. We see that s2 and s3 are
the δ − 1 = 2 nontrivial parity checks orthogonal on e1 that
we exploited in Example 4. We also note that s1 and s3 are
two nontrivial parity checks orthogonal on e2, and that s1

and s2 are two nontrivial parity checks orthogonal on e3.

4. THRESHOLD DECODING OF CONVOLUTIONAL
CODES

4.1. Preliminaries

Massey [6] formulated the first threshold decoders for
multiple-error-correcting convolutional codes. The sim-
plicity of threshold decoders for convolutional codes has
led them to dominate practical applications of thresh-
old decoding. We begin here with a brief discussion of
those aspects of convolutional codes that are needed to
understand threshold decoders for these codes.

In convolutional coding, the information sequences and
encoded sequences are semi-infinite sequences that we will
represent as power series in D. For instance, U(D) = u0 ⊕
u1D⊕ u2D2 ⊕ · · · where ui is the information bit at ‘‘time’’
i. In an (no, ko) convolutional code, there are ko such infor-
mation sequences U1(D), U2(D), . . . , Uko (D), and no corre-
sponding encoded sequences V1(D), V2(D), . . . , Vno(D). The
encoded sequences are the result of passing the infor-
mation sequences through a ko-input/no-output binary
finite-state linear system. An example will clarify matters.

Example 5. Consider the (no = 2, ko = 1) convolutional

code with the systematic encoder G(D) = [1
.
.. P(D)]

where P(D) = 1⊕D⊕D4 ⊕D6. The (single) informa-
tion sequence U1(D) = U(D) yields the code word

[U(D)
.
.. U(D)P(D)], whose two encoded sequences are mul-

tiplexed together for transmission over a single channel.
For simplicity of notation, let V(D) = v0 ⊕ v1D⊕ v2D2 ⊕ · · ·
denote the sequence of ‘‘parity bits’’ produced by the sys-
tematic encoder. Because V(D) = U(D)P(D) = U(D)(1⊕
D⊕D4 ⊕D6), we see that vi = ui ⊕ ui−1 ⊕ ui−4 ⊕ ui−6 for
all i ≥ 0 where it is understood that uj = 0 if j < 0.
Because the syndrome relative to the systematic parity-
check matrix can be formed by adding the received parity
digits to the parity digits computed from the received
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Figure 1. A majority decoder for the (2, 1)
convolutional code of Example 5.
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information bits, it follows that the syndrome sequence
S(D) = s0 ⊕ s1D⊕ s2D2 ⊕ · · · can be formed by the sim-
ple ‘‘linear filter’’ with a memory of 6 bits shown in
Fig. 1. Letting E(D) = e0 ⊕ e1D⊕ e2D2 ⊕ · · · and �(D) =
ξ0 ⊕ ξ1D⊕ ξ2D2 ⊕ · · · denote the error sequences in the
information sequence and in the parity-digit sequence,
respectively, we further see that the syndrome bits are
given by si = ei ⊕ ei−1 ⊕ ei−4 ⊕ ei−6 ⊕ ξi. In particular, we
see that s6 = e6 ⊕ e5 ⊕ e2 ⊕ e0 ⊕ ξ6, s4 = e4 ⊕ e3 ⊕ e0 ⊕ ξ4,
s1 = e1 ⊕ e0 ⊕ ξ1, and s0 = e0 ⊕ ξ0 are a set of δ − 1 = 4
parity checks orthogonal on e0. Thus, if there are two or
fewer actual errors among the 11 error bits that enter into
these parity checks, e0 will be correctly given by majority
decoding with threshold T = 5/2, i.e., e0

	 = 1 if and only
if three or more of these parity checks have value 1. One
says that the effective constraint length of the convolu-
tional code is nE = 11 bits. We can then feed e0

	 back to
remove e0 from s6, s4, and s1, following which s7, s5, s2 and
s1

	 = s1 ⊕ e0
	 become a set of 4 parity checks orthogonal

on e1 (on the assumption that e0
	 = e0). Figure 1 shows

the complete double-error correcting majority decoder for
the code of this example.

4.2. Early Applications

Codex Corporation was founded in Cambridge, MA, in
1962 as the first organization dedicated solely to the
practical application of information-theoretic research.
The two innovations that the fledgling company hoped to
exploit were Massey’s threshold decoders for convolutional
codes and Gallager’s low-density parity-check (LDPC)
codes, the latter a product of a 1960 M.I.T. doctoral thesis
and the subject of a 1963 monograph [7]. LDPC codes
were ‘‘ahead of their day’’ and defied realization with the
discrete logic available in the 1960s. But LDPC codes
with Gallager’s iterative decoding algorithm have become
a hot topic in recent years — reliable transmission at rates
extremely close to the capacity of a Gaussian channel
has been achieved. Threshold decoders for convolutional
codes, however, exhibit a simplicity (cf. Fig. 1) that was
virtually ideally suited to realization with the discrete logic

available in the 1960s. For this reason, threshold decoders
became the first product of Codex Corporation and
remained their mainstay product for many years — even
though Massey [6] had shown that capacity could not
be closely approached with such decoders. Simplicity
trumped asymptotics in the 1960s.

It was soon realized at Codex Corporation that most
potential applications for threshold decoders were for
‘‘bursty channels’’ in which the actual errors tend to
cluster, as opposed to the BSC where the actual errors
are scattered. Again convolutional codes were well suited
to this problem. Kohlenberg and Forney [8] found by
increasing properly the degrees of the nonzero terms in
the encoding polynomial P(D) (in the notation of Example
5), a majority decoder acting on the resulting orthogonal
parity-checks corrected not only all patterns of (δ − 1)/2
or fewer actual errors among the error bits appearing in
these parity checks, but also corrected all bursts of some
large length or less. These so-called ‘‘diffuse’’ threshold
decoders were in fact the principal coding product of Codex
Corporation in the 1960s.

4.3. Self-Orthogonal Codes

A convolutional self-orthogonal code (CSOC) was defined
by Massey [6] as a convolutional code with the property
that, when the systematic parity-check former is used,
all the syndrome bits that check a time-0 error in an
information bit are orthogonal on that error bit. Macy [9]
and Hagelbarger [10] independently developed majority
decoding procedures for CSOCs.

Macy [9] and Robinson et al. [11] independently made
the important connection between CSOCs and difference
sets. Let {i0, ii, . . . , iq} be a set of q+ 1 nonnegative
integers. We will say that {i0, ii, . . . , iq} is a distinct-
differences set if the (q+ 1)q differences of ordered pairs of
integers in the set are all distinct. For example, {0, 1, 3} is
a distinct-differences set because the (q+ 1)q = 3 · 2 = 6
differences 3− 0 = 3, 3− 1 = 2, 1− 0 = 1, 0− 3 = −3,
1− 3 = −2, and 0− 1 = −1, are all distinct. A distinct-
differences set {i0, ii, . . . , iq} is said to be a perfect difference
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set (or a planar difference set) if its (q+ 1)q differences are
all distinct and nonzero when taken modulo (q+ 1)q+ 1.
For example, {0, 1, 3} is a perfect difference set because
its 6 differences taken modulo 7 are 3, 2, 1, 4, 5, and 6. The
distinct-differences set {0, 2, 6} is also a perfect difference
set since its 6 differences are 6, 4, 2, −6, −4 and −2, which
taken modulo 7 give 6, 4, 2, 1, 3, and 5. However, the
distinct-differences set {0, 1, 4} is not a perfect difference
set because 4− 1 = 3 and 0− 4 = −4 are both 3 when
taken modulo 7. Perfect difference sets of q+ 1 integers
are known to exist whenever q is a power of a prime [12]
and perhaps only then.

The convolutional code with encoding polynomial
P(D) = 1⊕D⊕D4 ⊕D6 in Example 5 is a CSOC. The set
{0, 1, 4, 6} of powers of D appearing in this polynomial
is a perfect difference set, that is, the (q+ 1)q = 4 · 3 = 12
differences between ordered pairs of numbers in this set
are all distinct and nonzero modulo (q+ 1)q+ 1 = 13.

The general result embodied in Example 5 is that
an (no = 2, ko = 1) convolutional code with systematic

encoder G(D) = [1
.
.. P(D)] is a CSOC just when the set of

powers of D appearing in P(D) is a distinct-differences set.
One usually desires that the degree of P(D), which is the
decoding delay of the threshold decoder and determines the
number of delay elements therein, be as small as possible.
We point out that the set {0, 2, 4, 10} is also a perfect
difference set but would be a poorer choice for the degrees
of the terms in P(D) than {0, 1, 4, 6} because it would
give a decoding delay of 10 rather than 6 for the same
error-correcting capability. The decoding delay of a CSOC
is generally minimized when the distinct-differences set
is a perfect difference set, but it takes some skill to find
the best perfect difference set. We have restricted our
discussion here to (no = 2, ko = 1) CSOCs, but distinct-
differences sets and perfect difference sets also can be
used to describe and construct (no, ko) CSOCs with ko > 1
and/or with no > 2, cf. Ref. 11.

The decoder of Fig. 1 is a so-called feedback decoder in
which decoded information bits are fed back to remove
their effect from the syndrome bits used in future
decoding decisions. A decoder without such feedback is
called a definite decoder [11] for the convolutional code.
Hagelbarger [10] and Robinson et al. [11] independently
observed that the feedback could be removed from
the majority decoder for a CSOC without reducing
the number of errors guaranteed correctable but at
the expense of enlarging the effective constraint length
nE. The reason for this is that all the syndrome
bits that check each information error bit in a CSOC
remain orthogonal even without the removal of past
decoded error bits. Recall that in Example 5 the
syndrome bits are given by si = ei ⊕ ei−1 ⊕ ei−4 ⊕ ei−6 ⊕ ξi

for all i ≥ 0. Thus, the syndrome bits that check ei

are si = ei ⊕ ei−1 ⊕ ei−4 ⊕ ei−6 ⊕ ξi, si+1 = ei+1 ⊕ ei ⊕ ei−3 ⊕
ei−5 ⊕ ξi+1, si+4 = ei+4 ⊕ ei+3 ⊕ ei ⊕ ei−2 ⊕ ξi+4, and si+6 =
ei+6 ⊕ ei+5 ⊕ ei+2 ⊕ ei ⊕ ξi+6, which we see are δ − 1 = 4
parity checks orthogonal on ei with effective constraint
length nE = 17. The decoder of Fig. 1 is converted to a
definite decoder simply by removing the feedback of ei

	 to
the three modulo-two adders in the ‘‘syndrome register.’’
The use of a definite decoder eliminates entirely the error

propagation that results when incorrect decisions are fed
back in a feedback decoder. However, the more important
fact that this error propagation is very slight for CSOCs
was shown in Ref. 11. In virtually all applications of
threshold decoding (not only for CSOCs), the performance
of the feedback decoder is substantially better than that
of the definite decoder.

The (dimensionless) rate R of a (no, ko) convolutional
code is defined as R = ko/no. Note that 0 < R ≤ 1. The
bandwidth expansion of the code is 1/R so that high-
rate codes are preferred in applications where bandwidth
is restricted. Wu [13] made an extensive search for
good high-rate CSOCs for use in satellite systems. His
codes were extensively used in COMSAT and INTELSAT
single-channel-per-carrier systems in the 1970s and 1980s
in what was perhaps the most significant practical
application of threshold decoding yet.

5. THRESHOLD DECODING OF BLOCK CODES

The development of threshold decoding techniques for
convolutional codes led to parallel developments for block
codes, but without the practical applications for which the
convolutional coding systems were so well suited in the
1960s and 1970s. We describe some of these theoretical
developments here.

A quasi-cyclic code is a (n = Mko, k = Mno) linear code
having generator matrices and parity-check matrices that
can be partitioned into M ×M blocks, each of which
is a circulant matrix, that is, a square matrix each of
whose rows after the first is the right cyclic shift of the
previous row. The (6, 3) binary code of Example 4 is
a quasi-cyclic code with M = 3. A block self-orthogonal
code (BSOC) can be defined as a binary linear code such
that, when the systematic parity-check matrix is used, all
the syndrome bits that check an error in an information
bit are orthogonal on that error bit. The (6, 3) binary
code of Example 4 is a BSOC. Townsend and Weldon [14]
showed that difference sets play essentially the same role
in determining cyclic BSOCs as they do in determining

CSOCs. In the systematic parity-check matrix H = [PT
..
. I3]

of Example 4, the first row [0 1 1] of the circulant matrix
PT corresponds to the polynomial D+D2 having {1, 2}
as the set of powers of D appearing therein. But {1, 2}
is a distinct-differences set whose 2 differences 2− 1 = 1
and 1− 2 = −1 are distinct modulo M = 3. This is an
illustration of the fact [14] that a binary (n = 2M, k = M)

quasi-cyclic code is a BSOC if and only if, in its systematic

parity-check matrix H = [PT
..
. IM], the set of powers of

D appearing in the polynomial specified by the first row
of the circulant matrix PT is a distinct-differences set
whose differences are also distinct when taken modulo
M. Such a code can be completely orthogonalized. If
there are q+ 1 powers of D in the distinct-differences
set, then δ = dmin = q+ 2. Perfect difference sets with
(q+ 1)q+ 1 = M are an obvious source for constructing
good BSOCs of this type. For instance, using the perfect
difference set {0, 1, 4, 6} with M = 13 gives a (26, 13)
BSOC with δ = dmin = 5. We have restricted our discussion
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to quasi-cyclic BSOCs with ko = 1 and no = 2, but distinct-
differences sets and perfect difference sets also can be used
to construct quasi-cyclic BSOCs with ko > 1 and/or with
no > 2, cf. Ref. 14.

Weldon [15] in 1967 showed perfect difference sets can
also be used to design majority-decodable cyclic codes as
we now explain. First we remark that the so-called parity-
check polynomial h(X) = Xk ⊕ hk−1Xk−1 · · · ⊕ h1X ⊕ 1 of a
(n, k) binary cyclic code, which divides the polynomial
Xn ⊕ 1, determines all the parity checks of the cyclic code
in the manner that the binary n-tuple [bn−1 bn−2 · · · b1 b0]
corresponds to (the coefficients of e1, e2, · · · , en in)
a parity check if and only if the polynomial b(X) =
bn−1Xn−1 ⊕ bn−2Xn−2 ⊕ · · · ⊕ b1X ⊕ b0 is divisible by h(X).
For simplicity, we will refer to [bn−1 bn−2 · · · b1 b0] itself
as a parity check. Because the code is cyclic, every cyclic
shift of a parity check is again a parity check.

Example 6. The set {0, 2, 3} of q+ 1 = 3 integers is a
perfect difference set because the (q+ 1)q = 6 differences
are nonzero and distinct modulo n = (q+ 1)q+ 1 = 7. Set
b(X) equal to the polynomial whose powers of X correspond
to this perfect difference set, that is, b(X) = X3 ⊕ X2 ⊕ 1.
Now find the polynomial h(X) of largest degree k that
divides both b(x) and Xn ⊕ 1, that is, find the greatest
common divisor of b(x) and Xn ⊕ 1. In this example,
b(x) itself divides Xn ⊕ 1 = X7 ⊕ 1 so that h(X) = b(X) =
X3 ⊕ X2 ⊕ 1. This h(X) is the parity check polynomial of
a cyclic (7, 3) code in which the 7-tuple [0 0 0 1 1 0 1]
corresponding to b(X) is a parity check. This 7-tuple and
its left cyclic shifts by 1 and 3 positions, respectively, viz.
[0 0 1 1 0 1 0] and [1 1 0 1 0 0 0], constitute a set of δ − 1 = 3
parity checks orthogonal on e4. Because the code is cyclic,
a set of δ − 1 = 3 parity checks orthogonal on every error
bit can be formed by cyclic shifting of these 7-tuples.

Cyclic codes constructed as in Example 6 are called
difference-set cyclic codes [15] and are always completely
orthogonalizable. The particular code in Example 6
happens also to be a BSOC because h(X) = b(x). It is also
a maximal-length code; indeed, all maximal-length codes
are difference-set cyclic codes and BSOCs. The (21,12) and
(73, 45) codes mentioned in Section 2 are also difference-set
cyclic codes.

The connection between certain threshold-decodable
codes and finite geometries, both finite Euclidean geome-
tries and finite projective geometries, was first noted by
Rudolph in 1967 [16]. The ramifications of this connection
have been of great importance in connection with the gen-
eral theory of block codes, but of less importance in the
practical application of threshold decoding because the
finite-geometry codes with parameters suitable for prac-
tical implementation were mostly already known. There
is a close relationship between perfect difference sets and
finite geometries. In fact, Singer’s proof [12] that perfect
difference sets of q+ 1 integers exist whenever q is a
power of a prime is based on properties of finite projective
geometries.

The codes obtained from finite geometries all rely on
viewing the parity checks of the code as incidence vectors of
some type, for example, as the incidence vectors for points

on the lines of the geometry, in which case error bits are
regarded as points and parity checks are regarded as lines
of the geometry. Perhaps the key contribution was made by
Kasami et al. [17] who showed that the Reed-Muller codes
shortened by one bit were cyclic finite-geometry codes and
subcodes of BCH codes.

6. RECENT DEVELOPMENTS

There has been a steady trickle of new results on threshold
decoding since its heyday in the 1960s and 1970s.
Threshold decoders continue to be employed in many
applications of transmission or storage of information
where simplicity and/or high speed in the decoder is
a prerequisite. We close this article by mentioning two
recent developments that suggest some promising new
directions for threshold decoding.

Riedel and Svirid [18] investigated the use of ‘‘parallel
concatenated’’ CSOCs in a ‘‘turbo-like’’ structure. They
modified the APP decoding algorithm to obtain a soft-in
soft-out APP decoder. Iterative decoding of the CSOCs
with this algorithm yielded surprisingly good results for
the Gaussian channel and for the Rayleigh fading channel.

Meier and Staffelbach [19] devised a cryptanalytic
attack on certain stream ciphers that is equivalent to
decoding very long maximal-length codes, which we recall
from Section 5 are BSOCs, transmitted over a BSC whose
crossover probability p is only slightly less than 1/2. Their
attack, that is, their decoding algorithm, uses threshold
decoding but applied to only a few of the possible parity
checks orthogonal on each bit to be decoded (although their
paper, which is written for cryptographers, does not state
this). This process is iterated until the decoding becomes
stable. This ‘‘partial decoding’’ is necessary because the
attack must be made with only a small portion of the
received code word available to the decoder. Recall from
Section 2 that the code word length is n = 2m but that
there are only k = m information bits so that one needs to
decode only m consecutive received bits to obtain the entire
code word. Meier and Staffelbach showed that their attack
finds the underlying code word with high probability for
surprisingly large channel crossover probabilities. This
suggests that their novel way of iterating the decoding of
BSOCs may be a useful alternative in data transmission
applications to Riedel and Svirid’s [18] iterative decoding
of CSOCs [18].

BIOGRAPHIES

William W. Wu is the founder of Advanced Technology
Mechanization Company (ATMco). He initiated the Inter-
net Domino Technologies and the Universal Transmission
Techniques; NSF has supported both programs. He was
a PI winner of a multiyear contract from NASA/Glenn
Research Center for loss cell recovery in ATM. From 1992
to 1998 he headed the Consultare Group, as advisors to
RAFAEL, Israel; TELESAT, Canada; Stanford Telecom
in California, COMSAT; POLSPACE, Poland; Motorola;
and Hyundai Electronic Industries, Korea. From 1989 to
1991, he was a director at Stanford Telecom. From 1978



TIME DIVISION MULTIPLE ACCESS (TDMA) 2585

to 1989 he was with INTELSAT’s executive organ as chief
scientist; senior MTS is Communication Engineering, R.
and D. Departments. He also participated in INTELSAT
IV, IVA, V VI, AND — K. From 1967 to 1978, he was a
senior scientist at Advance System Div., COMSAT Corpo-
rate Headquarters; and at COMSAT Labs. He authored
2 books on digital satellite communications, and has con-
tributed 2 books, 3 encyclopedia, and 60 technical papers.
He was the editor of Satellite Communications and Error
Coding, IEEE Transactions On Communications. He was
also a professional lecture at George Washington Univer-
sity, Washington, D.C., (1977–1989, and 1999), and has
given 39 Invited lectures, seminars, and/or short courses
worldwide. He is an IEEE Fellow, was chairman for ITU-T
SG-XVIII, and a MIT ‘‘Distinguished Alumnus’’ (1998). He
has a Ph.D. from the Johns Hopkins University, Maryland
MSEE from MIT, Cambridge, Massachusetts, and a BSEE
from Purdue University West Lafayette, Indiana.

James L. Massey served on the faculties of the
University of Notre Dame, Indiana (1962–1977), the
University of California, Los Angeles (1977–1980), and
the Swiss Federal Institute of Technology (ETH), Zürich
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1. INTRODUCTION

Communication, stemming from the Latin word for
‘‘common,’’ is a most important desire of humankind.
The combination of communication with mobility has
accelerated the evolution of society worldwide, particularly
during the past decade.

The history of mobile radio communication, however,
is still young and dates back to the discovery of
electromagnetic waves by the German physicist Heinrich
Hertz in the nineteenth century. About 100 years
ago, Guglielmo Marconi showed that long-haul wireless
communication was technically possible using the radio
principle based on Hertz’s discovery and anticipating what
we know as mobile radio today [1].
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With the invention of the cellular principle in the
early 1970s by engineers of AT&T Bell Labs, the basis
for cellular mobile radio systems with high capacity
was set [1]. In the early 1980s, the first commercial
and civil mobile communication systems like the AMPS
(American Mobile Phone Service), the NMT (Nordic
Mobile Telecommunication), and the German C450 were
introduced, allowing several hundreds of thousands of
subscribers [2].

However, technology could not provide digital signal
processing at a reasonable degree. Hence, multiple
access had to be FDMA (frequency division multiple
access). Although FDMA is indispensable for the planning
of mobile radio networks, it has some technological
drawbacks that led to high-priced base stations and cell
phones [2].

However, during the past 20 years, the technological
evolution provided us with unprecedented technological
possibilities that help to overcome drawbacks of the early
mobile radio systems:

• The development of digital signal processing became
more and more mature.

• The integration density of microelectronic cir-
cuits increased beyond expected limits, providing
increasing processing power in small ICs with low
power consumption.

In mobile radio, more freedom of choice of the multiple
access scheme could be exploited to invent mobile radio
systems with more flexibility, higher capacity, and still
lower price than the first generation, which relied on
FDMA alone.

An increase in system capacity requires base stations
that can handle an increased number of traffic channels.
With respect to a reduced implementation complexity of
the elaborate radiofrequency design of base stations, it is
required to support several traffic channels per carrier.
Furthermore, to realize radiofrequency front ends with
low complexity in cell phones, forward and reverse links
should be separated in time. Therefore, TDMA (time
division multiple access) provides these assets and hence
became the choice for the second generation of mobile
radio. Nonetheless, radio network planning remains an
important requirement. Hence, TDMA had to be combined
with the well-established FDMA, resulting in a hybrid
multiple access scheme that is often termed F/TDMA
(frequency divided time division multiple access) [3].
These ideas and their further evolutions are considered
in what follows.

This article is structured as follows: In Section 2,
multiple access principles and hybrid multiple access
schemes, which are feasible in mobile radio, are discussed.
Section 3 presents signal and system structures used
in TDMA systems. The author gives a brief discussion
of important TDMA systems for mobile communication
in Section 4. An evolution of TDMA toward the third
generation of mobile communications, termed UMTS
(universal mobile telecommunication system), is presented
in Section 5. Section 6 presents concluding remarks.

2. MULTIPLE ACCESS PRINCIPLES AND HYBRID
MULTIPLE ACCESS SCHEMES

In Table 1 [3], an overview of the four classic multiple
access principles FDMA, TDMA, CDMA (code division
multiple access) and SDMA (space division multiple
access) is presented. Besides the basic concepts of these
multiple access principles, the cellular aspect and an
overall evaluation are offered in Table 1.

TDMA, CDMA, and SDMA have become feasible
with the introduction of digital technology. However,
CDMA was not well understood in civil communications
engineering in the 1980s. Only after considerable research
effort undertaken in the past two decades, has CDMA been
identified as a superb means for mobile multimedia and
is therefore deployed in UMTS [4,5]. With the exception
of the well-known ANSI/TIA-95, second-generation mobile
radio systems did not use CDMA.

In the context of multiple access, SDMA, which requires
still expensive smart antennas, has not yet been deployed.
However, it is anticipated that SDMA-type technologies
will be introduced in upcoming releases of UMTS. SDMA
can be regarded as a natural extension of the other three
multiple access principles and thus is not considered
separately in this article.

According to Table 1, all multiple access principles have
specific advantages and drawbacks. To benefit from their
advantages and to alleviate the effect of the drawbacks,
a combination of multiple access principles, resulting in
hybrid multiple access schemes, is recommended.

Considering FDMA, TDMA, and CDMA, four hybrid
multiple access schemes are conceivable [3,4], namely,
the aforementioned F/TDMA, F/CDMA (frequency divided
code division multiple access), T/CDMA (time divided code
division multiple access) and F/T/CDMA (frequency and
time divided code division multiple access), cf. Fig. 1.

As already discussed, F/TDMA has been chosen for most
second-generation mobile radio systems except ANSI/TIA-
95, which deploys F/CDMA. Since T/CDMA does not
support radio network planning, it has not yet been taken
into account for communication systems. F/T/CDMA has
been identified as a viable multiple access scheme for the
UTRA TDD (UMTS terrestrial radio access time domain
duplex) mode. This mode is also known as TD/CDMA and
presents an extension of F/TDMA (cf. Section 5).

In what follows, we assume that TDMA is always
combined with FDMA, resulting in F/TDMA for the
reasons presented in this section. Since TDMA is the most
significant part of this hybrid multiple access scheme, the
expression TDMA refers to F/TDMA in the sequel.

3. SIGNAL AND SYSTEM STRUCTURES FOR TDMA

3.1. Physical Layer Subscriber Signal Structures

The physical layer subscriber signals carry the data
sequences, which shall be transmitted to the receiver.
These data sequences consist of encoded subscriber data,
which can be any type of information stemming from
higher layers (i.e., layers above the physical layer). These
subscriber data could for example, be digitally encoded
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Figure 1. Hybrid multiple access schemes [3,4].

speech. The physical layer subscriber signals must contain
signaling information that is required to set up, maintain,
and release the connection between transmitter and
receiver [3].

For mobile communication, a time-varying multipath
channel with an unknown impulse response must be
taken into account. To support coherent data detec-
tion, channel estimation must be carried out at least
once per subscriber time slot. This channel estima-
tion is based on training sequences, which are part
of the aforementioned signaling information and which
must therefore be embedded in the physical layer sub-
scriber signals. Furthermore, the physical layer sub-
scriber signals are concluded by guard periods of dura-
tion Tg in order to guarantee a reasonable separa-
tion between consecutive physical layer subscriber sig-
nals [3].

As illustrated in Section 2 and Table 1, TDMA allows
a subscriber to be active only for a short time before
the next period of activity occurs in the next TDMA
frame. A typical duration of a subscriber time slot, Tu, is
about 0.5 ms, whereas a TDMA frame consists of several
subscriber time slots and has a typical duration, Tfr, on the

order of 5 ms. Hence, the physical layer subscriber signals
have a finite duration of Tu. Such signals are usually
termed bursts.

Figure 2 shows two commonly used burst types [3]. The
first burst type [Fig. 2(a)], uses a preamble, which contains
the signaling information, including the aforementioned
training sequence. When a preamble is used, the
aforementioned channel estimation can take place at the
beginning of the signal reception. The channel estimate,
which is based on noisy samples, is affected by estimation
errors due to noise in the received signal. Owing to these
estimation errors, the data detection can be only quasi-
coherent. The noisy channel estimates are fed into the
quasi-coherent data detector, which carries out the data
detection based on the sample values obtained after the
reception of the preamble. Ideally, this quasi-coherent
data detection can be carried out without having to store
any sample values.

However, in the case of a low correlation time of the
mobile radio channel (i.e., at high mobile velocities), the
true channel impulse response varies over the duration
Tu of the subscriber signals. The error between the noise
channel estimate and the true channel impulse response
increases nonlinearly with increasing distance from the
preamble. In the case of long bursts, this effect leads
to considerable systematic errors resulting in dramatic
degradations of the quasi-coherent data detection (i.e., of
the bit error ratio at a given Eb/N0).

In order to alleviate this effect, midambles are used
instead of preambles [Fig. 2(b)]. In this case, the data are
divided in two parts, usually of equal size and half as
long as the data carrying part shown in Fig. 2(a). The
signaling information is located between these two parts.
Then the effect of the above mentioned systematic errors
on the bit error ratio is considerably smaller. However,
in order to carry out a quasi-coherent data detection,
at least those samples associated with the first part of
encoded subscriber data must be stored before the channel
estimation can be carried out. Nevertheless, thanks to high
integration densities in CMOS technology, memory ICs or

Figure 2. Burst types for TDMA [3]. (a) Burst
type 1: Signaling information as preamble.
(b) Burst type 2: Signaling information as
midamble.

(a) Burst type 1: Signaling information as preamble

(b) Burst type 2: Signaling information as midamble
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Figure 3. System structure for TDMA [3].

embedded on-chip memories are available at a reasonably
low price, thus alleviating this drawback.

A third possibility, using a postamble, suffers from
all the drawbacks of the aforementioned two burst types
without having further advantages. To the knowledge
of the author, this third possibility has not yet been
implemented and is not further considered in this article.

3.2. System Structure

Figure 3 shows the corresponding system structure for
the physical layer data path between the signal source
and the signal sink (cf., e.g., Ref. 3). The system
structure consists of a transmitter, a receiver, and the
transmission channel.

The transmitter contains source and channel encoders,
an interleaver, a burst builder, a modulator, digital and
analog filters, the analog RF/IF transmit front end, and at
least one transmit antenna. The receiver, particularly the
base station receiver, consists of up to Ka receive antennas,
Ka RF/IF receive front ends, Ka ADCs (analog-to-digital
converters), an adaptive (quasi-) coherent data detector, a
de-interleaver, and channel and source decoders.

Usually, hard decided, decoded information combined
with the corresponding soft/reliability information are
exchanged between the different receiver stages. In
this way, a desirably good system performance can
be guaranteed.

The system structure shown in Fig. 3 is the basis for
the extension to TD/CDMA used in UMTS (see Section 5).
There, the corresponding system structure is discussed.

4. TWO IMPORTANT TDMA SYSTEMS FOR MOBILE
COMMUNICATION

4.1. Overview

In Fig. 4, the vision generated by the Wireless Strate-
gic Initiative (www.ist-wsi.org) on the further evolution
of mobile radio is summarized. The two most important
and most successful TDMA systems are the European

GSM (global system for mobile communication) [2] and
the American UWC-136 (universal wireless communica-
tions) [5].

Both TDMA systems started with circuit switched data
transmission. In its second phase, GSM was extended to
high-speed circuit switched data (HSCSD) with minimal
data rates of approximately 14.4 kbit/s and typical data
rates between approximately 50 and 60 kbit/s. The
corresponding first version of UWC 136 was termed D-
AMPS (digital advanced mobile phone service) or IS-54.
Both systems were further developed to incorporate packet
switching based on GPRS (general packet radio service)
and higher data rates using EDGE (enhanced data rates
for GSM evolution). Typically, the different EDGE variants
provide data rates of approximately 144 kbit/s, with a
maximum about 400 kbit/s. GPRS and EDGE evolutions
will be part of the family of third-generation mobile
communication systems, briefly termed 3G mobile radio
systems, with data rates above 400 kbit/s [5–9].

4.2. Global System for Mobile Communication (GSM)

Undoubtedly, the most successful mobile communication
system is GSM. Today, GSM provides a multitude of both
circuit and packet switched services and applications,
including Internet access by using WAP (wireless
application protocol) or i-mode. Maximal data rates
are currently approximately 50 kbit/s. However, an
increase up to approximately 400 kbit/s has already been
introduced into the GSM standard.

Table 2 presents important system parameters of GSM,
and Fig. 5 gives a comparison between the energy density
spectra of well-known digital modulation schemes with
those of GMSK (Gaussian minimum shift keying) and the
GMSK main impulse [2,3,5,6].

5. TD/CDMA

As mentioned previously, F/TDMA lends itself to further
extensions to 3G mobile radio systems. In the early 1990s,



2590 TIME DIVISION MULTIPLE ACCESS (TDMA)

UMTS

GSM

UWC 136

CDMA

HSCSD

D-AMPS

ANSI-95

WLAN

EDGE

GPRS

EDGE

cdma2000

GPRS/EDGE
IMT-2000 TDMA

singlecarrier

IMT-2000 TDMA
multicarrier

Bluetooth Hiperlan/2

802.11a,b,e,g,...

New radio
interface?

Ad hoc networks

3GPP release 99

Optimally connected
anywhere, @ any time

MBS at 60 GHz?
Include vertical

handover between
technologies

Circuit
switched

Circuit switched voice
packet data

IP
core

End to end
IP

2G 3G and beyondEvolved 2G
9.6...14.4 kbit/s 64...144 kbit/s 384 kbit/s...2 Mbit/s 384 kbit/s...20 Mbit/s 100 Mbit/s?

2G/3G: Second Generation/Third Generation
3GPP: Third Generation Partnership Project
ANSI: American National Standards Institute
CDMA: Code Division Multiple Access
D-AMPS: Digital Advanced Mobile Phone Services
EDGE: Enhanced Data Rates for GSM Evolution
FDD: Frequency Domain Duplex

GPRS: General Packet Radio Service
HSCSD: High Speed Circuitm Switched Data
IMT-2000: International Mobile

Telecommunications at 2000 MHz
MBS: Mobile Broadband System
TDD: Time Domain Duplex
WALN: Wireless Local Area Network

IP: Internet Protocol

Source: www.ist-wsi.org

3GPP Rel. x
IMT-2000 CDMA

FDD + TDD
GPRS

Figure 4. Evolution of wireless communications (source: www.ist-wsi.org).

the combination of F/TDMA with CDMA was presented,
resulting in the hybrid multiple access scheme F/T/CDMA
already considered in Section 2 and Fig. 1. Now, up to K
subscribers could operate simultaneously within a TDMA
time slot [3,5].

A major problem to be solved in a CDMA-based system
is the near-far problem. In order to alleviate the necessity
of fast power control, which cannot be provided at high
velocities when a TDMA component is used, multiuser
detection is a must in F/T/CDMA. It has been shown
that suboptimal joint detection (JD) techniques based
on block linear equalization and block decision feedback
equalization lend themselves as viable means for such
F/T/CDMA-based systems.

The channel estimation to be used must be capable
of estimating a multitude of simultaneous transmis-
sion channels in the uplink. Steiner proposed a means
of generating good training sequences for this purpose
and proposed a novel channel estimator [10], sometimes
termed the Steiner estimator. These milestone devel-
opments — the JD techniques and the Steiner estima-
tor — paved the way toward what is known as TD/CDMA
or UTRA TDD, today [3,5].

By moderately modifying the system structure shown in
Fig. 3, the corresponding system structure for TD/CDMA
can be found (Fig. 6). In Fig. 7, the physical layer
subscriber signal is shown schematically. Both system
and signal structures are consequent evolutions toward
more multimedia in mobile communications, and it can be
anticipated that TDMA components will remain important
in the future.

6. CONCLUSIONS

TDMA as a viable means to solve the multiple access
problem in mobile communication was discussed in
this article. Besides giving an overview of the four
classic multiple access principles, hybrid multiple access
schemes were illustrated. Furthermore, we discussed both
physical layer signal structures and the corresponding
system structures for TDMA systems deployed in mobile
communications. Finally, important TDMA systems and
the evolution toward 3G mobile radio systems were
briefly sketched.

To conclude, it should be mentioned that TDMA also
provides excellent features in short-range communication
systems. Therefore, wireless local area networks and some
future wireless communication system concepts ‘‘beyond
3G’’ rely on TDMA components.
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Table 2. Important System Parameters of GSM [5,6]

Multiple Access Scheme F/TDMA

Modulation scheme Phases 1,2,2+: GMSK (Gaussian minimum shift keying)

EDGE: GMSK,
(3/8)π -Offset-8-PSK (8-ary Phase Shift Keying) with
spectral forming by GMSK main impulse

Subscriber bandwidth 200 kHz

Symbol rate 270.833 ksymbols/s

Duration of a TDMA frame, Tfr 4.615 ms

Number of subscriber time slots
per TDMA frame

8

Uplink (reverse link) frequency
bands

880 . . . 915
1720 . . . 1785
1930 . . . 1990

(GSM 900, e.g., German D networks)
(DCS 1800, e.g., German E networks)
(American GSM 1900)

Downlink (forward link)
frequency bands

935 . . . 960
1805 . . . 1880
1850 . . . 1910

(GSM 900, e.g., German D networks)
(DCS 1800, e.g., German E networks)
(American GSM 1900)

Maximal information rate per
subscriber

Speech full rate:
half rate:
enhanced full rate:
Data TCH/9.6 (phase 1):
phase 2+ HSCSD:
phase 2+ GPRS:

13 kbit/s
6.5 kbit/s
12.2 kbit/s
9.6 kbit/s
115.2 kbit/s
171.2 kbit/s (four coding schemes, today, only
coding scheme CS-2 is used; three classes of mobile
equipment; 18 multi-slot classes, today, classes 4
and 8 are usually implemented, cf.
www.csdmag.com)

EDGE: packet switching with data rates of minimally
384 kbit/s for velocities below 100 km/h; packet
switching with data rates of minimally
144.4 kbit/s for velocities between 100 km/h and
250 km/h

Frequency hopping (optional) 1 hop per TDMA frame, i.e., 217 hops/s
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1. INTRODUCTION

Transform coding is a type of source coding characterized
by a modular design that includes a linear transformation
of the original data and scalar quantization of the resulting
coefficients. It arises from applying the ‘‘divide and
conquer’’ principle to lossy source coding. This principle
of breaking a major problem into smaller problems that
can be more easily understood and solved is central in
engineering and computational science. The resulting
modular design is advantageous for implementation,
testing, and component reuse.

Everyday compression problems are unmanageable
without a divide-and-conquer approach. Effective compres-
sion of images, for example, depends on the tendencies of
pixels to be similar to their neighbors, or to differ in par-
tially predictable ways. These tendencies, arising from the
continuity, texturing, and boundaries of objects, the simi-
larity of objects in an image, gradual lighting changes, an
artist’s technique and color palette, or similar may extend
over an entire image with a quarter-million pixels. Yet
the most general way to utilize the probable relationships
between pixels (later described as unconstrained source
coding) is infeasible for this many pixels. In fact, 16 pixels
is a lot for an unconstrained source code.

To conquer the compression problem — allowing, for
example, more than 16 pixels to be encoded simulta-
neously — state-of-the-art lossy compressors divide the
encoding operation into a sequence of three relatively sim-
ple steps: the computation of a linear transformation of
the data designed primarily to produce uncorrelated coef-
ficients, separate quantization of each scalar coefficient,
and entropy coding. This process is called transform cod-
ing. In image compression, a square image with N pixels
is typically processed with simple linear transforms (often
discrete wavelet transforms) of size N1/2.

This article explains the fundamental principles of
transform coding with reference to abstract sources. These
principles apply equally well to images, audio, video, and
various other types of data.

1.1. Source Coding

Source coding is to represent information in bits, with
the natural aim of using a small number of bits. When
the information can be exactly recovered from the bits, the
source coding or compression is called lossless; otherwise, it
is called lossy. The transform codes in this article are lossy.
However, lossless entropy codes appear as components of
transform codes, so both lossless and lossy compression
are of present interest.

In our discussion, the ‘‘information’’ is denoted by a
real column vector x ∈ �N or a sequence of such vectors. A
vector might be formed from pixel values in an image or by
sampling an audio signal; K ·N pixels can be arranged as

a sequence of K vectors of length N. The vector length N
is defined such that each vector in a sequence is encoded
independently. For the purpose of building a mathematical
theory, the source vectors are assumed to be realizations
of a random vector x with a known distribution. The
distribution could be purely empirical.

A source code is composed of two mappings: an encoder
and a decoder. The encoder maps any vector x ∈ �N to a
finite string of bits, and the decoder maps any of these
strings of bits to an approximation x̂ ∈ �N . The encoder
mapping can always be factored as γ ◦ α, where α is a
mapping from �N to some discrete set I and γ is an
invertible mapping from I to strings of bits. The former is
called a lossy encoder and the latter a lossless code or an
entropy code. The decoder inverts γ and then approximates
x from the index α(x) ∈ I. This is shown in the top half
of Fig. 1. It is assumed that communication between the
encoder and decoder is perfect.

To assess the quality of a lossy source code, we
need numerical measures of approximation accuracy and
description length. The measure for description length is
simply the expected number of bits output by the encoder
divided by N; this is called the rate in bits per scalar sample
and denoted by R. Here we will measure approximation
accuracy by squared Euclidean norm divided by the vector
length:

d(x, x̂) = 1
N
||x− x̂||2 = 1

N

N∑
i=1

(xi − x̂i)
2

This accuracy measure is conventional and usually leads
to the easiest mathematical results, though the theory
of source coding has been developed with quite general
measures [1]. The expected value of d(x, x̂) is called the
mean-squared error (MSE) distortion and is denoted by
D = E[d(x, x̂)]. The normalizations by N make it possible
to fairly compare source codes with different lengths.

Fixing N, a theoretical concept of optimality is
straightforward: A length-N source code is optimal if no
other length-N source code with at most the same rate has
lower distortion. This concept is of dubious value. First, it
is very difficult to check the optimality of a source code.
Local optimality — being assured that small perturbations
of α and β will not improve performance — is often the best
that can be attained [14]. Second, and of more practical
consequence, a system designer gets to choose the value of
N. It can be as large as the total size of the data set — like
the number of pixels in an image — but can also be smaller,
in which case the data set is interpreted as a sequence of
vectors.

There are conflicting motives in choosing N. Compres-
sion performance is related to the predictability of one part
of x from the rest. Since predictability can only increase
from having more data, performance is usually improved
by increasing N. (Even if the random variables producing
each scalar sample are mutually independent, the optimal
performance is improved by increasing N; however, this
‘‘packing gain’’ effect is relatively small [14].) The conflict
comes from the fact that the computational complexity of
encoding is also increased. This is particularly dramatic
if one looks at complexities of optimal source codes. The



2594 TRANSFORM CODING

y2

yN

i1

i2

iN

i1

i2

iN

y1

x
g

T .
.
.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

g

b1

b2

bN

U
x

a b
i iBits

g−1

g−1

a1

a2

aN

x

x

yN

y2

y1

Figure 1. Any source code can be decomposed so that the encoder is γ ◦ α and the decoder is
β ◦ γ−1, as shown at top. γ is an entropy code and α and β are the encoder and decoder of
an N-dimensional quantizer. In a transform code, α and β each have a particular constrained
structure. In the encoder, α is replaced with a linear transform T and a set of N scalar quantizer
encoders. The intermediate yis are called transform coefficients. In the decoder, β is replaced with
N scalar quantizer decoders and another linear transform U. Usually U = T−1.

obvious way to implement an optimal encoder is to search
through the entire codebook, giving running time expo-
nential in N. Other implementations reduce running time
while increasing memory usage [24].

State-of-the-art source codes result from an intelligent
compromise. There is no attempt to realize an optimal
code for a given value of N because encoding complexity
would force a small value for N. Rather, source codes that
are good, but plainly not optimal, are used. Their lower
complexities make much larger N values feasible. This
has eloquently been called ‘‘the power of imperfection’’ [5].
The paradoxical conclusion is that the best codes to use in
practice are suboptimal.

1.2. Constrained Source Coding

Transform codes are the most often used source codes
because they are easy to apply at any rate and even
with very large values of N. The essence of transform
coding is the modularization shown in the bottom half
of Fig. 1. The mapping α is implemented in two steps.
First, an invertible linear transform of the source vector
x is computed, producing y = Tx. Each component of y is
called a transform coefficient. The N transform coefficients
are then quantized independently of each other by N
scalar quantizers. This is called scalar quantization since
each scalar component of y is treated separately. Finally,
the quantizer indices that correspond to the transform
coefficients are compressed with an entropy code to
produce the sequence of bits that represent the data.

To reconstruct an approximation of x, the decoder
essentially reverses the steps of the encoder. The action of
the entropy coder can be inverted to recover the quantizer
indices. Then the decoders of the scalar quantizers produce
a vector ŷ of estimates of the transform coefficients. To
complete the reconstruction, a linear transform is applied
to ŷ to produce the approximation x̂. This final step usually

uses the transform T−1, but for generality the transform
is denoted U.

Most source codes cannot be implemented in the two
stages of linear transform and scalar quantization. Thus, a
transform code is an example of a constrained source code.
Constrained source codes are, loosely speaking, source
codes that are suboptimal but have low complexity. The
simplicity of transform coding allows large values of N
to be practical. Computing the transform T requires at
most N2 multiplications and N(N − 1) additions. Specially
structured transforms — such as discrete Fourier, cosine,
and wavelet transforms — are often used to reduce the
complexity of this step, but this is merely icing on the cake.
The great reduction from the exponential complexity of a
general source code to the (at most) quadratic complexity
of a transform code comes from using linear transforms
and scalar quantization.

The difference between constrained and unconstrained
source codes is demonstrated by the partition diagrams in
Fig. 2. In these diagrams, the cells indicate which source
vectors are encoded to the same index and the dots are
the reconstructions computed by the decoder. Four locally
optimal fixed-rate source codes with 12-element codebooks
were constructed. The two-dimensional, jointly Gaussian
source is the same as that used later in Fig. 3.

The partition for an unconstrained code shares the
symmetries of the source density but is otherwise
complicated because the cell shapes are arbitrary.
Encoding is difficult because there is no simple way to
get around using both components of the source vector
simultaneously in computing the index.

Encoding with a transform code is easier because
after the linear transform the coefficients are quantized
separately. This gives the structured alignment of
partition cells and of reconstruction points shown.

It is fair to ask why the transform is linear. In
two dimensions, one might imagine quantizing in polar
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Figure 2. Partition diagrams for (a) unconstrained code (D = 0.055); (b) transform code
(D = 0.066); (c) angular quantization (D = 0.116); (d) polar-coordinate quantization (D = 0.069).
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Figure 3. Illustration of various basis chang-
es: (a) a basis change generally includes a
nonhypercubic partition; (b) a singular trans-
formation gives a partition with unbounded
cells; (c) a Karhunen–Loève transform is an
orthogonal transform that aligns the partition-
ing with the axes of the source PDF. The source
is depicted by level curves of the PDF (left). The
transform coefficients are separately quantized
with uniform quantizers (center). The induced
partitioning is then shown in the original coor-
dinates (right).
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coordinates. Two examples of partitions obtained with
separate quantization of radial and angular components
are shown in Figs. 2c and 2d, and these are as elegant
as the partition obtained with a linear transform.
Yet nonlinear transformations — even transformations to
polar coordinates — are rarely used in source coding. With
arbitrary transformations, the approximation accuracy
of the transform coefficients does not easily relate
to the accuracy of the reconstructed vectors. This
makes designing quantizers for the transform coefficients
more difficult. Also, allowing nonlinear transformations
reintroduces the design and encoding complexities of
unconstrained source codes.

Constrained source codes need not use transforms
to have low complexity. Techniques described in the
literature [8,14] include those based on lattices, sorting,
and tree-structured searching; none of these techniques is
as popular as transform coding.

2. THE STANDARD MODEL AND ITS COMPONENTS

The standard theoretical model for transform coding has
the strict modularity shown in the bottom half of Fig. 1,
meaning that the transform, quantization, and entropy
coding blocks operate independently. In addition, the
entropy coder can be decomposed into N parallel entropy
coders so that the quantization and entropy coding operate
independently on each scalar transform coefficient.

This section briefly describes the fundamentals of
entropy coding and quantization to provide background for
our later focus on the optimization of the transform. The
final part of this section addresses the allocation of bits
among the N scalar quantizers. Additional information
can be found in the literature [3,8,12,14].

2.1. Entropy Codes

Entropy codes are used for lossless coding of discrete
random variables. Consider the discrete random variable
z with alphabet I. An entropy code γ assigns a unique
binary string, called a codeword, to each i ∈ I (see
Fig. 1).

Since the codewords are unique, an entropy code is
always invertible. However, we will place more restrictive
conditions on entropy codes so they can be used on
sequences of realizations of z. The extension of γ maps
the finite sequence (z1, z2, . . . , zk) to the concatenation
of the outputs of γ with each input, γ (z1)γ (z2) · · · γ (zk).
A code is called uniquely decodable if its extension is
one to one. A uniquely decodable code can be applied
to message sequences without adding any ‘‘punctuation’’
to show where one codeword ends and the next begins.
In a prefix code, no codeword is the prefix of any other
codeword. Prefix codes are guaranteed to be uniquely
decodable.

A trivial code numbers each element of I with a
distinct index in {0, 1, . . . , |I| − 1} and maps each element
to the binary expansion of its index. Such a code requires
�log2 |I|� bits per symbol. This is considered the lack of
an entropy code. The idea in entropy code design is to
minimize the mean number of bits used to represent z at

the expense of making the worst-case performance worse.
The expected code length is given by

L(γ ) = E[�(γ (z))] =
∑
i∈I

pz(i)�(γ (i))

where pz(i) is the probability of symbol i and �(γ (i)) is the
length of γ (i). The expected length can be reduced if short
codewords are used for the most probable symbols — even
if this means that some symbols will have codewords with
more than �log2 |I|� bits.

The entropy code γ is called optimal if it is a prefix
code that minimizes L(γ ). Huffman codes are examples
of optimal codes. The performance of an optimal code is
bounded by

H(z) ≤ L(γ ) < H(z)+ 1 (1)

where
H(z) = −

∑
i∈I

pz(i) log2 pz(i)

is the entropy of z.
The up to one bit gap in Eq. (1) is ignored in the

remainder of the article. If H(z) is large, this is justified
simply because one bit is small compared to the code
length. Otherwise note that L(γ ) ≈ H(z) can attained by
coding blocks of symbols together; this is detailed in any
information theory or data compression textbook.

2.2. Quantizers

A quantizer q is a mapping from a source alphabet �N

to a reproduction codebook C = {x̂i}i∈I ⊂ �N , where I is
an arbitrary countable index set. Quantization can be
decomposed into two operations q = β ◦ α, as shown in
Fig. 1. The lossy encoder α : �N → I is specified by a
partition of �N into partition cells Si = {x ∈ �N | α(x) = i},
i ∈ I. The reproduction decoder β : I→ �N is specified by
the codebook C. If N = 1, the quantizer is called a scalar
quantizer; for N > 1, it is a vector quantizer.

The quality of a quantizer is determined by its
distortion and rate. The MSE distortion for quantizing
random vector x ∈ �N is

D = E[d(x, q(x))] = N−1E[||x− q(x)||2]

The rate can be measured in several ways. The lossy
encoder output α(x) is a discrete random variable that
usually should be entropy coded because the output
symbols will have unequal probabilities. Associating an
entropy code γ to the quantizer gives a variable-rate
quantizer specified by (α, β, γ ). The rate of the quantizer
is the expected code length of γ divided by N. Not
specifying an entropy code (or specifying the use of fixed-
rate binary expansion) gives a fixed-rate quantizer with
rate R = N−1 log2 |I|. Measuring the rate by the idealized
performance of an entropy code gives R = N−1H(α(x)); the
quantizer in this case is called entropy-constrained.

The optimal performance of variable-rate quantization
is at least as good as that of fixed-rate quantization, and
entropy-constrained quantization is better yet. However,
entropy coding adds complexity, and variable-length
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output can create difficulties such as buffer overflows.
Furthermore, entropy-constrained quantization is only an
idealization since an entropy code will generally not meet
the lower bound in Eq. (1).

2.2.1. Optimal Quantization. An optimal quantizer is
one that minimizes the distortion subject to an upper
bound on the rate or minimizes the rate subject to an
upper bound on the distortion. Because of simple shifting
and scaling properties, an optimal quantizer for a scalar
x can be easily deduced from an optimal quantizer for the
normalized random variable (x− µx)/σx, where µx and σx

are the mean and standard deviation of x, respectively.
One consequence of this is that optimal quantizers have
performance

D = σ 2g(R) (2)

where σ 2 is the variance of the source and g(R) is the per-
formance of optimal quantizers for the normalized source.
Equation (2) holds, with a different function g, for any
family of quantizers that can be described by its operation
on a normalized variable, not just optimal quantizers.

Optimal quantizers are difficult to design, but locally
optimal quantizers can be numerically approximated by
an iteration in which α, β, and γ are separately optimized,
in turn, while keeping the other two fixed. For details
on each of these optimizations and the difficulties and
properties that arise, see Refs. 5 and 14.

Note that the rate measure affects the optimal encoding
rule because α(x) should be the index that minimizes
a Lagrangian cost function including both rate and
distortion; for example

α(x) = argmin
i∈I

[
1
N

�(γ (i))+ λ
1
N
||x− β(i)||2

]

is an optimal lossy encoder for variable-rate quantization.
(By fixing the relative importance of rate and distortion,
the Lagrange multiplier λ determines a rate-distortion
operating point among those possible with the given β

and γ .) Only for fixed-rate quantization does the optimal
encoding rule simplify to finding the index corresponding
to the nearest codeword.

In some of the more technical discussions that follow,
one property of optimal decoding is relevant: The optimal
decoder β computes

β(i) = E[x | x ∈ Si]

which is called centroid reconstruction. The conditional
mean of the cell, or centroid, is the minimum MSE
estimate [26].

2.2.2. High-Resolution Quantization. For most sources,
it is impossible to analytically express the performance
of optimal quantizers. Thus, aside from using Eq. (2),
approximations must suffice. Fortunately, approximations
obtained when it is assumed that the quantization is very
fine are reasonably accurate even at low to moderate rates.
Details on this ‘‘high resolution’’ theory for both scalars
and vectors can be found in Refs. 7 and 14 and other
sources cited therein.

Let fx(x) denote the probability density function (PDF)
of the scalar random variable x. High-resolution analysis
is based on approximating fx(x) on the interval Si by its
value at the midpoint. Assuming that fx(x) is smooth, this
approximation is accurate when each Si is short.

Optimization of scalar quantizers turns into finding the
optimal lengths for the Sis, depending on the PDF fx(x).
One can show that the performance of optimal fixed-rate
quantization is approximately

D ≈ 1
12

(∫
�

f 1/3
x (x) dx

)3

2−2R (3)

Evaluating this for a Gaussian source with variance σ 2

gives
D ≈ 1

2 31/2πσ 22−2R (4)

For entropy-constrained quantization, high-resolution
analysis shows that it is optimal for each Si to have equal
length [9]. A quantizer that partitions with equal-length
intervals is called uniform. The resulting performance is

D ≈ 1
12

22h(x)2−2R (5)

where
h(x) = −

∫
�

fx(x) log2 fx(x) dx

is the differential entropy of x. For Gaussian random
variables, Eq. (5) simplifies to

D ≈ πe
6

σ 22−2R (6)

Summarizing Eqs. (3)–(6), the lesson from high resolution
quantization theory is that quantizer performance is
described by

D ≈ cσ 22−2R (6)

where σ 2 is the variance of the source and c is a constant
that depends on the normalized density of the source
and the type of quantization (fixed-rate, variable-rate or
entropy-constrained). This is consistent with Eq. (2).

The computations we have made are for scalar quan-
tization. For vector quantization, the best performance
in the limit as the dimension N grows is given by the
distortion rate function [1]. For a Gaussian source this
bound is D = σ 22−2R. The approximate performance given
by Eq. (6) is worse by a factor of only πe/6 (≈1.53 dB).
This can be expressed as a redundancy 1

2 log2(
πe
6 ) ≈ 0.255

bits. Furthermore, a numerical study has shown that for
a wide range of memoryless sources, the redundancy of
entropy-constrained uniform quantization is at most 0.3
bits per sample at all rates [6].

2.3. Bit Allocation

Coding (quantizing and entropy coding) each transform
coefficient separately splits the total number of bits among
the transform coefficients in some manner. Whether done
with conscious effort or implicitly, this is a bit allocation
among the components.
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Bit allocation problems can be stated in a single
common form: One is given a set of quantizers described
by their distortion–rate performances as

Di = gi(Ri), Ri ∈ Ri, i = 1, 2, . . . , N

Each set of available rates Ri is a subset of the
nonnegative real numbers and may be either discrete
or continuous. The problem is to minimize the average

distortion D = N−1
N∑

i=1

Di given a maximum average rate

R = N−1
N∑

i=1

Ri.

As is often the case with optimization problems, bit
allocation is easy when the parameters are continuous
and the objective functions are smooth. Subject to a few
other technical requirements, parametric expressions for
the optimal bit allocation can be found elsewhere [22,29].
The techniques used when the Ris are discrete are quite
different and play no role in forthcoming results [30].

If the average distortion can be reduced by taking bits
away from one component and giving them to another,
the initial bit allocation is not optimal. Applying this
reasoning with infinitesimal changes in the component
rates, a necessary condition for an optimal allocation is
that the slope of each gi at Ri is equal to a common constant
value. A tutorial treatment of this type of optimization has
been published [25].

The approximate performance given by Eq. (7) leads to
a particularly easy bit allocation problem with

gi = ciσ
2
i 2−2Ri , Ri = [0,∞), i = 1, 2, . . . , N (8)

Ignoring the fact that each component rate must be
nonnegative, an equal-slope argument shows that the
optimal bit allocation is

Ri = R+ 1
2

log2
ci(

N∏
i=1

ci

)1/N + 1
2

log2
σ 2

i(
N∏

i=1
σ 2

i

)1/N

With these rates, all the Dis are equal and the average
distortion is

D =
(

N∏
i=1

ci

)1/N ( N∏
i=1

σ 2
i

)1/N

2−2R. (9)

This solution is valid when each Ri given above is
nonnegative. For lower rates, the components with
smallest ci · σ 2

i are allocated no bits and the remaining
components have correspondingly higher allocations.

2.3.1. Bit Allocation With Uniform Quantizers. With
uniform quantizers, bit allocation is nothing more than
choosing a step size for each of the N components. The
equal-distortion property of the analytical bit allocation
solution gives a simple rule: Make all of the step sizes
equal. This will be referred to as ‘‘lazy’’ bit allocation.

Our development indicates that lazy allocation is
optimal when the rate is high. In addition, numerical

studies have shown that lazy allocation is nearly optimal
as long as the minimal allocated rate is at least 1
bit [12,13].

3. OPTIMAL TRANSFORMS

It has taken some time to set the stage, but we are
now ready for the main event of designing the analysis
transform T and the synthesis transform U. Throughout
this section the source x is assumed to have mean zero,
and Rx denotes the covariance matrix E[xxT], where
T denotes the transpose. The source is often — but not
always — jointly Gaussian.

A signal given as a vector in �N is implicitly represented
as a series with respect to the standard basis. An invertible
analysis transform T changes the basis. A change of basis
does not alter the information in a signal, so how can it
affect coding efficiency? Indeed, if arbitrary source coding
is allowed after the transform, it does not. The motivating
principle of transform coding is that simple coding may
be more effective in the transform domain than in the
original signal space. In the standard model, ‘‘simple
coding’’ corresponds to the use of scalar quantization and
scalar entropy coding.

3.1. Visualizing Transforms

Beyond two or three dimensions, it is difficult to visualize
vectors — let alone the action of a transform on vectors.
Fortunately, most people already have an idea of what a
linear transform does: it combines rotating, scaling, and
shearing such that a hypercube is always mapped to a
parallelepiped.

In two dimensions, the level curves of a zero-mean
Gaussian density are ellipses centered at the origin with
collinear major axes, as shown in the left panels of Fig. 3.
The middle panel of Fig. 3a shows the level curves of the
joint density of the transform coefficients after a more or
less arbitrary invertible linear transformation. A linear
transformation of an ellipse is still an ellipse, although its
eccentricity and orientation (direction of major axis) may
have changed.

The grid in the middle panel indicates the cell
boundaries in uniform scalar quantization, with equal
step sizes, of the transform coefficients. The effect of
inverting the transform is shown in the right panel; the
source density is returned to its original form and the
quantization partition is linearly deformed. The partition
in the original coordinates, as shown in the right panel, is
what is truly relevant. It shows which source vectors are
mapped to the same symbol, thus giving some indication
of the average distortion. Looking at the number of cells
with appreciable probability gives some indication of the
rate.

A singular transform is a degenerate case. As shown
in the middle panel of Fig. 3b, the transform coefficients
have probability mass only along a line. (A line segment is
an ellipse with unit eccentricity.) Inverting the transform
is not possible, but we may still return to the original
coordinates to view the partition induced by quantizing
the transform coefficients. The cells are unbounded in one
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direction, as shown in the right panel. This is undesirable
unless variation of the source in the direction in which the
cells are unbounded is very small.

3.1.1. Shapes of Partition Cells. Although better than
unbounded cells, the parallelogram-shaped partition cells
that arise from arbitrary invertible transforms are
inherently suboptimal. To understand this better, note
that the quality of a source code depends on the shapes of
the partition cells {α−1(i), i ∈ I} and on varying the sizes of
the cells according to the source density. When the rate is
high, and either the source is uniformly distributed or the
rate is measured by entropy [H(α(x))], the sizes of the cells
should essentially not vary. Then, the quality depends on
having cell shapes that minimize the average distance to
the center of the cell.

For a given volume, a body in Euclidean space that
minimizes the average distance to the center is a sphere.
But spheres do not work as partition cell shapes because
they do not pack together without leaving interstices. Only
for a few dimensions N is the best cell shape known [2].
One such dimension is N = 2, where the hexagonal
packing shown below (left) is best.

The best packings (including the hexagonal case) cannot
be achieved with transform codes. Transform codes can
only produce partitions into parallelepipeds, as shown for
N = 2 in Fig. 3. The best parallelepipeds are cubes. We get
a hint of this by comparing the two rectangular partitions
of a unit-area square shown below. Both partitions have 36
cells, so every cell has the same area. The partition with
square cells gives distortion 1/432 ≈ 2.31× 10−3, while
the other gives 97/31, 104 ≈ 3.12× 10−3.

This simple example can also be interpreted as a
problem of allocating bits between the horizontal and
vertical components. The ‘‘lazy’’ bit allocation arising
from equal quantization step sizes for each component
is optimal. This holds generally for high-rate entropy-
constrained quantization of components with the same
normalized density.

Returning now to transform choice, to get rectangular
partition cells the basis vectors must be orthogonal. For
square cells, when quantization step sizes are equal
for each transform coefficient, the basis vectors should
in addition to being orthogonal have equal lengths.
When orthogonal basis vectors have unit length, the
resulting transform is called an orthogonal transform. (It
is regrettable that of a matrix or transform, ‘‘orthogonal’’
means orthonormal.)

3.1.2. Karhunen–Loève Transforms. A Karhunen–
Loève transform (KLT) is a particular type of orthogonal

transform that depends on the covariance of the source. An
orthogonal matrix T represents a KLT of x if TRxTT is a
diagonal matrix. The diagonal matrix TRxTT is the covari-
ance of y = Tx; thus, a KLT gives uncorrelated transform
coefficients. KLT is the most commonly used name for
these transforms in signal processing, communication, and
information theory, recognizing the works by Karhunen
and Loève [19,21]; among the other names are Hotelling
transforms [16] and principal component transforms.

A KLT exists for any source because covariance
matrices are symmetric, and symmetric matrices are
orthogonally diagonalizable; the diagonal elements of
TRxTT are the eigenvalues of Rx. KLTs are not unique;
any row of T can be multiplied by ±1 without changing
TRxTT , and permuting the rows leaves TRxTT diagonal. If
the eigenvalues of Rx are not distinct, there is additional
freedom in choosing a KLT.

For an example of a KLT, consider the first-order
autoregressive signal model that is popular in many
branches of signal processing and communication. Under
such a model, a sequence is generated as

x[k] = ρx[k− 1]+ z[k]

where k is a time index, z[k] is a white sequence, and
ρ ∈ [0, 1) is called the correlation coefficient. It is a crude
but useful model for the samples along any line of a
grayscale image, with ρ ≈ 0.9.

An �N-valued source x can be derived from a scalar
autoregressive source by forming blocks of N consecutive
samples. With normalized power, the covariance matrix
is given elementwise by (Rx)ij = ρ |i−j|. For any particular
N and ρ, a numerical eigendecomposition method can be
applied to Rx to obtain a KLT. (An analytic solution also
happens to be possible [15].) For N = 8 and ρ = 0.9, the
KLT can be depicted as follows:

k = 1

k = 2

k = 3

k = 4

k = 5

k = 6

k = 7

k = 8

1 2 3 4 5 6 7 8
m

Each subplot (value of k) gives a row of the transform
or, equivalently, a vector in the analysis basis. This
basis is superficially sinusoidal and is approximated by
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a discrete cosine transform (DCT) basis. There are various
asymptotic equivalences between KLTs and DCTs for large
N and ρ → 1 [18,28]. These results are often cited in
justifying the use of DCTs.

For Gaussian sources, KLTs align the partitioning with
the axes of the source PDF, as shown in Fig. 3c. It appears
that the forward and inverse transforms are rotations,
although actually the symmetry of the source density
obscures possible reflections.

3.2. The Easiest Transform Optimization

Consider a jointly Gaussian source, and assume U and
T are orthogonal and U = T−1. The Gaussian assumption
is important because any linear combination of jointly
Gaussian random variables is Gaussian. Thus, any
analysis transform gives Gaussian transform coefficients.
Then, since the transform coefficients have the same
normalized density, for any reasonable set of quantizers,
Eq. (2) holds with a single function g(R) describing all the
transform coefficients. Orthogonality is important because
orthogonal transforms preserve Euclidean lengths, which
gives d(x, x̂) = d(y, ŷ).

With these assumptions, for any rate and bit allocation
a KLT is an optimal transform:

Theorem 1 [13]. Consider a transform coder with
orthogonal analysis transform T and synthesis transform
U = T−1 = TT . Suppose that there is a single function g
to describe the quantization of each transform coefficient
through

E[(yi − ŷi)
2] = σ 2

i g(Ri), i = 1, 2, . . . , N

where σ 2
i is the variance of yi and Ri is the rate allocated

to yi. Then for any bit allocation (R1, R2, . . . , RN) there is
a KLT that minimizes the distortion. In the typical case
where g is nonincreasing, a KLT that gives (σ 2

1 , σ 2
2 , . . . , σ 2

N)

sorted in the same order as the bit allocation minimizes
the distortion.

Since it holds for any bit allocation and many families
of quantizers, Theorem 1 is stronger than several earlier
transform optimization results. In particular, it subsumes
the low-rate results of Lyons [23] and the high-rate results
that are reviewed presently.

Recall that with a high average rate of R bits
per component and quantizer performance described by
Eq. (8), the average distortion with optimal bit allocation
is given by Eq. (9). With Gaussian transform coefficients
that are optimally quantized, the distortion simplifies to

D = c

(
N∏

i=1

σ 2
i

)1/N

2−2R (10)

where c = πe/6 for entropy-constrained quantization or
c = 31/2π/2 for fixed-rate quantization. The choice of an
orthogonal transform is thus guided by minimizing the
geometric mean of the transform coefficient variances.

Theorem 2. The distortion given by Eq. (10) is mini-
mized over all orthogonal transforms by any KLT.

Proof : Applying Hadamard’s Inequality to Ry gives

(det T)(det Rx)(det TT) = det Ry ≤
N∏

i=1

σ 2
i

Since det T = 1, the left-hand side of this inequality is
invariant to the choice of T. Equality is achieved when a
KLT is used. Thus KLTs minimize the distortion.

Equation (10) can be used to define a figure of merit
called the coding gain. The coding gain of a transform is
a function of its variance vector, (σ 2

1 , σ 2
2 , . . . , σ 2

N), and the
variance vector without a transform, diag(Rx):

Coding gain =

(
N∏

i=1
(Rx)ii

)1/N

(
N∏

i=1
σ 2

i

)1/N .

The coding gain is the factor by which the distortion is
reduced because of the transform, assuming high rate
and optimal bit allocation. The foregoing discussion shows
that KLTs maximize coding gain. Related measures are
the variance distribution, maximum reducible bits, and
energy packing efficiency or energy compaction. All of these
are optimized by KLTs [28].

3.3. More General Results

The results of the previous section are straightforward and
Theorem 2 is well known. However, KLTs are not always
optimal. With some sources, there are nonorthogonal
transforms that perform better than any orthogonal
transform. And, depending on the quantization, U =
T−1 is not always optimal — even for Gaussian sources.
This section provides results that apply without the
presumption of Gaussianity or orthogonality.

3.3.1. The Synthesis Transform U. Instead of assuming
the decoder structure shown in the bottom of Fig. 1,
let us consider for a moment the best way to decode
given only the encoding structure of a transform code.
The analysis transform followed by quantization induces
some partition of �N , and the best decoding is to
associate with each partition cell its centroid. Generally,
this decoder cannot be realized with a linear transform
applied to ŷ. For one thing, some scalar quantizer decoder
βi could be designed in a plainly wrong way; then it
would take an extraordinary (nonlinear) effort to fix the
estimates.

The difficulty is actually more dramatic because even
if the βi mappings are optimal, the synthesis transform
T−1 applied to ŷ will seldom give optimal estimates. In
fact, unless the transform coefficients are independent,
there may be a linear transform better suited to the
reconstruction than T−1.

Theorem 3 [12]. In a transform coder with invertible
analysis transform T, suppose that the transform
coefficients are independent. If the component quantizers
reconstruct to centroids, then U = T−1 gives centroid
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reconstructions for the partition induced by the encoder.
As a further consequence, T−1 is the optimal synthesis
transform.

Examples where the lack of independence of transform
coefficients or the absence of optimal scalar decoding
makes T−1 a suboptimal synthesis transform are given
in Ref. 12.

3.3.2. The Analysis Transform T. Now consider the
optimization of T under the assumption that U = T−1.
The first result is a counterpart to Theorem 2. Instead of
requiring orthogonal transforms and finding uncorrelated
transform coefficients to be best, it requires independent
transform coefficients and finds orthogonal basis vectors
to be best. It does not require a Gaussian source; however,
it is only for Gaussian sources that Ry being diagonal
implies that the transform coefficients are independent.

Theorem 4 [12]. Consider a transform coder in which
analysis transform T produces independent transform
coefficients, the synthesis transform is T−1, and the
component quantizers reconstruct to their respective
centroids. To minimize the MSE distortion, it is sufficient
to consider transforms with orthogonal rows, that is, T
such that TTT is a diagonal matrix.

The scaling of a row of T is generally irrelevant because
it can be completely absorbed in the quantizer for the cor-
responding transform coefficient. Thus, Theorem 4 implies
furthermore that it suffices to consider orthogonal trans-
forms that produce independent transform coefficients.
Together with Theorem 1, it still falls short of showing
that a KLT is necessarily an optimal transform — even for
a Gaussian source.

Heuristically, independence of transform coefficients
seems desirable because otherwise dependencies that
would make it easier to code the source are ‘‘wasted.’’
Orthogonality is beneficial for having good partition cell
shapes. A firm result along these lines requires high
resolution analysis:

Theorem 5 [12]. Consider a high-rate transform coding
system employing entropy-constrained uniform quantiza-
tion. A transform with orthogonal rows that produces
independent transform coefficients is optimal when such
a transform exists. Furthermore, the norm of the ith row
divided by the ith quantizer step size is optimally a con-
stant. Thus, normalizing the rows to have an orthogonal
transform and using equal quantizer step sizes is optimal.

For Gaussian sources there is always an orthogonal
transform that produces independent transform coeffi-
cients — the KLT. For some other sources there are only
nonorthogonal transforms that give independent trans-
form coefficients, but for most sources there is no linear
transform that does so. Is it more important to have orthog-
onality or independent transform coefficients? Examples
in Ref. 12 demonstrate that there is no unequivocal
answer. However, in practical situations the point is moot

because it is not possible to assure independence of trans-
form coefficients. Thus orthogonal transforms are almost
always used.

4. DEPARTURES FROM THE STANDARD MODEL

4.1. Scalar and Vector Entropy Coding

Practical transform coders differ from the standard model
in many ways. One particular change has significant
implications for the relevance of the conventional analysis
and has lead to new theoretical developments: Transform
coefficients are often not entropy coded independently.

Allowing transform coefficients to be entropy coded
together, as it is drawn in Fig. 1, throws the theory into
disarray. Most significantly, it eliminates the incentive
to have independent transform coefficients. As for the
particulars of the theory, it also destroys the concept of
bit allocation because bits are shared among transform
coefficients.

The status of the conventional theory is not quite so
dire, however, because the complexity of unconstrained
joint entropy coding of the transform coefficients is
prohibitive. Assuming an alphabet size of K for each
scalar component, an entropy code for vectors of length N
has KN codewords. The problems of storing this codebook
and searching for desired entries prevent large values of
N from being feasible. Entropy coding without explicit
storage of the codewords — as, for example, in arithmetic
coding — is also difficult because of the number of symbol
probabilities that must be known or estimated.

Analogous to constrained lossy source codes, joint
entropy codes for transform coefficients are usually con-
strained in some way. In the original JPEG standard [27],
the joint coding is limited to transform coefficients with
quantized values equal to zero. This type of joint coding
does not eliminate the optimality of the KLT (for a Gaus-
sian source); in fact, it makes it even more important for a
transform to give a large fraction of coefficients with small
magnitude. The empirical fact that wavelet transforms
have this property for natural images (more abstractly,
for piecewise smooth functions) is a key to their current
popularity.

Returning to the choice of a transform assuming joint
entropy coding, the high-rate case gives an interesting
result — quantizing in any orthogonal analysis basis and
using uniform quantizers with equal step sizes is optimal.
All the meaningful work is done by the entropy coder.
Given that the transform has no effect on the performance,
it can be eliminated. There is still room for improvement,
however.

Producing transform coefficients that are independent
allows for the use of scalar entropy codes, with the
attendant reduction in complexity, without any loss
in performance. A transform applied to the quantizer
outputs, as shown in Fig. 4, can be used to achieve or
approximate this. For Gaussian sources, it is even possible
to design the transform so that the quantized transform
coefficients have approximately the same distribution, in
addition to being approximately independent. Then the
same scalar entropy code can be applied to each transform
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Figure 4. An alternative transform coding structure introduced in Ref. 10. The transform T
operates on a vector of discrete quantizer indices instead of on the continuous-valued source
vector, as in the standard model. Scalar entropy coding is explicitly indicated. For a Gaussian
source, a further simplification with γ1 = γ2 = · · · = γN can be made with no loss in performance.

coefficient [10]. Some of the lossless codes used in practice
include transforms, but they are not optimized for a single
scalar entropy code.

4.2. Transmission with Losses

When source coding is separated completely from the
underlying communication problem, it is assumed, as we
have done so far, that bits are communicated without loss
or error from the encoder to the decoder. Transforms may
also be used when some data is lost in transmission though
the design objectives for the transform may be changed.
Some techniques for these situations have been described
elsewhere [11].

5. HISTORICAL NOTES

Transform coding was invented as a method for conserving
bandwidth in the transmission of signals output by the
analysis unit of a 10-channel vocoder (‘‘voice coder’’) [4].
These correlated, continuous-time, continuous-amplitude
signals represented estimates, local in time, of the power
in ten contiguous frequency bands. By adding modulated
versions of these power signals, the synthesis unit
resynthesized speech. The vocoder was publicized through
the demonstration of a related device, called the Voder, at
the 1939 World’s Fair.

Kramer and Mathews [20] showed that the total
bandwidth necessary to transmit the signals with a
prescribed fidelity can be reduced by transmitting an
appropriate set of linear combinations of the signals
instead of the signals themselves. Assuming Gaussian
signals, KLTs are optimal for this application.

The technique of Kramer and Mathews is not source
coding because it does not involve discretization. Thus,
one could ascribe a later birth to transform coding. Huang
and Schultheiss [17] introduced the structure shown in the
bottom of Fig. 1, which we have referred to as the standard
model. They studied the coding of Gaussian sources while
assuming independent transform coefficients and optimal
fixed-rate scalar quantization. First they showed that
U = T−1 is optimal and then that T should have orthogonal
rows. These results are subsumed by Theorems 3 and 4.
They also obtained high-rate bit allocation results.

6. SUMMARY

The theory of source coding tells us that performance
is best when large blocks of data are used. But this
same theory suggests codes that are too difficult to
use — because of storage, running time, or both — if the
block length is large. Transform codes alleviate this
dilemma. They perform well, although not optimally, but
are simple enough to apply with very large block lengths.

Transform codes are easy to implement because of
a divide-and-conquer strategy; the transform exploits
dependencies in the data so that the quantization and
entropy coding can be simple. As for the choice of
the transform, two qualitative intuitions arise from
high-resolution transform coding theory: (1) try to have
independent transform coefficients; and (2) use orthogonal
transforms. Sometimes you can only have one or the other,
but for jointly Gaussian sources this works perfectly
because you can have both: the transform can produce
independent transform coefficients, and then little is lost
by using scalar quantization and scalar entropy coding.

As with source coding generally, it is hard to make use
of the theory of transform coding with real-world signals.
Nevertheless, the principles of transform coding certainly
do apply, as evidenced by the dominance of transform
codes in audio, image, and video compression.
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1. INTRODUCTION

The Internet, which has become a global communication
network, uses packet switching techniques to enable
its attached devices — personal computers, workstations,
servers, and wireless devices — to exchange information.
The information is encoded as long strings of bits called
packets. In order to achieve the transfer of packets
between the attached devices, certain rules about packet
format and processing must be followed. These rules
are called protocols, and the suite of protocols used
by the Internet is the TCP/IP. The Internet’s marked
success has made the TCP/IP protocol suite the most
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ubiquitous tool for computer networking. Hence, the most
widely used transport protocols today are Transmission
Control Protocol (TCP) [1] and its companion transport
protocol, the User Datagram Protocol (UDP) [2]. Although
a number of other transport protocols have been developed
or proposed [3], the success of the Internet has made TCP
and UDP the dominant transport protocols for networking.

The Internet Protocol (IP) is fundamental to Inter-
net addressing and routing, while the transport protocols
provide an end-to-end connection between application pro-
cesses running in the source and destination end devices.
The application processes are identified by port numbers.
Both TCP and UDP run on top of IP and build on the
connectionless datagram services provided by IP. TCP pro-
vides a reliable, connection-oriented, bytestream service
between applications. UDP, on the other hand, provides
service without reliability guarantees. It is a lightweight
protocol that allows applications to make direct use of the
unreliable datagram service provided by the underlying
IP service. UDP is basically an interface to IP, adding
little more than multiplexing/demultiplexing (port num-
bers) and optional data integrity service. By not providing
reliability service, UDP’s overhead is significantly less
than that of TCP. Although UDP includes an optional
checksum, incoming datagrams with checksum errors are
silently discarded and no error message is generated, while
valid datagrams are passed to the application.

The reliable transport service provided by TCP is
used by most Internet applications, including interactive
Telnet, file transfer, electronic mail, and Webpage access
via the Hypertext Transfer Protocol (HTTP). In this
article, we look at the basic design and operation of TCP,
particularly the main features that make TCP a reliable
transport protocol.

2. BASIC TCP FEATURES

TCP provides reliability and ensures end-to-end delivery
of data by adding services on top of IP. IP is
connectionless and does not guarantee delivery of
packets. TCP provides a full-duplex (i.e., can carry data
in both directions), virtual circuit connection between
two applications communicating with each other. The
applications communicate across the TCP connection by
exchanging a stream of 8-bit bytes in each direction.
TCP groups a set of bytes that need to be sent into a
message segment that is passed to IP. Message segments
can be of arbitrary length, but for reasons of efficiency
in managing messages, message segments can be limited
by a maximum segment size (MSS) that each end has the
option of announcing when a connection is established.
Applications that use TCP send data in whatever size is
convenient for sending. Applications can send data to TCP
a few bytes (as little as one byte) or several kilobytes
at a time. TCP buffers these data and sends these bytes
either as single message segment or as several smaller
message segments. Ultimately, the messages are sent in IP
datagrams that are limited by the maximum transmission
unit (MTU) of a network interface.

TCP treats the actual data it sends as an unstructured
stream of bytes. It does not contain any facility to

superimpose an application-dependent structure on the
data. For example, an application cannot instruct TCP to
treat the data as a set of records in a database and to
send one record at a time. Any such structuring must be
handled by the application that communicates using TCP.
Because TCP sends data as a stream of bytes, there is no
real end-of-message marker in the datastream.

TCP keeps track of each byte that is sent/received. It
has no inherent notion of a block of data, unlike other
transport protocols, which typically keep track of the
Transport Protocol Data Unit (TPDU) number and not the
byte number. TCP numbers each byte that it sends and
the number assigned to each byte is called the sequence
number. This number is necessary to ensure that the
bytes are delivered to the application at the receiving end
in the order in which they are sent. This process is called
sequencing of the bytes.

In order to provide a reliable service, TCP must
recover from data that is lost, damaged, duplicated, or
delivered out of order by IP. TCP achieves this using the
positive acknowledgment retransmission (PAR) scheme.
TCP implements PAR by assigning a sequence number
to each byte that is transmitted and requiring a positive
acknowledgment (ACK) from the receiving TCP module.
If the ACK is not received within a timeout interval, the
data are retransmitted. At the receiver TCP module, the
sequence numbers are used to correctly order segments
that may have arrived out of order and to eliminate
duplicates. Corruption of data is detected by using a
checksum field in the TCP header. Data segments that
are received with a bad checksum field are discarded.

Since Internet devices can send and receive TCP data
segments at different rates because of differences in
processor and network bandwidth, it is quite possible
for a sending device to send data at a much faster rate
than the receiver can handle. TCP implements a flow
control mechanism that controls the amount of data sent
by the sender. TCP uses a sliding window mechanism for
implementing flow control. The goal of the sliding window
mechanism is to keep the channel full of data and to
reduce to a minimum the delays experienced in waiting
for acknowledgments.

TCP enables many application processes within a
single device to use the TCP services simultaneously;
this is termed TCP multiplexing. Those processes that
may be communicating over the same network interface
are identified by the IP address of the network interface.
TCP associates a port number value for applications that
use TCP. This association enables several connections to
exist between application processes on devices because
each connection uses a different pair of port numbers.
The binding of ports to application processes is handled
independently by a device.

TCP applications must establish a connection between
them before they can exchange data. A TCP connection
identifies the endpoints involved in the connection. An
endpoint is defined as a pair that includes the unique IP
address of the network interface over which the application
communicates, and the port number that identifies the
application. The TCP connection is identified by the
parameters of both endpoints as follows: {IP address1, port
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number1, IP address2, port number2}. A connection is fully
specified by the pair of endpoints. These parameters make
it possible to have several application processes connected
to the same endpoint. A local endpoint can participate in
many connections to different foreign endpoints.

3. TCP MESSAGE FORMAT

A TCP message segment consists of a header part and an
optional data part. The header part, which can be up to
60 bytes long, further comprises a fixed section of 20 bytes
to carry 15 fields, and an optional section that can carry
up to 40 bytes of TCP options.

3.1. Fixed Header Fields

The TCP header format is shown in Fig. 1. The header has
a normal size of 20 bytes, unless TCP options are present.

The pair of 16-bit source and destination port number
fields is used to identify the endpoint applications of the
TCP connection. The source and destination IP addresses,
and source and destination port numbers uniquely identify
a TCP connection. Some port numbers are well-known port
numbers; others have been registered, and still others are
dynamically assigned.

The 32-bit sequence number identifies the first byte of
the data in a message segment and is sent in the TCP
header for that segment. If the SYN flag field is set to
1, the sequence number field defines the initial sequence
number (ISN) to be used for that session, and the first
data offset is ISN+1. The ISN does not take a value of 1
for a new TCP connection. The value of the ISN selected is
intended to prevent delayed data from an old connection
(i.e., old sequence numbers that already may have been
assigned to data that are in transit on the network) from
being incorrectly interpreted as being valid within the
current connection.

Since TCP transmissions are full-duplex, a TCP module
is both a sender and receiver of data. When a message is
sent by the receiver to the sender, it also carries a 32-bit
acknowledgment number, which indicates the sequence
number of the next byte expected by the receiver. That

is, the acknowledgment number is 1 plus the sequence
number of the last successfully received byte of data.
TCP acknowledgments are cumulative; that is, a single
acknowledgment can be used to acknowledge a number
of prior TCP message segments. Transmission by TCP
is made reliable via the use of sequence numbers and
acknowledgment numbers.

The 4-bit data offset (or header length) field is the
number of 32-bit words in the TCP header. This field is
needed because the TCP options field could be variable
in length. Without TCP options, the data offset field is
20 bytes (5 words). The 4-bit field limits the TCP header
to 60 bytes. The 6-bit field marked reserved is reserved for
future use.

The six 1-bit flag fields in the TCP header serve the
following purposes:

• Urgent Pointer Flag (URG) When the URG flag is
set, it indicates that the urgent pointer is valid.
Using these two fields, TCP allows one end of the
connection to inform the other end that urgent data
have been placed in the normal data stream. This
feature requires that when urgent data are found,
the receiving TCP should notify whatever application
is associated with the connection to go into ‘‘urgent
mode.’’ After all urgent data have been consumed,
the application returns to normal operation.

• Acknowledgment Flag (ACK) When the ACK flag is
set, it indicates that the acknowledgment number
field is valid.

• Push Flag (PSH) When the PSH flag is set, it tells
TCP immediately to deliver data for this message to
the upper layer process.

• Reset Flag (RST) The RST flag is used to reset
the connection. When an RST is received in a TCP
segment, the receiver must respond by immediately
terminating the connection. A reset causes the
immediate release of the connection and its resources.
Sending a RST is not the normal way to close a TCP
connection. The normal way where a FIN is sent after
all previously queued data has been successfully sent
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Figure 1. TCP header format.
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is sometimes called an orderly release. Aborting a
connection by sending a RST instead of a FIN is
sometimes referred to as an abortive release. Other
than for an abortive release, one common reason
for generating a reset is when a connection request
arrives at a destination port that is not in use by an
application process.

• Synchronize Sequence Numbers Flag (SYN) The
SYN flag is used to indicate the opening of a TCP
connection.

• Finish Flag (FIN) The FIN flag is used to terminate
the connection.

The 16-bit window size field is used to implement flow
control and reflects the amount of buffer space available
for new data at the receiver. The receiving TCP reports
a window to the sending TCP, and this window specifies
the number of bytes, starting with the acknowledgment
number, that the receiving TCP is currently prepared
to receive. The 16-bit window limits the window to
65,535 bytes, but a window scale option allows this value
to be scaled to provide larger windows.

The 16-bit checksum, which is mandatory, is used to
verify the integrity of the TCP header as well as the
data. The TCP checksum is an end-to-end checksum. It is
calculated by the sender and then verified by the receiver.
The checksum is the one’s complement of the one’s-
complement sum of all the 16-bit words in the TCP packet.
A 12-byte pseudoheader (see Fig. 2) is prepended to the
TCP header for checksum computation. The pseudoheader
is used to identify whether the packet has arrived at
the correct destination. The pseudoheader gives the TCP
protection against misrouted segments. The TCP segment
can be an odd number of bytes, while the checksum
algorithm adds 16-bit words. So a pad byte of 0 is appended
to the end, if necessary, just for checksum computation.
The 16-bit TCP length field in Fig. 2 (which is a computed
quantity and appears twice in the checksum computation)
is the TCP header length plus the data length in bytes.
This field does not count the 12 bytes of the pseudoheader.

The URG and urgent pointer fields constitute a
mechanism by which TCP marks urgent data when
transmitting segments. The 16-bit urgent pointer is a
positive offset when added to the sequence number field
of the segment, indicates the sequence number of the last

byte in the sequence of urgent data. This feature enables
the sender to send interrupt signals to the receiver and
prevents these signals from ending up in the normal data
queue at the receiver.

3.2. TCP Options

Many options can be specified in the TCP options field up
to a maximum of 40 bytes as allowed by the 4-bit data
offset field (which limits the TCP header to 60 bytes). A
number of TCP options have been defined [1,4,5]; however,
the current options relevant to TCP performance are

• Maximum Segment Size (MSS) Option. The MSS
option [1] is used only when a connection is being
established, and appears only in the initial SYN
segment used to open the connection. A TCP
sender uses this option to inform the remote end
of the largest unit of information or maximum
segment size it is willing to receive on the TCP
connection. The setting of the MSS option can
be up to the MTU of the outgoing interface
minus the size of the TCP and IP headers. The
MSS option when used together with path MTU
discovery [6] allows for the establishment of a
segment size that can be sent across the path between
two hosts without fragmentation. Fragmentation is
undesirable because if one fragment is lost, TCP will
timeout and retransmit the entire TCP segment.

• Window-Scale Option. This option allows TCP to use
window sizes that can operate efficiently over large-
bandwidth-delay networks. The 16-bit window size
field in the TCP header limits the window to 65,535
bytes. However, most networks, in particular high-
speed networks and networks with satellite links,
will require a much higher window than this for
maximum TCP throughput. The window-scale option
effectively increases the size of the window to a 30-bit
field, but only the most significant 16 bits of the value
are transmitted. This allows larger windows, up to
230 bytes, to be transmitted [4]. This option can only
be sent in a SYN segment at the start of the TCP
connection.

• SACK Option. The selective acknowledgment
(SACK) option in TCP is defined in RFC 2018 [5].
This option is used to modify the acknowledgment

TCP header

zero

32-bit destination IP address

32-bit source IP address

0 15 3116

12-byte
pseudo-
header

data

8-bit protocol ID
(6) 16-bit TCP length

Figure 2. Fields used for TCP checksum computation.
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behavior of TCP. The default behavior is to
acknowledge the highest sequence number of bytes
received in order. The SACK option allows for
more robust operation when multiple segments are
lost from a single window of data. It enables a
TCP receiver to inform the sender of what specific
segments were lost (selective acknowledgment) so
that the TCP sender can retransmit them. Thus,
when faced with multiple segment losses in a single
window, TCP SACK enables a sender to continue
to transmit segments (retransmissions and new
segments) without entering into a time-consuming
slow-start phase.

The data portion of the TCP segment is optional; a TCP
segment does not necessarily need to carry user data. In
particular, when a connection is established, and when a
connection is terminated, segments with TCP header and
possibly with options, are exchanged. The TCP segment
used to acknowledge received data when there are no
data to be transmitted in that direction consists of a
header only.

4. TCP OPERATION

Because IP provides no sequencing or acknowledgment of
data and is connectionless, the tasks of connection estab-
lishment and termination, reliability in data transfer, data
sequencing, and flow control are given to TCP [1]. These
operational features of TCP are discussed in this section.

4.1. TCP Connection Establishment

Two applications using TCP must establish a connection
with each other before they can exchange data. A TCP
connection is established using a three-way handshake,
which ensures that both ends of the connection have
a clear understanding of the initial sequence number,
and possibly, the TCP options of the remote end. The
three steps involved in the three-way handshake are
summarized as follows:

Step 1 — endpoint 1 sends a SYN segment (with flag
fields SYN = 1, ACK = 0) specifying its initial

sequence number, x, and the port number to
endpoint 2.

Step 2 — endpoint 2 responds with a SYN segment
(with flag fields SYN = 1, ACK = 1) containing
its own initial sequence number, y, and an
acknowledgment (ACK) of the received initial
sequence number (acknowledgment number is 1
greater then x).

Step 3 — endpoint 1 acknowledges the received remote
sequence number by sending a segment (with flag
fields SYN = 0, ACK = 1) containing the acknowl-
edgment number y+ 1.

The three steps are shown in Fig. 3. It takes three
segments to establish a connection, and 1.5 round-trip
times (RTTs) for the two end systems to synchronize
state before data exchange. An active open is said to be
performed by the endpoint that sends the first SYN, while
a passive open is performed by the other end that receives
this first SYN and sends the next SYN.

After a TCP connection has been established, the ACK
flag is always set to 1 to indicate that the acknowledgment
number field is valid. Data transmission then takes place
with messages being exchanged by both sides in a full-
duplex fashion until the TCP connection is ready to be
closed. When an application process notifies TCP that it
has no more data to send, TCP will close the connection
in the sending direction. Thus, each direction of data flow
must be shut down independently since a TCP connection
is full-duplex, and can be viewed as containing two
independent stream transfers, one going in each direction.
TCP half-close refers to the ability of one end of a TCP
connection to terminate data transfer (except the output of
acknowledgment segments) while still receiving data from
the other half.

The FIN control flag is issued when a TCP connection
is ready to close. One end sends a segment with the FIN
flag set to close its half of the connection when it has
finished sending data. The receiving TCP acknowledges
the FIN segment and notifies the application process at
its end that no more data will be delivered to it. However,
data can continue to flow in the other direction (i.e., other
half of the connection) until that direction of data flow is
closed. Acknowledgment segments continue to flow back

TCP
Endpoint 1

TCP
Endpoint 2

SYN

SYN + ack of first SYN

Receive SYN

Receive SYN + ACK 

Send SYN, seqnum = y, ACK  x +1

Send ACK  y +1

Receive ACK 

ack of second SYN

Send SYN, seqnum = x

Figure 3. TCP connection establish-
ment.
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Figure 4. TCP connection termination: (a) normal connection termination; (b) TCP half-close.

to the sender even after a connection is half-closed. The
end that sends the first FIN is said to perform an active
close and the end that receives this FIN performs a passive
close. The connection termination procedure is illustrated
in Fig. 4. When both directions have been closed, then data
completely stop flowing in both directions. In practice, few
TCP applications use the half-close feature.

4.2. Data Transfer

TCP can handle both interactive data transfers and bulk
data transfers. However, the methods of flow control and
data acknowledgment differ between these two application
areas.

4.2.1. Interactive Data Transfer. Telnet and rlogin are
examples of applications that generate interactive data.
Interactive applications typically send data in very small
units. For example, with rlogin, only one byte is sent in
a segment. Obviously, this type of operation translates
into considerable overhead, since this one byte generates
a 41-byte packet: 20 bytes for the TCP header and 20 bytes
for IP header. Some performance improvements in data
exchange can be obtained through the use of delayed
acknowledgments [7] and ACK piggybacking, where the
receiver holds back the ACK for a brief time (delayed
acknowledgment) and attempts to piggyback the ACK onto
data going back to the sender (ACK piggybacking). This
helps reduce the number of segments sent into the network



TRANSMISSION CONTROL PROTOCOL 2609

since some interactive applications, such as rlogin, require
that the receiver echo back the character (byte) that is
received. Some operations of interactive data exchange
are illustrated in Fig. 5.

For short-delay links, the high-overhead packets (called
tinygrams) do not pose significant performance problems
in the interactive data exchange. However, for slow large-
delay links, these high-overhead packets can be a source
of congestion traffic. A mechanism commonly called the
Nagle algorithm was proposed in RFC 896 [8] to reduce
the number of these small packets. The Nagle algorithm

TCP
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TCP
Endpoint 2

data1

ack  of data1

echo of data1

ack  of echoed data1

data2

ack of data2

echo of data2

ack  of echoed data2

TCP
Endpoint 1

TCP
Endpoint 2

data1

echo of data1 + ack 

ack  of echoed data1

data2

echo of data2 +  ack

ack of echoed data2

Delay to allow
ACK to be combined
with echo

(b)

(a)

Figure 5. Interactive data exchange: (a) without delayed ACK;
(b) with delayed ACK.

allows only one small segment to be outstanding at a
time without acknowledgment. If more small segments
are generated while awaiting the acknowledgment for the
first one, then these segments are coalesced into a larger
segment and sent when the acknowledgment arrives. On
short-delay links where the return of ACKs is faster,
the algorithm has negligible impact on data transfer.
However, on slow links, where it is desirable to reduce
the number of small packets, fewer such packets are
transmitted. Although the Nagle algorithm can improve
data transfer efficiency by transmitting packets with
higher payload-to-header ratios, it may not be appropriate
for all interactive applications, especially applications that
are jitter sensitive. Jitter sensitive interactive applications
typically demand that the small messages they generate
be delivered without delay to provide real-time feedback to
users. Using the Nagle algorithm can result in an increase
in the session jitter by up to a round-trip time (RTT)
interval. Interactive applications that are jitter-sensitive
typically disable this algorithm.

4.2.2. Bulk Data Transfer. This section describes the
mechanisms used by TCP for bulk data transfer. These
mechanisms allow a sender to transmit multiple data
segments before receiving an acknowledgment for those
segments. They also allow a TCP sender to respond to
congestion and data loss at any point along the network
path between the sender and the receiver.

4.2.2.1. Sliding-Window Protocol. TCP uses a sliding-
window mechanism for bulk data transfer (see Fig. 6). The
stream of data has a sequence number assigned at the byte
level. The receiver TCP module sends back to the sender
an acknowledgment that indicates the range of acceptable
sequence numbers beyond the last segment successfully
received. This range of acceptable sequence numbers is
called a window. The window, therefore, indicates the
number of bytes that the sender can transmit before
receiving further permission.

In Fig. 6, bytes that are to the left of the window range
have already been sent and acknowledged. Bytes in the
window range can be sent without any delay. Some of the
bytes in the window range may already have been sent,
but they have not been acknowledged. Other bytes may
be waiting to be sent. Bytes that are to the right of the
window range have not been sent. These bytes can be sent
only when they fall in the window range.

The left edge of the window is the lowest numbered
byte that has not been acknowledged. The window can
advance; that is, the left edge of the window can move
to the right when an acknowledgment is received for the
data that have been sent. The window size (called the

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

Window

Byte stream

Bytes sent and
acknowledged

Bytes sent but not
acknowledged

Bytes not sent but
 will be sent

without delay 

Bytes that cannot be
sent until window

 moves Figure 6. TCP sliding-window flow control.
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‘‘receiver’s advertised window size’’) reflects the amount of
buffer space available for new data at the receiver. When
the receiving TCP process frees up buffer space by reading
acknowledged data, the right edge of the window moves
to the right. If this buffer space size shrinks because the
receiver is being overrun, the receiver will send back a
smaller window size. In the extreme case, it is possible
for the receiver to send a window size of only one byte
(instead of waiting until a larger window could be sent),
which means that only one byte can be sent. This situation
is referred to as the ‘‘silly-window syndrome,’’ and most
TCP implementations take special measures to avoid it.
The silly-window syndrome can also be caused by the
sender when it generates and transmits small amounts of
data at a time instead of waiting to generate enough data
that can be sent in larger segments.

When a TCP module sends back a window size of zero,
it indicates to the sender that its buffers are full and no
additional data should be sent. This happens when the
left edge of the window reaches the right edge. The sliding
window mechanism allows TCP to shrink the window size
when the receiver experiences congestion of data and to
expand the window size as the congestion problem clears.

It takes about one round-trip time (RTT) between
sender and receiver for a sender to receive acknowledg-
ment to data sent. For maximum transfer efficiency, the
TCP sender must be able to completely fill the data pipe
of the connection with data. Thus, the size of the win-
dow offered by the TCP receiver must be large, since it
limits how much the sender can transmit. Making the
advertised window no smaller than the bandwidth-delay
product (i.e., capacity in bytes or bits) of the connection
path allows maximum data transfer. This results in a
window size of

Window size ≥ bandwidth (bps)× round-trip time (sc)

4.2.2.2. TCP Congestion Control Protocols. We have
seen above that either the bandwidth or the RTT of a TCP
connection can affect its window size. We have also seen
that the larger the window size, the more data can be sent
across the connection. However, given a window size, a
TCP sender adopts a more controlled behavior in utilizing
that window size. This is because a TCP sender initially
has no idea of the available network capacity. Also, if a
TCP sender commences by injecting a full window size
into the network, particularly using a large window size,
then there is a strong chance that much of this burst
of data would be lost because of transient congestion in
the network. Congestion can occur in the network nodes
(e.g., routers) when data arrive on a large-bandwidth link
and exit on a smaller-bandwidth link. Congestion can
also occur when multiple input datastreams converge at
a network node whose output bandwidth is less than
the sum of the inputs. For these reasons, TCP starts
by transmitting small amounts of data noting that these
have a better chance of getting through to the receiver,
and then probing the network with increasing amounts of
data until the network shows signs of congestion. When
TCP determines that the network is showing signs of
congestion, it reduces its sending rate and then resumes
the probing for additional bandwidth.

This seemingly seesaw behavior of TCP is its way of
locating the point of equilibrium of maximum network
efficiency where its sending rate is maximized just prior to
the onset of sustained data loss. The bandwidth probing
action of the TCP sender also helps it locate the point at
which its data transmission rate is synchronized to the
data extraction rate of the receiver. At this point, the rate
of return of ACKs to the sender is identical to the rate
of transmission of data segments. This is called the self-
clocking behavior of TCP. This is so called because the
receiver can only generate ACKs when data arrive, and
the rate of arrival of the ACKs at the sender identifies the
arrival rate of the segments at the receiver.

Current TCP implementations contain a number of
mechanisms aimed at controlling data transmission and
network congestion [9–11]. In addition to the receiver’s
advertised window (i.e., the buffer size advertised in
acknowledgments), a TCP sender maintains a second
window called the congestion window (cwnd). The cwnd
tracks the maximum amount of data a sender can transmit
before an ACK is required. TCP data transfer commences
in a phase called slow start. The limit of the slow-start
process is maintained in the state variable ssthresh. The
initial cwnd used by the sender at the start of this phase
is set to a segment size that is equal to any one of
the following: the MSS obtained during the three-way
handshake, the segment size resulting from the use of
the path MTU discovery protocol, the MTU of the sending
TCP interface less the TCP and IP headers, or the default
segment size of 536 bytes. TCP then sends a segment
not exceeding this first window size and waits for the
corresponding acknowledgment.

When the acknowledgment is received, cwnd is
incremented from 1 to 2, which means two segments can be
sent. When each of these two segments is acknowledged,
the congestion window cwnd is increased to four. Each
time an ACK is received, cwnd is increased by one
segment. This essentially leads to an exponential increase
in the congestion window in slow start if the receiver
sends an ACK for every segment received. The rate of
congestion window increase would be slightly lower if the
receiver implements delayed ACKs; nevertheless, the rate
of increase is rapid. TCP maintains the congestion window
cwnd in bytes, but always increments it by the segment
size in slow start. Each time, the actual window size that
is used by the TCP sender is the smaller of the congestion
window and the receiver’s advertised window.

The slow-start phase is terminated when cwnd equals
the value of ssthresh, the receiver’s advertised window,
or when congestion (or packet loss) occurs. TCP then
goes into what is termed the congestion avoidance phase,
where it takes a more conservative approach in probing for
network bandwidth. In this phase, the congestion window
cwnd is incremented by 1/cwnd each time an ACK is
received. Congestion avoidance thus increases the TCP
sending rate in a linear fashion. In other words, the cwnd
is incremented by at most one segment per round-trip
time (regardless of how many ACKs are received) until
congestion is detected, or the receiver’s advertised window
is reached. Unlike slow start’s exponential increase, where
cwnd is incremented by the number of ACKs received in a
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Figure 7. The slow-start and congestion avoidance phases.

RTT, congestion avoidance adopts an additive increase
process. The slow-start and the congestion avoidance
phases are illustrated in Fig. 7. The ssthresh is initially set
to the receiver’s maximum window size. However, when
congestion occurs, the ssthresh is set to one-half of the
current window size (i.e., the minimum of cwnd and the
receiver’s advertised window, but at least two segments).
This provides TCP with the best guess of the point where
network congestion could occur in the future.

TCP uses the reception of duplicate ACKs or the
expiration of a time (timeout) to detect when a data
segment loss occurs. The behavior of TCP when a segment
is lost or received out of order can be explained as follows:

1. When a single segment is lost in a sequence
of segments, the successful reception of segments
following the lost segment will cause the receiver to
issue a duplicate ACK for each successfully received
segment.

2. When the TCP receiver gets a segment with an
out-of-order sequence number value, the receiver
is required to generate an immediate ACK of the
highest in-order data byte received (a duplicate
ACK of an earlier transmission). The purpose of
the duplicate ACK is to let the sender know that
a segment was received out of order, and also, the
sequence number expected.

3. However, if a segment at the end of a sequence of
segments is lost, there are no subsequent segments
to generate duplicate ACKs. In this case, the sender’s
retransmission time (discussed below) will expire (a
timeout will occur) since there are no corresponding
ACKs for this segment and the sender cannot wait
indefinitely for a delayed ACK.

From cases 1 and 2, it is difficult for a TCP sender to know
whether the reception of a duplicate ACK is an indication
of a lost segment or just an out-of-order data delivery.
Thus, a TCP sender must wait for a small number of
duplicate ACKs (typically three) before deciding whether
a segment is lost or simply out of order. The assumption
here is that if there is just an out-of-order delivery, the

receiver will issue only one or two duplicate ACKs before
the out-of-order segment is processed, at which time a
new ACK will be generated. However, if three or more
duplicate ACKs are issued in a row, then there is a strong
chance that a segment has been lost.

When the TCP sender receives three duplicate ACKs, it
immediately retransmits the lost segment (fast retransmit)
and enters into a phase called fast recovery. Fast
retransmit enables a TCP sender to rapidly recover from
a single lost segment, or one that is delivered out of
sequence, without shutting down the cwnd. The receiver
responds with a cumulative ACK for all segments received
up to that point. Fast recovery is based on the notion that,
since the subsequent packets generating the duplicate
ACKs were successfully transmitted through the network,
there is no need to enter slow start and dramatically
reduce the data transfer rate; therefore cwnd should
stay open. Thus, in fast recovery, the ssthresh is set
to half of the current window size and cwnd is set
three segments greater than ssthresh to allow for three
segments already buffered at the receiver. On the arrival
of each additional duplicate ACK, cwnd is incremented by
a segment allowing more data to be sent. When an ACK
arrives that acknowledges new data, cwnd is set back to
ssthresh, and TCP enters the congestion avoidance mode.

In the congestion avoidance mode, the TCP sender
increments cwnd by one segment every RTT until data
loss occurs or the receiver’s advertised window is reached.
If the loss is isolated to a single segment, the resultant
duplicate ACKs will cause the sender to halve cwnd and
then continue a linear growth of cwnd from this new point.

The expiration of a retransmission timer may indicate
more serious congestion. In this case, the ssthresh is set
to half of the current window size. But because the sender
has not received any useful information for more than
one RTT, it adopts a more conservative approach where it
closes the congestion window cwnd back to one segment,
and resumes data transmission in the slow-start mode.

Experimentation has shown that starting off with a
larger initial window size of three or four segments in slow
start will allow more segments to flow into the network,
generating more ACKs, and will decrease the time it takes
to complete slow start [12]. Because the cwnd can open
up faster as a result, better performance is gained, in
particular for small files transmitted over links with long
RTTs. The short-duration TCP sessions typical of Web
fetches can benefit a lot from this feature. However, a
starting value of four segments in slow start may be too
many for low-speed links with limited buffers, so a starting
value of not more than two is a more robust approach [12].

4.2.3. TCP Timeout and Retransmission. To provide
reliable data transfer, a TCP receiver is expected to
acknowledge the data that it receives from the sender.
Every time a segment is sent to a receiver, the sending
TCP starts a timer and waits for an acknowledgment. If
the timer expires before the receiver acknowledges receipt
of the data in the segment, the sending TCP assumes that
the segment was lost or corrupted and retransmits it.

TCP monitors the delay performance of each connection
to derive reasonable estimates for timeouts. The timeout
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estimates are adjusted from time to time to account
for changes in the delay performance of the connection.
This is because successive TCP segments in a connection
may not be sent on the same path and may experience
different delays as they traverse different sets of routers
and links. To accommodate the varying network delays
experienced by segments in a connection, TCP uses an
adaptive retransmission algorithm. The measurement of
the round-trip time (RTT) experienced on a connection
forms the key input to this retransmission algorithm.

TCP measures the elapse time between sending a data
byte with a particular sequence number and receiving
an acknowledgment that covers that sequence number.
This measured elapse time is the sample round-trip
time (Sample−RTT). On the basis of the Sample−RTT,
a smoothed round-trip time (SRTT) is computed using the
exponentially weighted moving average filter

SRTT ← α × SRTT + (1− α)× Sample−RTT

where α is a weighting factor whose value is between 0
and 1 (0 ≤ α < 1). TCP then computes a retransmission
timeout (RTO) value that is a function of the current esti-
mated round-trip time (SRTT). RFC 793 [1] recommended
the RTO to be computed as

RTO = β × SRTT

where β is a constant delay weighting factor (β > 1) with
a recommended value of 2. It has been shown [9] that
this computation does not adapt to wide fluctuations in
the RTT, thus causing unnecessary retransmissions that
add to network traffic. Jacobson [9] suggests that both
the smoothed RTT estimates (i.e., mean values) and the
variance in the RTT measurements should be maintained.
These can then be used to compute the RTO instead
of just computing the RTO as constant multiple of the
smoothed RTT. These changes make TCP more responsive
to wide fluctuations in the round-trip times and yield
higher throughput. Thus, the following computations are
required for each RTT measurement:

Diff = Sample−RTT− SRTT
SRTT ← SRTT + η ·Diff

Dev ← Dev+ θ · (|Diff | −Dev)

RTO = SRTT + φ ·Dev

where Dev is the smoothed mean deviation, η and θ are
filter gains with values in the range 0 < η, θ < 1, and φ is
a factor that determines how much influence the deviation
has on the RTO. For efficient TCP implementation, η and
θ are typically selected to each be an inverse power of 2
so that the operations can be done using shifts instead of
multiplies and divides. Jacobson [9] specified φ = 2, but
after further research, it was changed to φ = 4 [13].

Although the RTO estimation process described above
is relatively straightforward, a problem occurs when a
segment is retransmitted. Let us say that TCP transmits
a segment, a timer expires and TCP retransmits the
segment. When an acknowledgment is received, the sender
has no way of knowing whether the acknowledgment
corresponds to the original or retransmitted segment.

Perhaps the first segment was delayed and not lost or
the ACK for the first segment was simply delayed. This
situation is sometimes referred to as acknowledgment
ambiguity. Now, what should TCP do with regard to
RTT estimates when the TCP acknowledgments are
ambiguous? The answer to this problem is provided
by Karn’s algorithm [14], which adjusts the estimated
round-trip time only for unambiguous acknowledgments.
When retransmissions take place in Karn’s algorithm,
the SRTT is not adjusted. Instead, a timer backoff
strategy is used to adjust the timeout by a factor.
The idea is that if a retransmission occurs, something
drastic could have happened in the network, and the
timeout should be increased sharply to avoid further
retransmission. The timer backoff strategy is implemented
with a multiplicative factor γ as

New−timeout = γ × timeout

Typically, γ is set to 2 so that this algorithm
behaves like a binary exponential backoff algorithm. The
algorithm uses the SRTT to compute an initial timeout
value (timeout), then backs off the timeout on each
retransmission (to obtain New−timeout) until a segment is
successfully transmitted. The timeout value that results
from backoff is retained when subsequent segments are
sent. When an acknowledgment is received for a segment
that does not require retransmission, TCP measures the
RTT value (Sample−RTT) and uses this value to compute
the SRTT and the RTO values.

5. TCP FUTURES

The rapid growth of the Internet continues to evolve
TCP in several ways. In particular, it is becoming
more apparent that enhancements to TCP are required
to address the challenges presented by the different
transmission media encountered in the Internet. High-
speed (optical fiber) links, long and variable delay
(satellite) links, lossy (wireless) networks, asymmetric
paths (in hybrid satellite networks), and other linkages
are becoming widely embedded in the Internet. These
different transmission media present a wide range
of characteristics that can cause degradation of TCP
performance. For example, long propagation delay and
losses on a satellite link, handover and fading in a
wireless network, bandwidth asymmetry in some media,
and other phenomena have been shown to seriously
affect the throughput of a TCP connection. Also, TCP
assumption that all losses are due to congestion becomes
quite problematic over wireless links. TCP considers the
loss of packets as a signal of network congestion and
reduces its window consequently. This results in severe
throughput deterioration when packets are lost for reasons
other than congestion. Noncongestion losses are mostly
caused by transmission errors.

Some of the techniques currently under study to
enhance TCP performance involve modifying TCP to help
it cope with these new media types. Others keep the
protocol unchanged, but place some intelligence in the
intermediate network elements along TCP connections to
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provide faster and more accurate feedback to the TCP
endpoints about the conditions on the connection.
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1. INTRODUCTION

Transport protocols are used in the end systems that
are connected by communication networks to match the
characteristics and requirements of the network to those
of the users of the communication network in the end
systems. In particular, transport protocols are used to
match the aspects of reliability, security, transmission
unit size, and timing of information transfer. For example,
when the network can corrupt, lose, missequence, or
duplicate information, a transport protocol may be used to
enhance the reliability of the end-to-end path to match the
requirements of end users. A transport protocol may also
segment information from its users to meet the maximum
transmission unit requirements of the network, and may
pace the transmission of information supplied by the user
so as to prevent or limit congestion in the network.
In addition to matching the network path to users, a
transport protocol may also be used to match users to each
other, such as by controlling the flow of information from
source to destination(s) so that its rate does not exceed the
capacity of the destination(s).

Optical networks have grown in importance since the
introduction of low-attenuation fiber in the 1970s. This
article focuses on networks constructed from optical fiber,
although many of the principles also apply to networks
that employ free-space optics. The first generation of
optical fiber networks used optical transmission systems,
and converted the optical signal to electronic form for
switching. More recently, optical networks have appeared
in which the switching is also done optically, creating
‘‘all-optical networks,’’ in which a ‘‘lightpath’’ extends
between communicating endpoints, with optoelectronic
conversion only occurring in the end systems, not along
the end-to-end path.

Since the end systems, where transport protocols are
implemented, always provide optoelectronic conversion
(even when these end systems are connected to all-optical
networks), transport protocols are generally implemented
in the electronic domain. This leads to a common
misconception that existing transport protocols that were
designed for electronic networks are also appropriate and
optimal for optical networks, and directs the attention for
innovation in optical networks toward the transmission
and switching systems. In reviewing transport protocols
for optical networks, this article will show the fallacy of
this misconception: that transport protocols are strongly
affected by the existence of optical networks.
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This article starts by reviewing the features of
optical networks that are particularly salient to transport
protocols. It then provides an overview of the generic
functions that transport protocols are expected to provide,
and discusses how these functions are affected by the
use of optical networks. Section 4 then describes specific
transport protocols that have been used with optical
networks. Finally, transport protocols for optical networks
need to be implemented in a manner that is appropriate
for the high speeds of optical networks. In Section 5,
this article concludes by considering such implementation
issues.

Before considering transport protocols for optical
networks in depth, it is worth making two points about
terminology and the scope of transport protocols:

1. The term ‘‘transport protocol,’’ as used in this article
and in the context of computer communication
systems [e.g., 1], refers to an end-to-end protocol.
This can be confusing because in the context of
optical transmission systems (in particular, in the
context of the International Telecommunication
Union’s G series of recommendations [e.g., 2]) the
term ‘‘transport’’ often refers to the transmission
of information between adjacent points, such as
across one of the multiple hops of an end-to-end
communication path.

2. While the most prominent role of transport protocols
in optical networks is in end systems, they are also
used in routers, switches, and other intermediate
systems to ensure the reliable delivery of information
between such systems. For example, the popular
Border Gateway Protocol for routing sends routing
topology update information over the transport
protocol TCP.

Despite these different uses of the term ‘‘transport’’ and
different applications of transport protocols, this article
will focus on the end-to-end transport protocols that are
used with optical networks.

2. SALIENT FEATURES OF OPTICAL NETWORKS

Optical fibers can be readily manufactured with loss of
a couple of decibels (e.g., 1–4 dB) per kilometer. This
allows optical networks to span vast distances, and a
transport protocol for an optical network may need to
deal with large propagation delays, simply because of the
large distances and the limited propagation speed of light.
Comparing networks that span the same distance, optical
networks may exhibit lower end-to-end delay than their
electronic or radio-based counterparts. This is not due
to inherently faster propagation of optical signals, since
they propagate at a speed of around 2× 108 m/s in silica
fiber — a figure that is comparable to the propagation
speed in electrical wiring or radio transmission. Rather,
optical networks tend to reduce the delays that the signal
will incur as it passes through intermediate systems
for two reasons: (1) optical networks tend to minimize
buffers because they are expensive — it is difficult to

buffer information in the optical domain (e.g., using
delay lines built using long threads of fiber) for all-
optical networks, and electronic buffers that can match the
bandwidth of optical transmission systems are expensive
for optoelectronic networks; and (2) the high transmission
rates of optical networks mean that large volumes of
information can be ‘‘in flight’’ from source to destination
at any time. Rather than allow all this information to
accumulate in a buffer in a router or switch (which would
require inordinately large buffers), optical networks tend
to be used with connection-oriented call admission and
congestion control schemes that limit the burstiness of
traffic entering points of the network, and so reduce the
delays incurred by buffering.

Optical fibers exhibit low loss for wavelengths in
the range of 1280–1620 nm. This broad range of
wavelengths creates a bandwidth of ∼30 THz, so with
proper modulation, each fiber has the capacity to carry
information at rates of terabits per second. At present, line-
terminating equipment (e.g., lasers and receivers) can only
operate at Gbps (gigabits per second) rates, so the capacity
of the fiber can be exploited only by multiplexing multiple
signals on a fiber, such as by using wavelength-division
multiplexing (WDM). Even so, the transmission rate of
optical networks is vastly higher than that of electronic
or radio systems, and optical networking products are
currently even available for the consumer market with
transmission rates of 1 Gbps. The high transmission speed
of optical networks shifts the performance bottleneck from
transmission links to processing and buffering systems.
The high transmission speed also reduces the effect of the
transmission time on the end-to-end delay, and, instead,
the end-to-end delay becomes dominated by propagation
delays that are essentially fixed by the speed of light [3].
The only way to reduce the delay for such transmissions
is to reduce the distance that signals must propagate,
for example, by reducing the number of round-trip times
involved in signaling, or by retrieving information from
caches that are near the destination.

Optical transmission systems exhibit extremely low
bit error rates compared to electrical (e.g., coaxial cable)
or wireless transmission systems. For example, optical
transmission systems often exhibit bit error rates of the
order of 1× 10−11 [4], and have been reported with error
rates as low as 1× 10−15. While the line error rates may be
low, random transmission errors may still occur on buses
internal to routers and switches. In optical networks,
there may also be burst loss or errors caused by buffer
overflow, or by fixed-duration events (e.g., protection
switching) affecting large numbers of bits. Thus, while
optical transmission error rates may be low, transport
protocols still need mechanisms to ensure reliable transfer.

The security of optical fiber systems is often considered
to be stronger than that of other transmission media
because the fiber confines the propagation of the optical
signal. While it is still possible to tap fiber in an almost
undetectable manner, this tends to be more difficult than
intercepting electrical or wireless communications.

Compared to electronic networks, optical networks
shift the emphasis from packet switching toward circuit
switching. This is often done because either optical
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processing within the network is difficult (e.g., WDM
for all-optical networks), to reduce buffering within the
network, or in order to simplify electronic processing to
match it to the rate of optical links [e.g., label swapping
technologies such as multiprotocol label swapping (MPLS)
and asynchronous transfer mode (ATM)]. In the case of
WDM, the circuits may be real lightpaths, while in the
cases of MPLS/ATM, the circuits tend to be ‘‘virtual,’’ in
that they may define a path from source to destination, but
may not reserve resources for the exclusive use of traffic
that uses the ‘‘virtual circuit.’’ Circuits can isolate the
traffic of one source from that of others, making transport-
layer congestion control redundant. With some optical
networks [e.g., those based on WDM or the synchronous
digital hierarchy (SDH)], the granularity of bandwidth
that can be assigned to a virtual circuit may be coarse
(e.g., in units of 51 Mbps for SDH), and this elevates
the importance of multiplexing by the transport protocol.
Circuits also preserve the sequence of information that
they carry, simplifying the transport protocol function
of error control. (On the other hand, in some optical
networks, the difficulty of buffering in the optical domain
leads to switches ‘‘deflecting’’ incoming information that is
destined for an outgoing port that is busy. Such deflection
routing [5] can lead to significant missequencing.)

When an optical lightpath extends end-to-end between
communicating terminals, the optoelectronic conversion
is physically collocated near the implementation of the
transport protocol. This specialized hardware can include
hardware support for transport protocols for optical
networks, including calculation of integrity checks.

3. TRANSPORT PROTOCOL FUNCTIONS

The introduction to this article stated that transport pro-
tocols ‘‘match the characteristics and requirements of the
network to those of the users of the communication net-
work in the end systems . . . [and] may also be used to match
users to each other.’’ This section describes, in depth, the
functions that a transport protocol may implement to pro-
vide this matching, and how they are affected by the
presence of optical networks. The functions covered are
as follows: reliable transfer (Section 3.1); flow and conges-
tion control (Section 3.2); security (Section 3.3); framing,
segmentation, and reassembly (Section 3.4); multiplexing
(Section 3.5); and state management (Section 3.6).

The scope of this section (and, indeed, this article)
is limited to unicast transfers from a single source to a
single destination. Multicast is another important mode
of communication; however, multicast transport protocols
that provide functions such as reliability are still in
their infancy, and the impact of optical networks on
these transport protocols is still uncertain. Furthermore,
while this section considers the impact of traffic that has
stringent timing requirements (e.g., voice and video) on the
function of multiplexing, it does not address how transport
protocols (such as the Real-time Time Protocol [6]) may
provide functions that reconstruct the timing of such
traffic, since this function is independent of the existence
of optical networks.

3.1. Reliable Transfer

Many applications seek assurance of the integrity of
the information that they exchange. Transport protocols
provide this assurance by adding well-defined redundancy
(e.g., cyclic redundancy codes or checksums) to the
payload information that they send, and destinations
check that the information that they receive preserves this
redundancy, suggesting that it has retained its integrity.
If a discrepancy is found, then errors may be corrected
either using the redundancy (forward error correction) or
the source retransmitting the information. To limit the
volume of information that a source must retransmit, and
so improve transmission efficiency, it is common for the
source to segment the information that it transmits into
smaller parts (segments) that are often carried in separate
packets that flow through the network.

There are six aspects to the reliable transfer of
these segments, which can be understood in analogy to
transferring the sections (segments) of this article from
the author to the reader:

1. Integrity. Received segments should have the same
content as transmitted segments; for instance, no
typographic errors should be introduced.

2. Uniqueness. Each segment sent should be received
only once; for instance, sections of the article should
not be duplicated.

3. Completeness. Each segment sent should be re-
ceived; for instance, no sections should be missing
from the midst or the end of the article.

4. Sequence. Each segment should be received in the
proper position relative to other segments.

5. Relevance. No extraneous segments (e.g., from other
sources) should be inserted in the midst of the
segments sent by the source.

6. Delivery. In addition to these five aspects of
reliability that may interest the recipient, there is
another aspect that may interest the source. The
source may be interested in whether the destination
successfully received all segments.

Dividing the broad concept of ‘‘reliability’’ into six aspects
is important because different applications are concerned
with different aspects of reliability, and these concerns
translate into the functionality that these applications
seek of the transport layer. For example, real-time media
such as voice and video tend to be less concerned with
integrity and completeness than they are concerned with
sequence. Transaction systems are often unconcerned with
delivery acknowledgments, because the client (who is the
source of the request, and destination of the response) will
issue another request if a response is not received.

Optical networks have differing effects on how trans-
port protocols address the six aspects of reliability. The
high integrity of optical networks allows transport pro-
tocols to use larger segments than for other networks,
while still retaining the same transmission efficiency.
Larger segments are important because they help reduce
the rate at which segments (and packets) must be pro-
cessed, helping redress the difference in processing and
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transmission rates introduced by optical networks. The
integrity of optical transmission systems also suggests
that transport protocol integrity checks should emphasize
detection of errors introduced in switches and routers,
rather than those introduced on the transmission line.
The performance of integrity checks is highly sensitive to
implementation techniques that are discussed in Section 5
of this article.

While optical networks generally preserve packet
sequence, transport protocols still tend to use sequence
numbers to identify segments that need to be retransmit-
ted. The preservation of sequence also helps destinations
detect in complete delivery. Consecutive received seg-
ments that do not have consecutive sequence numbers
suggest that either intermediate segments have been lost,
or the latter segment is a retransmission — a case that
can be identified if retransmitted segments are explicitly
identified as such in their headers. This allows the retrans-
mission process to be initiated by the destination sending
a negative acknowledgment to the source when it detects
missing information, rather than the source having to
time out while waiting for an acknowledgment from the
destination. This allows prompt retransmission, rather
than waiting for a loosely calibrated timeout, and elimi-
nates the need for complicated timers based on round-trip
time measurements [7]. Such negative acknowledgments
are used by several transport protocols designed for high-
speed optical networks, including XTP [8], NETBLT [9],
VMTP [10], and SSCOP [11].

Optical networks can help the transport protocol to
estimate the round-trip time, if positive acknowledgments
are used, or if this is needed for congestion control
purposes. This is because optical networks have limited
buffering and may provide rate guarantees, thus reducing
the variation in round-trip times, and allowing timeouts
to be calibrated more accurately. The small buffers also
reduce the maximum packet lifetime in the network, which
reduces the period for which the transport protocol needs
to preserve state after the active data transfer has ended in
order to ensure that only relevant segments are delivered.
In TCP, this period is called the ‘‘time wait’’ period, and
reducing it reduces the volume of state information that
an end system must maintain, which is important for busy
servers.

The high bandwidth of optical transmission systems
can lead to a large volume of information being ‘‘in
flight’’ between source and destination at any time.
Transport protocols must choose between using selective
retransmissions and a ‘‘go-back-n’’ policy in which the
source retransmits everything from the damaged segment
onward, including segments that were originally received
intact. If errors are truly rare, then the transmission
efficiency of go-back-n may be tolerable; otherwise the
transport protocol should use selective retransmissions,
which require a resequencing buffer in the destination
whose size increases with the transmission rate. Like the
resequencing buffer at the destination, sources need to
maintain a retransmission buffer that may be large for
optical networks since its size increases with the volume
of information ‘‘in flight.’’ Finally, transport protocols for
optical networks need to have large-sequence-number

fields so that they can uniquely identify each segment
(or byte) of information that is in flight from source to
destination. These large sequence number fields are used
for both reliable transfer and for flow control.

3.2. Flow and Congestion Control

Flow control ensures that a source does not transmit
at either a sustained rate or in bursts that exceed
the capacity of the destination to process incoming
traffic. Flow control works by the source and destination
agreeing on a constraint that will govern the source’s
transmissions, and the destination sending feedback to
update this constraint. Traditional transport protocols
have constrained the volume of information sent; the
protocol allows the source to transmit a certain number of
bytes or segments before it must wait to receive feedback
from the destination, allowing the source to transmit more.
The high bandwidth of optical networks, combined with
even modest transmission delays, can give the end-to-
end path a large ‘‘bandwidth-delay product,’’ meaning
that the source must have a large volume of information
outstanding at any time in order to transmit at the rate of
the network. Unless the source spreads the transmission
of this large volume of information over some interval, it
will transmit very bursty traffic that is likely to lead to
congestion in network elements.

One way to address avoid bursts is to use the
self-clocking ‘‘slow start’’ [12] technique, in which the
source transmits a small window of information, and
then expands this window (up to some limit) with each
acknowledgment that it receives from the destination.
While this technique avoids an initial burst, it prevents
the source from transmitting at the full rate until some
interval after the initial transmission. This significantly
affects sources that have small amounts of information to
transmit, since they may always have their transmission
rate limited by this slow-start regime.

An alternative approach to flow control that is
popular amongst transport protocols for optical networks
[e.g., 8–10] is to use ‘‘rate’’-based control, where the
constraint on source transmissions is defined in terms
of a transmission rate rather than a window. Often the
‘‘rate’’ is specified in terms of bits per second, or a mean
segment interarrival time, in addition to a burst size,
which limits the volume of information that the source can
send at any instant.

Rate-based controls are complicated by the fact that
few current end systems employ real-time operating
systems that can guarantee to a process the resources
needed to sustain consumption of traffic at a certain
rate, independent of competing demands from other
processes. Furthermore, few processes can predict how
much processing incoming information will require. Thus,
while a destination process or transport protocol may
propose a rate that it can accept, it will often monitor
the level to which its buffers are filled in order to decide
whether to adjust the rate up or down. Rate-based controls
can also be complicated by operating systems that provide
timers that have coarse resolution, since maintaining a
high transmission rate with such timers requires that
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large bursts also be possible. On the positive side, rate-
based controls are becoming increasingly common at the
interface between the transport and network layer of
modern optical networks. Here, rate-based controls are
used to ‘‘condition’’ (also known as ‘‘shape’’ and ‘‘police’’)
traffic entering the network so that it doesn’t overwhelm
the network; either overflowing the limited buffers in an
optical network, or interfere with traffic from other sources
that has tight delay constraints. Some transport protocols,
such as XTP [8], allow sharing of rate control information
between the network and transport layer, so that the rate
control by the transport layer can also help satisfy network
rate requirements.

While flow control prevents a source from overloading
the limited capacity of a destination endpoint, congestion
control is designed to prevent a source from overloading
the network’s capacity. While the transport layer may
know how the application would prefer to respond to
congestion (e.g., by slowing down, or discarding, traffic),
it is the network layer that is ultimately responsible for
ensuring that this response occurs, preventing an end
system from sending so much traffic that the network
congests, to the detriment of other network users. In the
past, it was often convenient to implement congestion
control in the transport layer (e.g., congestion control
was added to the Internet through a small change to
TCP [12]). However, networks cannot rely on transport
layer congestion control because transport protocols are
implemented in end systems where users, who may prefer
to place their interests before those of the network, can
readily change them. Transport layer congestion control
may also be inappropriate for optical networks that
provide end-to-end circuits, since the congestion control
may only unnecessarily delay source transmissions.

3.3. Security

Although fibers give optical signals some physical security,
providing logical security requires encryption of the infor-
mation transmitted over the optical network. According to
the end-to-end arguments [13], the transport protocol is
a natural location for encryption, since it is implemented
in the end systems, where users can control and trust
the encryption and keys that are used. However, encryp-
tion of data for optical networks is challenging because
of the computational complexity of cryptographic func-
tions, when processing is already a bottleneck compared
to the transmission system. This encourages hardware
implementations of cryptographic functions [14].

Transport protocols for optical networks need to
consider the dependency of many encryption systems on
processing data in sequence. For example, traditional
encryption often uses ciphers in closed-loop cipher
feedback or cipher block chaining modes, in which the
output from encrypting initial data is fed back into the
cipher to influence the encryption of subsequent data. Such
serial processing restricts the possibility of parallelism in
the encryption process, which could raise the throughput
to match optical transmission rates. Consequently, optical
networks may favor ciphers used in an output feedback
mode, in which multiple cryptographic systems operate in
parallel to generate streams of bits that are unpredictable

without the correct key, and the payload is simply (and
rapidly) exclusive-ORed with these bitstreams to protect it
prior to transmission.

While a transport protocol may be expected to enhance
security through encryption of the payload information,
it should not itself introduce security vulnerabilities
of its own. For example, transport protocols introduce
state information, which can lead to denial of service
attacks (whereby an attacker attempts to exhaust all
state storage space available on a server, preventing
service to genuine clients). Such attacks can be countered
by the use of cryptographic ‘‘cookies’’ [15]. Similarly,
while optical networks may promote the use of negative
acknowledgments for error control, these should include
information that allows the source to authenticate that
they came from the destination. Otherwise, a simple denial
of service attack can be effected by a third party repeatedly
sending negative acknowledgments to the source, forcing
it to retransmit information rather than transmitting new
information.

3.4. Framing, Segmentation, and Reassembly

Packet-switched networks impose limitations on the
maximum length of each packet for reasons such as
controlling the delay that one packet may experience
when serialized behind another packet in a multiplexer.
A transport protocol for an optical network may segment
information from the application prior to transmission to
satisfy these maximum transmission unit requirements of
the network, and later reassemble it at the destination.
It may also use segmentation and reassembly to limit the
size of information that needs to be retransmitted when
recovering from a bit error, and this is done for both packet-
and circuit-switched networks. Whenever segmentation is
performed, it may be important for the optical network to
be aware of where transport layer segments begin and end
so that it can discard a few whole segments, rather than
many segment parts, using techniques to be described in
Section 4.2.

While the network may provide a conduit that carries
information from source to destination, the data units
that applications send across this conduit are often
discrete, and should not be merged. Several transport
protocols provide framing of application data units, so
that the destination can determine where, among the
information received, application data units start and
end. Some transport protocols (notably TCP) provide a
bytestream only between communicating applications, and
applications can indicate where their data units begin
and end only by creating separate connections for each
data unit.

3.5. Multiplexing

While the network delivers information to the appropriate
network interface, often identifying a physical entity such
as a computer, the transport layer is responsible for
delivering this information to the appropriate process
operating in the device that has that network interface.
Thus, transport protocols provide multiplexing at sources
to allow multiple processes to share a single network
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interface, and demultiplexing at destinations to direct
incoming information to the appropriate interface.

Multiplexing tends to be implemented by including
in transport layer segments fields that indicate the
destination and source ports of the segment, although
transport layers may also use the multiplexing identifiers
that are used by connection-oriented network layers
(such as ATM) in order to avoid the harmful effects of
layered multiplexing [16]. Since some optical networks
offer circuits only with coarse granularity of bandwidth,
multiplexing is particularly important to allow multiple
processes on the end systems to share the large end-to-
end bandwidth. When multiplexing together traffic from
multiple applications, the traffic from one application
(e.g., a delay-insensitive file transfer) may interfere
with the delay experienced by other applications (e.g.,
a delay-sensitive telephone conversation). Some more
recent transport protocols designed to support multimedia
[e.g., 17] include schedulers that are designed to avoid
such interference.

3.6. State Management

Unlike the functions discussed in preceding sections
that directly satisfy network or application needs,
transport protocols use state information to support their
implementation of other functions. In particular, state
information is important in the provision of reliable
transfer, flow, and congestion control. State information
can also be used to record negotiated values of parameters
that govern the operation of the protocol during the
transfer, including segment size or whether end systems
should represent sequence numbers in big- or little-
endian format [18]. Such negotiation is often relatively
simple for transport protocols since for unicast transfer,
they involve only two parties that must negotiate.
Such negotiation is important for transport protocols
for optical networks since end systems that can agree
to simplify the communication may be able to employ
simpler protocols, and so keep up with the rate of optical
transmission systems. An extreme form of negotiation is
where transport protocols are composed [19,20] on demand
to include minimal functionality that satisfies source,
destination, and network requirements. Such composition
has the potential to eliminate unnecessary functionality,
and so simplify transport protocols so that they can match
the transmission rates of optical networks.

The signaling to establish or release state information
can be done either in band, on the same channel that
is used for data transfer, or out of band, on a separate
channel. Sending signaling information on the same
channel that is used for data transfer avoids the potential
problem of completing signaling when no data channel
is available, but has the disadvantage of complicating
the processing that is required on the frequently used
data channel with rarely used and complicated signaling
functionality. Most transport protocols to date (e.g.,
TCP) have emphasized in-band signaling, but out-of-band
signaling is used in the Advanced Peer-to-Peer Networking
protocol [21] and may become more widespread with all-
optical networks in which network signaling must be
performed electronically, creating an electronic control

plane that is separate from the optical data plane. ATM
also emphasizes separation of the control and ‘‘user’’ (data)
planes.

Servers that serve multitudes of clients (e.g., server of
a popular Website) often require the high transmission
rate of optical networks. For such servers, the overhead of
retaining state information for each client for long periods
can become onerous, and this promotes the conveyance of
state information through cookies [15]. Note that it is the
number of clients that causes this issue, and leads to the
server using a high-speed (e.g., optical) network. That is,
this issue is correlated to the use of optical networks, but
is not caused by the use optical networks.

4. SPECIFIC TRANSPORT PROTOCOLS FOR OPTICAL
NETWORKS

This section describes specific transport protocols for
optical networks, namely, TCP, those relating to ATM, and
XTP. It emphasizes the match between the functionality
of these protocols and that required for optical networks.
While the functionality of a protocol is important, the
method by which that functionality is implemented also
affects the suitability of a transport protocol to optical
networks, and will be addressed in Section 5.

4.1. Transmission Control Protocol

George Santayana wrote, ‘‘Those who cannot remember
the past are condemned to repeat it’’ and this has led
to a networking proverb: ‘‘Those who ignore TCP are
doomed to reinvent it.’’ The Transmission Control Protocol
(TCP) is currently the most widely used transport protocol
on existing electronic and optoelectronic networks. While
originally introduced in the 1970s [22], TCP has since
been extended with new options [e.g., 23] that improve
its suitability to high-speed optical networks. This section
considers the application of TCP to optical networks. The
key features of TCP are its provision of all six aspects of
reliability, and the minimal information that it needs from
the network layer, which allows it to operate over varied
networks, including optical networks.

TCP provides reliable transfer by including in the
header of each segment a 32-bit sequence number field,
a 32-bit acknowledgment field, and a 16-bit checksum
field. During connection establishment, the source and
destination agree on the initial sequence number to use
for the transfer, and the source sets the sequence number
field in each segment that it sends to indicate the position
of the first byte of the segment in the sequence number
space. For a TCP destination to correctly locate incoming
segments, it must ensure that the sequence number of
each segment is unique relative to other segments that are
also in transit from the source. For a 1-Gbps transmission
system, this means that each segment should take no
longer than 17 s to propagate through the network [23]. A
timestamp option allows TCP to operate across networks
with higher maximum segment lifetimes [23].

A TCP destination uses the checksum field to verify the
integrity of incoming segments. Whenever the destination
receives two maximum-sized segments worth of data (or
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500 ms elapses since receiving a segment that it has
not yet acknowledged), it sends a cumulative positive
acknowledgment to the source to indicate the sequence
number of the next segment that it is expecting to receive,
that is, that follows any contiguous set of segments that
it has received so far. If a segment is lost, then the
destination will send duplicate acknowledgments when
it receives subsequent segments, acknowledging receipt of
the same contiguous set of segments. The source waits
a certain period after transmitting a segment for that
segment to be acknowledged, and if an acknowledgment
is not forthcoming, then it will retransmit the segment.
This timeout may occur after a reasonably long time,
and with high-speed optical links, the source may stall
before this time, being forced by flow or congestion control
mechanisms to defer additional transmissions until it
receives a new acknowledgment. The ‘‘fast retransmit’’
extension to TCP [24] can circumvent this stalling on
high-speed links, by the source retransmitting a segment
when it receives multiple duplicate acknowledgments that
suggest loss of that segment, rather than waiting for a
timeout to occur. Selective acknowledgments have also
been added as a TCP option [25] to improve transmission
efficiency on high-speed long-delay paths.

The congestion control of TCP [12] is related to its error
control through the interpretation of suggestions of seg-
ment loss as indicators of congestion. This interpretation
is more valid for optical networks than it is for wire-
less networks, where appreciable loss can also occur as a
result of transmission errors. More recently, TCP has been
extended to allow processing of explicit congestion notifi-
cations from routers [26]. A TCP source will gradually
increase its transmission rate, by one segment per round-
trip time, while it does not observe signs of congestion
(duplicate acknowledgments, retransmission timeouts, or
explicit congestion notifications). When a TCP source
observes signs of congestion, it quickly halves its transmis-
sion rate. This additive-increase, multiplicative-decrease
behavior allows a TCP source to adapt to changing network
conditions, and helps multiple sources converge on a ‘‘fair’’
allocation of bandwidth. The fact that a TCP source dis-
covers the permissible transmission rate by itself makes
this congestion scheme remarkably general, being able
to operate over wireless and optical packet-switched and
circuit-switched networks, as well as being flexible and
thus able to adapt to changing network conditions. How-
ever, for optical networks, a TCP source can take some
time to ramp up its transmission rate to that allowed
by the network, even when using the slow-start func-
tion. Furthermore, a TCP source will continue to probe
for additional bandwidth, increasing its transmission rate
until segments are lost (e.g., due to source transmission
buffers overflowing) and then back off. This behavior is
suboptimal for optical networks in which the capacity of
a (virtual) circuit may be fixed — increasing the rate only
leads to unnecessary loss, and backing off unnecessarily
slows the transmission. While there has been research
into improving TCP when the network can provide mini-
mum rate guarantees [27], further research is needed to
optimize the performance of TCP on optical networks so

that the source transmission rate converges on the path
capacity, rather than oscillating around it.

The flow control mechanism of TCP originally limited
its performance on high-speed optical networks. TCP’s
flow control works by the destination setting a field in
segments returning to the source to indicate the size of its
receive window. The 16-bit size of this field, and the fact
that it measured bytes, limited a TCP source to having at
most 65536 bytes of information unacknowledged at any
time — a volume that is insufficient to fill many high-speed
transmission links. This has since been corrected by the
addition of a TCP window-scale option [23] that effectively
increases the size of the receive window to 32 bits.

While TCP has successfully evolved to match the
capacity and requirements of optical networks, it is
showing signs of its age through the susceptibility of its
state management to denial of service attacks, and lack
of support for multihoming and partially ordered delivery.
While none of these perceived deficiencies particularly
limit its applicability to optical networks, it is likely that
TCP will be succeeded in the future by newer protocols
such as the Stream Control Transmission Protocol [15].

4.2. The Impact of ATM

The asynchronous transfer mode (ATM) was heralded
in the early 1990s as a technology that would replace
existing telephony and packet-switched technologies (e.g.,
Ethernet and Frame Relay) with a single broadband
integrated services digital network. It was designed with
optical networks in mind, by fixing the packet (‘‘cell’’)
size and including in each cell labels (‘‘virtual channel’’
and ‘‘path’’ identifiers) that were intended to facilitate
high-speed switching that could match the rate of optical
transmission systems. ATM affects transport protocols in
two ways. First, ATM adaptation layers were designed to
adapt the native ATM service into a service that better
matches the requirements of communicating applications,
essentially creating a set of new transport protocols. The
Service Specific Connection Oriented Protocol (SSCOP),
described below, is an example of one of these transport
protocols. The second effect results from the different
framing used by ATM and transport protocols, and led to
particular discard techniques within the optical network
to accommodate transport protocols.

The impetus for SSCOP’s design [11] was high-speed
user data transfer, but it was first used to carry
signaling in ATM networks. SSCOP exploits the fact that
ATM networks preserve sequence (as do many optical
networks), allowing the destination to detect loss when
it receives a segment with a sequence number that does
not follow its predecessor. An SSCOP destination will
then immediately send an unsolicited status message
(negative acknowledgment) to the source that requests
retransmission of the missing segment. SSCOP is simple,
allowing it to keep up with optical transmission speeds,
by virtue of only requiring one timer at the source
to trigger the transmission of periodic poll messages
to the destination. SSCOP recovers from segment loss
by the destination receiving retransmissions that are
triggered either by the destination’s immediate unsolicited
negative acknowledgment or, if that or the corresponding
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retransmission is lost, by negative acknowledgments in
the destination’s status report in response to receiving a
periodic poll message. Other aspects of SSCOP that make
it suitable for high-speed optical networks include its 32-
bit aligned trailer-oriented protocol fields, and separation
of control and information flow.

The size of ATM cells (53 bytes, including ATM over-
heads) is much smaller than that of conventional transport
protocol segments [e.g., 1 KB (kilobyte)]. Furthermore,
ATM does not recover from cell loss within the network
and, in its native form, is oblivious to transport layer
framing. This could lead to poor throughput of transport
layers over ATM, as ATM could drop an early cell from
one transport layer segment, and then waste resources
on transmitting latter cells from that segment, and then
discard a cell from the next segment, causing multiple
segments to be damaged and need retransmission. This
led to ‘‘ATM’’ switches being designed to be aware of trans-
port layer framing. Switches that used the partial packet
discard scheme [28] would continue discarding cells from
a segment that had one of its cells discarded, confining
loss to segments that would be retransmitted anyway.
The early packet discard scheme [29] took this further,
not only assuming that the transport layer would retrans-
mit the whole segment, but assuming that the transport
layer (like TCP) interpreted loss to indicate congestion,
so when switch buffers were filling (but not yet over-
flowing), this scheme would discard all cells belonging to
certain segments, preventing any partial packet delivery
and prompting TCP’s congestion avoidance, improving the
aggregate throughput of TCP over ATM.

4.3. Xpress Transport Protocol

The Xpress Transport Protocol (XTP) [8] was developed in
conjunction with the Protocol Engine project, with the aim
of being a high-speed transport protocol that was suitable
for VLSI implementation. The high speed of optical
networks often motivates hardware implementations of
protocols, and the next section of this article considers this
topic in more depth.

Like SSCOP, XTP provides a ‘‘fastnak’’ mode, in
which the destination immediately sends a negative
acknowledgment in response to receiving a segment with a
sequence number that does not follow its predecessor. This
mode of operation is well matched to optical networks that
tend to preserve sequence. XTP also provides the user
with a choice of whether to use go-back-n or selective
retransmission. The flow control of XTP contains both
rate-based and window-based components.

5. IMPLEMENTATION ISSUES

Previous sections have addressed end-to-end protocol
issues, whereas this section addresses how the transport
protocol should be implemented in end systems. Proper
implementation is important to ensure that transport
protocols can handle the high transmission rates of optical
networks.

The high transmission rates of optical networks
encourage the use of large data units (packets and

segments) in transport, and other protocols. Increasing the
data unit size reduces the frequency with which per-data-
unit operations (such as classification for demultiplexing
and state lookup) need to be performed, and only impacts
transmission efficiency if the application’s payload is
smaller than the transmission data unit. Consequently,
optical networks often use packets that may be ≥8 KB
‘‘jumbograms.’’ It is also desirable to avoid interrupting
the destination processor at high speed as each data unit
arrives because of the overhead in context switching.
The interrupt frequency can be reduced by using
interrupt coalescing [30], in which the processor is not
interrupted for every packet received, but rather is
interrupted for every n packets received (or after a short
timeout).

The processing of packet headers can also be expedited
by the format of the header reflecting processing
requirements. For example, fields should be aligned
on processor word boundaries whenever possible so
that the processor does not need to shift them before
operating on them. The packet header should also ideally
fit within a processor cache line, and be aligned in
memory with cache lines, so as to expedite header
processing. Integer values in header fields may be
represented in either little- or big-endian format. Ideally,
the representation should match the native representation
of the processors used in the end systems, and end
systems may negotiate this representation as part of
connection establishment [18]. The common alternative
is to use a representation that is statically defined by
the transport protocol, and for processors to adapt though
translation. Since the headers of consecutive segments
often differ little (e.g., perhaps in only a sequence number
and checksum), they can be rapidly prepared at the source
by copying the header from a template and then adjusting
the fields that differ for this segment. Similarly, the
destination can rapidly check the header of each incoming
segment by comparing it to the header of the preceding
segment [31].

Memory technologies have not increased in bandwidth
as fast as optical transmission technologies, so high-
speed transport protocols need to be implemented with
appropriate memory management in order to match the
rates of optical networks. This means minimizing the
number of times that payload information is shifted in
memory, such as using ‘‘buffer cutthrough’’ [32], in which
data units remain stationary in memory when they are
passed between layers of a protocol stack, with layers
exchanging pointers to these data units, and encapsulating
(or decapsulating) them in situ in memory.

Caching, as used to match memory speeds to increasing
processor speeds, is of limited use for network interfaces,
since they exhibit little temporal locality of reference.
However, data sent over a network do exhibit spatial
locality, and this makes video RAM technology [33]
attractive for interfacing end systems to optical networks.
Video RAMs consist of a large array of dynamic memory
cells, and a fast static memory that can be rapidly stored
or loaded with a row of the dynamic memory cells, or
sequentially stored or loaded with values from off the
chip. The conventional application of video RAMs is for
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the static memory to serially feed a videodisplay raster
scan, while a processor can concurrently modify values
in the dynamic memory. In the networking application
[e.g., 8], the static memory feeds (or is fed by) the high-
speed network interface, and the application accesses the
dynamic memory.

Proper partitioning of the implementation of a trans-
port protocol between hardware and software, and
between the user-space and kernel-space software com-
ponents can help a transport protocol keep up with optical
networks. Functions that ‘‘touch’’ each byte that is trans-
mitted (e.g., checksum calculations and encryption) are
particularly appropriate for hardware implementation
because of the high processor overhead of implement-
ing these functions in software. If these functions must
be implemented in software (e.g., so that they are readily
changed), then the memory overhead of accessing each
byte can be reduced by integrating these functions with
functions from other layers of the protocol stack that
also touch each byte [34]. The Protocol Engine project [8]
attempted to implement complete protocol stacks, includ-
ing the Xpress Transport Protocol, in hardware.

In addition to the partitioning of an implementation
between hardware and software, there is also the
issue of partitioning the software components of an
implementation between user-space and kernel-space
parts of the memory system. A transport protocol
implementation needs to access services that an operating
system provides, such as buffer management, scheduling,
input/output access. Kernel-based transport protocols
may reduces the overhead in accessing these services,
increasing performance, but they are difficult to develop
and deploy. Careful implementation can produce high-
performance user-space implementations of transport
protocols [e.g., 35].
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1. INTRODUCTION

Coding for noisy channels has a half-century history
of theory and applications, but until the early 1980s
the applications usually presumed a binary-to-binary
encoding function whose output was transmitted with a
binary, say, phase-shift-keyed (PSK), modulation format.
The emphasis was on achieving coding gain over an
uncoded system, and it was understood that bandwidth
expansion was one price to pay, often a tolerable price as
in deep-space missions. In this regime, where bandwidth
efficiency is less than 1 bps/Hz, finding strong codes

amounts to finding codes with optimal binary Hamming
distance properties.

On the other hand, most contemporary systems are
pressed to communicate increasing throughput in limited
bandwidth. Information theorists knew that substantial
coding gain was also possible in the ‘‘bandwidth-efficient
regime’’, where one is interested in communicating
multiple bits per second per hertz. It was not until the
seminal work of G. Ungerboeck [1] that this potential
came to fruition, and thereafter the technique quickly
penetrated applications. The general term for this channel
coding technique is trellis-coded modulation (TCM). This
article will present a tutorial overview of the main
ideas behind TCM, with several examples. References to
literature are given throughout for deeper investigation.
In particular, Biglieri et al. [2] incorporate a wealth of
more detailed information.

Coded modulation refers to the intelligent integration
of channel coding and modulation to produce efficient
digital transmission in the bandwidth-efficient regime.
The essential theme is to map sequences of information
bits to sequences of modulator symbols, these symbols
drawn from a constellation having high spectral efficiency,
in such a way as to maximize a relevant performance
criterion. For the classic problem of signaling over the
Gaussian channel, the objective becomes to maximize the
minimum Euclidean distance between valid modulated
sequences. The mapping can be block-oriented, called
block-coded modulation.1 TCM, on the other hand, is best
viewed as a stream mapping, associating input bit (or
symbol) streams with sequences of signal points from the
modulator constellation.

The ideas generally are traced to the late 1970s and
the work of Ungerboeck, although, as with most important
innovations, earlier roots are evident (see, e.g., the preface
to Ref. 2). The 1982 paper by Ungerboeck [1], following
a 1976 Information Theory Symposium talk, prompted
a great deal of subsequent research in TCM, and the
technique quickly became part of the coding culture,
appearing in several important voiceband modem and
satellite communication standards and, more recently,
wireless standards. It is relatively easy to obtain coding
gains of several decibels relative to uncoded signaling for
modest encoding/decoding complexity, without bandwidth
expansion. For example, one of the designs discussed
below sends 2 bits per modulator interval using 8-PSK
modulation, with a 4-state encoder. The design achieves
3-dB asymptotic energy savings over uncoded QPSK, yet
occupies the same bandwidth as the latter.

The basic themes common to TCM are rather simple.
To achieve bandwidth efficiency in the first place, we need
to communicate multiple bits per signal space dimension,
since it can be shown that bandwidth occupancy is related
to the number of complex signal space dimensions per
unit time. To send k message bits per modulation interval,
we adopt a constellation C containing more points than

1 Block-coded modulation has never attained the foothold enjoyed
by TCM in this application, probably because TCM represents
a cleaner solution, and maximum-likelihood decoding is readily
obtainable in TCM.
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2k. (Typically, as seen shortly, the set size will be
twice as large, viz., 2k+1.) This constellation expansion
provides the redundancy important to coded modulation,
as opposed to simply sending extra points per unit time
from a constellation of size 2k. We divide the constellation
into regular disjoint subsets, called cosets, such that
the minimum Euclidean distance between members of
these cosets is maximized (and greater than the original
minimum distance of the constellation). k input bits are
presented per unit time, and of these, k̃ ≤ k bits are input
to a finite-state encoder, having S states. This encoder
produces a label sequence that picks a subset (or coset).
The remaining k− k̃ bits select the specific constellation
point in the chosen subset. Signal points are produced
at the same rate as input vectors are presented. This
selection process has memory induced by the finite-state
encoder, representing the other crucial aspect of coded
communication. Figure 1 illustrates this generic encoding
operation, sometimes called coset coding [3]. One might
view this process as that of a time-varying modulation
process, whereby the subset selector defines a signal set
at each time interval from which the actual transmitted
signal is to be selected. Of course, there are important
details defining any particular design; in particular it is
important to choose the proper value of k̃ as well as the
proper finite-state encoder.

In the next section, relevant information theory is
summarized that points to the potential of TCM as well
as proper design choices. Section 3 provides basic design
principles with examples for simple TCM codes. Following
that, more detailed information on performance evaluation
and tables of best codes are provided. The article
closes with a brief discussion of related topics, including
design of codes for rotational invariance, multidimensional
transmission, and fading channels.

2. RELEVANT INFORMATION THEORY

Before delving into the specifics of TCM, it is helpful
to examine the potential efficiency gain that exists,
according to information theory, for bandwidth-efficient
communication. In addition, this study will provide insight
into the appropriate choice of constellation size. This will
be addressed for the important case of two-dimensional
(in-phase/quadrature) modulation.

Consider the two-dimensional Gaussian noise channel
shown in Fig. 2, where it is assumed that a signal vector
x = (x1, x2) is presented at each channel use. This pair of
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Figure 1. Depiction of generic TCM system.
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Figure 2. Two-dimensional gaussian channel model.

real numbers corresponds also to a single complex input.
The input is constrained only by its expected energy (i.e.,
E[x2

1 + x2
2] ≤ Es), so that Es represents the average symbol

energy at the demodulator input. The noisy channel
adds two-dimensional zero-mean Gaussian noise, with
independent noise components in each coordinate. In
keeping with standard notation, the variance of each
component of the additive noise will be denoted N0/2,
where N0/2 represents the power spectral density in
watts per hertz of the physical white-noise process in
the receiver.2

The channel capacity of such a channel is defined as the
maximum of the mutual information between input and
output vectors, the maximum taken over all probability
assignments on input symbols satisfying the energy
constraint. It is a standard result of information theory [4]
that the capacity is attained when the input variables are
independent Gaussian, with each subchannel allocated
half the available energy. Moreover, the subchannel
capacity is

C′ = 1
2

log2

(
1+ E′

N0/2

)
bits per channel use (1)

where E′ is the energy available to each subchannel. Since
the capacity of parallel independent channels equals the
sum of the respective subchannel capacities and Es = 2E′,
we have

C = log2

(
1+ Es

N0

)
bits per channel use (2)

Figure 3 plots this relation versus Es/N0, scaled in dB
(see the leftmost curve). Note that the plot, consistent
with (2), is linear at high SNR, and every 3 dB increase
in SNR buys an additional bit of channel capacity. On
this same plot, we mark with circles the values of Es/N0

2 This diagram encapsulates the actual physical process of
waveform modulation, physical channel effects, and demodulation
of waveforms to real numbers.
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needed to achieve bit error probability 10−5 when using
uncoded 4-PSK, 8-PSK, 16-QAM, and 32-QAM (cross)
constellations, techniques that are efficient designs for
sending 1, 2, 3, or 4 bits per symbol, respectively. (See
any text on digital communication, e.g., Ref. 5 or 6.)
Noting that the capacity constraint implies the theoretical
minimum Es/N0 capable of sending k bits per symbol,
but that this limit is in principle closely approachable,
we conclude that roughly 8–10 dB of potential efficiency
improvement exists all across the high-rate regime,
indicating significant potential exists for bandwidth-
efficient signaling, as well as in the classic coded binary
signaling realm. This result was evident prior to the
advent of TCM, but it is somewhat surprising that it
took researchers so long to tap this potential.

To translate this into implications for bandwidth-
efficient signaling and for bottom-line energy efficiency
limits, we argue that information rate R bits per channel
use can be communicated reliably, provided R < C. When
communicating R bits per symbol, we have Es = REb,
where Eb is the energy associated with an information bit,
and obtain the relation

R ≤ log2

(
1+REb

N0

)
(3)

which thus requires that

Eb

N0
>

2R − 1
R

(4)

(This critical value is necessary for reliable communi-
cation, but is approachable by sufficiently sophisticated
coding methods.) For example, to send R = 1 bit per 2D
(two-dimensional) symbol, no matter what the constella-
tion and no matter how complicated the coding process,
it is impossible to achieve reliable communication if the
bit SNR, Eb/N0, is less than 1, or 0 dB. More pertinent
to our interest, if we wish to send R = 4 bits per inter-
val, we must provide at least Eb/N0 > 15

4 , or 5.7 dB. In

terms of corresponding spectral efficiency, we can (opti-
mistically) estimate that the required bandwidth needed
to send Rs modulator symbols per second without inter-
symbol interference is B = Rs, approachable with Nyquist
pulseshaping in 2D modulation. Thus, since Rb = 4Rs, we
can communicate with (nearly) 4 bps/Hz spectral efficiency
provided Eb/N0 exceeds 5.7 dB.

In practice, code sequences are not fashioned from
independent Gaussian random variables, although this
result does illuminate the design of efficient TCM
systems. Rather, the inputs to the channel are chosen
from some finite, regular arrangement of M points (the
constellation). Letting P(xi) represent the probability of
sending constellation point xi into the channel of Fig. 2,
we can write that the mutual information between input
and output is [4]

I(X; Y) =
M−1∑
i=0

P(xi)

∫
f (y|xi) log2

×
[

f (y|x)

f (y)

]
dy bits/channel use (5)

This may be evaluated numerically by noting that the
conditional PDFs are Gaussian 2D forms as described
above. Normally, the input symbols are assumed to
be equiprobable, which gives the ‘‘symmetric’’ capacity,
although one should realize that choosing high-energy
constellation points with smaller probability than inner,
low-energy points, is a slightly superior choice mimicking
the Gaussian distribution above. So-called shaping can
extract some of this gain, perhaps amounting to 1 dB [7].
Nonetheless, the symmetric capacity for QPSK, 8-PSK, 16-
QAM (quadrature amplitude modulation), and 32-QAM
(cross-constellation) are shown in Fig. 3 as well. Notice
that the capacity curves saturate, as expected, at log2 M,
where M is the constellation size, since even without
additive noise, log2 M, bits is the maximum error-free
information per symbol.

An important conclusion from this analysis, drawn by
Ungerboeck, is that to reliably communicate k bits per
modulator symbol, constellations of size 2k+1 can achieve
virtually the same energy efficiency as a hypothetical
Gaussian code without constellation constraints would
achieve. In specific terms, notice that the 8-PSK curve
in Fig. 3 closely follows the Gaussian capacity curve up
through capacity of 2 bits per symbol. Thus, to send
k = 2 bits/symbol, 8-PSK represents a sensible choice.
Whereas 16-QAM offers a greater selection of signals to
build code sequences, the theoretical potential, expressed
by channel capacity limits, is only incrementally better.
To send k = 7 bits per interval, achieving even greater
spectral efficiency, a sensible choice for modulation would
be 256-QAM. (Note, however, that not any constellation
will suffice; it is important that the constellation be an
efficient packing of points into signal space.)

This ‘‘constellation doubling’’ is certainly convenient, for
it represents the need for the encoder to produce one extra
bit beyond the k input bits. The recommendation holds
across the range of spectral efficiency, and is appropriate
for constellations of any dimension, including 1D and 4D
cases, for example.
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3. TCM DESIGN PRINCIPLES

The discussion here will concentrate on 2D TCM, the case
of primary practical interest. (A brief treatment of higher-
dimensional TCM is given at the end.) The underlying
objective is to communicate k bits/modulator interval,
thereby achieving a spectral efficiency approaching k
bps/Hz. The ideas extend readily to higher dimensions
though, and more will be said about the benefits of this
later. Also, 1D, that is, pulse amplitude modulation (PAM),
designs evolve easily from this basic formulation.

It is first helpful to understand what not to do in
design. We should avoid the separation of the problem
into design of a ‘‘good’’ binary encoder and the design
of a ‘‘good’’ modulator for sending binary code symbols.
In the case of k = 2, this strategy might locate tables of
optimal Hamming distance codes, appropriate for binary
modulation, with 2 input bits and 3 output bits per time
step. Then we could adopt a Gray-labeled 8-PSK modulator
for transmission of the 3 code bits. While such a design
achieves the objective of sending 2 bits per modulator
symbol, this decoupled approach cannot in general attain
the same energy efficiency that a more integrated approach
follows. (An exception is the case of binary codes mapped
onto Gray-coded QPSK; there the squared Euclidean
distance between signal points is proportional to Hamming
distance between their bit labels, so optimal binary codes
produce optimal TCM codes, and the bandwidth doubling
normally attached to a rate- 1

2 binary code, say, is avoided
when mapping onto the larger QPSK constellation. In

some sense rate- 1
2 -coded QPSK represents the earliest

exemplar of TCM.)

3.1. Set Partitioning

Returning to the integrated design methodology, we adopt
a constellation C that is a regular arrangement of M = 2m

points in 2D signal space. We assume this constellation
contains more than 2k points, typically larger by a factor of
2 as discussed above. The constellation is first partitioned
into disjoint subsets, Ai, whose union is the original
constellation. For constellations we will discuss, this
partition tower will involve successive steps of splitting-
by-2. Subsets are chosen so that the intraset minimum
Euclidean distance (within subsets) is maximized. These
subsets are often denoted as cosets, for one subset is merely
a translation or rotation of another subset.

At the next level of the partition chain, each subset is
further subdivided into smaller subsets, denoted Bi, again
increasing the intraset Euclidean distance. In principle
the process continues until sets of size 1 are produced,
although typically one does not need to proceed to this
level.

The process is now illustrated for 8-PSK and 16-QAM
constellations.

Example 1. Partitioning of 8-PSK. The 8-PSK con-
stellation is comprised of 8 points equally spaced on a
circle with radius E1/2

s , so that Es represents both the peak
and average energy per modulator symbol. The partition
shown in Fig. 4 first divides the constellation into two

(b1 b2 b3)

d 2
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Figure 4. Partition chain for 8-PSK.
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QPSK sets, denoted A0, A1, one a rotation of the other.
Notice that the intraset squared distance is 2Es in nor-
malized terms, whereas the original squared minimum
distance is d2

0 = 0.586Es. Further splitting of each coset
produces four antipodal (2-PSK) sets, within which the
intraset squared distance is now 4Es. We denote these
subsets by B0, B1, B2, and B3. Finally, a third splitting
produces singleton sets Ci.

Eventually, each constellation point will need to carry
some binary label, 3 bits in this example. The partitioning
process above provides a convenient means of doing so, and
is called ‘‘mapping by set partitioning’’ by Ungerboeck [1].
In the partition chain, we have arbitrarily attached a 0 bit
to a left branch and a 1 bit to a right branch at each stage.
Reading the bits from bottom to top gives a 3-bit label to
each point, as indicated in Fig. 4. Coincidentally, the bit
labeling is the same as that of natural binary progression
around the circle.

Example 2. Partitioning of 16-QAM. The partition
chain for 16-QAM is depicted in Fig. 5, again showing
a twofold splitting of sets at each stage. Here the
squared distance growth is more regular than for M-
PSK constellations specifically 4a2, 8a2, 16a2, . . ., where
Es = 10a2 is the average energy per symbol for the
constellation. This doubling behavior holds for arbitrary
2D constellations that are subsets of the integer lattice Z2.
Note again the partitioning process supplies bit labels to
each constellation point.

Other familiar constellations are easily partitioned
in a similar manner, including 1D pulse amplitude
modulation (PAM), M-ary phase shift keying, and large
M-QAM sets. Identical methods pertain to partitioning
of multidimensional lattice-based constellations as well,
although the splitting factors are seldom twofold.

3.2. Trellis Construction

Given such a constellation partitioning, it remains to
design a trellis code. The parameters of a trellis encoder
are (1) the number of bits/symbol, k, as above, and (2) the
number of encoder states, S, normally taken to be a power
of 2, so S = 2v. A trellis is merely a directed graph with
S nodes (states) per timestep, and with 2k edges joining
each of these nodes to nodes at the next time stage. It is
these edge label sequences that form the valid sequences
of the trellis code. Already there exists some design choice,
namely, how these 2k edges emanating from each state
connect with states at the next level. Equivalently, in
Fig. 1, of the k input bits, how many will be used to
influence the state of the encoder and how many remain to
define a point within a subset. Suppose k = 2 and S = 8,
for example. We might construct trellis graphs with each
state branching to 4 distinct next states (k̃ = 2), or, what
is common in TCM designs, we could have two groups of
‘‘parallel’’ edges joining each state with two distinct states
at the next level (k̃ = 1). We call this ‘‘2 sets of 2’’ branching,
versus ‘‘4 sets of 1’’ in the first case. The better policy is
unknown at the outset, but the optimal choice becomes

Figure 5. Partition chain for 16-QAM,
Es = 10a2.
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evident after study of all cases. In general, the trellis
branching will become more diffuse when progressing to
larger state complexity.

Given a choice of trellis topology we assign subsets of
size 2k−k̃ to each state transition. These are commonly
called parallel edges when k− k̃ ≥ 1. For small trellises it
is not difficult to exhaustively try all possibilities, but for
larger trellises there rapidly become many permutations
of subset assignments, and their respective performances
may differ.

Realizing that maximization of squared distance
between distinct channel sequences is the objective,
Ungerboeck proposed a ‘‘greedy’’ algorithm as follows:

1. Assign subsets to diverging edge sets in the trellis
so that the interset minimum distance (between
subsets) is maximized. This implies that two
sequences that differ in their state sequences obtain
maximal squared distance on the splitting stage.

2. Assign subsets to merging edge sets so that the
interset minimum distance is maximized, for similar
reason.

Further, all subsets are to be used equally often.
It may not be possible to achieve objectives 1 and 2

in small trellises, 2-state designs, for example. Also, this
policy is only a heuristic that seems true of best codes
found to date via computer search, but appears to have
no provable optimality. Even within the class of ‘‘greedy’’
labelings there will remain many choices in general.

Example 3. 4-State TCM for 8-PSK, k = 2. The
archetypal example of TCM designs is the 4-state code
for 8-PSK, sending 2 bits per symbol. The trellis topology
options are 2 sets of 2 (k̃ = 1), or 4 sets of 1 (k̃ = 2).
Adopting the former, along with the greedy policy, and
with reference to Fig. 4, we assign subsets of size 2,
namely, Bi, to the state transitions as shown in Fig. 6. One
should note the symmetry present in the design — each
constellation point is used exactly twice throughout the
trellis, and each state has its exiting or entering arcs
labeled with either A0 = B0 ∪ B2 or A1 = B1 ∪ B3. The
greedy policy can also be seen — for example, setsB0 andB2

have maximal interset distance among the subset choices,
and these are assigned to splits and merges at state 00.

00

11

10

01

0

2

1

3

2

0

3

1

Figure 6. 4-state trellis for R = 2, 8-PSK.

It should be noted at this point that information
bit sequences are not attached to trellis arcs, but the
trellis only specifies valid sequences of modulator symbols.
The focus is on maximizing the Euclidean distance
between valid sequences, without concern as yet about
the underlying message bit sequences.

3.3. Decoding of TCM

Before proceeding further on the design and performance
aspects of TCM, we digress to describe optimal decoding,
namely, maximum-likelihood sequence decoding.3 The
TCM encoder produces a sequence ci of 2D signal points
for transmission over an additive Gaussian noise channel.
Optimal decoding is easily understood in the context of
Viterbi’s algorithm for decoding the noisy output of any
finite-state process [8,9]. The task is to find the most
likely message sequence given the noisy observations, and
the solution is the sequence whose sum of loglikelihoods
for branch symbols is largest. For the Gaussian channel
treated here, these branch metrics are merely the negative
squared distances between the measurement and the
constellation point being evaluated. Further simplification
is possible if the constellation points have constant energy,
as with M-PSK.

One may implement the decoder in an obvious manner
by noting that each survivor state in the trellis such
as Fig. 6 has 2k branches entering it, and the survivor
sequence to each state can then be computed by forming
the cumulative metric for each of these 2k sequences, and
retaining the largest metric, as well as the route of the best
path. In this view, decoding is little different from standard
Viterbi processing. An alternate approach that exploits the
structure of TCM first views the problem as finding the
best-metric choice within each coset (the parallel edges of
the graph), then having an add–compare–select routine
evaluate the contending coset winners entering a given
state. These coset winners can be found once and reused
as needed for processing the remaining states at the
same time index. Otherwise, aspects of the decoder are
identical with standard Viterbi decoding. Issues of metric
quantization and range, as well as survivor memory
depth are relevant engineering issues, but will not be
discussed here.

3.4. Design Assessment

We speak of error events as occurring when the decoder
opts for some sequence other than that transmitted. These
events generally correspond to short detours from the
correct path, during which a small number of message bit
errors occur. In contrast with conventional convolutional
codes, 1-step error events often exist in TCM decoding.
The fundamental parameter of interest in design of TCM
codes is the Euclidean free distance, df , defined as the
minimum, over all sequence pairs, of the Euclidean signal
space distance between two valid code sequences, without
regard to detour length. This is an extension of the notion

3 This does not exactly minimize the decoded bit error probability,
however.
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of free distance for convolutional codes, where Hamming
distance is the normal distance measure.

The possible error event lengths in the trellis of Fig. 6
are 1-step, along with 3-step, 4-step, and so on. Two-step
error events are not possible in this case. For the present,
assume that the transmitted sequence follows the top
route in the trellis, corresponding to the ‘‘all-zeros path’’.
A 1-step error event is the event that the decoder chooses
the antipodal mate of the transmitted signal in a one-
symbol measurement, and the squared distance for this
pair is 4Es. (Recall that the radius of the constellation is
E1/2

s .) This is also the intraset squared distance for B0.
There are four 3-step error events of the form 2–1–2,

2–1–6, 6–1–2, or 6–1–6, where the numbers represent
subscripts of Ci in Fig. 4. Each sequence has squared
distance from the 0–0–0 sequence of 2Es + 0.586Es +
2Es = 4.586Es. It is straightforward, though tedious, to
demonstrate that all 4-step, and longer, error events have
distance at least this large.4 Thus, the free Euclidean
distance of this code is 4Es, and we say 1-step error events
dominate, since at high SNR, this kind of error event is
more likely than any specific 3-step or longer error event.
The probability of confusing two signals in Gaussian noise
is given by

P2 = Q

[(
d2

E

2N0

)1/2
]

(6)

where Q(x) =
∫ ∞

x

1√
2π

e−z2/2 dz is the Gaussian tail

integral function. Given that each transmitted sequence
has only one such nearest neighbor, and on each such
error event, only 1 of the 2 information bits is in error,
we predict that the asymptotic (high SNR) performance of
this code is

Pb ≈ 1
2

Q

[(
4Eb

N0

)1/2
]

(7)

We have also used the fact that the energy per symbol is
Es = 2Eb (not 3Eb). In comparison, the bit error probability
of uncoded Gray-labeled 4-PSK is

PbQPSK = Q

[(
2Eb

N0

)1/2
]

(8)

The asymptotic coding gain (ACG) is defined as the ratio
of the arguments of the high-SNR error expressions for the
coded and uncoded cases, and ignores multiplier constants.
Here the ACG is 2, or 3.01 dB. The spectral occupancy
remains unchanged, however, since we are sending one
complex symbol for every 2 information bits in either case.

It is interesting to note that the error probability
attached to the various message bits is in general not
equal. In this example, the message bit defining which
of the two parallel transitions is taken from a state to
the next state is slightly more error-prone for large SNR.
This is because the 1-step error event defines the free

4 A computer program can compute the minimum distance in
more complicated situations, and would be used to evaluate codes
in a code search.

Euclidean distance for this code. We thus may find an
unequal error protection property, which is sometimes
taken as an opportunity if some message bits are deemed
more important.

The encoder can be realized in more than one manner,
in particular as a feedforward finite-state machine,
or as one having feedback.5 Figure 7 illustrates two
‘‘equivalent’’ realizations of the 4-state encoder for 8-
PSK. These encoders produce the same set of coded
sequences, although the association between inputs and
outputs differs. The 3-step error events attached to the
first realization are produced by the lower input bit
sequence 0001000. . ., while the same coded sequence is
produced by the input 00010100. . .. in the second encoder.
Corresponding to this, the decoded bit error probability
will also differ slightly. As with binary convolutional
codes [10], we can always realize a TCM encoder as
a systematic form with feedback, and this will be the
emphasis from here on. Searching over this class of
codes is convenient because in some sense this gives a
minimal search space, and the encoders are automatically
noncatastrophic as well, [1,2,6].

The alternative trellis topology, 4-sets-of-1 branching,
cannot be made this efficient. Although 1-step error events
are no longer possible, 2-step error events are present with
squared distance inferior to the previous design, no matter
the subset labeling on the trellis transitions. This latter
configuration is, however, the topology associated with
choice of an optimal 4-state binary encoder for maximizing
Hamming distance — where parallel edges are seldom
found.

When moving to an 8-state encoder, note that
maintaining 2-sets-of-2 topology retains the 1-step error
event, and thus the same free distance. (It is true that the
longer error events become less problematic.) To increase
the free distance, 1-step error events must be eliminated
by switching to 4-sets-of-1 topology. The resulting optimal
trellis is shown in Fig. 8, which, the reader may notice,

DD
8-PSK

DD

8-PSK

b1

b3

b2

b1

b3

b2

(a)

(b)

Figure 7. Encoders for 4-state TCM, R = 2, 8-PSK:
(a) feedforward realization; (b) systematic, feedback realization.

5 One should also realize that ‘‘different’’ realizations exist when
the constellation labeling is changed.
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Figure 8. 8-state trellis, R = 2, 8-PSK, dominant error events
shown relative to upper path.

subscribes still to the greedy policy. The two dominant
(3-step and 4-step) error events are shown, both with
d2

f = 4.586Es, and the asymptotic coding gain over QPSK
is now 3.6 dB. Two-step events, although now present,
have greater distance.

Example 4. 4-State Code for 16-QAM, k = 3. Another
example that is feasible to design by hand is the 4-state
code for 16-QAM. Each state now has 23 = 8 entering
and exiting branches, and the topology options are 2 sets
of 4, or four sets of two. The former turns out to be
best, again after studying the alternatives, and its trellis
labeling is the same as that of Fig. 6, but uses the subset
notation of Fig. 5. Since parallel edge sets are now size
four, there are three 1-step error events relative to any
transmitted sequence, but only two have the smallest
squared distance, namely, the intraset minimum distance
of Bi in Fig. 5, 16a2 = 1.6Es = 4.8Eb. Once again, there are
no 2-step error events, and 3-step and longer error events
have larger squared distance.

Following the methodology of the 8-PSK example, we
can determine that for large SNR

Pb ≈ NbQ

[(
2.4Eb

N0

)1/2
]

(9)

where Nb = 1
3 since message labels can be assigned so

that at most one of the 3 input bits is incorrect on these
two nearest sequences. In general this multiplier constant
represents the average frequency of bit errors incurred
among all the dominant distance error events, normalized
by k, and depends on the code structure as well as the
actual encoder realization.

This can be compared with the performance of uncoded
8-PSK, which is bounded by

Pb ≤ 2
3

Q

[(
0.88Eb

N0

)1/2
]

(10)

The asymptotic coding gain over uncoded 8-PSK (Gray-
labeled) is thus 10 log10(2.4/0.88) = 4.3 dB. Again, this
comparison is at equal spectral efficiency (3 bits/symbol);
a comparison with uncoded 16-QAM would give slightly
larger coding gain.

4. PERFORMANCE

Performance analysis for TCM resorts to upper, and
perhaps lower, bounding of events known as the node error
(or first error) probability and the bit error probability.
The latter is generally of most interest, and the former
is a useful step along the way. As with analysis of other
coding techniques, we normally apply the union bound to
obtain an upper bound, and this bound becomes tight at
high SNR.

Suppose ci is an arbitrary transmitted sequence in a
long trellis, and let cj be any other valid sequence in the
trellis. Define Ii to be the incorrect subset, namely, the set
of valid trellis paths that split from ci at specific time k,
and remerge at some later time. Then we have that the
first-error-event probability is union-bounded by

Pe ≤
∑

ci

P[ci]
∑
cj∈Ii

P[�(cj) > �(ci)] (11)

where �(ci) is the total path metric for the sequence
ci. Note that the bound is a sum of ‘‘2-codeword’’
error probabilities. These 2-codeword probabilities can be
written for the AWGN channel as

P[ci → cj] = Q

[(
d2

E(ci, cj)

2N0

)1/2
]

(12)

where dE(ci, cj) is the Euclidean distance between the two
sequences.

One important distinction for trellis codes is that the
usual invariance to transmitted sequence may disappear;
that is, the inner sum in (11) depends on the reference
sequence ci, because either the sets of 2-codeword
distances in the incorrect subsets vary, or more typically,
the multiplicity at each distance varies with reference
sequence. For linear binary codes mapped onto 2-PSK
or 4-PSK, an invariance property holds that the all-
zeros sequence can be taken as the reference path,
without loss of generality. A simple counterexample
for TCM is provided by coded 16-QAM; transmitted
sequences involving inner constellation points have a
larger number of nearest-neighbor sequences than do
transmitted sequences involving corner points, even
though each has the same minimum distance to error
sequences. Further details are not included here, but
this issue is discussed under the topic of uniformity
of the code, and conditions can be found for varying
degrees of uniformity [2,11]. It turns out that the 8-PSK
codes presented here are strongly uniform; that is,
any transmitted sequence can be taken as a reference
sequence. Other TCM schemes exhibit a weaker kind of
uniformity in which every transmitted sequence has the
same nearest-neighbor distance.
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Given the general lack of a strong invariance property,
the traditional transfer function bounding approach
used to calculate (11) for convolutional codes must be
generalized to average over sequence pairs. Reference 12
provides a graph-based means of doing this averaging,
which provides numerical upper bounds on error event
probability, and by differentiating the transfer function
expression, bounds on decoded bit error probability (see
also Ref. 2). These expressions are series expressions
involving increasing effective distance, and as SNR
increases, the leading (free distance) term in the expansion
dominates.

The resulting expressions will be of the form

Pe ≈ NeQ

[(
d2

E

2N0

)1/2
]

(13)

for error event probability and

Pb ≈ NbQ

[(
d2

E

2N0

)1/2
]

(14)

for decoded bit error probability. The multiplier Nb can
be interpreted as the average multiplicity of information
bit errors over all error events whose distance equals the
free distance, divided by the number of information bits
released per trellis level, k. These expressions are the
aforementioned dominant terms in the series expansions
for error probability.

The multipliers either emerge from the transfer
function bounding, retaining the dominant term, or, for
simple codes, they may be found by counting. The k = 2
coded 8-PSK code with 4 states has Ne = 1 and Nb = 1

2 as
discussed earlier, but the multipliers can be significantly
larger, especially for codes with many states.

One should be cautious in use of (13) or (14), for they
represent neither a strict upper or lower bound. Instead,
these are asymptotically correct expressions, tightening
as SNR increases. Free Euclidean distance is not the
entire story at high SNR, but the multiplier factor is also
relevant, although a more second-order effect. It can be
noted that in the vicinity of Pb = 10−5, every factor of 2
increase in the multiplier coefficient costs roughly 0.2 dB
in effective SNR for typical TCM codes.

5. TABLES OF CODES

In distinction with algebraic block code constructions,
good TCM codes are produced by computer search that
optimizes free Euclidean distance. In this section, we
list properties of optimal codes taken from Ref. 13. Code
information is listed for state complexities ranging from
4 to 64 states, deemed to be the range of most practical
interest.

Table 1 summarizes data for the best 1D TCM codes
for M-level PAM, where M = 2k+1. Data are provided
about (1) the systematic feedback encoder connection
polynomials, using the notation of Fig. 9 and right-
justified octal form, where 13 corresponds to 001011;
(2) the squared free distance normalized by 4a2, where

Table 1. Encoder Summary for Best PAM TCM Designs

ACG(dB) A

States k̃ h1 h0 d2
f /4a2 k = 1, (1) k = 2, (2) Ne

4 1 2 5 9.0 2.6 3.3 4
8 1 04 13 10.0 3.0 3.8 4

16 1 04 23 11.0 3.4 4.2 8
32 1 10 45 13.0 4.2 4.9 12
64 1 024 103 14.0 4.5 5.2 36

Key: (1) gain relative to 2-PAM; (2) gain relative to 4-PAM.
Source: Ref. 13.
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Figure 9. General systematic trellis encoder with feedback.

2a is the PAM signal spacing along the real line; (3) the
asymptotic coding gain over uncoded 2k-ary PAM; and
(4) the multiplier Ne in the first term of the union-bound
expression for error event probability, as k becomes large.
(In this case the same encoder operates on one input bit,
regardless of k, at a given S.) The subset labels are 2 bits,
meaning that the constellation is divided into four subsets.
The remaining k− k̃ bits define a point from the selected
subset. The first entry is the encoder used in the digital
TV terrestrial broadcast standard in North America (see
applications section below.)

Tables 2 and 3 provide similar information for 8-PSK
and 16-PSK codes. Whereas 8-PSK is a good packing of
8 points in two dimensions, 16-PSK is not so attractive
in an average energy sense, compared to 16-QAM. If
peak energy (or amplitude) is of more concern, then
16-PSK improves [14]. The code described in Example 3
(above) is the 4-state code listed in Table 3, and it can
be readily checked that the systematic form encoder of
Fig. 7b concurs with the connection polynomials listed.

Table 2. Encoder Summary for Best 8-PSK TCM
Designs, k = 2

States k̃ h2 h1 h0 d2
f /Es ACG (dB) Ne

4 1 — 2 5 4.00 3.0 1
8 2 04 02 11 4.59 3.6 2

16 2 16 04 23 5.17 4.1 4
32 2 34 16 45 5.76 4.6 4
64 2 066 030 103 6.34 5.0 ≈ 5.3

Key: (1) gain relative to 2-PAM; (2) gain relative to 4-PAM.
Source: Ref. 13.
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Table 3. Encoder Summary for Best 16-PSK TCM
Designs, k = 3

States k̃ h2 h1 h0 d2
f /Es ACG (dB) Ne

4 1 — 02 05 1.324 3.5 4
8 1 — 04 13 1.476 4.0 4

16 1 — 04 23 1.628 4.4 8
32 1 — 10 45 1.910 5.1 8
64 1 — 024 103 2.000 5.3 2

Key: (1) gain relative to 2-PAM; (2) gain relative to 4-PAM.
Source: Ref. 13.

Table 4 compiles code and performance data for
perhaps the most important case, 2D TCM using QAM
constellations. As was the case in Table 1 for M-PAM,
optimal codes with fixed state complexity share much in
common as we increase k. For example in moving from
R = 3 bits per symbol to R = 4, and so on, we can achieve
this by simply growing the constellation by a factor of 2,
adding one additional uncoded input bit and retaining the
structure of the encoder for choosing cosets. This presents
an attractive rate flexibility option.

Observe that for all 1D and 2D constellations, it is
relatively easy to attain asymptotic coding gains of 3 dB to
more than 5 dB with TCM, relative to an uncoded system
with the same spectral efficiency. Notice also that for all
these codes at most 2 of the k input bits influence the
encoder state, regardless of state complexity. (This holds
actually up through 256 states [13].) As k increases, the
degree of parallelism in branching increases.

6. POWER SPECTRUM

If symbols are selected equiprobably and independently
from a symmetric constellation (e.g., 16-QAM), the power
spectrum of the transmitted signal does not contain
spectral lines, and the continuum portion of the spectrum
is given by the magnitude-squared of the Fourier
transform of the modulator pulseshape [5,6]. A raised-
cosine or root raised-cosine pulseshape is often selected
to achieve band-limited transmission. The bandwidth of
this spectrum scales according to the symbol rate, which
is why high bandwidth efficiency accrues for large QAM
signal constellations.

A standard approximation for the power spectrum
of channel-coded signals is to adopt the spectrum of
the uncoded modulation scheme, and frequency-scale

according to the coded symbol rate, Rcs = Rb/k. This
approximation models the coded symbol stream as an
independent selection from the constellation, which,
of course, is not valid. However, it turns out that
for many coding techniques, the coded symbol stream
exhibits pairwise independence; that is, the probability
of successive pairs of symbols equals the product of
the marginal probabilities. (This is not enough for strict
independence.) This in turn implies that the coded stream
is an uncorrelated one, and this is sufficient to yield a
power spectrum identical to that of uncoded transmission,
with care for scaling of the bandwidth according to
number of information bits per symbol. In particular,
codes proposed by Ungerboeck based on set partitioned
labeling of the constellation and a linear convolutional
encoder behave this way [15].

Example 5. Power Spectrum for Satellite Trans-
mission. High-speed data transmission via satellite at
120 Mbps might utilize R = 2 coded 8-PSK transmission,
so the symbol rate is 60 Msps (60 million symbols per
second). Using root raised-cosine pulseshaping with rolloff
factor 0.2, the total signal bandwidth occupies a range
of 72 MHz, consistent with certain satellite transponder
bandwidths.

7. APPLICATIONS

In this section, two contemporary applications of TCM are
described. The actual transmission rates differ markedly,
with one intended for dialup modems over the telephone
network, while the other supports RF broadcast of digital
TV. Nonetheless the motivation and operating principles
are similar.

7.1. ATSC Television

The North American standard for terrestrial broadcasting
of digital television goes under the name of the American
Television Standards Committee (ATSC) standard [16].
There are numerous modes of operation, but one employs
4-state TCM encoding of 8-level PAM (a 1D TCM system).
Coded symbols are passed through pulseshaping filters
and vestigial sideband modulation is employed to keep the
signal bandwidth within a 6-MHz allocation, even though
the PAM symbol rate is 10.7 Msps.

The 4-state encoder is shown in Fig. 10. Since only 1
of the 2 input bits influences the encoder state, the 22 = 4
branches leaving each state are organized into 2 sets of

Table 4. Encoder Summary for Best TCM Designs for QAM

ACG (dB)

States k̃ h2 h1 h0 d2
f /4a2 (k = 3),(1) (k = 4),(2) (k = 5),(3) Ne

4 1 — 02 05 4.0 4.4 3.0 2.8 4
8 2 04 02 11 5.0 5.3 4.0 3.8 16

16 2 16 04 23 6.0 6.1 4.8 4.6 56
32 2 10 06 41 7.0 6.1 4.8 4.6 16
64 2 064 016 101 8.0 6.8 5.4 5.2 56

Key (1) gain relative to 8-PSK; (2) gain relative to 16-QAM; (3) gain relative to 32-QAM.
Source: Ref. 13.
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Figure 10. Trellis encoder for ATSC digital TV standard.

2, as for the trellis of Example 3 above. However, here
the 1-step error event is not dominant due to the large
intraset distance between points in sets of size 2. It can be
shown that a 3-step error event dominates the distance,
with free Euclidean distance d2

f = 36
21 Es, leading to a 3.3-dB

asymptotic coding gain over four-level PAM, (see Table 1).
Coherent detection is performed in the receiver with the

aid of a pilot carrier to achieve phase lock without phase
ambiguity. The TCM system is actually concatenated
with an outer Reed–Solomon code to further improve
performance on noisy channels. Channel equalization for
multipath effects is also important.

7.2. V.32 Modem

One of the earliest applications of TCM appeared in
the V.32 modem standard for 9600-bps transmission
over the dialup telephone network. Prior to this time,
all modem standards utilized uncoded transmission of
modulator symbols. Use of 16-QAM, for example, can
achieve 9600 bps with a symbol rate of 2400 sps, consistent
with the voiceband channel bandwidth. Of course this
data speed is now regarded as slow, but similar ideas have
pushed speeds up by a factor of 3 over the same media [17].

To achieve the same throughput without increase in
bandwidth, the V.32 standard employs a TCM design
due to Wei [18] that maps onto 32-QAM with an 8-state
encoder shown in Fig. 11 along with the constellation
labeling of Fig. 12. In this trellis, 2 of the 4 bits entering
the encoder do not influence the state vector, and are called
uncoded bits. The remaining 2 are differentially encoded to
handle rotational ambiguity (see Section 8), and the differ-
ential encoder output influences the state sequence, and

hence the sequence of cosets. Each state has 16 branches
emanating, organized as 4 sets of 4. In this trellis there are
1-step, 2-step, 3-step, and longer error events. The domi-
nant error event(s) are 3-step events, and the asymptotic
coding gain, relative to uncoded 16-QAM, is 4 dB.

Notice that the encoder is nonlinear over the binary
field, due to the AND gates, but this does not complicate the
decoder relative to a linear encoder. It is also noteworthy
that this particular code has the same asymptotic coding
gain as the best non–rotationally invariant code with 8
states (Table4). Normally, this extra constraint implies a
small distance penalty, however.

A simulation of the performance of the V.32 design
was performed with 106 bits sent through the system
at each SNR in 1-dB steps from 6 to 11 dB. Results for
decoded bit error probability, after differential decoding,
are shown in Fig. 13, along with a plot of the expression
50Q[(2Eb/N0)

1/2]. The argument of the Q-function is
obtained from the fact that the coding gain over uncoded
16-QAM is 4.0 dB, and that uncoded 16-QAM is 4.0 dB
inferior in distance to uncoded QPSK. Thus the asymptotic
energy efficiency is equivalent to that of uncoded QPSK,
yet the system sends 4, rather than 2, bits per 2D symbol.
The factor 50 is an empirically determined value that
seems to fit the data well, and is consistent with the
multipliers found in Table 4, given that multiple bit errors
may occur per error event, and that the differential decoder
increases the final bit error probability.

8. FURTHER TOPICS

8.1. Rotational Invariance

To perform coherent (known carrier phase) detection,
the receiver must estimate the carrier’s phase/frequency
from the noisy received signal. This is normally done
by some sort of feedback tracking loop with decision-
directed operation to remove the influence of data symbols.
However, given a symmetric constellation in one or two
dimensions, this estimator will exhibit a phase ambiguity
of 0/180◦ or 0/90/180/270◦, respectively. Essentially,
without additional side information, the demodulator has
no way of discriminating phase beyond an ambiguity
implied by the symmetry order of the constellation.

To resolve this ambiguity without first making
hard decisions on symbols, then performing differential
decoding prior to trellis decoding, a rotationally invariant

Figure 11. Trellis encoder for V.32 modem stan-
dard [18].
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design is often preferred. This is a TCM design for which
(1) a rotated version of every valid code sequence is also in
the code space and (2) all such rotated versions correspond
to the same information sequence, when launched from
a different initial state. Usually a somewhat weaker
condition is imposed — namely, that all rotated versions
of the same code sequence correspond to encoder input
sequences that, when differentially decoded, correspond
to the same information sequence. In the latter case, the
encoder is preceded by a precoder on some set of input
bits, and the output of the TCM decoder is processed by
a differential decoder acting on these same bits, thereby
resolving the ambiguity. The penalty for not knowing
phase outright is a slight increase in bit error probability.

Conditions for rotational invariant design were studied
in detail by Trott et al. [19]. A notable example of a RI
design is the 8-state TCM code for 32-QAM modulation
due to Wei [18]. The encoder is depicted in Fig. 11 as
described above.

8.2. Multidimensional TCM

The codes described thus far produce symbol streams of
one- or two-dimensional constellation symbols. Slightly
more efficient designs are available when we treat the
constellation as a four-dimensional (or larger) object.
The typical means of fashioning a four-dimensional
constellation is to use two consecutive 2-D symbols. If
C is 2D, then the set product C× C is four-dimensional.

This higher-dimensional constellation can be parti-
tioned in a manner similar to that described earlier for
2D constellation, and then subsets are assigned to trellis
arcs so that Euclidean distance is maximized. To keep the
throughput fixed, however, one must realize that subsets
are much larger in this case. For example, if a 2D TCM
system is to send 3 bits per 2D symbol, say, using 16-QAM,
then in a 4D TCM design, the encoder sends 6 bits per
pair of 2D symbols. If the encoder has, say, 8 states, with
arcs to 2 other states, then each arc must be labeled with
a subset of size 32 (4D) points.

There are a few advantages offered by higher-
dimensional codes, although they should be understood
as second-order improvements: (1) it is possible to achieve
slightly larger coding gains when throughput and trel-
lis complexity are fixed; (2) rotationally invariant codes
are easier to obtain in higher dimensions; and (3) Finally,
one may exploit constellation shaping to better advan-
tage, whereby the multi-dimensional constellation is more
spherical, and 2D cross sections of these constellations are
smaller than the corresponding constellation for 2D cod-
ing. Eyuboglu et al. [17] provide an example of a modem
standard that employs multidimensional TCM together
with shaping. Additional discussion on multidimensional
TCM designs can be found in Refs. 13 and 20.

8.3. TCM on Fading Channels

Some propagation channels, notably wireless channels
between terminals among buildings or influenced by
terrain effects, are beset with the phenomenon of
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fading. Essentially, the multiple paths for energy from
transmitter to receiver may combine in a constructive or
destructive manner, varying with time assuming some
motion of the physical process. A common assumption,
more accurate in the case of large numbers of scattering
objects, is that the aggregate signal amplitude obeys
a Rayleigh distribution, leading to the Rayleigh fading
assumption. Normally, the fading is ‘‘slow’’; that is, the
amplitude is essentially fixed over many consecutive
symbols. Traditional TCM coding does not fare well in
such cases, for a single span of faded code symbols easily
defeat the power of the decoder to combat noise.

If the fading effect can be made to appear essentially
independent from symbol to symbol, on the other hand,
then TCM can achieve diversity protection against fading,
essentially mimicking a time diversity technique without
the loss of throughput the latter implies. One way to
achieve this independence is via interleaving, either in
block or convolutional manner, to sufficient depth. (On
slow-fading media, this may be impossible if constraints
on delay are tight, as they are in two-way voice
communication.) The encoder output is interleaved prior to
modulation, and the demodulator output, together with a
channel amplitude estimate, is deinterleaved prior to TCM
decoding. The amplitude estimate is used in building the
branch metric for the various trellis levels according to

λ = rna∗nx∗n (15)

where an is the complex channel gain, assumed known, at
time n, rn is the complex channel measurement at time
n, and xn is the signal being evaluated. Recalling that
the union bound on TCM performance involves a sum of
2-codeword probabilities, we are interested in minimizing
the 2-codeword probability for all sequence pairs in the face
of independent Rayleigh variables. It may be shown that
the 2-codeword probability for confusing two sequences
in independent Rayleigh fading, assuming perfect CSI
(channel state information), is, at high SNR [21,22]

P(c1 → c2) ≤ c
(Eb/N0)D

(16)

where D is the Hamming symbol distance between the two
sequences. Here c is a proportionality factor dependent on
the constellation and code, and Eb should be interpreted
as the average received energy per bit.

This implies that the design criterion should
(1) maximize the minimum Hamming distance between
sequences (as opposed to Euclidean distance) and
(2) within this class of codes, maximize the product of
Euclidean distances between symbols on sequences on the
minimum Hamming distance pairs, the so-called product
distance [21]. This gives much different codes than the
AWGN optimization provides. For example, a 4-state code
for 8-PSK, to be used on the interleaved Rayleigh chan-
nel, should not have parallel transitions as in Fig. 6, but
instead should have a 4-sets-of-1 trellis topology [21,22].
Here the minimum Hamming distance between sequences
is 2, and the TCM system provides dual diversity.

Another approach to providing diversity is to use
multiple symbols per trellis branch, amounting to

multidimensional signaling. Continuing the previous case,
instead of sending 2 bits per single constellation symbol,
we could agree to send 4 bits per pair of symbols, keeping
the rate the same. This so-called multiple trellis-coded
modulation can achieve higher diversity order in some
cases, as well as achieve greater product distance [23].

Another approach is to employ bit interleaving, rather
than symbol interleaving. Here the objective is to design
the code for maximal binary Hamming distance, rather
than symbol distance. Readers are referred to Ref. 24 for
further information in this regard.
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1. INTRODUCTION

The tremendous growth of high-speed logic circuits and
very large-scale integration (VLSI) has ushered in the
digital information age, where information is stored,
processed, and moved in digital format. Among other
advantages, digital signals possess an inherent robustness
in noisy communications environments. If distorted,

they can be restored, and, through signal processing
techniques, errors that occur during transmission can be
corrected. This process is called error control coding, and is
accomplished by introducing dependencies among a large
number of digital symbols. Trellis coding is a specific,
widespread error control methodology.

Figure 1 shows the basic configuration of a point-to-
point digital communications link. The digital data to be
transmitted over this link typically consists of a string of
binary symbols: ones and zeros. These symbols enter the
encoder/modulator whose function it is to prepare them
for transmission over a channel, which may be any one
of a variety of physical channels. The encoder accepts the
input digital data and introduces controlled redundancy
for transmission over the channel. The modulator converts
discrete symbols given to it by the encoder into waveforms
that are suitable for transmission through the channel.
On the receiver side, the demodulator reconverts the
waveforms back into a discrete sequence of received
symbols, and the decoder reproduces an estimate of the
digital input data sequence, which is subsequently used by
the data sink. The purpose of the error control functions
is to maximize data reliability when transmitted over an
unreliable channel.

An important auxillary function of the receiver is
synchronization, that is, the process of acquiring carrier
frequency and phase, and symbol timing in order for the
receiver to be able to operate. Compared to data detection,
synchronization is a relatively slow process, and therefore
we usually find these two operations separated in receiver
implementations.

Another important mechanism in many communication
systems is automatic repeat request (ARQ). In ARQ
the receiver additionally performs error detection, and,
through a return channel, requests retransmission
of data blocks that cannot be reconstructed with
sufficient confidence. ARQ can usually improve the data
transmission quality substantially, but a return channel,
which is needed for ARQ, is not always available, or may
be impractical. For a deep-space probe, for example, ARQ
is infeasible since the return path takes too long (several
hours!). Equally so, for speech encoded signals ARQ is
usually infeasible since only a maximum speech delay of
200 ms is acceptable. In broadcast systems, ARQ is ruled
out for obvious reasons.

Error control coding without ARQ is termed forward
error control (FEC) coding. FEC is more difficult to perform
than simple error detection and ARQ, but dispenses with
the return channel. Often, FEC and ARQ are combined in
hybrid error control systems.

2. IMPORTANCE OF FORWARD ERROR CONTROL (FEC)
CODING IN A DIGITAL COMMUNICATIONS SYSTEM

The modern approach to error control coding in digital
communications started with the groundbreaking work of
Shannon [1], Hamming [2], and Golay [3]. While Shannon
advanced a theory to explain the fundamental limits on
the efficiency of communications systems, Hamming and
Golay were the first to develop practical error control
schemes. The new revolutionary paradigm born was
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Figure 1. System diagram of a complete point-to-
point communication system for digital data.
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Figure 2. Popular 2D signal constellations used for
digital radio systems.
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one in which errors are no longer synonymous with
data that are irretrievably lost, but by clever design,
errors could be corrected, or avoided altogether. Although
Shannon’s theory promised that large improvements in the
performance of communication systems could be achieved,
practical improvements had to be excavated by laborious
work. In the process, coding theory has evolved into a
flourishing branch of applied mathematics [4].

The starting point to coding theory is Shannon’s
celebrated formula for the capacity of an ideal band-limited
Gaussian channel, given by

C = W log2

(
1+ S

N

)
bps (bits per second) (1)

In this formula C is the channel capacity, which is the
maximum rate of information, measured in bits per sec-
ond, which can be transmitted through this channel; W is
the bandwidth of the channel, and S/N is the signal-to-
noise power ratio at the receiver. Shannon’s main theorem,
which accompanies Eq. (1), asserts that error probabilities
as small as desired can be achieved as long as the trans-
mission rate R through the channel (in bits per second) is
smaller than the channel capacity C. This can be achieved
by using an appropriate encoding and decoding operation.
On the other hand, the converse of this theorem states
that for rates R > C there is a significant error rate which
cannot be reduced no matter what processing is invoked.

2.1. Bandwidth and Power

In order to be able to appreciate fully the concepts of trel-
lis coding and trellis-coded modulation, some signal basics
are needed. Nyquist showed in 1928 [25] that a channel of
bandwidth W (in Hertz) is capable of supporting approx-
imately 2W independent signal dimensions per second. If
two carriers [sin(2π fc) and cos(2π fc)] are used in quadra-
ture, as in double-sideband suppressed-carrier (DSBSC)
amplitude modulation, we alternatively have W pairs of
dimensions (or complex dimensions) per second, leading to
the popular QAM (quadrature amplitude modulation) con-
stellations, represented by points in two-dimensional (2D)
space. Some popular constellations for digital communica-
tions are shown in Fig. 2.

The parameter that characterizes how efficiently a
system uses its allotted bandwidth is the spectral efficiency
η, defined as

η = bit rate
channel bandwidth W

(bps/Hz) (2)

Using (1) and dividing by W, we obtain the maxi-
mum spectral efficiency for an additive white Gaussian
noise (WGN) channel, the Shannon limit, as

ηmax = log2

(
1+ S

N

)
(bps/Hz) (3)

To calculate η, we must suitably define the channel
bandwidth W. One commonly used definition is the 99%
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Figure 3. Bit error probability of quadrature phase
shift keying (QPSK) and selected 8-PSK trellis-coded
modulation (TCM) methods as a function of the normalized
signal-to-noise ratio.

bandwidth definition, where W is defined such that 99%
of the transmitted signal power falls within the band of
width W. This 99% bandwidth corresponds to an out-of-
band power of −20 dB.

The average signal power S can be expressed as

S = kEb

T
= REb (4)

where Eb is the energy per bit, k is the number of bits
transmitted per symbol, and T is the duration of that
symbol. The parameter R = k/T is the transmission rate
of the system in bits per second. Rewriting the signal-
to-noise power ratio S/N, where N = WN0, where total
noise power equals the noise power spectral density N0

multiplied by the width of the transmission band, we
obtain

ηmax = log2

(
1+ REb

WN0

)
= log2

(
1+ η

Eb

N0

)
(5)

Since R/W = ηmax is the limiting spectral efficiency, we
obtain a bound from (5) on the minimum bit energy
required for reliable transmission, given by

Eb

N0
≥ 2ηmax − 1

ηmax
(6)

which is also called the Shannon bound.
In the limit as we allow the signal to occupy an infinite

amount of bandwidth, that is, ηmax → 0, we obtain

Eb

N0
≥ lim

ηmax→0

2ηmax − 1
ηmax

= ln(2) = −1.59 dB (7)

the minimum bit energy to noise power spectral density
required for reliable transmission.

2.2. Communications System Performance with FEC

In order to compare different communications systems, a
second parameter, expressing the power efficiency, has to
be considered also. This parameter is the information bit
error probability Pb. Figure 3 shows the error performance
of QPSK, a popular modulation method for satellite
channels that allows data transmission of rates up
to 2 bps/Hz (bits per second per Hertz). The bit error
probability of QPSK is shown as a function of the signal-
to-noise ratio S/N per dimension normalized per bit,
henceforth called SNR. It is evident that an increased
SNR provides a gradual decrease in error probability.
This contrasts markedly with Shannon’s theory, which
promises zero(!) error probability at a spectral rate of
2 bps/Hz, if SNR > 1.5 (1.76 dB). The dashed line in the
figure represents the Shannon bound adjusted to the bit
error rate.

Also shown in Fig. 3 is the performance of several
trellis-coded modulation (TCM) schemes using 8-ary
phase-shift keying (8-PSK), and the improvement of
coding becomes evident. The difference in SNR for an
objective target bit error rate between a coded system
and an uncoded system is termed the coding gain. It is
important to point out here that TCM achieves these
coding gains without requiring more bandwidth than
the uncoded QPSK system. The figure also shows the
performance of a more recently proposed method, Turbo
trellis-coded modulation (TTCM). This extremely powerful
coding scheme comes very close to the Shannon limit.
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Figure 4. Measured bit error probability of QPSK and
a 16-state 8-PSK (TCM) modem over a 64-kps satellite
channel [10].
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As discussed later, a trellis code is generated by a cir-
cuit with a finite number of internal states. The number
of these states is a measure of its decoding complex-
ity if optimal decoding, that is, maximum-likelihood (ML)
decoding, is used. However, the two very large codes shown
are not decoding via optimal decoding methods; they are
sequentially decoded (see Schlegel’s [5] discussion of Wang
and Costello’s paper [7]). TTCM is the most complex cod-
ing scheme, requiring not only two trellis decoders but
also soft information decoding and storage of large blocks
of data. FEC realizes the promise of Shannon’s theory,
which states that for a desired error rate of Pb = 10−6

we can gain almost 9 dB in expended signal energy with
respect to QPSK.

In Fig. 4 we compare the performance of a 16-state 8-
PSK TCM code used in an experimental implementation of
a single-channel-per-carrier (SCPC) modem operating at
64 kbps (1000 bits per second) [10] against QPSK and the
theoretical performance established via simulations. As
an interesting observation, the 8-PSK TCM modem comes
much closer to its theoretical performance than the origi-
nal QPSK modem, and a coding gain of 5 dB is achieved.

Figure 5 shows the performance of selected convolu-
tional codes on an additive white Gaussian noise channel.
Contrary to TCM, convolutional codes (with BPSK modu-
lation) do not preserve bandwidth and the gains in power
efficiency in Fig. 5 are partly obtained by a power band-
width tradeoff; specifically, the rate 1

2 convolutional codes
plotted here require twice as much bandwidth as does
uncoded transmission. This bandwidth expansion may not
be an issue in deep-space communications and the appli-
cation of error control to spread-spectrum systems. As a
consequence, for the same complexity, convolutional codes
achieve a higher coding gain than does TCM. Turbo cod-
ing, the most complex of the coding schemes, achieves

a performance within fractions of 1 dB of the Shannon
limit.

The field of error control and error-correction coding
somewhat naturally breaks into two disciplines, namely,
block coding and trellis coding. While block coding, which is
approached mostly as applied mathematics, has produced
the bulk of publications in error control, trellis coding
seems to be favored in most practical applications. One
reason for this is the ease with which soft-decision
decoding can be implemented for trellis codes. Soft decision
is the operation when the demodulator no longer makes
any (hard) decisions on the transmitted symbols, but
passes the received signal values directly on to the
decoder. The decoder, in turn, operates on reliability
information obtained by comparing the received signals
with the possible set of transmitted signals. This gives soft
decision a 2-dB advantage. Also, trellis codes are better
matched to high-noise channels, that is, their performance
is less sensitive to SNR variations than the performance
of block codes. In many applications the trellis decoders
act as ‘‘SNR transformers’’; that is, they lower the signal-
to-noise ratio from the input to the output. Such SNR
transformers find application in Turbo decoders, coded
channel equalizers, and coded multiple-access systems.
The irony is, that in many cases, block codes can be decoded
more successfully using methods developed originally
for trellis codes than using their specialized decoding
algorithms.

Figure 6 shows the power and bandwidth efficiencies of
some popular uncoded quadrature constellations as well as
that of a number of coded transmission schemes. The plot
clearly demonstrates the advantages of coding. The trellis-
coded modulation schemes used in practice, for example,
achieve a power gain of up to 6 dB without loss in spectral
efficiency. The convolutionally encoded methods [e.g., the
points labeled with (2,1,6) CC (convolutional code), which
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convolutional codes as a function of the normalized SNR.
The very large code is decoded sequentially, while the
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is a rate R = 1
2 convolutional code with 26 states, and

(4,1,14) CC, a rate R = 1
4 convolutional code with 214

states] achieve a gain in power efficiency, at the expense
of spectral efficiency.

2.3. A Brief History of Error Control Coding

Trellis coding celebrated its first success in the application
of convolutional codes to deep-space probes in the 1960s
and 1970s. For a long time afterward, error-control

coding was considered a curiosity with deep-space
communications as its only viable application.

If we start with uncoded binary phase shift keying
(BPSK) as our baseline transmission method, and assume
coherent detection, we can achieve a bit error rate of
Pb = 10−5 at a bit energy : noise power spectral density
ratio of Eb/N0 = 9.6 dB, and a spectral efficiency of 1 bit
per dimension. From the Shannon limit in Fig. 6 it
can be seen that error-free transmission is theoretically
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achievable with Eb/N0 = −1.59 dB, indicating that a
power savings of over 11 dB is possible by using FEC.

One of the early attempts to close this signal energy
gap was the use of a rate 6

32 biorthogonal (Reed–Muller)
block code [4]. This code was used on the Mariner, Mars
and Viking missions. This system had a spectral efficiency
of 0.1875 bits/symbol and an optimal soft-decision decoder
achieved Pb = 10−5 with an Eb/N0 = 6.4 dB. Thus, the
(32,6) biorthogonal code required 3.2 dB less power than
BPSK at the cost of a fivefold increase in the bandwidth
(see Fig. 6).

In 1967, a new algebraic decoding technique was dis-
covered for Bose–Chaudhuri–Hocquenghem (BCH) codes,
which enabled the efficient hard-decision decoding of an
entire class of block codes. For example, the (255,223)
BCH code has an η ≈ 0.5 bits/symbol, assuming ideal pulse
shaping, and achieves Pb = 10−5 with Eb/N0 = 5.7 dB
using algebraic decoding.

Sequential decoding allowed the decoding of long-
constraint-length convolutional codes, and was first
used on the Pioneer 9 mission. The Pioneer 10 and
11 missions in 1972 and 1973 both used a long-constraint-
length (2,1,31) nonsystematic convolutional code [26]. A
sequential decoder was used that achieved Pb = 10−5 with
Eb/N0 = 2.5 dB, and η = 0.5. This is only 2.5 dB away from
the capacity of the channel.

The Voyager spacecraft launched in 1977 used a short-
constraint-length (2,1,6) convolutional code in conjunction
with a soft-decision optimal decoder achieving Pb =
10−5 at Eb/N0 = 4.5 dB and a spectral efficiency of
η = 0.5 bits/symbol. The biggest such optimal decoder
built to date [27] found application in the Galileo mission,
where a (4,1,14) convolutional code is used. This code has
a spectral efficiency of η = 0.25 bits/symbol and achieves
Pb = 10−5 at Eb/N0 = 1.75 dB. Its performance is therefore
also 2.5 dB away from the capacity limit. The systems for
Voyager and Galileo are further enhanced by the use
of concatenation in addition to the convolutional inner
code. An outer (255,223) Reed–Solomon code [4] is used to
reduce the required signal-to-noise ratio by 2.0 dB for the
Voyager system and by 0.8 dB for the Galileo system.

More recently, Turbo codes [6] using iterative decoding
virtually closed the gap to capacity by achieving Pb =
10−5 at a spectacularly low Eb/N0 of 0.7 dB with Rd =
0.5 bits/symbol. It appears that the half-century of effort
to reach capacity has been achieved with this latest
invention. More recently, low-density parity-check codes
have also been demonstrated to obtain performances very
close to capacity.

Space applications of error-control coding have met with
spectacular success, and were for a long time the major, if
not only, area of application for FEC. The belief that coding
was useful only in improving power efficiency of digital
transmission was prevalent. This attitude was overturned
only by the spectacular success of error-control coding on
voiceband data transmission modems. Here it was not the
power efficiency that was the issue, but rather the spectral
efficiency, that is given a standard telephone channel with
an essentially fixed bandwidth and SNR, what was the
maximum practical rate of reliable transmission.

The first commercially available voice-band modem
in 1962 achieved a transmission rate of 2400 bps. Over
the next 10–15 years these rates improved to 9600 bps,
which was then considered to be the maximum achievable
rate, and efforts to push the rate higher were frustrated.
Ungerböck’s invention of trellis-coded modulation in
the late 1970s, however, opened the door to further,
unanticipated improvements. The modem rates jumped
to 14,400 bps and then to 19,200 bps, using sophisticated
TCM schemes [28]. The latest chapter in voiceband data
modems is the establishment of the CCITT (Consultative
Committee for International Telephony and Telegraphy)
V.34 modem standard [29]. The modems specified therein
achieve a maximum transmission rate of 28,800 bps, and
extensions to V.34 (V.34bis) to cover two new rates
at 31,200 bps and 33,600 bps have been established.
These rates need to be compared to estimates of the
channel capacity for a voiceband telephone channel, which
are somewhere around 30,000 bps, essentially achieving
capacity on this channel also. Note that the common 56-
kbps modems used in the downward direction exploit the
higher capacity provided by a digital connection to the
switching station.

3. TRELLIS CODING

A trellis encoder consists of two parts, a finite-state
machine (FSM) which generates the trellis of the code,
and a modulator, called the signal mapper, which maps
state transitions of the FSM into output symbols suitable
for transmission. This encoder/modulator pair is shown in
Fig. 7 for a specific example. The FSM in this example
has a total of eight states, where the state sr at time
r of the FSM is defined by the contents of the delay
cells: sr = (s(2)

r , s(1)
r , s(0)

r ). The signal mapper performs a
memoryless mapping of the 3 bits vr = (u(2)

r , u(1)
r , v(0)

r ) into
one of the eight symbols of an 8-PSK signal set. The
FSM accepts 2 input bits ur = (u(2)

r , u(1)
r ), u(i)

r = {0, 1} at
each symbol time r, and transitions from a state sr to one
of four possible successor states sr+1. In this fashion the
trellis encoder generates the (possibly) infinite sequence of
symbols x = (. . . , x−1, x0, x1, x2, . . .). There are four choices
at each time r, which allows us to transmit 2 information
bits/symbol, the same as for QPSK, but using a larger
constellation. This fact is called signal set expansion, and
is necessary in order to introduce the redundancy required
for error control.

A graphical interpretation of the function of the FSM
is given by the state-transition diagram shown in Fig. 8.
The nodes in this transition diagram are the possible
states of the FSM, and the branches represent the
possible transitions between them. Each branch can now
be labeled by the pair of input bits u = (u(2), u(1)) which
cause the transition, and by either the output triple
v = (u(2), u(1), v(0)), or the output signal x(v). [In Fig. 8
we have used x(v), represented in octal notation, i.e.,
xoct(v) = u(2)22 + u(1)21 + v(0)20.]

If we index the states by both their content and the
time index r, Fig. 8 expands into the trellis diagram,
or simply the trellis of the code, shown in Fig. 9. This
trellis is the two-dimensional representation of the state
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associated signal sequences through this
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signals transmitted if the encoder follows
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and time–space of the encoder; it captures all achievable
states at all time intervals, usually starting from an
originating state (commonly state 0), and terminating in a
final state (commonly also state 0). In practice the length
of the trellis will be several hundred or thousands of time
units, possibly even infinite, corresponding to continuous
operation. When and where to terminate the trellis is a
matter of practical consideration.

Each path through the trellis corresponds to a unique
message, as a sequence of symbols, and is associated
with a unique sequence of signals. The term trellis-coded
modulation originates from the fact that these encoded
sequences consist of high-level modulated symbols, rather
than simple binary symbols.

The FSM puts restrictions on the symbols that can
be in a sequence, and these restrictions are exploited
by a smart decoder. In fact, what counts is the distance
between signal sequences x, and not the distance between
individual signals as in uncoded transmission. Let us
then assume that such a decoder can follow all possible
sequences through the trellis, and it makes decisions
between sequences. This is illustrated in Fig. 9 for two
sequences x(e) (erroneous) and x(c) (correct). These two
sequences differ in the three symbols shown. An optimal
decoder will make an error between these two sequences
with probability Ps = Q(

√
d2

ecEs/2N0), where d2
ec = 4.586 =

2+ 0.586+ 2 is the squared Euclidean distance between
x(e) and x(c), which is much larger than the QPSK distance
of d2 = 2, and Es is the energy per signal. Examining
all possible sequence pairs x(e) and x(c), one finds that
those highlighted in Fig. 9 have the smallest squared
Euclidean distance, and hence, the probability that the
decoder makes an error between those two sequences is
the most likely error event.

We now see that by virtue of performing sequence
decoding, rather than symbol decoding, the distances
between competing candidates can be increased, even
though the signal constellation used for sequence coding
has a smaller minimum distance between signal points
than the uncoded constellation for the same rate. For this
code, we may decrease the symbol power by about 3.6 dB;
thus, we use less than half the power needed for QPSK to
achieve the same performance. This superficial analysis
belies the complexity of a more precise error analysis [5]
but serves as a crude estimate.

A more precise error analysis is not quite so simple since
the possible error paths in the trellis are highly correlated,
which makes an exact analysis of the error probability
impossible for all except the most simple cases. In fact,
much work has gone into analyzing the error behavior of
trellis codes [5].

4. CONSTRUCTION OF CODES

From Fig. 9 we see that an error path diverges from the
correct path at some state and merges with the correct path
again at a (possibly) different state. The task of designing
a good trellis code means designing a trellis code for
which different symbol sequences are separated by large
squared Euclidean distances. Of particular importance is
the minimum squared Euclidean distance, termed d2

free,
namely, d2

free = minx(i),x(j) ‖x(i) − x(j)‖2. A code with a large
d2

free is generally expected to perform well, and d2
free has

become the major design criterion for trellis codes.
One heuristic design rule [11], which was used

successfully in designing codes with large d2
free, is based

on the following observation. If we assign to the branches
leaving a state signals from a subset with large distances
between points, and likewise assign such signals to the
branches merging into a state, we are assured that the
total distance is at least the sum of the minimum distances
between the signals in these subsets. For our 8-PSK code
example, we can choose these subsets to be QPSK signal
subsets of the original 8-PSK signal set. This is done
by partitioning the 8-PSK signal set into two QPSK sets
as illustrated in Fig. 10. The mapper function is now
chosen such that the state information bit v(0) selects the
subset and the input bits u select a signal within the
subset. Since all branches leaving a state have the same
state information bit v(0), all the branch signals are in
either subset A or subset B, and the difference between
two signal sequences picks up an incremental distance of
d2 = 2 over the first branch of their difference. These are
Ungerböeck’s [11] original design rules.

The values of the tap coefficients (see Fig. 13) h(2) =
0, h(2)

1 , . . . , h(2)

ν−1, 0; h(1) = 0, h(1)

1 , . . . , h(1)

ν−1, 0; and h(0) = 0,

h(0)

1 , . . . , h(0)

ν−1, 0 in the encoder are usually found via
computer search programs or heuristic construction
algorithms. The parameter ν is called the constraint
length, and is the length of the shortest error path. Table 1
shows the best 8-PSK trellis codes found to date using 8-
PSK with natural mapping, which is the bit assignment
shown in Fig. 7. The figure gives the connector coefficients,
d2

free, the average number Adfree of paths with d2
free, and the

average number Bdfree of bit differences on these paths.
Both Adfree and Bdfree , as well as the higher-order average
path pair number, called multiplicities, are important
parameters determining the error performance of a trellis
code. The tap coefficients are given in octal notation, for
instance, h(0) = 23 = 10111, where a 1 means connected
and a 0 means no connection.

From Table 1 one can see that an asymptotic coding
gain (coding gain for SNR →∞ over the reference
constellation that is used for uncoded transmission at
the same rate) of about 6 dB can quickly be achieved

Figure 10. 8-PSK signal set partitioned into
constituent QPSK signal sets.

A B

vr
(0) = 0 vr
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Table 1. Connectors, Free-Squared Euclidean Distance, and Asymptotic
Coding Gains of Some Maximum Free-Distance 8-PSK Trellis Codes

Number Asymptotic
of States h(0) h(1) h(2) d2

free Adfree Bdfree Coding Gain (dB)

4 5 2 — 4.00a 1 1 3.0
8 11 2 4 4.59a 2 7 3.6

16 23 4 16 5.17a 2.25 11.5 4.1
32 45 16 34 5.76a 4 22.25 4.6
64 103 30 66 6.34a 5.25 31.125 5.0

128 277 54 122 6.59a 0.5 2.5 5.2
256 435 72 130 7.52a 1.5 12.25 5.8
512 1,525 462 360 7.52a 0.313 2.75 5.8

1,024 2,701 1,216 574 8.10a 1.32 10.563 6.1
2,048 4,041 1,212 330 8.34 3.875 21.25 6.2
4,096 15,201 6,306 4,112 8.68 1.406 11.758 6.4
8,192 20,201 12,746 304 8.68 0.617 2.711 6.4

32,768 143,373 70,002 47,674 9.51 0.25 2.5 6.8
131,072 616,273 340,602 237,374 9.85 — — 6.9

aCodes found by exhaustive computer searches [13,33]; other codes (without thea superscript) were
found by various heuristic search and construction methods [33,34]. The connector polynomials are
in octal notation.

with moderate effort. Since the asymptotic coding gain is
a reasonable yardstick at the bit error rates of interest,
codes with a maximum of about 1000 states seem to exploit
most of what can be gained by this type of coding.

Some other researchers have used different map-
per functions in an effort to improve performance,
in particular the bit error performance that could
be improved by up to 0.5 dB. (For instance, 8-PSK
Gray mapping [labeling the 8-PSK symbols successively
by (000), (001), (011), (010), (110), (111), (101), (100)] was
used by Du and Kasahara [31] and Zhang [32]. Zhang also
used another mapper [labeling the symbols successively by
(000), (001), (010), (011), (110), (111), (100), (101)] to fur-
ther improve on the bit error multiplicity. The search
criterion employed involved minimizing the bit multiplici-
ties of several spectral lines in the distance spectrum of a
code. Table 2 gives the best 8-PSK codes found so far with
respect to the bit error probability.

If we go to higher-order signal sets such as 16-QAM, 32-
cross, and 64-QAM, there are, at some point, not enough
states left such that each diverging branch leads to a
different state, and we have parallel transitions, that is,
two or more branches connecting two states. Naturally
we would want to assign signals with large distances to
such parallel branches to avoid a high probability of error,

Table 2. Table of Improved 8-PSK Codes Using a
Different Mapping Function [32]

Number
of States h(0) h(1) h(2) d2

free Adfree Bdfree

8 17 2 6 4.59 2 5
16 27 4 12 5.17 2.25 7.5
32 43 4 24 5.76 2.375 7.375
64 147 12 66 6.34 3.25 14.8755

128 277 54 176 6.59 0.5 2
256 435 72 142 7.52 1.5 7.813
512 1377 304 350 7.52 0.0313 0.25

1024 2077 630 1132 8.10 0.2813 1.688

since the probability of these errors cannot be influenced
by the code.

The situation of parallel transition is actually the case
for the first 8-PSK code in Table 1, whose trellis is given
in Fig. 11. Here the parallel transitions are by choice, not
by necessity. Note that the minimum-distance path pair
through the trellis has d2 = 4.586, but that is not the most
likely error to happen. All signals on parallel branches are
from a BPSK subset of the original 8-PSK set, and hence
their distance is d2 = 4, which gives the 3-dB asymptotic
coding gain of the code over QPSK.

In general, we partition a signal set into a partition
chain of subsets, such that the minimum distance between
signal points in the new subsets is maximized at every
level. This is illustrated in Fig. 12 with the 16-QAM signal
set and a binary partition chain, which splits each set into
two subsets at each level. Note that the partitioning can
be continued until there is only one signal left in each
subset. In such a way, by following the partition path,
a ‘‘natural’’ binary label can be assigned to each signal
point. This method of partitioning a signal set is called set
partitioning with increasing intrasubset distances.

The idea is to use these constellations for codes with
parallel transitions by not encoding all the input bits of ur.
Using the encoder in Fig. 13 with a 16-QAM constellation,
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Figure 11. Four-state 8-PSK trellis code with parallel transi-
tions.
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Figure 12. Set partitioning of a 16-
QAM signal set into subsets with
increasing minimum distance. The
final partition level used by the encoder
in Fig. 13 is the fourth level, that is the
subsets with two signal points each.

v (0) = 0

v (1) = 0

v (2) = 0 v (2) = 1 v (2) = 0 v (2) = 1 v (2) = 0 v (2) = 1 v (2) = 0 v (2) = 1

v (1) = 1 v (1) = 0 v (1) = 1

v (0) = 1

000

0000 1000 0100 1100 0010 1010 0110 1110 0001 1001 0101 1101 0011 1011 0111 1111

100 010 011 001 101 011 111

Figure 13. Generic encoder for QAM
signal constellations.
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for example, the first information bit u(3)
r is not encoded and

the output signal of the FSM selects now a subset rather
than a signal point. This subset is at the fourth partition
level in Fig. 12. The uncoded bit(s) select the actual signal
point within the subset. Analogously, then, the encoder
now has to be designed to maximize the minimum interset
distances of sequences, since it cannot influence the signal
point selection within the subsets. The advantage of this
strategy is that the same encoder can be used for all signal
constellations with the same intraset distances at the final
partition level, in particular for all signal constellations
that are nested versions of each other, such as 16-QAM,
32-cross, and 64-QAM.

Figure 13 shows such a generic encoder that maximizes
the minimum interset distance between sequences, and it
can be used with all QAM-based signal constellations. Only

the two least significant information bits affect the encoder
FSM. All other information bits cause parallel transitions.
Table 3 shows the coding gains achievable with such an
encoder structure. The gains when going from 8-PSK to
16-QAM are most marked since rectangular constellations
have a better power efficiency than do constant-energy
circular constellations.

As in the case of 8-PSK codes, efforts have been made
to improve the distance spectrum of a code, in particular
to minimize the bit error multiplicity of the first few
spectral lines. Some of the improved codes using a 16-
QAM constellation are listed in Table 4 together with the
original codes from Table 3, which are marked by ‘‘Ung.’’
The improved codes, taken from Zhang [32], use the signal
mapping shown in Fig. 14. Note also that the input line
u(3)

r is also fed into the encoder for these codes.
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Table 3. Connectors and Gains of Maximum Free Distance QAM
Trellis Codes

Connectors Asymptotic Coding Gain (dB)

Number 16-QAM/ 32-cross/ 64-QAM/
of States h(0) h(1) h(2) d2

free 8-PSK 16-QAM 32-cross

4 5 2 — 4.0 4.4 3.0 2.8
8 11 2 4 5.0 5.3 4.0 3.8

16 23 4 16 6.0 6.1 4.8 4.6
32 41 6 10 6.0 6.1 4.8 4.6
64 101 16 64 7.0 6.8 5.4 5.2

128 203 14 42 8.0 7.4 6.0 5.8
256 401 56 304 8.0 7.4 6.0 5.8
512 1001 346 510 8.0 7.4 6.0 5.8

Source: The codes in this table were presented by Ungerböeck [13].

Table 4. Original 16-QAM Trellis Code and Improved
Trellis Codes Using Nonstandard Mapping

2ν h(0) h(1) h(2) h(3) d2
free Adfree Bdfree

Ung 8 11 2 4 0 5.0 3.656 18.313
8 13 4 2 6 5.0 3.656 12.344
Ung 16 23 4 16 0 6.0 9.156 53.5
16 25 12 6 14 6.0 9.156 37.594
Ung 32 41 6 10 0 6.0 2.641 16.063
32 47 22 16 34 6.0 2 6
Ung 64 101 16 64 0 7.0 8.422 55.688
64 117 26 74 52 7.0 5.078 21.688
Ung 128 203 14 42 0 8.0 36.16 277.367
128 313 176 154 22 8.0 20.328 100.031
Ung 256 401 56 304 0 8.0 7.613 51.953
256 417 266 40 226 8.0 3.273 16.391

5. CONVOLUTIONAL CODES

Convolutional codes historically were the first trellis codes.
They were introduced in 1955 by Elias [54]. Since then,
much theory has evolved to understand convolutional
codes. A convolutional code is obtained by using a special
modulator. The output binary digits of the encoder,
shown again in Fig. 15, are no longer jointly encoded
into a modulation symbol, but each bit is encoded into a
binary BPSK signal, using the mapping 0 →−1, 1 → 1.

It is immediately clear now that the input and output
symbol rates are different. For example, in Fig. 15, this
rate changes from 2 input bits/time unit to 3 output
symbols/time unit. This causes a bandwidth expansion
of 3

2 with respect to uncoded BPSK modulation. It is this
bandwidth expansion that is partly responsible for the
excellent performance of convolutional codes.

It is interesting to note that the convolutional encoder
in Fig. 15 has an alternate ‘‘incarnation,’’ which is given
in Fig. 16. This form is called the controller canonical
nonsystematic form; the term stems from the fact that
inputs can be used to control the state of the encoder
in a very direct way, in which the outputs have no
influence. Both encoders generate the same code, but
individual input bit sequences map onto different output
bit sequences.

The squared Euclidean distance between two signal
sequences depends only on the Hamming distance
Hd(v(1), v(2)) between the two output symbol sequences,
where the Hamming distance between two sequences is
defined as the number of bit positions in which the two
sequences differ. Consequently, the minimum squared
Euclidean distance d2

free depends only on the number of
binary differences between the closest code sequences.
This number is the minimum Hamming distance of a
convolutional code, denoted by dfree. Convolutional codes
are linear in the sense that the modulo-2 addition of

0000 1000 0100 1100 0010 1010 0110 1110 0001 1001 0101 1101 0011 1011 0111 1111
Figure 14. Mapping used for the
improved 16-QAM codes.
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Fig. 7 to generate an 8-PSK trellis code.
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Figure 16. Rate R = 2
3 convolutional code from above in

controller canonical non-systematic form.
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two output bit sequences is another valid code sequence,
and finding the minimum Hamming distance between two
sequences v(1) and v(2) amounts to finding the minimum
Hamming weight of any code sequence v.

Finding convolutional codes with large minimum Ham-
ming distance is exactly as difficult as finding good general
trellis codes with large Euclidean free distance, and, as in
the case for trellis codes, computer searches are usually
used to find good codes [58–60]. Most often the controller
canonical form (Fig. 16) of an encoder is preferred in these
searches. The procedure is then to search for a code with
the largest minimum Hamming weight by varying the taps
either exhaustively or according to heuristic rules. In this
fashion, the codes in Tables 5–12 were found [15–17,59].
They are the rate R = 1

2 , 1
3 , 1

4 , 1
5 , 1

6 , 1
7 , 1

8 , and R = 2
3 codes

with the greatest minimum Hamming distance dfree for a
given constraint length.

6. DECODING

6.1. Sequence Decoding

There are basically two major decoding strategies in
common use. These are the sequence decoders and the

Table 5. Connectorsa and Free
Hamming Distance of the Best
R = 1

2 Convolutional Codes [16]

Constraint
Length ν g(1) g(0) dfree

2 5 7 5
3 15 17 6
4 23 35 7
5 65 57 8
6 133 171 10
7 345 237 10
8 561 753 12
9 1161 1545 12

10 2335 3661 14
11 4335 5723 15
12 10533 17661 16
13 21675 27123 16
14 56721 61713 18
15 111653 145665 19
16 347241 246277 20

aThe connectors are given in octal notation
(e.g., g = 17 = 1111).

Table 6. Connectors and Free Hamming
Distance of the Best R = 1

3 Convolutional
Codes [16]

Constraint
Length ν g(2) g(1) g(0) dfree

2 5 7 7 8
3 13 15 17 10
4 25 33 37 12
5 47 53 75 13
6 133 145 175 15
7 225 331 367 16
8 557 663 711 18
9 1,117 1,365 1,633 20

10 2,353 2,671 3,175 22
11 4,767 5,723 6,265 24
12 10,533 10,675 17,661 24
13 21,645 35,661 37,133 26

Table 7. Connectors and Free Hamming
Distance of the Best R = 2

3 Convolutional
Codes [16]

Constraint
Length ν g(2)

2 , g(2)
1 g(1)

2 , g(1)
1 g(0)

2 , g(0)
1 dfree

2 3,1 1,2 3,2 3
3 2,1 1,4 3,7 4
4 7,2 1,5 4,7 5
5 14,3 6,10 16,17 6
6 15,6 6,15 15,17 7
7 14,3 7,11 13,17 8
8 32,13 5,33 25,22 8
9 25,5 3,70 36,53 9

10 63,32 15,65 46,61 10

symbol decoders. A sequence decoder looks for the most
likely transmitted code sequence. Thus, if y is the received
sequence from the channel, an optimal sequence decoder
calculates the conditional probability

x̂ = max
x

Pr(x|y) = max
x

Pr(y|x), (8)

assuming that all x are a priori equally likely to
have been sent. Such a decoder is referred to as a
maximum-likelihood (ML) sequence decoder. For a trellis
code, this amounts to an algorithm which exhaustively
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Table 8. Connectors and Free Hamming Distance
of the Best R = 1

4 Convolutional Codes [58]

Constraint
Length ν g(3) g(2) g(1) g(0) dfree

2 5 7 7 7 10
3 13 15 15 17 13
4 25 27 33 37 16
5 53 67 71 75 18
6 135 135 147 163 20
7 235 275 313 357 22
8 463 535 733 745 24
9 1,117 1,365 1,633 1,653 27

10 2,387 2,353 2,671 3,175 29
11 4,767 5,723 6,265 7,455 32
12 11,145 12,477 15,537 16,727 33
13 21,113 23,175 35,527 35,537 36

Table 9. Connectors and Free Hamming
Distance of the Best R = 1

5 Convolutional
Codes [15]

Constraint
Length ν g(4) g(3) g(2) g(1) g(0) dfree

2 7 7 7 5 5 13
3 17 17 13 15 15 16
4 37 27 33 25 35 20
5 75 71 73 65 57 22
6 175 131 135 135 147 25
7 257 233 323 271 357 28

Table 10. Connectors and Free Hamming Distance of
the Best R = 1

6 Convolutional Codes [15]

Constraint
Length ν g(5) g(4) g(3) g(2) g(1) g(0) dfree

2 7 7 7 7 5 5 16
3 17 17 13 13 15 15 20
4 37 35 27 33 25 35 24
5 73 75 55 65 47 57 27
6 173 151 135 135 163 137 30
7 253 375 331 235 313 357 34

searches through all the possible paths through the trellis.
However, some simplifications are possible.

The algorithms will start in the known state at the
beginning of the trellis, and explore all possible paths

one step at a time. It will keep a measure of reliability
at each state and time, called the state metric. This
state metric for state sn = i at time n is calculated as
the partial path probability Pr(ỹ|x̃) for the partial path
x̃(i) = (. . . , x0, x1, . . . , xn) that leads to state sn = i, given
the partial received sequence ỹ = (. . . , y0, y1, . . . , yn) up to
time n.

This probability can be expressed recursively, and the
metric at state sn = i and time n, denoted by Jn(i), can be
calculated from previous state metrics according to

Jn(i) = Jn−1(j)+ λn(j → i) (9)

In other words, the metric at state i at time n is calculated
from the metric at state j at time n− 1 by adding a
measure λn(j → i), called the branch metric, that depends
on the symbol on the transition from j → i and the received
signal yn. State j must connect to state i in the trellis of
the code. However, state j is not usually the only state that
connects to state i, and the algorithm will select only the
best metric among all merging connections. This is known
as the add–compare–select step in the algorithm and is
formally given by

Jn(i) = minj→i(Jn−1(j)+ λn(j → i)) (10)

The algorithm furthermore needs to remember the
history of selection decisions, since the winning sequence
can be determined only at the end of the received sequence.
This method was introduced by Viterbi in 1967 [18,19] in
the context of analyzing convolutional codes, and has since
become widely known as the Viterbi algorithm [20]. The
algorithm for a block of length L is as follows:

Step 1. Initialize the S states of the maximum-
likelihood decoder with the metric J0(i) = −∞ and
survivors x̃(i) = { }. Initialize the starting state of
the decoder, usually state i = 0, with the metric
J0(0) = 0. Let n = 1.

Step 2. Calculate the branch metric

λn = |yn − xn(j → i)|2 (11)

for each state j and each signal xn(j → i) that is
attached to the transition from state i to state j.

Step 3. For each state i, choose from the 2k merging
paths the survivor x̃(i) for which Jn(i) is maximized.

Table 11. Connectors and Free Hamming Distance of the
Best R = 1

7 Convolutional Codes [15]

Constraint
Length ν g(6) g(5) g(4) g(3) g(2) g(1) g(0) dfree

2 7 7 7 7 5 5 5 18
3 17 17 13 13 13 15 15 23
4 35 27 25 27 33 35 37 28
5 53 75 65 75 47 67 57 32
6 165 145 173 135 135 147 137 36
7 275 253 375 331 235 313 357 40
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Table 12. Connectors and Free Hamming Distance of the Best
R = 1

8 Convolutional Codes [15]

Constraint
Length ν g(7) g(6) g(5) g(4) g(3) g(2) g(1) g(0) dfree

2 7 7 5 5 5 7 7 7 21
3 17 17 13 13 13 15 15 17 26
4 37 33 25 25 35 33 27 37 32
5 57 73 51 65 75 47 67 57 36
6 153 111 165 173 135 135 147 137 40
7 275 275 253 371 331 235 313 357 45

Step 4. If n < L, let n = n+ 1 and go to step 2, or else
go to step 5.

Step 5. Output the survivor x(i) that maximizes
JL(i) as the maximum-likelihood estimate of the
transmitted sequence.

The Viterbi algorithm has enjoyed tremendous popu-
larity, not only in decoding trellis codes but also in symbol
sequence estimation over channels affected by intersymbol
interference [17,21] and multiuser optimal detectors [22].
Whenever the underlying generating process can be mod-
eled as a finite-state machine, the Viterbi algorithm finds
application.

A rather large body of literature deals with the Viterbi
decoder, and there are a number of books dealing with
the subject [e.g., 16,17,23,24]. One of the more important
results is that it can be shown that there is no need to
wait until the entire sequence is decoded before starting
to output the estimated symbols x̃n, or the corresponding
data. The probability that the symbols in all survivors
x̃(i) are identical for m ≤ n− nt is very close to unity for
nt ≈ 5ν. nt is called the truncation length or decision depth.
We may therefore modify the algorithm to obtain a fixed-
delay decoder by modifying steps 4 and 5 of the algorithm
outlined above as follows:

Step 4. If n ≥ nt, output xn−nt(i) from the survivor x̃(i)
with the largest metric Jn(i) as the estimated symbol
at time n− nt. If n < L, let n = n+ 1 and go to step 2.

Step 5. Output the remaining estimated symbols
xn(i); L− nt < n ≤ L from the survivor x(i) that
maximizes JL(i).

We recognize that we may now let L →∞; thus, the
complexity of our decoder is not determined by the length
of the sequence, and it may be operated in a continuous
fashion.

6.2. Symbol Decoding

The other important class of decoders targets symbols,
rather than sequences. The goal is to calculate the a
posteriori probability (APP)

Pr(ur|y) (12)

that is, the probability of ur after observing y. This value
can be used to find the maximum APP (MAP) decision of
ur as

ûr = max
ur

Pr(ur|y) (13)

However, as a symbol estimator, the resulting error
probability is not significantly better than that achieved
with the Viterbi decoder (8). The soft value of (12) is used
mostly in iterative decoding such as Turbo decoding, where
soft output values from component decoders are required.

The APP of ur is calculated by the backward–forward
algorithm, a procedure that sweeps through the trellis
in both the forward and the backward directions. The
algorithm functions as follows. First the probability of the
transition from state j to i, given y is calculated. It can be
broken into three factors, given by

Pr(sr−1 = j, sr = i, y) = αr−1(j)γr(j → i)βr(i) (14)

where the α values are the result of the forward pass and
are calculated recursively according to

αr(j) =
∑

states l

αr−1(l)γr(l → j) (15)

Furthermore, for a trellis code started in the zero state at
time r = 0 we have the starting conditions

α0(0) = 1, α0(j) = 0; j �= 0 (16)

Similarly
βr(i) =

∑
states l

βr+1(l)γr+1(i → l) (17)

The boundary condition for βr(i) for a code that is
terminated in the zero state at time r = L is

βL(0) = 1, βL(i) = 0; i �= 0 (18)

The values γr(j → i) associated with the transition from
state j to state i are external values and are calculated as

γr(j → i) =
∑

xr

pijqij(xr)pn(yr − xr) (19)

where pn(·) is the probability density function of the
AWGN (additive white Gaussian noise) channel given by
Pr(yr|xr) = pn(yr − xr). pij is the a priori probability of the
state transitions, usually equal for all transitions, and
qij(xr) is the probability of choosing xr if there is more than
one signal choice per transition. The calculation of γr(j → i)
is not very complex and can most easily be implemented
by a table lookup procedure.
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Equations (15) and (17) are iterative updates of internal
variables. The complete algorithm to calculate the a
posteriori state-transition probabilities is as follows:

Step 1. Initialize α0(0) = 1, α0(j) = 0 for all non-zero
states (j �= 0), and βL(0) = 1, βL(j) = 0, j �= 0. Let r =
1.

Step 2. Calculate γr(j → i) using (19), and αr(j)
using (15) for all states j.

Step 3. If r < L, let r = r+ 1 and go to step 2, else
r = L− 1 and go to step 4.

Step 4. Calculate βr(i) using (17), and Pr(sr−1 = j, sr =
i, y) from (14).

Step 5. If r > 1, let r = r− 1 and go to step 4.
Step 6. Terminate the algorithm and output all the

values and Pr(sr−1 = j, sr = i, y).

Contrary to the ML algorithm, the MAP algorithm
needs to go through the trellis twice, once in the forward
direction, and once in the reverse direction. What weighs
even more is that all the values αr(j) must be stored
from the first pass through the trellis. For a rate k/n
convolutional code, for example, this requires 2kνL storage
locations since there are 2kν states, for each of which we
need to store a different value αr(j) at each time epoch
r. The storage requirement grows exponentially in the
constraint length ν and linearly in the block length L.

The a posteriori transition probabilities produced by
this algorithm can now be used to calculate a posteriori
information bit probabilities, that is, the probability
that the information k-tuple ur = u. Starting from the
transition probabilities Pr(sr−1 = j, sr = i|y) we simply sum
over all transitions j → i that are caused by ur = u.
Denoting these transitions by A(u), we obtain

Pr(ur = u) =
∑

(j→i)∈A(u)

Pr(sr−1 = j, sr = i|y) (20)

Another most interesting product of the MAP decoder
is the a posteriori probability of the transmitted output
symbol xr. Arguing analogously as above, and letting B(x)

be the set of transitions on which the output signal x can
occur, we obtain

Pr(xr = x) =
∑

(j→i)∈B(x)

Pr(x|yr)Pr(sr−1 = j, sr = i|y)

=
∑

(j→i)∈B(x)

pn(yr − xr)

p(yr)
qij(x)

Pr(sr = i, sr+1 = j|y) (21)

where the a priori probability of yr can be calculated via

p(yr) =
∑

x′
p(yr|x′)qij(x′) (22)

Equation (21) can be greatly simplified if there is only
one output symbol on the transition j → i. In this
case, the transition automatically determines the output
symbol, and

Pr(xr = x) =
∑

(j→i)∈B(x)

Pr(sr−1 = j, sr = i|y) (23)

7. PARALLEL CONCATENATED TRELLIS CODES (TURBO
CODES)

7.1. Code Structure

A Turbo encoder consists of the parallel concatenation
of two or more, usually identical, rate 1

2 encoders,
realized in systematic feedback form, and a pseudorandom
interleaver. This encoder structure is called a parallel
concatenation because the two encoders operate on the
same set of input bits, rather than one encoding the output
of the other as in serial concatenation. A block diagram
of a Turbo encoder with two constituent convolutional
encoders is shown in Fig. 17.

The interleaver is used to permute the input bits such
that the two encoders are operating on the same set of
input bits, but different input sequences. Thus, the first
encoder receives the input bit ur and produces the output
pair (ur, v(1)

r ), while the second encoder receives the input
bit u′r and produces the output pair (u′r, v(2)

r ). The input bits
are grouped into finite-length sequences whose length, N,
equals the size of the interleaver. Since both the encoders
are systematic and operate on the same set of input bits,
it is only necessary to transmit the input bits once and the
overall code has rate 1

3 . In order to increase the overall
rate of the code to 1

2 , the two parity sequences v(1) and
v(2) can be punctured by alternately deleting v(1)

r and v(2)
r .

We will refer to a Turbo code whose constituent encoders
have parity-check polynomials h0 and h1, expressed in

Rate 1/2 systematic
convolutional encoder

Rate 1/2 systematic
convolutional encoder

Interleaver

Puncture

ur

ur ′
vr

(2)

vr
(1)

vr
(0) = ur

Figure 17. Block diagram of a Turbo encoder
with two constituent encoders and an optional
puncturer.
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octal notation, and whose interleaver is of length N as an
(h0, h1, N) Turbo code.

Several salient points concerning the structure of the
codewords in a Turbo code are

1. Because the pseudorandom interleaver permutes
the input bits, the two input sequences u and
u′ are almost always different, although of the
same weight, and the two encoders will (with high
probability) produce parity sequences of different
weights.

2. It is easily seen that a codeword may consist of a
number of distinct detours in each encoder. Note
that since the constituent encoders are realized in
systematic feedback form, a nonzero bit is required
to return to the all-zero state and thus all detours are
associated with information sequences of weight 2 or
greater. Finally, with a pseudorandom interleaver it
is highly unlikely that both encoders will be returned
to the all-zero state at the end of the codeword even
when the last ν bits of the input sequence u are used
to force the first encoder back to the all zero state.

If neither encoder is forced to the all-zero state, that is,
no tail is used, then the sequence consisting of N − 1 zeros
followed by a one is a valid input sequence u to the first
encoder. For some interleavers, this u will be permuted
to itself and u′ will be the same sequence. In this case,
the maximum weight of the codeword with puncturing,
and thus the free distance of the code, will be 2! For this
reason, it is common to assume that the first encoder is
forced to return to the all zero state. The ambiguity of
the final state of the second encoder results in negligible
performance degradation for large interleavers.

7.2. Iterative Decoding of Turbo Codes

It is clear from the discussion of the codeword structure
of Turbo codes that the state space of these codes is too
large to perform optimum decoding. To overcome this,
the discoverers of Turbo codes proposed a novel iterative
decoder based on the a posteriori (AAP) symbol decoding
algorithm.

The AAP decoder for each component code computes
the a posteriori probability Pr(ur = u|y) conditioned on the
received sequence y. The iterative Turbo decoder makes

use of these a posteriori probabilities in the form of a
log-likelihood ratio (LLR) given by

L(ur) = log
Pr(ur = 1|y)

Pr(ur = 0|y)
(24)

which, from (14) and (20), is given by

L(ur) = log

∑
(j→i)∈A(ur=1)

γr(j → i)αr−1(j)βr(i)

∑
(j→i)∈A(ur=0)

γr(j → i)αr−1(j)βr(i)
. (25)

Let y(0)
r be the received systematic bit and y(m)

r , m = 1, 2, the
received parity bit corresponding to the mth constituent
encoder. With these, γr(j → i) may be expressed as

γr(j → i) = pijPr(y(0)
r , y(m)

r |ur, v(m)
r ) (26)

For systematic codes, (26) may be factored as

Pr(y(0)
r , y(m)

r |ur, v(m)
r ) = Pr(y(0)

r |ur)Pr(y(m)
r |v(m)

r ) (27)

since the received systematic sequence and the received
parity sequence are conditionally independent of each
other. Finally, substituting (26) and (27) into (25) and
factoring yields

L(ur) = log

∑
(j→i)∈A(ur=1)

Pr(y(m)
r |v(m)

r )αr−1(j)βr(i)

∑
(j→i)∈A(ur=0)

Pr(y(m)
r |v(m)

r )αr−1(j)βr(i)

+ log
Pr(ur = 1)

Pr(ur = 0)

+ log
Pr(y(0)

r |ur = 1)

Pr(y(0)
r |ur = 0)

= �(m)
e,r +�r +�s (28)

where �(m)
e,r is called the extrinsic information from the

mth decoder, �r is the a priori log-likelihood ratio of the
systematic bit ur and �s is the log-likelihood ratio of the a
posteriori probabilities of the systematic bit.

A block diagram of an iterative Turbo decoder is
shown in Fig 18, where each APP decoder corresponds
to a constituent code. The interleavers are identical to

Deinterleaver

Interleaver
MAP

decoder

MAP
decoder

yr
(0),yr

(1)

yr
(0)

yr
(2)

yr′ (0)

Output

Λe
(1) Λe

(2)

ur
^

Interleaver

Figure 18. Block diagram of a Turbo decoder with two constituent decoders.
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the interleavers in the Turbo encoder and are used to
reorder the sequences so that each decoder is properly
synchronized. For the first iteration, the first decoder
computes the log-likelihood ratio of Eq. (28) with �r = 0,
since ur is equally likely to be a 0 or a 1, using the received
sequences y(0) and y(1). The second decoder now computes
the log-likelihood ratio of Eq. (28) on the basis of the
received sequences y(0) and y(2) (suitably reordered).

The second decoder, however, has available an estimate
of the a posteriori probability of ur from the first decoder,
namely, L(1)(ur). The second decoder may consider this the
a priori probability of ur in (28) and compute

L(2)(ur) = �(2)
e,r + L(1) +�s

= �(2)
e,r +�(1)

e,r +�(1)
r +�s +�s (29)

as the new LLR. Close examination of (29) reveals that by
passing L(1), the second decoder is given �(1)

r , the previous
estimate of the a priori probability, which is unnecessary.
In addition, it is seen that as the decoder continues to
iterate, the LLR accumulates �s and the systematic bit
becomes overemphasized. In order to prevent this, the
second decoder subtracts �(1)

r and �s from the information
passed from the first decoder and calculates

L(2)(ur) = �(2)
e,r +�(1)

e,r +�s (30)

What is passed between the two decoders is in fact the
extrinsic information only. This process continues until
a desired performance is achieved, at which point a final

decision is made by comparing the final log-likelihood ratio
to the threshold 0.

The extrinsic information is a reliability measure of
each component decoder’s estimate of the transmitted
sequence on the basis of the corresponding received
component parity sequence and is essentially independent
of the received systematic sequence. Since each component
decoder uses the received systematic sequence directly,
the extrinsic information allows the decoders to share
information without significant error propagation. The
efficacy of this technique can be seen in Fig 19, which
shows the performance of the original (37,21,65536) Turbo
code as a function of the decoder iterations. It is impressive
that the performance of the code with iterative decoding
continues to improve up to 18 iterations (and beyond).
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1. INTRODUCTION

In the 1970s, the Advanced Research Projects Agency
(ARPA) initiated the development of ARPANET, a
very successful resource-sharing computer network [1,2].
ARPANET was a wide-area packet switching network,
which later evolved into the Internet. This ARPANET
resulted in a digital network resolution covering the
telecommunication networks, data networks, and multi-
media networks. The rapid growth of digital technologies
allowed the integration of voice, data, and video to be pro-
cessed, as a single stream and transported over global net-
works. The advances in high-speed networking broadband
access technologies, the increasing power of the personal
computer, the availability of information at the click of a
button, and the exponential growth of the Internet, makes
digital networks demand grow at a very rapid pace.

Traditionally, telecommunication networks utilized
hierarchical controlled circuit switch technologies. Data
networks demonstrated the strengths of packet-switched
technology. The recent internetwork utilized various
broadband services, such as voice, data, videostreams,
multimedia, and group working, for schools, universi-
ties, hospitals, transported over either fiber, cable, satel-
lite, and/or wavelength-division multiplexing (WDM). For
example, the processor in a videogame is 10,000 times
faster than Electronic Numerical Integrator and Com-
puter (ENIAC) (1947) computer, and genesis game has
more processing power than the 1976 Cray Super com-
puter. Some of the chips used in some videocameras are
more powerful than IBM 360. The increasing demand for
broadband services, high-speed data transmission over the
Internet and video on demand, require significant capac-
ities challenging the fixed and mobile network designers
and operations to deploy infrastructures to meet these
future demands.

High speed Internet access was previously limited
to enterprises, using technologies such as leased T-1,
frame relay, or asynchronous transfer mode (ATM). But
with the exponential growth of the Internet access for
residential users, service providers have recognized the
great opportunity in the residential broadband as well as
more broadband enterprise markets.

It was reported that high-speed Internet access totaled
1.19 billion hours, 51% of the total 2.3 billion hours
spent online, in January 2002. Twenty-two million used
broadband to surf the Internet, an increase of 67%
while enterprise usage increased by 42% [3]. As a result,
the telephone, cable, and satellite companies have been
developing xDSL, cable, and satellite access technologies.
The objectives of these infrastructures are to provide
higher bandwidth and speed to optimize the use of
Internet for emerging applications such as content delivery
distribution, e-finance, telemedicine, distance learning,
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streaming video and audio, and interactive games. This
article focuses mainly on the technology options for
enterprise and residential users emphasizing the technical
challenges through network examples.

This article is organized as follows. Broadband services,
future applications and their requirements are discussed
in Section 2. Section 3 provides a generic global commu-
nication model interconnecting the backbones based on
either frame relay, ATM, or IP and even satellite tech-
nologies. The different broadband access technologies,
their concepts and the enterprise access network solu-
tions are described in Section 4. Section 5 discusses the
residential broadband access technologies including Dig-
ital Subscriber Line (DSL), cable, wireless, and satellite
solutions. Section 6 lists the standard organizations devel-
oping the protocols and interface standards, for enhancing
the cost-effective interoperability of these infrastructures
to meet the requirements of the growing high-speed appli-
cations. Section 7 describes the technical challenges for
future networking with a multiprotocol label-switching
service (MPLS)-based solution.

2. BROADBAND SERVICES AND APPLICATIONS

The Internet evolution has accompanied new opportunities
for multimedia applications and services, ranging from
simple file transfer to broadband access, IP multicast,
media streaming, and content delivery distribution for
both enterprise and consumer services. Figure 1 shows
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Figure 1. Internet users. (Source: Nua Internet Surveys + vgc
projections.)

a projected growth of worldwide Internet users, where
most users have demand for broadband services. In
the consumer market the growing awareness of the
Internet and activities ranging from shopping to finding
local entertainment options to children’s homework are
driving the steep demand for more bandwidth. Education
and entertainment content delivery has become one
of the prime applications of Internet. During business
globalization an increase of virtual business teams,
enterprises, increase in competition for highly skilled
workers, service providers and equipment vendors, are
driving the demand for higher bandwidths or broadband.

Some of the observations are that 75% of traffic on the
Internet is Web-based; there are 3.6 million Web sites with
300–700 million Web pages; the traffic consists of 80%
data and 20% voice with a traffic growth of 100–1000%
per year [4].

2.1. Broadband Services

Table 1 shows an example of the broadband services and
applications. These include entertainment, broadband,
and business services. A major challenge for these
emerging services supported by Internet, which is an
IP-based network, is to provide adequate QoS (quality
of service). The normal QoS parameters from a user’s
perspective for both enterprise and residential users
include throughput, packet loss, end-to-end delay, delay
jitter, and reliability.

2.2. Network Requirements

The networking infrastructure supporting the enterprise
and residential services should meet the following
requirements:

• High Data Rates. The future applications such as
videostreaming, media cast distributions, and high-
speed Internet access for telemedicine applications
and two-way telephonic education require rates rang-
ing from a few hundred megabits to several giga-
bits. The three-generation (3G) systems cover up to
2 Mbps (megabits per second) for indoor environ-
ments and 144 kbps for vehicular environments. The
IEEE 802.11-based broadband systems have approx-
imately 20–30 Mbps transmission speeds. The data

Table 1. Broadband Services

Entertainment Broadband Business
Voice and Data

Trunking

Broadcasting (DTH) High-speed Internet access for
consumer and enterprise

Telecommuting IP Transport and ISP

Video on demand
(VOD)

Electronic messaging Videoconferencing Voice over IP

Network or TV
distribution

News on demand E-finance, B2B Video, audio, and data
file transfer

TV cotransmissions Multimedia Home security

Karaoke on demand Distance learning Unified messaging

Games MAN and WAN connectivities

Gambling Telemedicine
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rates for future generations will range from 2 to
600 Mbps depending on the system. The target speed
for 4G cellular will be around 10–20 Mbps.

• Delay. Many real-time applications require mini-
mum delay and the packet transfer delays for other
classes of services are even stringent, reducing the
queuing and processing delays.

• Mobility. The 4G cellular systems might be required
to provide at least 2 Mbps for moving vehicles.

• Wide Coverage. The next-generation systems must
provide good coverage area and roaming and
handover to other systems.

Next-generation systems should provide at least an order
of magnitude higher capacity, but the bit cost should be
reduced to make the service more affordable. In addition
to these requirements, the network must be scalable and
provide security.

Figure 2 shows how different applications vary in their
QoS requirements.

The most important QoS parameters are [5]

Throughput. Throughput is the effective data transfer
rate in bits per second (bps) of the network. Sharing
of network capacity by a number of users reduces
the throughput per user; as does the overhead of the
packet. A service provider guarantees a minimum
bandwidth rate.

Delay. The time taken to transport data from the
source to destination is known as delay or latency.
For the public Internet, a voice call may easily
exceed 150 ms of delay, because of processing
delay and congestion. In GEO satellites one-way
propagation delay can reach 250 ms. Such GEO
satellite networks cannot service many real-time
applications.

Jitter. Jitter is caused by delay variation related
to processing and queuing. These delay variations
might be due to packet reassembly.

Reliability. The percentage of network availability is
an important parameter for the user. In satellite-
based networks, the availability depends on the

frequency band of operation, power levels, antenna
size, and the traffic for the service provided.
Advanced error control techniques are used to
provide good link availability [6].

Packet Loss. Packet loss occurs as a result of network
congestion, error conditions, and link outages.
Whenever buffers overflow, packets are dropped.
Several buffer management schemes have been
proposed to reduce the packet loss rate.

To meet future service requirements, a combination
of old and new broadband networking technologies for
enterprises include Gigabit Ethernet, frame relay, asyn-
chronous transfer mode (ATM), multiprotocol label switch-
ing (MPLS), and broadband satellite networks. There are
several options for residential users with respect to broad-
band access such as (1) dialup, (2) cable, (3) Digital Sub-
scriber Loop (DSL) and its variants, (4) hybrid fiber–coax,
(5) wireless including local multipoint distribution ser-
vices (LMDS) and multichannel multipoint distribution
services (MMDS), (6) satellite access, and (7) leased lines.

3. GLOBAL NETWORK MODEL

The tremendous success and exponential growth of the
Internet and the new applications such as broadcasting,
multicasting, and video distribution have resulted in sig-
nificantly higher data rates. One of the key requirements
for the emerging ‘‘global network,’’ which is a ‘‘network
of networks,’’ is rich connectivity among fixed as well as
mobile users. Advances in switching and transport tech-
nologies have made increase in transmission bandwidth
and switching speeds possible, and still more dramatic
increases are possible via optical switching [7]. The future
generation of communications networks provides ‘‘multi-
media services,’’ ‘‘wireless (cellular and satellite) access
to broadband networks,’’ and ‘‘seamless roaming among
different systems.’’

Figure 3 shows a global communication network sce-
nario providing connectivity among corporate networks,
Internet, and the ISPs. The networking technologies vary
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Figure 3. Communication network scenario.

can vary between ATM, frame relay, IP and optical back-
bones. The access technologies could be dialup, cable, DSL,
and satellite.

Mobile communications are supported by second-
generation digital cellular (GSM); data service is sup-
ported by GPRS. Third-generation systems such as IMT-
2000 can provide 2 Mbps and 144 kbps indoors and in
vehicular environments. Even 4G and 5G systems are
being studied to provide data rates 2–20 Mbps and
20–100 Mbps, respectively. See Section 5.4 for further
details.

Several broadband satellite networks at Ka band are
planned and being developed to provide such global con-
nectivity for both fixed satellite service (FSS) and mobile
satellite service (MSS) using geosynchronous (GSO) and
nongeosynchronous (NGSO) satellites as discussed in
Section 4.5. Currently GSO satellite networks with very-
small-aperture terminals (VSATs) at Ku bands are being
used for several credit card verifications, rental cars, bank-
ing, and other applications. Satellite networks such as
StarBand, Direway, and WildBlue are being developed for
high speed Internet access (see Section 5.3).

4. BROADBAND ENTERPRISE NETWORKING

This section describes the networking technologies for
enterprise including the use of Gigabit Ethernet, frame
relay, ATM, IP, and broadband satellite. The technology
concepts and advantages are discussed with some
examples.

4.1. Gigabit Ethernet

Gigabit Ethernet is an extension of the IEEE 802.3
Ethernet standard. It builds on the Ethernet protocol

but increases speed 10-fold over Fast Ethernet to
10 Gbps. In March 1999, a working group was formed
at IEEE 802.3 to develop a standard for 10-gigabit
Ethernet. Gigabit Ethernet is basically the faster-
speed version of Ethernet. It will support the data
rate of 10 Gbps and offers benefits similar to those
of the preceding Ethernet standard [8]. The potential
applications for 10-gigabit Ethernet enterprise users are
universities, telecommunication carriers, and Internet
service providers. One of the main benefits of the 10-
gigabit standard is that it offers a low-cost solution to
solve the demand on bandwidth. In addition to the low
cost of installation, the cost of network maintenance and
management is minimal. Local network administrators
manage and maintain for 10-gigabit Ethernet networks.

In addition to the cost reduction benefit, 10-gigabit
Ethernet allows for faster switching and scalability. 10-
gigabit Ethernet uses the same Ethernet format, it allows
seamless integration of LAN, MAN, and WAN. There
is no need for packet fragmentation, reassembling, or
address translation, eliminating the need for routers that
are much slower than switches. 10-gigabit Ethernet also
offers straightforward scalability since the upgrade paths
are similar to those of 1-gigabit Ethernet.

In LAN markets, applications typically include in-
building computer servers, building-to-building clusters,
and data centers. In this case, the distance requirement is
relaxed, usually between 100 and 300 m. In the medium-
haul market, applications usually include campus back-
bones, enterprise backbones, and storage area networks.
In this case, the distance requirement is moderate, usually
between 2 and 20 kms. The cabling infrastructure usually
already exists. The technologies must operate over it. The
initial cost is not so much of an issue. Normally, users are
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willing to pay for the cost of installation but not the cost of
network maintenance and management. Ease of technol-
ogy is preferred. This gives an edge to 10-gigabit Ethernet
over the only currently available 10-gigabit SONET tech-
nology (OC-192c).

WAN markets typically include Internet service
providers and Internet backbone facilities. Most of the
access points for long-distance transport networks require
the OC-192c data rate. So the key requirement for
these markets is the compatibility with the existing
OC-192c technologies. Mainly, the data rate should be
9.584640 Gbps. Thus, the 10-Gigabit Ethernet standard
specifies a mechanism to accommodate the rate difference.

4.1.1. Protocol. The Ethernet protocol basically imple-
ments the bottom two layers of the Open Systems Intercon-
nection (OSI) seven-layer model, that is, the data-link and
physical sublayers. Figure 4 depicts the typical Ethernet
protocol stack and its relationship to the OSI model.

10-Gigabit ethernet

Higher layers

MAC client

MAC

Reconciliation

10GMI

PCS

PMA

PMD

MDI

OSI layer model

Application

Presentation

Session

Transport

Network

Data link

Physical

Medium

Figure 4. Ethernet protocol layer.

Media Access Control (MAC). The media access control
sublayer provides a logical connection between the
MAC clients of itself and its peer station. Its main
responsibility is to initialize, control, and manage
the connection with the peer station.

Reconciliation Sublayer. The reconciliation sublayer
acts as a command translator. It maps the
terminology and commands used in the MAC layer
into electrical formats appropriate for the physical-
layer entities.

10-Gigabit Media-Independent Interface (10GMII).
10GMII provides a standard interface between the
MAC layer and the physical layer. It isolates the
MAC layer and the physical layer, enabling the MAC
layer to be used with various implementations of the
physical layer.

Physical Coding Sublayer (PCS). The PCS sublayer is
responsible for coding and encoding data streams to
and from the MAC layer. A default coding technique
has not been defined.

Physical Medium Attachment (PMA). The PMA
sublayer is responsible for serializing code groups
into bit streams suitable for serial bit-oriented
physical devices and vice versa. Synchronization is
also done for proper data decoding in the sublayer.

Physical Medium-Dependent (PMD). The PMD sub-
layer is responsible for signal transmission. The
typical PMD functionality includes amplifier, mod-
ulation, and waveshaping. Different PMD devices
may support different media.

Medium-Dependent Interface (MDI). MDI is referred
to as a connector. It defines different connector types
for different physical media and PMD services.

4.1.2. Fiber Network Architecture. Figure 5 shows
Gigabit Ethernet used in an evolving fiber enterprise
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Figure 5. Gigabit Ethernet in a
fiber enterprise network.
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network configuration. The service provider backbone
consists of an OC-48 (2.48 Gbps) or an OC-192 (10 Gbps)
using dense wavelength-division multiplexing (DWDM)
with connections to ATM over SONET and packet over
SONET networks via core routers. The access networks
could use OC-3 (155.52 Mbps), or T3 (44.736 Mbps), or
DS1 (1.544 Mbps). A typical application using such an
enterprise network solution could be distribution of analog
and digital video.

4.2. Frame Relay

Frame relay is a standard communication protocol that
is specified in ITU-T (formerly CCITT) recommendations
I.122 and Q.922, which add relay and routing functions
to the data-link layer of the OSI model [9]. Subsequently,
the Frame Relay Forum has developed the frame relay
specification for wide-area networks. Frame relay services
were developed by service providers for enterprise as a cost
effective and a better flexible alternative to time-division
multiplexing (TDM) and private line services. Enterprises
needed dedicated connectivity between offices but could
not necessarily afford dedicated circuits. Meanwhile
service providers required a reliable means to subscribe
their bandwidth-constrained networks.

The frame relay protocol has been particularly effective
for data traffic. Carriers generally use frame relay as
access technology and ATM as a transport. The network
architecture requires carriers to maintain a completely
dedicated ATM/frame relay network in addition to their
IP and voice networks.

The rapid increase in high bandwidth communication
is the main reason for using frame relay technology.
Two main factors influence the rapid demand for high-
speed networking: (1) rapid increase in use of LANs,
and (2) use of fiber optic links. Frame relay is a packet-
switching technology, which relies on low error rate digital
transmission links and high-performance processors.
Frame relay technology was designed to cover (1) low
latency and higher throughput, (2) bandwidth on demand,
(3) dynamic sharing of bandwidth, and (4) backbone
network.

For enterprises, frame relay is a well-understood
technology, and by definition, is a layer 2 technology that
supports oversubscription. The frame relay technology has
some design advantages as well as restrictions including

• Unpredictable bandwidth and maximum speed
capacity at DS3

• Hierarchical aggregation schemes that use hub and
spoke architectures

• Scaling complexities by having to add additional layer
2 addresses to different sites rather than by IP’s
inherent self-healing and learning capabilities

• Used for interconnecting LANs and particularly
WANs, and more recently, for voice and videocon-
ferencing

• Provides LAN-to-LAN connectivity from 56 kbps to
1.5 Mbps

• Offers congestion control and higher performance

4.2.1. Frame Relay Data Unit. The frame structure in
a frame relay network consists of two flags indicating
the beginning and the end of the frame, an address field,
an information field, and a frame check sequence [10].
In addition to the address, the address field contains
functions that warn of overload and indicate which frames
should be discarded first. The fields and their purpose are
discussed in detail below.

• Flag. All frames begin and end with a flag consisting
of an octet composed of a known bit pattern: a zero
followed by 6 ones and a zero (01111110).

• Address. In the two octets in the address field, the
first 6 bits of the first octet and the first 4 bits of the
second octet are used for addressing. These 10 bits,
which form the DLCI, select the next destination to
which the frame is to be transported.

• CR. Command response is not used by the frame
relay protocol. It is sent transparently through the
frame relay nodes and can be made available to users
as required.

• EA. At the end of each address octet there is an
extended address bit that can allow extension of the
DLCI field to more than 10 bits. If the EA bit is set
to ‘‘0,’’ another address octet will follow. If it is set to
‘‘1,’’ the octet in question is the last one in the address
field.

• FECN. If overload occurs in the network, forward
explicit congestion notification is indicated to alert
the receiving end. The network makes this indication,
and end users need not take any specific action.

• BECN. Similar to FECN, backward explicit conges-
tion notification alerts the sending end to an overload
situation in the network.

• DE. Discard eligibility indicates that the frame is
to be discarded in case of overload. This indication
can be regarded as a prioritizing function, although
frames without a DE indication can also be discarded.

• Information Field. This is where we find user
information. The network operator decides how many
octets the field is allowed to contain, but the Frame
Relay Forum recommends a maximum of 1600. The
information passes through the network completely
unchanged and is not interpreted by the frame relay
protocol.

• FCS. The frame check sequence checks the frame for
errors. All bits in the frame, except the flags and FCS,
are checked.

The frame relay frame format is shown in Fig. 6.

4.2.2. Frame Relay Examples

4.2.2.1. Frame Relay LAN-to-LAN. Figure 7 shows
LAN-to-LAN and an ISP connectivity using frame relay at
56 kbps, 384 kbps, T1, and T1/T3, respectively.

4.2.2.2. Frame Relay WAN Architecture. Figure 8
shows a frame relay network with various offices connected
via frame relay to four aggregation hubs. Depending on
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the size of the organization and the speeds at which differ-
ent regional offices connect, the hub will have at least two
large WAN routers. For some organizations, hubs may be
fed by hundreds of regional locations through frame relay
or private line connections. Although some of the traffic
may terminate at its locally connected ‘‘hub’’ data center,
most of the traffic ‘‘hairpins’’ in and out of the local data
center on its way to a remote hub or destination. In this
case, the hub sites provide statistical multiplex gains.

4.3. Asynchronous Transfer Mode (ATM)

ATM is an International Telecommunication Union —
Telecommunication Standardization Sector (ITU-T) stan-
dard for cell relay wherein information for multiple service
types, such as voice, video, or data, is conveyed in small,
fixed-size cells. ATM networks are connection oriented.
ATM is based on the efforts of the ITU-T Broadband Inte-
grated Services Digital Network (BISDN) standard. It was
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originally conceived as a high-speed transfer technology
for voice, video, and data over public networks. The ATM
Forum extended the ITU-T’s vision of ATM for use over
public and private networks.

ATM is a cell switching and multiplexing technology
that combines the benefits of circuit switching (guaranteed
capacity and constant transmission delay) with those of
packet switching (flexibility and efficiency for intermittent
traffic) [11]. It provides scalable bandwidth from a
few megabits per second (Mbps) to many gigabits per
second (Gbps). Because of its asynchronous nature, ATM
is more efficient than synchronous technologies, such as
time-division multiplexing (TDM). With TDM, each user
is assigned to a time slot, and no other station can send in
that time slot. If a station has a lot of data to send, it can
send only when its time slot comes up, even if all other
time slots are empty. If, however, a station has nothing to
transmit when its time slot comes up, the time slot is sent
empty and is wasted. Because ATM is asynchronous, time
slots are available on demand with information identifying
the source of the transmission contained in the header of
each ATM cell.

4.3.1. ATM Reference Model. Figure 9 illustrates the
B-ISDN Protocol Reference Model, which is the basis
for the protocols that operate across the User Network
Interface (UNI). The B-ISDN reference model consists of
three planes: the user plane, the control plane, and the
management plane. Reference ITU-T I.121 describes the
ATM reference model and various functions in detail.

4.3.2. ATM Cell Format. An ATM cell consists of
48 bytes of data with a 5-byte header as shown in
Fig. 10 [11]. The cell size was determined by ITU-T as

Physical layer

ATM layer

User planeControl plane

Management plane

Adaptation layer (e.g. AAL5)

Higher layer
(e.g. Q.2931)

Higher layer
(e.g. TCP/IP)

Figure 9. ATM protocol architecture.

a compromise between voice and data requirements. The
header fields are as follows:

• Generic Flow Control (GFC). Provides local func-
tions, such as identifying multiple stations that share
a single ATM interface.

• Virtual Path Identifier (VPI). In conjunction with
the VCI, identifies the next destination of a cell as it
passes through a series of ATM switches on the way
to its destination.

• Virtual Channel Identifier (VCI). In conjunction with
the VPI, identifies the next destination of a cell as it
passes through a series of ATM switches on the way
to its destination.

• Payload Type (PT). If the cell contains user data,
the second bit indicates congestion, and the third bit
indicates whether the cell is the last in a series of
cells that represent a single AAL5 frame.

• Cell Loss Priority (CLP). Indicates whether the
cell should be discarded if it encounters extreme
congestion as it moves through the network. If the
CLP bit equals 1, the cell should be discarded in
preference to cells with the CLP bit equal to zero.

• Header Error Control (HEC). Calculates checksum
only on the header.

There are two types of ATM services: permanent virtual
circuits (PVCs) and switched virtual circuits (SVCs). A
PVC allows direct static connectivity between sites similar
to a leased line. It guarantees availability of a connection
and does not require a signaling protocol. On the
other hand, SVC allows dynamic setup and release of
connections. Dynamic call control requires a signaling
protocol between the ATM endpoint and the switch.
This service provides flexibility. However, it results in
a signaling overhead in setting up the connection.

4.3.3. Classes of Service. Table 2 provides different
classes of network traffic that need to be treated differently
by an ATM network [12].

4.3.4. Traffic Management and QoS. One of the signif-
icant advantages of ATM technology is providing QoS
guarantees as described in the ATM Forum’s Traffic
Management Specification [13]. The framework supports
five service categories, namely, constant bit rate (CBR),
real-time variable bit rate (rt-VBR), non-real-time VBR
(nrt-VBR), unspecified bit rate (UBR), and available bit

84 16 3 1 8

Header Data (payload)

48 Bytes5 Bytes

PT CLPGFC VPI HECVCI

Figure 10. ATM cell structure.
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Table 2. Classes of Service

Constant-Bit-Rate
(CBR) Service

Real-Time
Service (VBR-rt)

Non-Real-Time
Connection-Oriented Data

Service (VBR-nrt-COD)

Non-Real-Time
Connectionless Data

Service (VBR-nrt-CLS)
Unspecified

Bit Rate (UBR)
Available Bit
Rate (ABR)

Bearer class Class A Class B Class C Class D Class X Class Y

Applications Voice and
clear
channel

Packet video
and voice

Data Data Data Data

Connection
mode

Connection
oriented
PVC or
SVC

Connection
oriented
PVC or
SVC

Connection
oriented
PVC or
SVC

Connection
less

Connection
oriented

Connection
oriented

Bit rate Constant Variable Variable Variable Variable Variable

Timing
required

Required Required Not required Not required Not required Not required

Services Private line None Frame relay SMDS Raw cell

AAL 1 2 3/4 & 5 3/4 Any 3/4 & 5

rate (ABR), with an additional one, guaranteed frame
rate (GFR). With the exception of UBR, all ATM service
categories require incoming traffic regulation to control
network congestion and ensure QoS guarantees. This func-
tion is performed by access policing devices to determine
whether the traffic conforms to certain traffic character-
izations. The conformant cells are allowed to enter the
ATM network and receive QoS guarantees, whereas the
nonconformant cells will be either dropped or tagged.
Tagged cells may be allowed into the network but will not
receive any QoS guarantees. The other traffic management
functions include connection admission control (CAC),
traffic shaping, usage parameter control (UPC), resource
management, priority control, cell discarding, and feed-
back controls. The ATM Forum [13] provides the details of
these functions and traffic management algorithm recom-
mendations for different service classes. Table 3 provides
the various traffic parameters and the QoS parameters.

4.4. IP Enterprise Network

Since the late 1990s the Internet has become the major
vehicle for most of the broadband applications and for the
growth of the telecommunication network. The Internet
protocol has become the universal network layer protocol

for both wireline and wireless networks. At the transport
layer, Transmission Control Protocol (TCP) and User
Datagram Protocol (UDP) have become the most popular
ones. The UDP has been attracted with the multimedia
services. In this section, an overview of TCP and IP
protocols with formats and examples is described.

4.4.1. TCP/IP Protocol. The TCP/IP protocol suite is
the mostly used Internet protocol for global networks.
Many of the Internet applications such as file transfer,
email, Web browsing, streaming media, and newsgroups
use TCP/IP protocols. Figure 11 shows the TCP/IP protocol
stack with respect to ISO/OSI protocol. The overhead
introduced at each layer to the application datagram is
also described.

4.4.1.1. Transmission Control Protocol (TCP). The TCP
provides reliable transmission of data in an IP environ-
ment. TCP corresponds to the transport layer (layer 4)
of the OSI reference model [14]. Among the services TCP
provides are stream data transfer, reliability, efficient
flow control, full-duplex operation, and multiplexing. TCP
offers reliability by providing connection-oriented, end-to-
end reliable packet delivery through an internetwork by
using acknowledgments. The reliability mechanism of TCP

Table 3. ATM Service Category Attributes

Traffic Parameters QoS Parameters

Service
Categories

PCR,
CDVTPCR

SCR, MBS,
CDVTSCR MCR

Peak-to-Peak
CDV

Maximum
CTD CLR Others

CBR Yes No No Yes Yes Yes No
rt-VBR Yes Yes No Yes Yes Yes No
nrt-VBR Yes Yes No No No Yes No
UBR Yes No No No No No No
ABR Yes No Yes No No No Feedback
GFR Yes MFS, MBS Yes No No No No

Key: PCR — peak cell rate; SCR — sustainable cell rate; MCR — minimum cell rate; MBS — maximum burst size; CDVT — cell
delay variation tolerance; CDV — cell delay variation; CTD — cell transfer delay; CLR — cell loss ratio; MFS — maximum
frame size.
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Ethernet frame (one example)

IP datagram/packet sent to layer 2

TCP segment sent to IP

Add header and send to TCP

EH

IPH

TCPH

Application data

Transport
(TCP, UDP)

Physical
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Transport

Network

Data link
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User dataAH

Application data

TCPH

Application dataTCPHIPH

Network
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Application
Application
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TCP – Transmission Control Protocol
UDP – User Datagram Protocol
ICMP – Internet Control Message Protocol
IGMP – Internet Group Management Protocol
IP – Internet Protocol
SMTP – Simple Mail Transfer Protocol
NNTP – Network News Transfer Protocol
FTP – File Transfer Protocol
SNMP – Simple Network Management Protocol
HTTP – Hyper Text Transfer Protocol

AH – Application Header
TCPH – TCP Header (20 bytes)
IPH – IP Header (20 bytes)
EH – Ethernet Header

Figure 11. TCP/IP protocol stack.

Figure 12. TCP segment format.

Header
size (4)

Reserved
(6)

6 Control
bits (6)

Checksum (16)

Window size (16)

Urgent pointer (16)

Acknowledgement number (32)

Sequence number (32)

Source port (16) Destination port (16)

Options Padding

Data (variable length)

Figure 13. UDP segment format.

Source port (16) Destination port (16)

Length (16) Checksum (16)

Data (variable length)

allows devices to deal with lost, delayed, duplicate, or mis-
read packets. The lost packets are detected by a timeout
mechanism. TCP offers a efficient flow control mechanism
by using sliding windows to avoid buffer overflow. TCP
provides a full-duplex operation and multiplexing of data.
Along with the IP Security protocol (IPSec), Internet secu-
rity can be obtained. Figure 12 shows the format of a TCP
segment. The header is 20 bytes long.

4.4.1.2. User Datagram Protocol (UDP). UDP is a
connectionless transport-layer protocol that enables best-
effort datagrams to be transmitted between host system

applications. Unlike TCP, UDP adds no reliability, flow
control, or error recovery functions to IP [14]. It uses an
8-byte header. The format of a UDP segment is shown in
Fig. 13.

4.4.1.3. Internet Protocol (IP). IP is a connectionless
protocol working at the network layer (layer 3). IP has
two primary responsibilities: providing connectionless
‘‘best effort’’ delivery of datagrams across and between
networks; and providing fragmentation and reassembly of
datagrams to support data links with different maximum
transmission unit (MTU) sizes.
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Header
size (4)

Type of service (8) Total length (16)

Identification (16)

Time to live (8)

Version
(4)

Flags (3) Fragmentation offset (13)

Protocol (8) Header checksum (16)

Source IP address (32)

Destination IP address (32)

Options

Data (variable length)

Figure 14. IPv4 segment format.

Version (4) Traffic class (8) Flow label (20)

Payload length (16) Hop limit (8)Next header (8)

Source address (128)

Destination address (128)

Data (variable length)

Figure 15. IPv6 segment format.

4.4.2. IPv4 and IPv6 Formats. Currently most of the
Internet uses IP version 4 (IPv4) [14]. IP, as originally
developed, has no reliability or QoS mechanisms. A new
version, IP version 6 (IPv6) has been designed as the
successor of IPv4. IPv6 provides more QoS and address
space than IPv4 [15]. Figures 14 and 15 show the formats
of IPv4 and IPv6 segments. The changes from IPv4 to IPv6
fall into the following categories:

• Expanded Address Capabilities. IPv6 increases the
IP address size from 32 to 128 bits, to support more
levels of addressing hierarchy, and a much greater
number of addressable nodes.

• Header Format Simplification. Some IPv4 header
fields have been dropped or made optional, to reduce
the processing cost of packet handling.

• Improved Support for Extensions and Options. Chan-
ges in the way IP header options are encoded allows
for more efficient forwarding and greater flexibility
for introducing new options in the future.

• Flow Labeling Capability. A new capability is added
to enable the labeling of packets belonging to a
particular traffic ‘‘flow’’ for which the sender requests
special handling.

The fields in the IPv6 segment are

• Version — 4-bit Internet Protocol version number
= 6.

• Traffic class — 8-bit traffic class field. Available for
use by originating nodes and/or forwarding routers

to identify and distinguish between different classes
or priorities of IPv6 packets.

• Flow label — 20-bit flow label. Used by a source
to label sequences of packets for which it requests
special handling by the IPv6 routers.

• Payload length — 16-bit unsigned integer. Length of
the rest of the packet following the header.

• Next header — 8-bit selector. Identifies the type of
header immediately following the IPv6 header.

• Hop limit — 8-bit unsigned integer. Decremented by
1 by each node that forwards the packet. The packet
is discarded if hop limit is decremented to zero.

• Source address — 128-bit address of the originator of
the packet.

• Destination address — 128-bit address of the in-
tended recipient of the packet.

4.4.3. Network Example. As a less expensive WAN
technology than frame relay, IP virtual private net-
works (IPVPNs) are being developed. The premise behind
the IPVPNs is to provide a logically private network across
a shared infrastructure using tunneling or IPSec pro-
tocol to provide security to the enterprise network [16].
Figure 16 shows such an IPVPN network for an enter-
prise solution consisting of a number of virtual routers
from the different sites connected together across the
Internet. These virtual routers are used to enable the
VPN services connecting all sites in a mesh topology.

The advantage of IPVPNs is that the public Internet
provides ubiquitous connectivity. IPSec is used to tunnel
the data between the sites across an entirely best-
effort public network. The corporations use IPVPNs
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Figure 16. IP enterprise network model.
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to connect their data centers, remote offices, mobile
employees, telecommuters, customers, suppliers, and
business partners. The IPVPN solutions is very attractive
because it offers a dedicated private network and is
relatively cost-effective.

Many large enterprises have not deployed IPVPNs as
expected for the following reasons:

• Virtual Routers. The IPVPNs use a virtual router per
VPN and the use of virtual router has disadvantages
such as (1) no autonomy due to the use of public
backbone, (2) enterprise does not have any control
on the traffic flows across the network, and (3) the
performance of the virtual router is inversely
proportional to the number of routers in the network.

• Service-Level Agreement. It is very difficult for an
enterprise to have a reasonable SLA.

• Security. In the enterprise solution, security pro-
tocols like IPSec are employed to secure the data
transported over a public Internet. However, large
corporations normally spend a good portion of their
resources monitoring and improving security of their
network.

• Service Guarantees. There is no possibility of band-
width or connectivity guarantee when the traffic is
carried over a public Internet comprised of many
service providers.

Although the IPVPN solution for enterprise network
discussed here provides cheap connectivity, it is not
well adopted by large enterprises because of the nature
of the use of public backbone. It is not suitable for
high-bandwidth applications. IPVPNs have been adopted,
however, as a cheap solution for network connectivity for
small–medium-sized companies.

4.5. Broadband Satellite Networks

Because of the inherent broadcast and multiple access
characteristics, satellites have become an attractive
solution for enterprise and consumer users. This section

describes the future satellite systems operating at the C,
Ku, and Ka bands for enterprise applications [17].

4.5.1. Satellite Network Characteristics. The principal
attributes of satellites include (1) broadcasting and
(2) long-haul communications. For example, Ka-band spot
beams generally cover a radius of 200 km (125 mi) or more,
while C- and Ku-band beams can cover entire continents.
This is in contrast to last-mile-only technologies that
generally range from 2 to 50 km (or 1–30 mi).

The main advantages of satellite communications
are [18]

• Ubiquitous Coverage. A single satellite system can
reach every potential user across an entire continent
regardless of location, particularly in areas with low
subscriber density and/or otherwise impossible or
difficult to reach. Current satellites have various
antenna types that generate different footprint sizes.
The sizes range form coverage of the whole earth
as viewed from space (about a third of the surface)
down to a spot beam that covers much of Europe
or North America. All these coverage options are
usually available on the same satellite. Selection
between coverage is made on transparent satellites
by the signal frequencies. It is spot beam coverage
that is most relevant for access since they operate
to terminal equipment of least size and cost. Future
systems will have very narrow spot beams of a few
hundred miles across that have a width of a fraction
of a degree.

• Bandwidth Flexibility. Satellite bandwidth can be
configured easily to provide capacity to customers in
virtually any combination or configuration required.
This includes simplex and duplex circuits from nar-
rowband to wideband and symmetric and asymmetric
configurations. Future satellite networks with nar-
row spot beams are expected to deliver rates of up to
100 Mbps with 90-cm antennas, and the backplane
speed within the satellite switch could be typically in
the Gbps range. The uplink rate from a 90-cm user
terminal is typically 384 kbps.
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• Cost. The cost is independent of distance; the wide
area coverage from a satellite means that it costs the
same to receive the signal from anywhere within the
coverage area.

• Deployment. Satellites can initiate service to an
entire continent immediately after deployment,
with short installation times for customer premise
equipment. Once the network is in place, more users
can be added easily.

• Reliability and Security. Satellites are amongst the
most reliable of all communication technologies,
with the exception of SONET fault-tolerant designs.
Satellite links require only that the end stations be
maintained, and they are less prone to disabling
though accidental or malicious damage.

• Disaster Recovery. Satellite communication provides
an alternative to damaged fiberoptic networks for
disaster recovery options and provide emergency
communications.

4.5.2. Market Potential. Figure 17 shows the market
potential for satellite-based broadband enterprise and
residential access users. The enterprise market is expected
to grow up to $4 billion by 2006 for content delivery
distribution (CDD) [19].

4.5.3. Next-Generation Ka Band. Until the late 1990s,
the Ka band was used for experimental satellite programs
in the United States, Japan, Italy, and Germany.
In the United States, the Advanced Communications
Technology Satellite (ACTS) is being used to demonstrate
advanced technologies such as onboard processing and
scanning spot beams. A number of applications were
tested, including distance learning, telemedicine, credit
card financial transactions, high-data-rate computer
interconnections, videoconferencing, and high-definition
television (HDTV). The growing congestion of the C and
Ku bands and the success of the ACTS program increased
the interest of satellite system developers in the Ka-
band satellite communications network for exponentially
growing Internet access applications. A rapid convergence
of technical, regulatory, and business factors has increased
the interest of system developers in Ka-band frequencies.

Several factors influenced the development of multime-
dia satellite networks at Ka-band frequencies:

• Adaptive Power Control and Adaptive Coding. Adap-
tive power control and adaptive coding technologies
have been developed for improved performance,
mitigating propagation error impacts on system
performance at the Ka band.

• High Data Rate. A large bandwidth allocation
to geosynchronous fixed satellite services (GSO
FSS) and nongeosynchronous fixed satellite services
(NGSO FSS) makes high-data-rate services feasible
over Ka-band systems.

• Advanced Technology. Development of low-noise
transistors operating in the 20-GHz band and high-
power transistors operating in the 30-GHz band have
influenced the development of low-cost earth ter-
minals. Space-qualified higher-efficiency traveling-
wave tubes (TWTAs) and ASICs development have
improved the processing power. Improved satellite
bus designs with efficient solar arrays and higher
efficiency electric propulsion methods resulted in
cost-effective launch vehicles.

• Global Connectivity. Advanced network protocols
and interfaces are being developed for seamless
connectivity with terrestrial infrastructure.

• Efficient Routing. Onboard processing and fast
packet or cell switching (e.g., ATM, IP) makes
multimedia services possible.

• Resource Allocation. Demand assignment multiple
access (DAMA) algorithms along with traffic man-
agement schemes provide capacity allocation on a
demand basis.

• Small Terminals. Multimedia systems will use small
and high-gain antenna on the ground and on the
satellites to overcome path loss and gain fades.

• Broadband Applications. Ka-band systems, combin-
ing traditional satellite strengths of geographic reach
and high bandwidth, provide the operators a large
subscriber base with scale of economics to develop
consumer products.

Figure 18 illustrates a broadband satellite network
architecture represented by a ground segment, a space
segment, and a network control segment. The ground
segment consists of terminals and gateways (GWs),
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Figure 17. Satellite CDD service growth. (Source: Pio-
neer Consulting 2002.)
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Figure 18. Broadband satellite network configura-
tion.
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which may be further, connected to other legacy
public and/or private networks. The network control
station (NCS) performs various management and resource
allocation functions for the satellite media. Intersatellite
crosslinks in the space segment to provide seamless global
connectivity via the satellite constellation are optional.
Hybrid network architecture allows the transmission of
packets over satellite, and multiplexes and demultiplexes
datagram streams for uplinks, downlinks, and interfaces
to interconnect terrestrial networks. The satellite network
configuration also illustrates the signaling protocol
(e.g., SS7, UNI) and the satellite interface unit. The
architectural options could vary from ATM switching, IP
transport, to MPLS over satellite.

4.5.4. Future Broadband Satellite Networks. The satel-
lite network architectural options are

• GSO versus NGSO
• No onboard processing or switching
• Onboard processing with ground-based cell or ATM

switching or fast packet switching
• Onboard processing and onboard ATM or fast packet

switching

The first-generation services that are now in place use
existing Ku-band fixed satellite service (FSS) for two-way
connections. Using FSS a large geographic area is covered
by a single broadcast beam. The new Ka-band systems use
spot beams that cover a much smaller area, say, hundreds
of miles across. Adjacent cells can use a different frequency
range, but a given frequency range can be reused many
times over a wide geographic area. The frequency reuse
in the spot beam technology increases the capacity. In
general, Ka spot beams can provide 30–60 times the
system capacity of the first-generation networks.

The next-generation satellite multimedia networks
can be divided into two classes: (1) the broadband
satellite connectivity network, in which full end-to-
end user connectivity was established — the proposed
global satellite connectivity networks such as Astrolink,

Spaceway, and EuroSkyway have onboard processing and
switching capabilities; and (2) regional access networks,
such as StarBand, IPStar, and WildBlue, which are
intended to provide Internet access. These access systems
employ nonregenerative payloads.

In a nonregenerative architecture, the satellite receives
the uplink and retransmits it on the downlink without
onboard demodulation or processing. In a processing archi-
tecture with cell switching or layer 3 package, the satellite
receives the uplink, demodulates, decodes, switches, and
buffers the data to the appropriate beam after encod-
ing and remodulating the data, on the downlink. In a
processing architecture, switching and buffering are per-
formed on the satellite; in a nonprocessing architecture,
switching/routing and buffering are performed within a
gateway. A nonregenerative architecture has physical-
layer flexibility but limited, if any, network-layer flexi-
bility. A process architecture has limited physical-layer
flexibility, but greatly increased network-layer flexibility,
and permits any network topology from point-to-point,
hub-and-spoke architecture. The selection of the satellite
network architecture is strictly dependent on the target
customer applications and performance/cost tradeoffs.

Table 4 compares some of the new-generation C-, Ka-,
and Ku-band satellite systems. These systems, which
are under development, provide global coverage and high
bandwidth.

5. RESIDENTIAL BROADBAND ACCESS

This section describes residential access technologies
including DSL, hybrid fiber–coax, fixed wireless, satellite
access, and mobile wireless. The technology and examples
are described [20].

5.1. Residential Access Market Potential

The different access technologies for broadband applica-
tions include cable modem, xDSL, satellite, wireless, and
fiber to the home. A report from ARC group concluded
that the residential broadband market would be worth
$80 billion by 2007 with nearly 300 million residential and
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Table 4. Global Broadband Satellite Networks

Services Spaceway Astrolinka EuroSky Way Teledesic Intelsat Eutelsat

Data uplink 384 kbps–6 Mbps 384 kbps–2 Mbps 160 kbps–2 Mbps 16 kbps–2 Mbps — ≤2 Mbps

Data downlink 384 kbps–20 Mbps 384 kbps–155 Mbps 128–640 kbps 16 kbps–64 Mbps ≤45 Mbps 55 Mbps

Number of
satellites

8 9 (4 initially) 5 30 — —

Satellite GEO GEO GEO MEO GEO GEO
(Hotbird
3–6)

Frequency band Ka Ka Ka Ka C, Ku Ku, Ka

Onboard
processing

Yes Yes Yes Yes No —

Operation
scheduled

2003 2003 2004 2004/5 — 2001

aProgram currently on hold.

commercial sites using broadband. Nearly a third of broad-
band connections will be DSL, with cable close behind.
Satellite, wireless, and others will fill the remainder. In
fact, for broadband satellite, the high growth rate for CDD
applications by 2006 is projected to be $1.45 billion and the
revenue growth for wireless, about $3.3 billion in for that
same year. It is estimated that 3.8 million subscribers for
DSL in 2001 will grow to 20.7 million subscribers in 2006,
and to 21 million subscribers to cable modem, according to
a Pioneer Consulting report [19].

5.2. Broadband Access Technologies

Figure 19 shows the available broadband access tech-
nology options. The Asymmetric DSL (ADSL) provides
upstream at 64 kbps, and downstream at 1.8 Mbps
whereas very high bit rate (VDSL) supports 26 Mbps
symmetric, and in the asymmetric VDSL supports
less than 6.4 Mbps upstream and less than 52 Mbps
downstream [20]. A digital subscriber line access mul-
tiplexer (DSLAM) delivers high-speed data transmission
over the existing copper telephone lines. The DSLAM sep-
arates the voice frequency signals from high-speed data
traffic and controls and routes xDSL traffic between the
subscriber’s end-user equipment (router, modem, or net-
work interface card) and the network service provider.

The cable head end, which includes cable modem termina-
tion system, enables high-speed Internet access. Details
of the cable modem protocol and access are described in
Section 5.2.2.

Table 5 provides a set of advantages and disadvantages
of the various broadband access technologies. The
technologies compared are satellite, hybrid fiber–coax,
DSL, and LMDS/MMDS. The different access technologies
are described in the following text.

5.2.1. Digital Subscriber Line (DSL) Access. Digital
subscriber line (DSL) is a technology that uses regular
telephone lines to transmit a high volume of data at a very
high speed. The telephone uses only part of the frequency
available on these copper lines; DSL gets more from them
by splitting the line — using the higher frequencies for
data, the lower for voice and fax [21–26].

DSL offers high-speed broadband connectivity over
existing copper telephony infrastructure. Upgrading
copper, LECs can offer telephony and data services
simultaneously.

5.2.1.1. Key Benefits of DSL

• Compared to a 56K modem, DSL speeds range from
twice as fast up to 125 times as fast.

Facilities
based

provider
network

Dial-up

SBC

Genuity

Quest

DSL

Cable

GSM GPRS
LMDS

Satellite
(DVB)

Leased line Figure 19. Broadband access options for
residential service.
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Table 5. Broadband Access Technologies

Access Technology Advantages Disadvantages

Satellite No router hops High installation cost

Excellent for content distribution and
management through broadcast and
multicast

Adequate TCP/IP performance

Excellent video quality Signal propagation delay limits real-time
applications

Experiences less packet loss than
terrestrial options

Hybrid fiber–coax Established presence in most
residences — no need to draw new
cables

Low security

Good picture quality Shared bandwidth may limit performance

Good customer satisfaction for service Limited enterprise market coverage

Prone to external noise degradation

DSL Reuse of existing copper Access rate is function of distance from
central office

Dedicated bandwidth per user Relatively slow rollout

Poor customer experience during installation
and service

LMDS/MMDS Can offer broadband to areas otherwise
not provided ‘‘wired’’ access

Subscribers must be within line of sight

Offers higher data rates High weather and radio interference

Difficult to gain roof rights

Lack of standards for Interoperability

Higher Installation cost

Fiber to the home Very high bandwidths and thus excellent
video/TV quality

High investment and deployment costs

Simple network architecture Not trivial to move connections

Hard to reach rural areas

• DSL is typically billed at a flat rate, so you can use it
as much as you want without incurring more charges.

• There is no dialup — DSL makes the Internet
available 24× 7 (24 h/day, 7 days/week).

• Phone company networks are among the most
reliable, with only minutes of downtime each year.

• Because the connection is made over individual phone
lines, each user has a point-to-point connection to the
Internet.

5.2.1.2. Types of DSL. Table 6 shows the characteris-
tics of the DSL technologies. DSL is sometimes referred to
as xDSL because there are several different variations:

Asymmetric DSL (ADSL) — delivers high-speed data
and voice service over the same line. The distance
from the CO determines speeds; as the distance
increases, the speed available decreases.

G.Lite — variation of ADSL, a DSL that the end user
can install and configure. It is not yet fully plug-and-
play, and has lower speeds than full-rate ADSL.

Symmetric DSL (SDSL) — downstream speed is the
same as upstream. Does not support voice connec-
tions on the same line. The distance from the CO

determines speeds; as the distance increases, the
speed available decreases.

ISDN DSL (IDSL) — a hybrid of ISDN and DSL; it’s
always an alternative to dialup ISDN. Does not
support voice connections on the same line.

High-bit-rate DSL (HDSL) — the DSL that is already
widely used for T1 lines. Requires 4 wires instead of
the standard single pair.

Very high-bit-rate DSL (VDSL) — still in an experimen-
tal phase, this is the fastest DSL, but deliverable
over a short distance from the CO.

Voiceover DSL (VoDSL) — an emerging technology that
allows multiple phone lines to be transmitted over
one phone wire, while still supporting data trans-
mission. VoDSL can be used for small businesses
that can balance a need for several phone extensions
against their Internet connectivity needs.

Figure 20 shows an example of the ADSL network
architecture.

5.2.2. Cable Access. Cable systems were originally
designed to deliver broadcast television signals efficiently
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Table 6. DSL Technologies

DSL Service Data Speeds Information

ADSL (asynchronous
DSL)

Downstream: 1.5–1.8 Mbps Most popular DSL service — based on inherent traffic
flow of Internet

Upstream: 64 kbps Operating range <18,000 ft from CO

Speeds are faster when close to CO

Well suited for high-speed Internet/intranet access and
telecommuter applications

ADSL Lite Downstream: 1 Mbps Operating range up to 18,000 ft from CO

Upstream: 384 Kbps Can travel over longer distances than most DSL
services

Does not require a splitter, thus limiting installation
and service costs

Consumer Internet access

SDSL (synchronous DSL) 160 kbps–2.3 Mbps Uses one line

Operating range <10,000 ft from CO

Suited for videoconferencing applications and/or
remote LAN access

Business Internet access

IDSL (ISDN DSL) 144 kbps downstream and upstream Operating range up to 18,000 ft from CO (extra
equipment can increase distance)

HDSL (high-bit-rate
DSL)

1.5 Mbps downstream and upstream Uses two or four lines

Operating range <12,000 ft from CO

Replaces T1/E1 service

Used primarily for PBX network connections, Internet
servers, and private data networks

VDSL (very-high-bit-rate
DSL)

26 Mbps symmetric Symmetric and asymmetric configurations

<52 Mbps asymmetric downstream High-capacity service usually served to SOHO/SME
users

<6.4 Mbps asymmetric upstream Capable of HDTV delivery

Operating range 1000–4500 ft from CO

Positioned as service of choice for eventual fiber-based
all-optical networks

to subscribers’ homes. The coaxial cable systems typically
operate with 330 or 450 MHz of capacity, whereas hybrid
fiber–coax (HFC) systems are expanded to ≥750 MHz.

Logically, downstream video programming signals
begin around 50 MHz, the equivalent of channel 2 for
over-the-air television signals. The 5–42 MHz portion
of the spectrum is usually reserved for upstream
communications from subscribers’ homes. Each standard
television channel occupies 6 MHz of RF the spectrum.
Thus a traditional cable system with 400 MHz of
downstream bandwidth can carry the equivalent of 60
analog TV channels and a modern HFC system with
700 MHz of downstream bandwidth has the capacity for
some 110 channels.

To support data services over a cable network, a
television channel, in the 50–750-MHz range, is typically
allocated for downstream traffic to homes and other
channels, in the 5–42-MHz band are used to carry
upstream signals.

A head-end cable modem termination system (CMTS)
communicates through these channels with cable modems
located in subscriber homes to create a virtual local-area
network (LAN) connection. Most cable modems are exter-
nal devices that connect to a personal computer through
a standard 10base-T Ethernet card or universal serial
bus (USB) connection, although internal PCI modem cards
are also available. The cable modem access network
operates at layer 1 (physical) and layer 2 (media access
control/logical link control) of the OSI Reference Model.
Thus, layer 3 (network) protocols, such as IP traffic, can
be seamlessly delivered over the cable modem, platform to
end users.

A single downstream 6-MHz television channel may
support up to 27 MHz of downstream data throughput
from the cable head end using 64-QAM (quadrature
amplitude modulation) transmission technology. Speeds
can be boosted to 36 Mbps using 256-QAM. Upstream
channels may deliver 500 kbps–10 Mbps from homes
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Figure 20. ADSL network architecture
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using 16-QAM or QPSK (quadrature phase shift key)
modulation techniques, depending on the amount of
spectrum allocated for service. This upstream and
downstream bandwidth is shared by the active data
subscribers connected to a given cable network segment,
typically 500–2000 homes on a modern HFC network.

An individual cable modem subscriber may expe-
rience access speeds from 500 kbps to 1.5 Mbps or
more — depending on the network architecture and traffic
load — blazing performance compared to dialup alterna-
tives. However, when surfing the Web, performance can
be affected by Internet backbone congestion.

5.2.2.1. Data over Cable Service Interface Specification
(DOCSIS). The DOCSIS was developed by the North
American Cable Industry under the auspices of Cable Labs
to create a competitive market for cable modem equipment.
It was developed as a cheap Web-serving platform. The

main specification work for DOCSIS 1.0 was completed in
March 1997 [27].

A cable data system consists of multiple cable
modems (CMs), in subscriber locations, and a cable modem
termination system (CMTS), all connected by a CATV
plant. The CMTS can reside in a head-end or a distribution
hub. DOCSIS products have been available since 1999.
The DOCSIS 1.1 version has enhanced the specification
in terms of quality of service (QoS), IP multicast, and
security. The DOCSIS 2.0 version has been released in
2002 downstream. The DOCSIS supports an upstream of
320 kbps–10.24 Mbps and downstream rates of 36 Mbps.

5.2.2.2. DOCSIS Cable Modem Protocol. Figure 21
shows the cable modem protocol stack. CM performs
the lower four layers. It receives IP over Ethernet,
adds encryption, mediates access to the return path, and
modulates the data on to the cable network on the forward

DHCP TOD SNMP Web E-mail News

UDP TCP

Internet Protocol (IP)

Data link encryption

Media access control (MAC)

MPEG-2 transmission convergence (downstream only)

Physical layer modulation formats

Well-known
protocols that ride
on DOCSIS

DOCSIS specific
protocols

Figure 21. DOCSIS cable modem protocol stack.
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path. CMTS also adds an MPEG-2 framing layer. Above
the DOCSIS protocol layers is the IP layer and then the
Internet applications and protocols.

5.2.3. Fixed Wireless Access. New wireless technolo-
gies such as LMDS, MMDS, and 38-GHz platforms provide
very high data rates to end users. Many wireless networks
utilize hybrids of wireless, satellite, fiber, and copper to
create a complete end-to-end platform [20,28].

The traditional version of fixed wireless solution for
point-to-point uses microwave at 1.7–40 GHz. The 38-
GHz carrier service includes 14 pairs of 50-MHz wide
channels available for last-mile connections. Spectrum
is licensed primarily to Winstar and Advanced Radio
Telecommunications. The technology is mainly used to
extend fiber networks.

5.2.3.1. Local Multipoint Distribution Service (LMDS).
The broadband LMDS is used to provide point-to-
multipoint communications, two-way voice data, Inter-
net access, and video services. It operates within
27.3–31.5 GHz. Cells are no larger than 2 mi in radius
but require many cells to cover a large area. LMDS can
serve roughly 80,000 customers from a single node. The
downstream data rates top out at 38 Mbps.

5.2.3.2. Multipoint Distribution System (MMDS).
MMDS is based on 200 MHz of spectrum allocated for
TV transmission, increasing the flexibility for two-way
communications. It allows transmission up to 1 Gbps per
band for send and receive applications within a 35-mi
radius. MMDS utilizes cellularization and is well suited
for residential and small-business markets.

5.3. Satellite Access Networks

The access systems provide regional coverage and are
less complicated than their global connected counterparts.
They are more cost-effective, have less associated technical
risk, and have less regulatory issues [29]. Table 7 provides
a partial list of access satellite systems for regional
coverage.

5.3.1. DVB Satellite Access. In this section Internet
access via satellite using digital videobroadcasting–return
channel by satellite (DVB-RCS) is discussed. The DVB
network elements consist of an enterprise model, service-
level agreements (SLA), and TCP Protocol Enhancement
Proxy (PEP), the hub station, and the satellite interactive
terminal (SIT). The target applications of the DVB
network could be small and medium enterprises and
residential users. One of the major advantages of DVB-
RCS is that multicasting is possible at a low cost using
the existing Internet standards. The multicast data is
tunneled over the Internet via a multicast streaming
feeder link from a streaming source to a centralized
multicast streaming server and is then broadcasted over
the satellite medium to the intended target destination
group. The DVB-RCS system supports relatively large
streaming bandwidths compared to existing terrestrial
solutions (from 64 Kbps to 1 Mbps).

In the DVB network, a satellite forward and return links
typically use frequency bands in Ku (12–18 GHz) and/or
Ka (18–30 GHz). The return links use spot beams and the
forward link global beams are used for broadcasting and
Ku band. Depending on the frequency bands (Tx/Rx), three
popular versions are available: (1) Ku/Ku (14/12 GHz),
(2) Ka/Ku (30/12 GHz), and (3) Ka/Ka (30/20 GHz). In
business-to-business applications, the SIT is connected
to several user PCs via a LAN and a point-of-presence
(POP) router. The hub station implements the forward
link via a conventional DVB-S chain (similar to Digital
TV broadcasting) whereby the IP packet is encapsulated
into DVB streams, IP over DVB. The return link is
implemented using the DVB-RCS standard MF-TDMA
Burst Demodulator Bank, IP over ATM. The hub station
is connected to the routers of several ISPs via a broadband
access server. The hub maps the traffic of all SITs
belonging to each ISP in an efficient way over the satellite.
The selection of a suitable residential access technology
depends on the type of application, site location, required
speed, and affordable cost.

5.3.1.1. DVB-RCS. The DVB return channel system
via satellite (DVB-RCS) was specified by an ad hoc ETSI

Table 7. Broadband Access Systems

Services StarBand WildBlue iPStar Astra-BBI Cyberstar

Data uplink 38–153 kbps 384 kbps–6 Mbps 2 Mbps 2 Mbps 0.5–6 Mbps

Data downlink 40 Mbps 384 kbps–20 Mbps 10 Mbps 38 Mbps Max. 27 Mbps

Coverage area USA Americas Asia Europe Multiregional

Market Consumer Business/SME Consumer and
business

Business ISPs, multicast

Terminal cost (U.S.$) <$350 <$1000 <$1000 ∼$1800 —

<$450 (2001)

Monthly Access fee (U.S.$) $60 $45 — — —
Antenna size (M) 1.2 0.8–1.2 0.8–1.2 0.5

Frequency band Ku Ka Ku, Ka Ku/Ka Ku, Ka

Satellite GEO GEO GEO GEO GEO

Operation scheduled Nov. 2000 Mid-2002 Late 2002 Late 2000 1999–2001
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technical group founded in 1999. The DVB-RCS system
specification in ETSI EN 301 790, v1.2.2 (2000–2012)
specifies a satellite terminal (sometimes known as a
satellite interactive terminal (SIT) or return channel
satellite terminal (RCST) supporting a two-way DVB
satellite system [30,31]. Another CDMA-based spread
ALOHA has been proposed for return channel access [32].
This section describes the DVB-RCS protocol. The use of
standard system components provides a simple approach
and should reduce time to market.

Customer premises equipment (CPE) receives a stan-
dard DVB-S transmission generated by a satellite gate-
way. Packet data may be sent over this forward link in
the usual way (e.g., MPE, data streaming) DVB-RCS pro-
vides transmit capability from the user site via the same
antenna. The transmit capability uses a multifrequency
time-division multiple access (MFTDMA) access scheme
to share the capacity available for transmission by the
user terminal. The return channel is coded using rate
1
2 convolution FEC and Reed–Solomon coding. The stan-
dard is designed to be frequency-independent and does not
specify the frequency band(s) to be used — thereby allow-
ing a wide variety of systems to be constructed. Data to be
transported may be encapsulated in ATM cells, using ATM
adaptation layer 5 (AAL-5), or use a native IP encapsula-
tion over MPEG-2 transport. It also includes a number of
security mechanisms.

Figure 22 shows an example of broadband satellite
network using the DVB-RCS standard for the return
channel protocol.

5.3.1.2. DVB-RCS–CPE Operations. A return channel
satellite terminal (RCST), once powered on, will start
to receive general network information from the DVB-
RCS network control center (NCC). The NCC provides
monitoring and control functions, and generates the
control and timing messages required for operation of
the satellite network. All messages from the NCC are
sent using the MPEG-2 TS using private data sections

(DVB SI tables). These are transmitted over the forward
link. Actually the DVB-RCS specification calls for two
forward links — one for interaction control and another for
data transmission. Both links can be provided using the
same DVB-S transport multiplex. The term ‘‘forward link’’
refers to the link from the gateway that is received by
the user terminal. DVB-RCS allows this communication
to use the same transmission path as sued for data (i.e.,
the DVB-S receive path), or an alternative interaction
path. Conversely, the return link is the link from the
user terminal to the gateway using the DVB interaction
channel. The control messages received over the forward
link also provide the network clock reference (NCR).

The NCC controls user terminal transmissions. Before
a terminal can send data, it must first join the network
by communicating (logging on) with the NCC describing
the configuration. The logon message is sent using a
frequency channel also specified in the control messages.
This channel is shared between user terminals wishing
to join the network using the slotted ALOHA access
protocol. After receiving a logon message from a valid
terminal, the NCC returns a series of tables including the
terminal burst time plan (TBTP) for the use terminal. The
MF-TDMA burst time plan (TBTP) allows the terminal
to communicate at specific time intervals using specific
assigned carrier frequencies at an assigned transmit
power.

The terminal transmits a group of ATM cells (or
MPEG-TS packets). This block of information may be
encoded in one of several ways using convolutional coding,
RS/convolutional coding or Turbo coding. The block is
prefixed by a preamble and optional control data and
followed by a postamble to flush the convolutional encoder.
The complete burst is sent using QPSK modulation. Before
each terminal can use its allocated capacity, it must first
achieve physical-layer synchronization of time, power, and
frequency, a process completed with the assistance of
special synchronization messages sent over the satellite
channel. A terminal normally logs off the system when it

Figure 22. Broadband satellite access — DBV-RCS.
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Figure 23. Future mobile wireless technologies.

has completed its communication. Alternately, if there is
a need, the NCC may force a terminal to log off.

5.4. Mobile Wireless Access

Figure 23 shows a future trend of mobile communica-
tion systems. The major requirements to be supported
by these systems are high data rate, high mobility, and
seamless coverage. It might be difficult to realize a single
system satisfying all these requirements. Some of them
can provide high data rates, and others can support high
mobility and coverage. However, the future intelligent
integrated system solutions could satisfy all the user
demands. The first-generation systems are analog cord-
less and analog cellular. The second-generation systems
are digital systems with digital cellular such as GSM,
IS54 digital cellular, personal digital cellular (PDC), and
IS95. The digital cordless are DECT, PHS. These sys-
tems are operated nation wide or internationally and are
today’s mainstream ones. The data rates for users in
air links are limited to less than several tens of kilobits
per second. The IMT-2000 is the third-generation (3G)
cellular systems, which provide 2 Mbps and 144 kbps
indoor vehicular environments. Satellite-based Iridium
and GLOBALSTAR belong to this category. As candidates
of future mobile systems, 4G cellular support high data
rates up to 20 Mbps and high mobility include intelli-
gent transport systems and high-altitude stratospheric
platform stations (HAPSs) [33–37].

6. STANDARDS STATUS

The standardization process is in progress for the various
broadband access technologies discussed in the previous

Table 8. Technology Standards and Organizations

Technology Standard/Organization

IP IETF (http://www.ietf.org)

ITU-T (http://www.itu.int/ITU-T)

MPLS Forum (http://www.mplsforum.org)

FR Frame Relay Forum (http://www.frforum.com)

ATM ATM Forum (http://www.atmforum.com)

Cable Cable Labs (http://www.cablelabs.com)

DSL DSL Forum (http://www.adsl.com)

Wireless DAVIC (http://www.davic.org)

Video MPEG (http://www.mpeg.org)

DVB (http://www.dvb.org)

ETSI (http://www.etsi.org)

Broadband
content
delivery

BCD (http://www.bcdforum.org)

Satellite ATM ITU-R (http://www.itu.int/ITU-R)

Satellite IP ITU-R (http://www.itu.int/ITU-R)

ITU-T (http://www.itu.int/ITU-T)

IETF (http://www.ietf.org)

TIA (http://www.tiaonline.org)

DVB-RCS ETSI/DVB-RCS (http://www.etsi.org)

section. The different standards organizations and the fora
along with their Websites are provided in Table 8.

7. FUTURE NETWORKING: CHALLENGES

The broadband network infrastructure for the enterprise
and residential access, for the emerging applications
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such as videostreaming, content distribution delivery,
telemedicine, two-way interactive learning, and games,
must address the following challenges:

• High-speed access
• QoS
• Scalability
• Interworking
• Interoperability
• Security
• Cost-effective solutions (cost per bit)

Many of the standards organizations addressed in
Section 6 are developing technical solutions and recom-
mendations for interoperable infrastructure. One of the
examples based on MPLS is discussed in the following
paragraphs.

7.1. Multiprotocol Label Switching (MPLS)

Multiprotocol label switching (MPLS) is a switching
method in which a label field in the incoming packets
is used to determine the next hop [38,39]. At each hop, the
incoming label is replaced by another label that is used
at the next hop. The path thus realized is called a label-
switched path (LSP). Devices that base their forwarding
decision solely on the basis of the incoming labels (and
ports) are called label-switched routers (LSRs). In MPLS,
the assignment of a particular packet to a particular of
forwarding equivalence classes (FECs) is done just once,
as the packet enters the network. The FEC to which the
packet is assigned is encoded as a short fixed-length value
known as a ‘‘label.’’ When a packet is forwarded to its next
hop, the label is sent along with it; that is, the packets are
‘‘labeled’’ before they are forwarded.

At subsequent hops, there is no further analysis of the
packet’s network-layer header. Rather, the label is used
as an index into a table, which specifies the next hop,
and a new label. The old label is replaced with the new
label, and the packet is forwarded to its next hop. In the
MPLS forwarding paradigm, once a packet is assigned to
FEC, subsequent routers do no further header analysis;
the labels drive all forwarding. This has a number of
advantages over conventional network-layer forwarding
and is a great tool for traffic engineering.

Traffic engineering (TE) is concerned with performance
optimization of operational networks. In general, it encom-
passes the application of technology and scientific prin-
ciples to the measurement, modeling, characterization,
and control of Internet traffic, and the application of
such knowledge and techniques to achieve specific perfor-
mance objectives [40,41]. A major goal of Internet traffic
engineering is to facilitate efficient and reliable net-
work operations while simultaneously optimizing network
resource utilization and traffic performance. Traffic engi-
neering has become an indispensable function in many
large autonomous systems because of the high cost of net-
work assets and the commercial and competitive nature of
the Internet. All these factors emphasize the need for max-
imal operational efficiency, which TE can help to achieve.

MPLS-based traffic engineering is a good candidate to pro-
vide hard QoS guarantees to important services such as
voice over IP, video and multimedia over IP, and virtual
private networks [42]. MPLS can help to maximize both
resource utilization and QoS offered to a given traffic or
aggregation of traffics. There are efforts under way to
develop satellite over MPLS in addition to MPLS over
terrestrial networks to provide QoS guaranteed solutions
for both wired and wireless satellite networks.

7.2. Future MPLS Enterprise Network Example

Figure 24 shows a future MPLS-based enterprise network
example.

MPLS-based VPNs are widely considered to be a
viable next-generation VPN technology MPLS-VPNs
were developed to simplify the VPNs without requiring
encryption. Instead, MPLS used tunnels to create
connectivity between sites. This allows enterprises to
nail up bandwidth between sites, providing for bandwidth
and connection reliability along with ensuring predictable
service for different applications. However, one of the
drawbacks is that the processing power required to
support each MPLS-VPN becomes a bottleneck on existing
monolithic routers because of their centralized router
processor architecture that limit processing scalability.

In addition, all the core routers in the network must
be configured to run Border Gateway Protocol (BGP). BGP
is a major task for MPLS. To receive the full benefits
of MPLS-VPNs, vendors must cooperate heavily while
implementing the standards without prioritized methods.
Some of the benefits of MPLS based VPNs are

• Service guarantees provided with respect to packet
prioritization and bandwidth reservation

• Scalable infrastructure
• Seamless ATM interworking
• Small to large group connectivity

But some of the shortcomings of MPLS-VPNs are

• The inability of the enterprise to manage its network
independent of the carrier

• Inability of scaling of the MPLS edge control plane
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Figure 24. MPLS-based enterprise network.
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• Scaling the number of virtual routers within a
monolithic system

However, MPLS with traffic engineering developments
provide quality of service (QoS) of the network.

8. CONCLUSIONS

Increasing demand for high-speed applications over Inter-
net is driving new broadband network infrastructures.
The applications range from simple file transfer and
remote login to IP multicast, media streaming, and con-
tent delivery distribution. These emerging applications
require larger bandwidths than 64 kbps or T-1 rates,
and user service guarantees as opposed to ‘‘best effort’’
service over the today’s public Internet. To meet such
application requirements, different technology options are
available. However, research and development in the
areas of efficient protocols, QoS architectures, and security
mechanisms is urgently required.

In this article, enterprise access technologies such as
Gigabit Ethernet, frame relay, ATM, IP and broadband
satellite technologies with network examples were pro-
vided. The broadband access technologies for residential
access, DSL, cable, hybrid coax–fiber, and satellite were
also discussed. Current system examples were provided.
These discussions are in no way completely exhaustive.
The references should provide additional resources for
more depth on any single technology topic.

Finally, future networking requirements including
speed, QoS, interoperability, security, and cost per bit
were described with an illustrative example of an MPLS
based enterprise solution.

ACRONYMS

10GMII 10-gigabit media-independent interface
AAL ATM adaptation layer
ABR Available bit rate
ACTS Advanced communication technology

satellite
ADSL Asymmetric DSL
AH Application header
ARPANET Advanced Research Projects Agency

Network
ATM Asynchronous transfer mode
BCDF Broadband Content Delivery Forum
BECN Backward error congestion notification
BGP Border Gateway Protocol
B-ISDN Broadband Integrated Service Data

Network
B2B Business to business
CAC Connection admission control
CBR Constant bit rate
CDD Content delivery distribution
CDV Cell delay variation
CDVT Cell delay variation tolerance
CLP Cell loss priority
CLR Cell loss ratio
CM Cable modem
CMTS Cable modem termination system

CPE Customer premise equipment
CR Command response
CTD Cell transfer delay
DAMA Demand assignment multiple access
DAVIC Digital Audio-Visual Council
DE Discard eligibility
DLCI Data-link control identifier
DOCSIS Data over Cable Service Interface

Specification
DS-1 Digital signal level one
DSL Digital subscriber line
DSLAM Digital subscriber line access multiplexer
DVB Digital video broadcast
DVB-S Digital video broadcast-satellite
DVB-RCS Digital video broadcast–return channel

system
DWDM Dense wave-division multiplexing
EA Extended address
EH Ethernet header
ENIAC Electronic numerical integrator and

computer
ETSI European Telecommunication Standards

Institute
FCS Frame check sequence
FEC Forward error correction; Forwarding

equivalence class
FECN Forward explicit congestion notification
FR Frame relay
FSS Fixed satellite service
FTP File Transfer Protocol
GEO Geostationary Earth Orbit
GigE Gigabit Ethernet
GFC Generic flow control
GFR Guaranteed frame rate
GPRS General packet radio service
GSM Global System for Mobile Communication
GSO Geosynchronous orbit
GW Gateway
HAPS High-altitude stratospheric platform

station
HDTV High-definition TV
HDSL High-bit-rate DSL
HEC Header error control
HFC Hybrid fiber–coaxial cable (coax)
HTTP Hyper Text Transfer Protocol
ICMP Internet Control Message Protocol
IDSL ISDN DSL
IEEE Institute of Electronics and Electrical

Engineers
IETF Internet Engineering Task Force
IGMP Internet Group Management Protocol
IMT2000 International Mobile Telecommunications
IP Internet Protocol
IPv4/IPv6 Internet Protocol version 4/Internet

Protocol version 6
IPH IP header
IPSec Internet Protocol Security
ISDN Integrated Services Digital Network
ISP Internet service provider
ITU-R International Telecommunications

Union — Radio Sector
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ITU-T International Telecommunications
Union — Telecommunications

LAN Local-area Networks
Lec Local Exchange Carrier
LMDS Local multipoint distribution services
LSP Label-switched plan
LSR Label-switched router
MAC Media access control
MAN Metropolitan-area network
MBS Maximum burst size
MCR Minimum cell rate
MF-TDMA Multifrequency time-division multiple

access
MMDS Multichannel multipoint distribution

services
MPE Multiprotocol encapsulation
MPEG Moving Picture Expert Group
MPLS Multiprotocol label switching
MSS Mobile satellite service
MTU Maximum transmission unit
NCC Network control center
NCR Network clock reference
NCS Network control station
NGSO Nongeosynchronous orbit
NNTP Network News Transfer Protocol
nrt-VBR Non-real-time variable bit rate
OC Optical carrier
OSI Open System Interconnect
PBX Private branch exchange
PCR Peak cell rate
PDC Personal digital cellular
PEP Protocol enhancement proxy
PMA Physical medium attachment
PMD Physical medium-dependent
POP Point of presence
PSTN Public switched telephone network
PT Payload type
PVC Permanent virtual circuit
QAM Quadrature amplitude modulation
QoS Quality of service
QPSK Quadrature phase shift key
RCST Return channel satellite terminal
RFC Request for Comments (IETF Document)
rt-VBR Real-time variable bit rate
SCR Sustainable cell rate
SDSL Symmetric DSL
SIT Satellite interactive terminal
SLA Service-level agreement
SME Small- and medium-size enterprises
SMTP Simple Mail Transfer Protocol
SNMP Simple Network Management Protocol
SOHO Small office/home office
SONET Synchronous optical network
SS7 Signaling System 7
SVC Switched virtual circuits
TBTP Terminal burst time plan
TCP Transmission Control Protocol
TCPH Transmission Control Protocol Header
TDM Time-division multiplexing
UBR Unspecified bit rate
UDP User Datagram Protocol

UMTS Universal Mobile Telecommunication
System

UNI User-network interface
UPC Usage parameter control
VCI Virtual channel identifier
VDSL Very-high-bit-rate DSL
VOD Video on demand
VoDSL Voice over DSL
VPI Virtual path identifier
VPN Virtual private network
WAN Wide-area network
WDM Wavelength-division multiplexing
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1. INTRODUCTION

This article provides an overview of the trends in
wireless indoor networks. Since the late 1970s, when
the concept of wireless LAN was first introduced, this
area has gone through significant ups and downs. After
a very exciting development period in the late 1980s,
market revenues still remained far below predictions
in the mid-1990s. However, during the late 1990s with
the introduction of wireless personal area networking,
Bluetooth technology, and home networking, a new
surge of excitement has emerged in the wireless indoor
communication industry, resulting in a number of new
startup projects. Furthermore, the emergence of wireless
indoor positioning systems to augment wireless indoor
telecommunication services has attracted tremendous
attention to wireless indoor networks. This chapter starts
with an overview of the traditional wireless LAN industry
and then moves to explain the new emerging wireless



2678 TRENDS IN WIRELESS INDOOR NETWORKS

personal-area network (WPAN), home networking, and
indoor geolocation industries.

2. WIRELESS LANs

Since 1980 the perception of a WLAN industry has evolved.
It was implemented on a variety of innovative technologies
and raised great hopes for developing a sizable market
a couple of times. Today, the major differentiation of
WLANs from wide area cellular services is the method of
delivery to the users, data rate limitations, and frequency
band regulations. Cellular data services are delivered
by operating companies as services while WLAN users
own their network. At a time where the 3G cellular
industry is striving for 2-Mbps (megabit/second) packet
data services, WLAN standards are focusing on 54-Mbps
services. Another differentiation with other radio networks
is that, today, almost all WLANs operate in unlicensed
bands where frequency regulations are loose and there is
no charge or waiting time to obtain the band. To obtain a
deeper understanding of all these issues, it is very useful
to go over the history of the WLAN industry to see how all
these unique issues evolved.

2.1. Early Experiences

The idea of a wireless LAN was first introduced by Gfeller
at the IBM Rueschlikon Laboratories in Switzerland in the
late 1970s [1]. The number of terminals in manufacturing
floors was growing and wiring within the manufacturing
floor was difficult. In offices, wires are normally snaked
under the suspended ceilings and through the interior
partitioning wall. This was not possible in manufacturing
floors. In offices, in extreme cases, the wiring could
be installed under the floor or simply laid on the
floor with some cover. In manufacturing floors, the
floors are more rugged, making underfloor wiring more
expensive, while throwing wires over the floor is not
acceptable because of the danger presented by moving
heavy machinery. Diffused IR technology was selected for
the implementation of the WLAN. Diffused IR avoided
interference problems due to electromagnetic signals
radiating from the machinery and avoided dealing with
cumbersome administrative procedures from frequency
administration agencies. Unfortunately, the principal
researcher abandoned the project when the goal of 1 Mbps
with reasonable coverage did not materialize.

At about the same time, a second noticeable project
on WLANs was performed by Ferert at Hewlett-
Packard Pal Alto Research Laboratories in California [2].
In this project, a 100-kbps direct-sequence spread-
spectrum (DSSS) WLAN operating at 900 MHz using
a carrier sense multiple-access (CSMA) access method
technique was developed for office areas. The project was
conducted under an experimental license agreement from
the FCC. However, when Ferert filed to obtain bands
from the FCC, he was discouraged by the administrative
complexity of securing a band for his application and
he also abandoned the project. A couple of years later,
Codex/Motorola attempted to implement a WLAN at
1.73 GHz, but the project was also dropped during
negotiations with the FCC.

Although all the pioneering WLAN projects were
abandoned, the area continued to attract attention and
negotiations with the FCC to secure bands continued [3].
These projects revealed several important challenges
facing the WLAN industry that still remain:

1. Complexity and cost — WLAN implementation alter-
natives using IR, spread-spectrum communication,
or traditional radios are far more complex and diver-
sified than those in wired LANs.

2. Bandwidth — data rate limitations in a wireless
medium are far greater than in a wired medium.

3. Coverage — point-to-point coverage of a WLAN
operating in a building is smaller than cables or
even twisted-pair (TP) LAN solutions.

4. Interference — WLANs are subject to interference
from other overlaying WLANs or other devices
operating in the same frequency medium.

5. Frequency administration — radiofrequency-based
WLANs are subject to expensive and timely fre-
quency regulations.

2.2. Emergence of Unlicensed Bands

Wireless LANs need a significant amount of bandwidth,
at least several tens of MHz. Yet, in the 1980s it had
not been shown that a strong market existed, comparable
to that of the cellular voice industry when it originally
started with two 25-MHz bands. In addition, frequency
bands of comparable bandwidth for PCS applications were
auctioned in the United States for tens of billions of
dollars while the WLAN market was under a billion dollars
per year. The dilemma for the frequency administration
agencies was how to justify this frequency allocation.
In the mid-1980s, the FCC found two solutions to this
problem. The first and simplest solution was to go beyond
the 1–2-GHz band used for cellular telephone and PCS
applications to higher frequencies at several tens of
GHz where plenty of unused bands were available. This
solution was first negotiated between Motorola and the
FCC, resulting in Altair, the first wireless LAN product
operating in a licensed 18–19-GHz band. Motorola also
established a headquarter to facilitate negotiations with
the FCC regarding the usage of WLANs in different
locations. If the location of operation of a WLAN was
substantially changed (e.g., from one town to another),
those responsible for the network would contract Motorola
to manage the necessary frequency administration issues
with the FCC.

The second solution used a more innovative approach
to the problem by resorting to the creation of unlicensed
bands. In response to the pressing need for suitable
bands and motivated by recent studies depicting various
implementations of wireless LANs [3], Mike Marcus of the
FCC initiated the release of the unlicensed ISM bands
(902–928/2400–2483/5725–5875 MHz) in May 1985 [4].
The ISM bands were the first unlicensed bands for
consumer product development and played a major role
in the development of the WLAN industry. In simple
words, licensed and unlicensed bands are compared to
backyard and public gardens. Anyone who can afford it
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can own a private backyard (licensed band) and arrange a
barbeque dinner (a wireless product). If one cannot afford
to buy a house with a backyard, he/she simply moves
the barbeque party to the public park (unlicensed band)
where he/she should observe certain rules or etiquette that
allows others to share the public resource as well. The
rules enforced on ISM bands restricted the transmission
power to 1 W. Modems radiating more than 1 mW had to
employ spread-spectrum technology. It was perceived that
spread-spectrum communication would limit interference
and allow the coexistence of several wireless applications
in the same band.

Encouraged by the FCC ruling [4] and some
visionary publications in wireless office information
networks [3,5,6], a number of WLAN product development
projects mushroomed in the North American continent.
By late 1980s, the first generation of WLAN products
appeared in the market. These products used three
different technologies: microwave technology in the
licensed 18–19-GHz band, spread spectrum in the ISM
bands, and IR. They were shoebox-size access points and
receiver boxes. The perception at that time was that a
WLAN would be used to connect workstations to the
LAN wherever wiring difficulties justified using a more
expensive wireless solution. Today, we call this application
LAN extension [7,8]. At that time, market predictions were
estimating a shift of around 15% of the LAN market to
WLAN that would generate a few billion dollars of sales
per year by the early the 1990s.

Also in the late 1980s, a standardization activity was
initiated under the IEEE 802.4L to provide some guidance
for development of WLANs. This activity soon turned to
the IEEE 802.11 standard, but it would take many years,
up until 1997, for the standard to be finalized. In May
1991, to create a scientific forum for the exchange of
knowledge on WLANs, the first IEEE sponsored WLAN
workshop was organized concurrent to the 802.11 meeting
at Worcester Massachusetts [9].

In 1992, following the momentum for WLAN
developments, an industrial alliance led by Apple
Computers called WINForum was formed aiming at
obtaining more unlicensed bands from the FCC for the so-
called Data-PCS activities. WINForum finally succeeded
in securing 20 MHz of bandwidth in the PCS bands that
was divided into two 10-MHz bands, the 1910–1920 MHz
band for isochronous (voicelike) and the 1920–1930-MHz
band for asynchronous (data type) applications. The
original aim of the WINForum was to secure 40 MHz

for Asynchronous applications. WINForum defined a set
of rules or etiquettes for these bands to allow coexistence.
There are three basic rules: (1) to listen before talk (or
transmit) or LBT protocol, (2) to use low transmitter
power, and (3) to restrict the duration of the transmissions.
The WINForum etiquette is based on CSMA rather
than CDMA spread-spectrum communications. This was
a better choice since CDMA implementations require
careful power control schemes that are not feasible
in an uncoordinated multiuser, multivendor WLAN
environment. However, spread-spectrum communications
without CDMA are less bandwidth-efficient.

Another standardization activity that started in 1992
was HIPERLAN. This ETSI-based standard aimed at
high-performance WLANs with data rates up to 20 Mbps,
an order of magnitude higher than the original 802.11
data rates of 2 Mbps. To support these data rates,
the HIPERLAN community was able to secure two
200-MHz bands at 5.15–5.35 GHz and 17.1–17.3 GHz.
This initiation encouraged the FCC to release the so-called
unlicensed national information infrastructure (U-NII)
bands in 1997 at the time the original HIPERLAN now
called HIPERLAN-1 was completed. Table 1 summarizes
the U-NII bands and their restrictions.

Today, IEEE 802.11a and HIPERLAN-2 projects use
the U-NII bands for the implementation of 54-Mbps
OFDM-based WLANs. More details of the WLAN
standards can be found in Section 2.5 and Table 2.

2.3. Shift in Marketing Strategy

In the first half of the 1990s, a sizable market of around
a few billions of dollars per year was expected for the
shoebox-type products used as LAN-extensions in indoor
areas. This did not materialize. As a consequence, two
new directions for product development emerged. The
first and simplest approach was to take the existing
shoebox-type WLAN products, boost the transmitted
power to the maximum authorized limit, and add a high-
gain directional antenna for outdoor interbuilding LAN
interconnects. This technically simple solution would allow
wireless connectivity up to a few tens of kilometers with
suitable rooftop antennas. The new inter-LAN wireless
bridges could connect corporate LANs within range at a
much lower cost than the wired alternative such as T1
carrier lines leased from PSTN service providers. The
second approach was to reduce the size of the product
to a PCMCIA WLAN card suitable for the laptops that

Table 1. The U-NII-bands

Band of
Operation
(GHz)

Maximum
Transmission
Power (mW)

Maximum Power
with Antenna

Gain of 6 dBi (mW)
Maximum PSD

(mW/MHz)

Applications:
Suggested and/or

Mandated Other Remarks

5.15–5.25 50 200 2.5 Restricted to indoor
applications

Antenna must be an integral
part of the device

5.25–5.35 250 1000 12.5 Campus LANs Compatible with HIPERLAN

5.725–5.825 1000 4000 50 Community networks Longer range in
low-interference (rural)
environments
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Table 2. Summary of WLAN Standards

Parameters IEEE 802.11 IEEE 802.11b IEEE 802.11a HIPERLAN/2 HIPERLAN/1

Status Approved,
products

Final ballot, Nov.
1999, products

In preparation In preparation Approved, no products

Frequency band 2.4 GHz 2.4 GHz 5 GHz 5 GHz

PHY,
modulation

DSSS: BPSK,
QPSK

FHSS: GFSK

DSSS: BPSK,
QPSK, CCK

OFDM GMSK

Delay spread 1, 2 Mbps: 200–400 ns 12 Mbps: 350 ns Unknown

robustness 11 Mbps: 20–60 ns 36 Mbps: 125 ns

Fallback mechanism

Data rate 1, 2 Mbps 1, 2, 5.5, 11 Mbps 6, 9, 12, 18, 24, 36, 54 Mbps 23.5 Mbps

Access method Distributed control, CSMA/CA or RTS/CTS Central control
reservation
based-access,
scheduled by access
point

Active contention
resolution, priority
signalling

were enjoying a sizable growth. However, this approach
was mainly suitable for the spread spectrum products
operating at lower frequencies. Figure 1 illustrates all
three applications for WLANs.

The early marketing strategy used by companies for
LAN-extension aimed at a horizontal market by selling
individual WLAN pieces directly to the customers. In the
mid-1990s, a few successful companies adopted a major
shift in marketing strategy. The new strategy aimed at a
vertical market by selling the entire wireless network as
a complete solution. The vertical markets approached by
the WLAN industry were ‘‘bar code’’ industries providing
wireless inventory check and tracking in warehouses
and manufacturing floors, financial services providing
wireless financial updates in large stock exchanges,
healthcare networks providing wireless mobile services
inside hospitals, and wireless campus-area networks

(c) (b)

(a)

Wired backbone

Figure 1. Different forms of WLAN products: (a) LAN extension;
(b) Inter-LAN bridge; (c) PCMCIA cards for laptops.

(WCAN) providing wireless classrooms and offices. All
these efforts boosted the market for WLANs to over half a
billion dollars per year during the late 1990s.

An experimental NSF-sponsored WCAN is represented
in Fig. 2. It was designed as a testbed for
performance monitoring of WLAN products at Center
for Wireless Information Network Studies (CWINS),
Worcester Polytechnic Institute (WPI) in 1996. The
testbed connects five buildings with inter-LAN bridges
using different technologies. Inside each building access
points provide coverage to the laptops that are carried
by the students. The professor broadcasts his/her image
and writings on the electronic board to allow students
to participate in the wireless classroom from different
buildings on the campus. The entire wireless network is
connected to the backbone through a router to isolate the
traffic for traffic monitoring experimentations.

Today, horizontal markets for the WLAN industry
mainly focus on WLAN as an alternative to LANs
wherever the additional cost of the wireless solution
is justifiable. This occurs for example in installations
with frequent relocations where the additional cost of
the WLAN solution is justified by the relocation costs
of the wired solution. Temporary networking such as
registration sites at conferences or fairs (jobs, food, etc.) is
another example where the wireless solution is preferred
to the less expensive and more reliable wired alternative.
Buildings with difficult or impossible-to-wire situations,
such as marble buildings or historical monuments where
drilling for wiring is not favored, provides another example
where WLAN is justifiable. The most prominent incentive
for WLANs in vertical markets is the general use of laptops
at home and in the offices.

2.4. New Interest from Military and Service Providers

In the mid-1990s, when the WLAN industry was
struggling to find a market, a new wave of interest for
WLAN came from the U.S. Department of Defense for
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Figure 2. The experimental NSF sponsored WCAN at WPI.

military applications and from the European Community
for commercial applications. These projects poured a
considerable amount of research investments that further
brightened the future of this industry [10].

The incentive for the military was to discover new
horizons for implementation of global mobile military
networks that support integration of computing and
positioning systems. For instance, the InfoPAD project at
the University of California, Berkeley [11] was one of the
early WLAN DARPA projects. The environment is like a
battleship equipped with a number of computing facilities.
Soldiers in the environment are carrying InfoPADs that
are small asymmetric communication devices carrying
user instructions to the computing backbone to initiate
computational operations whose results are downloaded
to the PAD. A main challenge in this project was
the implementation of reasonable size PADs capable of
supporting multimedia applications. BodyLAN [12] was
another DARPA-sponsored WLAN project initiated at
BBN, Cambridge, Massachusetts. This project intended
to design a low-power network capable of monitoring
vital human body condition information (heartbeat,
temperature, etc.) and communicating this information
to other soldiers in the proximity. A more recent
DARPA project was the Small Unit Operations/Situation
Awareness Systems (SUO/SAS). The goal was to
design an integrated telecommunication and geolocation
network for modern fighting scenarios. The technical

challenges included providing accurate indoor position
information [13] and communicating situation awareness
information to the war fighters. This system was expected
to provide a full communication and positioning link to the
soldier operating inside a building.

The commercial interest from the European
Community (EC) was initiated by the equipment
manufacturers seeking solutions for the service providers
that were keen on incorporating higher data rate services
into the evolving rich cellular industry. In the mid-1990s,
both commercial service providers and military network
designers believed that the future of backbone networks
would be an end-to-end ATM based network. In response
to this perception, wideband local networking industries
initiated the wireless ATM movement.

From the application point of view, service providers
intend to integrate WLAN products into their existing
services. A popular scenario used in HIPERLAN-2 to
represent the service providers point of view is shown
in Fig. 3. In this scenario it is assumed that a WLAN
user carries his/her laptop in the office, home, and
in public places (airports, train stations, etc.). In the
home and office, the laptop connects to a free network
whose infrastructure is owned by the user or his/her
company. In public places, such as an airport or other
transit buildings, WLAN access points belonging to a
service provider can provide high-speed access. A wide-
area backbone wireless network could also provide the
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InternetPublic
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Figure 3. The service provider’s view of LANs.

connection but at lower data rates. In all public places
the service provider that owns the infrastructure will
charge the user. One of the technical challenges for the
implementation of this scenario is the vertical roaming
among different networks [14]. Another challenge is to
incorporate roaming and tariff mechanisms for WLANs.
These issues are currently under investigations.

2.5. A New Explosion of Market and Technology

During 1998 and 1999, interest in WLANs exploded. The
WLAN industry that relied almost exclusively on a North
American market with a market only a fraction of that
of the cellular industry, suddenly attracted widespread
attention from Japan and the EC and a renewed interest
in the United States. There is now growing hope for a
WLAN market comparable to that of the cellular industry.
In Japan, small office spaces promoted the popular usage
of laptops to replace PCs. The natural networking solution
for laptops was nothing except WLANs. In the EC, the
rich cellular industry started considering WLANs as
part of their next generation high-speed packet data
services. The interest is twofold. WLANs provide a
practical higher-speed solution and operate in unlicensed
bands free of charge while the cost of licensed bands is
constantly increasing. In the North American continent,
the successful growth of broadband Internet access to
the homes opened a new window for a sizable market
in home networking. This perception trend for a new
sizable market was strengthened by the emergence of
new low-power personal-area ad hoc wireless networking
technologies such as Bluetooth and ultrawideband (UWB)
for local distribution, LMDS for home access, and indoor
positioning for a variety of applications. The availability
of low-power, low-cost wireless chip sets started a new
revolution in consumer product development, raising hope
for sales in the order of hundreds of millions of chip sets per
year. All together these hopes initiated a Gold Rush in chip
manufacturing for WLAN and WPAN applications that is
still ongoing. Technical directions for this industry remain
as providing for higher data rates, more comprehensive
coverage, less interference, and lower cost.

2.6. WLAN Standards

Wireless LANs provide very high data rates (≥1 Mbps)
in local areas (<100 m) for access to wired LANs and
high speed Internet. Today, all successful wireless LANs
operate in unlicensed bands that are free of charge and
rigorous regulations. Sine the late 1990s, considering that
PCS bands were auctioned at very high prices, wireless
LANs have attracted renewed attention.

Table 2 provides a summarizes the IEEE 802.11 and
HIPERLAN standards for wireless LANs. IEEE standards
include 802.11 and 802.11b operating at 2.4 GHz and
802.11a operating at 5 GHz. Both HIPERLAN-1 and -2,
developed under ETSI, operate at 5 GHz. The 2.4-GHz
products use spread-spectrum technology to support data
rates ranging from 1 to 11 Mbps. HIPERLAN-1 uses
GMSK modulation with DFE signal processing at the
receiver and supports up to 23.5 Mbps. IEEE 802.11a and
HIPERLAN-2 use an OFDM physical layer to support up to
54 Mbps. The access method for all 802.11 standards is the
same and includes CSMA/CA, point coordination function
(PCF), and request to send (RTS)/clear to send (CTS).

The access method for HIPERLAN-1 is comparable
to 802.11, but the access method for HIPERLAN-2 is a
voice-oriented access technique suitable for integration
of voice and data services. IEEE 802.11, IEEE 802.11b,
and HIPERLAN-1 are completed standards, and IEEE
802.11 and 11.b are today’s dominant products in the
market. IEEE 802.11a and HIPERLAN-2 are still under
development. The IEEE 802.11 and HIPERLAN standards
can be considered as the second generation of wireless
LANs, while OFDM wireless LANs are forming the next
generation of these products.

3. WPANs

3.1. Introduction

The first announced personal-area network (PAN) was
the BodyLAN that emerged from a DARPA project in
the mid-1990s. It was specified as a low-power, small-
size, inexpensive, modest-bandwidth solution that could
connect personal devices in many collocated systems
within a range of ∼5 f [12]. Motivated by the BodyLAN
project, a WPAN group originally started in June 1997
as a part of the IEEE 802.11 standardization activities.
In January 1998, the WPAN group published the original
functionality requirements. In May 1998, the study group
invited participation from several related groups such as
WATM, Bluetooth, HomeRF, BRAN (HIPERLAN), IrDA
(IR short-range access), IETF (Internet standardization),
and WLANA (a marketing alliance of WLAN companies
in the United States). Only the HomeRF and Bluetooth
groups responded to the invitation. In March 1998, the
Home RF group was formed. In May 1998, the Bluetooth
development was announced and a Bluetooth special group
was formed within the WPAN group [15]. In March 1999,
the IEEE 802.15 was approved as a separate group in
the 802 community to handle WPAN standardization. At
the time of this writing, IEEE 802.15 WPAN has four
subcommittees on Bluetooth, coexistence, high data rate,
and low data rate.
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3.2. What Is IEEE 802.15 WPAN?

The 802.15 WPAN group is focused on development of
short-distance wireless networks used for networking
of portable and mobile computing devices such as
PCs, personal digital assistants (PDA), cellular phones,
printers, speakers, microphones and other consumer
electronics. The WPAN group intends to publish standards
that allow these devices to coexist and interoperate with
one another and other wireless and wired networks in an
internationally acceptable frequency band of operation.

The original functional requirement published in
January 22, 1998 was based on the BodyLAN project
and specified devices with [15]:

• Power management: small current consumption
• Range: 0–10 m
• Speed: 19.2–100 kbps (actual)
• Small size: ∼0.5 in.3, no antenna
• Low cost: relative to target device
• Should allow overlap of multiple networks in the

same area
• Networking support for a minimum of 16 devices

These specifications well fit the Bluetooth specifications, a
technology announced after this premier announcement.
The initial activities in the WPAN group included
both the HomeRF and Bluetooth groups, but today
HomeRF maintains its own Website at www.homerf.org.
IEEE 802.15 WPAN includes four taskgroups. The first
taskgroup is based on Bluetooth and aims to define PHY
and MAC specifications for wireless connectivity among
fixed, portable, and moving devices within or entering a
personal operating space (POS), the space about a person
or object that typically extends up to 10 m in all directions
and envelops the person whether stationary or in motion.
This taskgroup will address quality of service to support a
variety of traffic classes.

The second taskgroup focuses on coexistence between
WPAN and 802.11 WLANs. This group is developing a
coexistence model to quantify the mutual interference and
a coexistence mechanism to facilitate coexistence between
an IEEE 802.11 WLAN and an IEEE 802.15 WPAN device.
One goal of the WPAN group is to achieve a sufficient level
of interoperability between a WPAN and an 802.11 device
to allow transfer of data between the two devices.

The third taskgroup works on PHY and MAC
layer specifications for high rate (HR) WPANs with
data rates higher than 20 Mbps. This standard will
provide for low-power, low-cost solutions that address
the needs of portable consumer digital imaging and
multimedia applications. This standard aims at providing
compatibility with the Bluetooth specification of the
taskgroup one. This standard is expected to be completed
by early 2002.

The fourth taskgroup is chartered to investigate ultra-
low complexity, ultra-low-power consumption, ultra-low-
cost PHY/MAC-layer specification to support data rates
of up to 200 kbps. Potential applications are sensors,
interactive toys, smart badges, remote controls, and home
automation. This taskgroup may also address location

tracking capabilities required to support the use of smart
tags and badges.

3.3. What Is Home RF?

According to the standard committee, the mission of the
HomeRF working group is to provide the foundation
for a broad range of interoperable consumer devices by
establishing an open industry specification for wireless
digital communications between PCs and consumer
electronic devices anywhere in and around the home.

Figure 4 represents the overall vision of HomeRF.
The architecture can support both ad hoc and connected
networks. In a popular home setup, the Internet access
and PSTN connection arrives at a control HomeRF
distribution box that can support HomeRF wireless as
well as HPNA networks. The HomeRF wireless network
can accommodate isochronous clients interconnecting up
to six cordless telephone devices and asynchronous clients
interconnecting a number of data devices. The two major
competitors for HomeRF are HIPERLAN-2 and Bluetooth.
As compared with HIPERLAN-2, the HomeRF solution
provides smaller data rates (≤2 Mbps as opposed to
54 Mbps in HIPERLAN-2) that cannot support wireless
transmission of video for TV and VCR applications.
Compared with Bluetooth, HomeRF provides higher data
rates, but Bluetooth was introduced as an inexpensive
chip set that early on attracted a large alliance.

The HomeRF workgroup has developed a specification
for wireless communications in the home called shared
wireless access protocol (SWAP). The SWAP specification
defines a new common interface to support wireless voice
and data networking in the home. The SWAP specification
is an extension of DECT (TDMA) for voice, and a relaxed
802.11 (CSMA/CA) for high-speed data applications.

The reader interested in more details on HomeRF is
referred to Ref. 16.

3.4. What Is Bluetooth?

Bluetooth is an open specification for short-range
wireless voice and data communications that was
originally developed for wire replacement in personal area
networking to operate all over the world. In 1994, the
initial study for development of this technology started
at Ericsson, Sweden. In 1998, Ericsson, Nokia, IBM,
Toshiba, and Intel formed a special-interest group (SIG)
to expand the concept and develop a standard under IEEE
802.15 WPAN. In 1999, the first specification, v1.0b, was
released and then accepted as the IEEE 802.15 WPAN
standard for a 1-Mbps network. At the time of this
writing over 1000 companies participate as members in
the Bluetooth SIG, and a number of companies all over
the world are developing Bluetooth chip sets. Marketing
forecasts indicate penetration of Bluetooth in more than
100 million cellular phones and several million of other
communication devices. The IEEE 802.15 is also studying
coexistence and interference between Bluetooth and IEEE
802.11 products operating at 2.4 GHz.

The story of the origin of the name Bluetooth is
interesting and worth mentioning. ‘‘Bluetooth’’ was the
nickname of Harald Blaatand (940–981 A.D.), King of
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Figure 4. Overview of the HomeRF vision.

Denmark and Norway. When Bluetooth was introduced to
the public, a stone carving erected from Harald Blaatand’s
capital city Jelling was presented [17]. This strange
carving was interpreted as Bluetooth connecting a cellular
phone and a wireless notepad in his hands. This picture
was used to symbolize the vision of using ‘‘Bluetooth’’ to
connect personal computing and communication devices.
Bluetooth, the king, was also known as a peacemaker
and a person who brought Christianity to Scandinavians
to harmonize their beliefs with the rest of Europe. This
fact is used to symbolize the need for harmony among
manufacturers of WPANs around the world to support the
growth of the WPAN industry.

Bluetooth is the first popular technology for short-range
ad hoc networking designed for integrated voice and data
applications. As compared with WLANs, Bluetooth has
a lower data rate but has an embedded mechanism to
support voice applications. As compared with 3G cellular
systems, Bluetooth is an inexpensive personal-area ad hoc
network operating in unlicensed bands and owned by
the user.

The Bluetooth SIG considers three basic application
scenarios [17]. The first scenario is the wire replacement
to connect a personal computer or laptop to the keyboard,
mouse, microphone, and notepad. As the name indicates
this avoids the problem of multiple short-range wirings
surrounding today’s personal computing devices. The
second scenario is an ad hoc network of several different
users in a very short range of each other such as in a
conference room. WLAN standards and products are also
commonly considered for this scenario. The third scenario

considers Bluetooth access points to redistribute wide-
area voice and data services provided by cellular networks,
wired connections or satellite links, in a fashion similar
to that of the WLAN scenario in an airport. Contrary to
802.11 however, Bluetooth has provisions for both voice
and data and can be used as an integrated voice/data
access point to connect to both voice and data backbone
infrastructures. The HIPERLAN-2 standard will provide
a more expensive version of similar connections that
supports a larger number of users and higher data rates.

The topology of a Bluetooth network is referred to
as scattered ad hoc topology. In a scattered ad hoc
environment a number of small networks, each supporting
a few terminals, can coexist and possibly interoperate with
each another. Bluetooth specifications have been selected
to operate in the unlicensed ISM bands at 2.4 GHz. The
advantage is the worldwide availability of the bands. The
disadvantage is the existence of other users, in particular
IEEE 802.11 and 802.11b products in the same band.
At the time of this writing, a subcommittee of the IEEE
802.15 is working on the interference issues related to
Bluetooth and IEEE 802.11 and 802.11b.

4. HOME NETWORKING

In a house, the number of devices that are connected
together or need to communicate with the outside world
presents a new challenge. Figure 5 provides an illustration
of how diverse and fragmented networking connections
can become at home. The house is connected to the
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Figure 5. Today’s fragmented home access and distribution networks.

PSTN for telephone services, to the Internet for Web
access, and to cable network for multichannel TV services.
Inside the home, computers and printers are connected to
the Internet through voiceband modems, xDSL services,
or cable modems. The telephone services and security
systems are connected through the phone line. The TV
is connected to the multichannel services through HFC
cables or satellite dishes. Audio and video entertainment
equipment such as a videocamera and a stereo system,
and computing systems such as laptops are either isolated
or have proprietary wired connections.

This fragmented networking environment has
prompted a number of initiatives to create a home
network. The home networking industry started in the
late 1990s by the design of the so-called home gateways
to connect the increasing number of computer appliances,
and distribute a single Internet connection. The number of
home networks in the United States is expected to almost
double each year. This industry has two distinct branches:
home access and home distribution segments. The home
access technology employs different wireless and wired
alternatives to secure a broadband Internet access to the
home gateway to be distributed to the users information
appliances.

The home distribution or home-area network (HAN)
interconnects all the home appliances and connects them
to the Internet through the home gateway. For the access
industry, it is expected that 80% of U.S. households
will have a broadband data access by the year 2004.
For the distribution industry it is expected that the
number of sold ‘‘information appliances’’ will exceed the

sold number of PCs by the year 2002. It is also expected
that to interconnect PCs and information appliances to
the broadband services, 10 million home networks will be
installed by the year 2004.

4.1. What Is a HAN?

The home-area network (HAN) provides an infrastructure
to interconnect a variety of home appliances and connect
them to the Internet through a central home gateway. A
number of home appliances are emerging in the market
that are in need of a HAN. Figure 6 provides an overview
of these appliances classified into logical groups.

Home computing equipment is used for computing and
Internet transaction interface access and includes PCs,
laptops, printers, scanners, and QuickCAMs. If there is no
home distribution network all the equipment is connected
together either through the PC or laptop ports. A home
computing network allows multiple computers as well
as multiple devices to connect with a network protocol.
A wireless network allows flexibility in installation and
relocation of these devices in different rooms of a home.
Phone appliances used for two-way conversations are
cordless telephones, intercommunication devices, and
standard wired telephone sets. All the telephone services
have an interface to communicate with the PSTN.
Currently they are connected through the home telephone
wiring to the PSTN. With a HAN these devices can
share the home access medium (cable or TP) allowing
one service provider to bring both data and voice services.
The entertainment audiovisual appliances include TVs,
stereo systems, CD players, VCRs, DVD players, tape
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Figure 6. Classification of home equipment demanding networked operation.

recorders, camcorders, speakers, and headphones. These
devices communicate through their own protocols such
as the more recent IEEE 1394 or HAVi [18]. The security
system includes motion detectors, door pins, system control
panel, camera, and alarm that are networked separately
using protocols such as EIA-600 CEBus [19] or the
industrial initiative EIA-709 LonWorks [20]. Currently,
the access to these systems is through the telephone
lines that initiate emergency request alarms to the
police stations. Appliance manufacturers are working
on ‘‘smart’’ appliances capable of communication. This
intelligence allows remote checking test for maintenance
(e.g., receiving alarm that refrigerator’s filter needs to be
replaced) and remote control of operation (e.g., turning
a washing machine on from outside). Besides LonWorks,
another industrial initiative comes from Merloni’s Ariston
Digital and is called Web-ready appliances protocol
(WRAP) [21]. Another wave of interest has been initiated
by utility companies for distance utility metering. The
electricity, gas, water, or fuel companies would like to read
the meter at home for billing or other needs (e.g., refilling
the gas tank). One of the solutions is to communicate
this information through the HAN and its access to the
Internet. More recently, a number of startup companies
have been designing indoor locating systems that can
be used for distance monitoring of children, the elderly,
and pets or for navigating the blind. These systems are
expected to be integrated with the computing networks to
provide access through the Internet.

4.2. Why Do We Need a HAN?

The existing LANs designed for office environments do
not provide a good solution for home networking. The

application diversity, network requirements, building
infrastructure, and market size of HANs are distinctly
different from that of LANs. At home, the number
of users of the network is much smaller than in the
offices but the diversity of the device types and their
bandwidth requirements are much larger than in the
offices. The diversity of bandwidth requirement can range
from multichannel video to monthly meter reading. In
an office, computing devices are predominant, but the
home environment includes new applications that were
not needed for LANs such as audiovideo broadcasting
and positioning/navigation. Office environments are larger
than residential homes and are made up of material more
concrete than that found in the home. Therefore physical
wiring and wireless coverage in the homes is easier than
in offices. Homeowners are more reluctant to allow service
workers to enter their homes, and they cannot afford a
network manager to operate their network. The number
of homes is an order of magnitude larger than that of the
offices, so the market for home networking is expected to
be much larger than for LANs.

These specific requirements on home applications
impose certain constraints on the design of HANs. A
HAN needs to be user-friendly because it is used and
managed by nonprofessionals with limited technical skills
and small budget size. A HAN must be low cost,
easy to install and relocate, and easy to upgrade. In
terms of performance a HAN should enable multimedia
applications and be capable of accommodating legacy voice
and data services. A HAN also needs to be flexible and
scalable to allow location independent easy-to-reconfigure
networks without significant performance degradations.
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To avoid eavesdropping a HAN also needs security and
privacy provisions.

4.3. HAN Technologies

For the offices, a company recognizes the need for
networking, decides on installing a network, opens a
budget for expensive wiring, and installs the LAN
infrastructure. In the homes, users gradually build their
networks at their leisure with an investment that is spread
over a relatively long period. An average customer of home
network does not spend a sizable budget on the wiring to
develop an infrastructure. Therefore, the trend in today
HANs is to avoid adding any new wiring by either using
existing wires or by using a wireless solution. The existing
wirings at homes are twisted-pair (TP) telephone wirings,
power-line wirings and cable TV wirings. The phone-line
wirings have a relatively good distribution and in most
modern homes at least one telephone outlet can be located
in every room. The wiring for phone lines is voice grade TP
that is suitable for Ethernet connections. However, this
line is used for carrying regular phone and xDSL services
that will interfere with an Ethernet signal. Power-line
wirings are even better distributed because every room
has several power outlets. However, the quality of the
line is poorer and the level of noise is much larger than
in TP phone-line wirings. The characteristics of the lines
impose limitations on data rates that can be overcome only
by using more complex transmission techniques. Existing
cable TV wirings have very restricted distribution and
only a few outlets are available in each household. This
wiring is used for multichannel TV distribution that
will interfere with an Ethernet signal. The expensive
broadband cable TV modems can be used to overcome
this problem. Because of its limited distribution and
expensive modem requirements, cable TV wirings are
not considered seriously for home distribution. Wireless
solutions appear ideal for home networking. The ease of
installation and relocation provides an excellent solution.
Challenges for wireless is reliability, bandwidth, coverage,
and interference. Comparing wired and wireless solutions,
current wired HANs can be implemented using less
expensive network cards and are expected to support
higher data rates. Wireless HANs provide ideal ad hoc
solutions that support portability.

4.3.1. HPNA. In outdoor areas the PSTN network has
two parts, the TP analog access wirings and the backbone
digital wiring connecting PSTN switches together. The
digital segment of the PSTN fully utilizes the wiring while
the traditional access wiring was using only ∼4 kHz for
analog POTS and the rest was unexplored until xDSL
and HPNA were introduced. Further, today computers
purchased with network capability as well as PCMCIA
network cards for laptops are exclusively Ethernet-based.
However, as we mentioned before, the TP phone line
wirings at home are also used for analog voice and
xDSL access. HPNA is an Ethernet-compatible LAN over
the random-tree home phone lines. It uses a standalone
adapter to connect directly to the in-home telephone jacks
any device having an Ethernet 10base-T interface card,
operating at 10 Mbps over the TP lines.

HPNA shares the TP line medium with POTS and
xDSL using FDM. POTS uses the 20–3400 Hz band for
analog voice transmission, xDSL uses a 25–1100 kHz to
provide high-speed Internet access, and HPNA uses a
2–30 MHz band for home distribution networking. The
HPNA is based on a patented physical-layer design that
is more immune to high noise conditions in the home
telephone wirings. The MAC layer for the HPNA is the
same as the MAC layer of the IEEE 802.3 Ethernet. From
the user’s point of view, the HPNA network accommodates
the exiting legacy Ethernet software and hardware. Only
an adaptor is placed between the Ethernet connection and
the phone plugs. The next step for HPNA is to boost the
data rate to accommodate video applications.

4.3.2. Power-Line Modems. As compared with
telephone wirings, power line wirings have the best
wiring distribution in the home due to the superior
number of electric outlets that can be found. The entire
power line wiring is used for transmission of a 50–60-Hz
waveform, and the rest is available for other applications.
For many years power lines were used for low-data-rate
(<100 kbps) control and security networks operating below
500 kHz. These systems were mostly using X-10 and the
CEBus/CAL standards [17]. More recently, power lines
are being considered for high data rate communications
(>1 Mbps) and to operate above 1 MHz to provide adequate
speeds for computer networking. This area is still in
the preliminary stages of development with no clear
standard initiative. European regulations prohibit power
line signaling above 150 kHz due to potential interference
with low-frequency licensed radio services. Current U.S.
and Japanese regulations allow the use of a somewhat
broader spectrum up to ∼525 kHz where AM radios begin.
In the power line, a low-frequency band of up to a few
kilohertz is used for low-data-rate applications such as
security, and a high-frequency band (1–30 MHz) is used
for high-speed data communications.

Power lines suffer from tremendous interference
from electrical appliances, high attenuation, reflection
caused from varying input impedance, and multipath
phenomena that makes communication over this medium
as challenging as communication over radio channels. As
a result, a variety of complex transmission techniques
and medium-access protocols has been examined for
different power line applications. Traditional FSK and
QPSK are used in lower bands and more complex spread
spectrum and OFDM modems are used in the higher
bands [22]. The difficulty of the medium has complicated
the development of low-cost solutions and is a drawback
in growth of this market. More recently, smart appliances
have been emerging in the market that have some built-
in intelligence, can sense other appliances on the power
lines, and can be accessed through the Internet. Electric
companies are investigating using the outside AC lines
to deliver various services such as meter reading, energy
management, and even Internet access to the homes. The
main current research thrust is to enable access to the
control and security systems through the Internet.

4.3.3. Wireless Solution Alternatives. Compared with
wired networks, wireless solutions can provide mobility
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and coverage to the home as well as the yard. Cordless
telephones were very successful from the early days they
appeared in the market. Since cordless telephones provide
mobility and extended coverage, users have paid higher
prices to purchase cordless telephones instead of wired
phones. The other advantages are that wireless solutions
are easy to install, relocate, scale, and maintain.

The introduction of wireless solutions to home security
systems resulted in a sizable growth of that industry.
From the user’s point of view, wireless security systems are
installed very quickly without additional holes in the walls
or wires distributed in the home. Furthermore, selecting
the location for placing a wireless product is more flexible
and allows a better blending with the decoration of the
home. Other advantages are that wireless solutions are
easier to be expanded, moved to new homes, maintained,
and upgraded.

The examples above described are selected applications
where the wireless solution is preferred. However, there
are numerous home applications and a wireless solution
may not be the best one for all of them. Home automation
network applications such as switching a light through
remote control is done by sending a single bit (ON/OFF)
through the power lines to an inexpensive ON/OFF X-10
switch attached to the lamp. Simple infrared remote
control can provide the additional mobility by sending
the control command to a general control box connected to
the power lines. It is not difficult to find other examples
involving the power lines or phone lines where wireless
might not be beneficial. The important conclusion from this
discussion is that in home networking we want to avoid
new wiring, not avoid using the existing wires. The home
therefore can be seen as a nonhomogeneous environment
for networking.

The principal candidates for wireless home networking
are WLANs and WPANs discussed in the previous
sections. There are a number of home-specific challenges
for wireless home networking. The use of noncompatible
wireless devices operating in the same unlicensed band
can become an issue if they interfere with each other.
Handling interference in such cases is an important issue.
Another issue is that as we move to higher frequencies
of operation in the 5-GHz range to support higher data
rates, the coverage of the wireless solution may become
a challenge. Wireless home networking needs designing
inexpensive reconfigurable devices and internetworking
between diverse mediums using different protocols. The
network to incorporate cable TV applications requires high
transmission rates as well as new delivery techniques to
the TV set. Today, the coaxial cable that connects to the
converter box on the TV set carries around a hundred
analog video channels. This extent of bandwidth is not
feasible in a wireless medium, and therefore, the entire
system needs to be redesigned.

4.4. Home Access Networks

The early home access technology was based on voice
band modems over the phone line. Today, broadband
home access with data rates on the order of 10 Mbps
is provided through cable modems or xDSL services.
The cable distribution in the residential areas has a

bus topology that is optimally designed for one-way TV
signal distribution. The bus carries all the stations in
the neighborhood. Cable modems use a bandpass channel
allocated to a TV channel to provide high data rates for
transmission using QAM modulation. Broadband cable
services use one of the video channels and a reverse
channel to establish a two-way communication and access
to Internet. The xDSL service uses a 25–1100-kHz band
on the phone line and multisymbol QAM modulation to
support high data rates to the users. The topology of the
telephone line is a star topology that connects every user
directly to the end office, where the xDSL data is directed
to Internet through a router.

Higher-speed wireless home access uses a local
multipoint distribution system (LMDS) or even existing
WLAN inter-LAN bridges to provide the service. The
advantage of using a fixed wireless solution is that it does
not involve wiring under the streets. The wireless solution
is certainly attractive when there is no existing wiring
in the neighborhood or when obtaining city permission
might be troublesome. The HIPER-ACCESS preprogram
in the EC and IEEE 802.16 are currently studying the
specifications for the next generation of wireless local
access. Other wireless alternatives are direct satellite TV
broadcasting and 3G wireless networks. Direct broadcast
suffers by the lack of a reverse channel and high delays
that challenges the implementation of broadband services.
The high-speed 3G wireless packet data services are
expected to provide up to 2 Mbps, suitable for Internet
access. However, besides a lower data rate than the
others, these networks will be using licensed bands, and
ultimately may be expensive as well. Figure 7 summarizes
the existing solutions for the home access technologies.

5. INDOOR GEOLOCATION

5.1. Introduction

An important evolving technology recent has been indoor
geolocation technology for both military and commercial
applications. There is an increasing need in hospitals
to locate patients or expensive equipment and in homes
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Figure 7. Broadband home access alternatives.
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to locate children and equipment. In the Department
of Defense, Small Unit Operation/Situation Awareness
Systems require a modern warfighter to be able to
communicate in an urban environment, and his/her
position to be known at all times including when he
is inside a building. An indoor geolocation system can
also be crucial for the safety of a firefighter entering a
blazing building when his/her position is being monitored.
Similar scenarios can be found in other public safety
agencies. These incentives have lead to research in indoor
geolocation systems [13,23,24]. In an indoor environment,
traditional GPS or E-911 location systems do not work
properly due to severe multipath effects. As a result,
dedicated indoor systems have to be developed to provide
accurate indoor geolocation services.

5.2. Wireless Geolocation Methods and Metrics

Most geolocation system architectures and methods
developed for cellular systems are applicable for indoor
geolocation systems although special considerations are
needed for indoor radio channels. The most widely
used wireless geolocation metrics include angle of
arrival (AoA), time of arrival (ToA), time differences
of arrival (TDoA), received-signal strength (RSS), and
received-signal phase (RSP). In the following, we present
an overview of overall system architectures and basic
concepts of geolocation metrics as well as corresponding
geolocation methods.

5.2.1. Overall System Architecture. Similar to cellular
geolocation systems, the architecture of indoor geolocation
systems can be roughly grouped into two main
categories: mobile-based architecture and network-based
architecture. Most of indoor geolocation applications
proposed to date have been focused on a network-based
system architecture as shown in Fig. 8 [25,26].

The geolocation base stations (GBSs) extract location
metrics from the radio signals transmitted by the mobile
station and relay the information to a geolocation control
station (GCS). The connection between GBS and GCS can
be either wired or wireless. Then the position of the mobile
station is estimated, displayed and tracked at the GCS.
With the mobile-based system architecture, the mobile
station estimates self-position by measuring the received

radio signals from multiple fixed GBS. Compared to a
mobile-based architecture, the network-based system has
the advantage that the mobile station can be implemented
as a simple-structured transceiver with small size and low
power consumption, easily carried by people or attached
to valuable equipments as a tag.

5.2.2. Angle of Arrival. The AoA geolocation method
uses simple triangulation to locate the transmitter as
shown in Fig. 9.

The receiver measures the direction of the received
signals (i.e., angle of arrival) from the target transmitter
using directional antennas or antenna arrays. If the
accuracy of the direction measurement is ±θs, AoA
measurement at the receiver will restrict the transmitter
position around the line-of-sight (LoS) signal path with
an angular spread of 2θs. AoA measurements at two
receivers will provide a position fix as illustrated in Fig. 9.
We can clearly observe that given the accuracy of AoA
measurements, the accuracy of the position estimation
depends on the transmitter position with respect to the
receivers. When the transmitter lies between the two
receivers, AoA measurements will not be able to provide
a position fix. As a result, more than two receivers are
normally needed to improve the location accuracy. For
a macrocellular environment where the primary scatters
are located around the transmitter and far away from the
receivers, the AoA method can provide acceptable location
accuracy [27]. But dramatically large location errors will
occur if the LoS signal path is blocked and the AoA of
a reflected or a scattered signal component is used for
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estimation. In indoor environments, the LoS signal path
is usually blocked by surrounding objects or walls. Thus
the AoA method alone cannot provide sufficient accuracy
for indoor geolocation systems.

5.2.3. Time of Arrival and Time Difference of
Arrival. The ToA method is based on estimating the
propagation time of the signals from a transmitter to
multiple receivers. Several different methods can be
used to obtain ToA or TDoA estimates, including pulse
ranging [28,29], phase ranging [28], and spread-spectrum
techniques [25,30].

Once the ToA is measured, the distance between the
transmitter and receiver can be determined simply since
the propagation speed of the radio signal is approximately
the speed of light. The estimated distance at the receiver
will geometrically define a circle, centered at the receiver,
of possible transmitter positions. ToA measurements at
three receivers will provide a position fix and given
receiver coordinates and distances from the transmitter
to receivers, the transmitter coordinates can be easily
calculated. In indoor environments, the strongest signal
received can come from a longer reflection path and
not from the direct line-of-sight path. The ToA-based
distance estimates are therefore always larger than the
true distance between the transmitter and the receiver as
illustrated in Fig. 10, where r̂1, r̂2, and r̂3 are the estimated
distances and r1, r2, and r3 are the true distances.
Three ToA measurements determine a region of possible
transmitter position as shown in Fig. 10. A nonlinear
least-square (NLLS) method is usually used to obtain the
best estimation iteratively [25,27]. A constrained NLLS
algorithm is also available that makes use of the fact that
ToA-based distance estimates are always larger than the
true distance [31]. As in the AoA method, more than three
ToA measurements are needed to improve the accuracy of
position estimation.

Instead of using ToA measurements, time difference
measurements can also be employed to locate the receiver
position. A constant time difference of arrival (TDoA)
for two receivers defines a hyperbola, with foci at the
receivers, on which the transmitter must be located. Three
or more TDoA measurements provide a position fix at the
intersection of hyperbolas. NLLS method can also be used
to obtain the best estimation of the transmitter position.

r1
r1 r3

r2

r2

r3

Rx 1 Rx 3

Rx 2

Tx

Figure 10. Time of Arrival geolocation method.

Some other methods have been used to solve the hyperbolic
position estimation problem [32–35]. Compared to the
ToA method, the main advantage of the TDoA method
is that it does not require the knowledge of the transmit
time from the transmitter while the ToA method requires
it. As a result, strict time synchronization between the
transmitter and receivers is not required. However, the
TDoA method requires time synchronization among all
the receivers.

5.2.4. Received-Signal Strength. If the power transmit-
ted by the mobile terminal is known, measuring the
received-signal strength (RSS) at the receiver can provide
an estimate of the distance when the path-loss charac-
teristics of the environment are known. As in the ToA
method, the measured distance will determine a circle,
centered at the receiver, on which the mobile transmitter
must lie. Three RSS measurements will provide a position
fix for the mobile. As a result of shadow fading effects, the
RSS method results in large range estimation errors. The
accuracy of this method can be improved by utilizing a pre-
measured received signal strength contour centered at the
receiver [36]. A fuzzy-logic algorithm has been shown [37]
to be able to significantly improve the location accuracy.

5.2.5. Received-Signal Phase. Signal phase is another
possible geolocation metric. It is well known that with the
aid of reference receivers to measure the carrier phase,
differential GPS (DGPS) can improve the location accuracy
from ∼20 m to within 1 m compared to the standard
GPS, which only uses pseudorange measurements. One
problem associated with the phase measurements lies in
the ambiguity resulting from the periodicity of the signal
phase while the standard pseudorange measurements are
unambiguous. Consequently, in the DGPS, the ambiguous
carrier phase measurement is used to fine-tune the
pseudorange measurement. A complementary Kalman
filter is used to combine the low-noise ambiguous carrier
phase measurements with the unambiguous but noisier
pseudorange measurements [38]. For indoor geolocation
systems, it is possible to use the received-signal phase
method together with the ToA/TDoA or the RSS method
to fine-tune the location estimate. However, unlike DGPS,
where the LoS signal path is always observed, multipath
and non-line-of-sight conditions in the indoor environment
can cause large errors in phase measurements.
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TROPOSPHERIC SCATTER COMMUNICATION
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1. INTRODUCTION

Prior to the launching of the first active repeater satellite
TELSTAR on July 10, 1962, long-distance communication
was limited to cable systems and radio communication
techniques that exploited characteristics of either the
ionosphere or the troposphere. Radio systems offered
advantages of greater network flexibility, the ability
to transverse difficult terrain, and less susceptibility
to connectivity loss due to either catastrophic failure
or sabotage. In high-frequency (HF) radio systems,
ionospheric reflections made communication possible up to
thousands of kilometers but with a limited bandwidth that
would permit transmission of only one or two telephone
channels.

When the transmitting and receiving antennas of a
radio link are reciprocally visible, the link is classified as
line-of-sight (LoS) and the received signal is reduced as
the square of the distance. Beyond the LoS zone which

can extend up to about 50 km, the received signal power
is more severely reduced with distance because now the
radio waves must bend or diffract with the curvature of the
earth. In 1937 VanDerPool and Bremmer [1] determined
losses due to diffraction over a spherical surface. These
losses increase exponentially with distance beyond the
LoS zone, so communication dependent on diffraction is
limited to short distances beyond the horizon.

The introduction of higher-power radars during World
War II, however, led to radio interferences at beyond LoS
distances that was considerably larger than predicted by
diffraction theory [2]. Some of the contribution to stronger
signals was attributed to a refractive index (the ratio of
the speed of light in a vacuum relative to the medium of
interest) that decreased with height, thus increasing the
‘‘effective earth radius.’’ Measurement of interference after
World War II from frequency modulation radio stations
and television stations confirmed that additional factors
were contributing to the enhanced signal levels.

The troposphere extends from the ground to about
10 km and includes virtually all weather phenomena.
In the 1950s it was recognized that the turbulence
in the troposphere due to variations of meteorological
characteristics such as temperature and humidity, would
produce inhomogeneities in the refractive index. As
a result of these refractive index variations within
the scattering common volume corresponding to the
intersection of the transmit and receive antenna beams,
some fraction of the radio energy would be scattered in the
direction of the receive antenna [3,4]. Experimental links
implemented between 1950 and 1955 established that
although the received signal was continuously variable it
was permanently present so that reliable communication
would be possible. Because of the scattered radio signals
were weak, it was necessary to use very large antennas,
sensitive low-noise receivers, and powerful klystron
amplifiers with kilowatt outputs. The first ‘‘troposcatter’’
military and commercial links were installed from 1953
onward and provided up to 60 telephone channels in
the 400–900-MHz frequency band over distances up to
300 km [5].

2. TROPOSPHERIC SCATTER RADIO LINKS

The provision of multiple voice channel circuits over long
distances was the primary purpose of early troposcatter
radio links. These links would be connected together to
provide telephone conversations, for example, between the
United States and Europe via a network of military links
that traversed Greenland, Iceland, and Scotland and into
Europe as far as Turkey.

In these troposcatter radio links the strongest signal is
received when the antennas are aimed approximately at
the horizon. The angle between the transmit and receive
antenna beam centerlines at their intersection is called the
scattering angle θ . In the LoS zone, for example, where the
antennas are reciprocally visible this angle is zero. The
transmission loss in troposcatter mode is proportional to
θ−α, where various theories predict α to be between 11

3 and
5. Thus the antennas are pointed as low to the horizon as
possible without suffering undo blockage. The antennas at



TROPOSPHERIC SCATTER COMMUNICATION 2693

both the transmitter and receiver were relatively large in
order to successfully capture the weak scatter signal and
provide reliable communication. On some of the longest
links these antennas could be 120 ft in diameter.

The standard telephone channel has a 4-kHz
bandwidth. In the earlier analog troposcatter systems
these channels would be frequency-division multiplexed
(FDM) and frequency modulated (FM) to a radiofrequency
(RF) carrier between a few hundred megahertz and
5000 MHz. The power amplifier was typically a klystron
power tube capable of generating kilowatts of power.

Digital systems used a time-division multiplex (TDM) of
digitally converted voice channels. Modulation techniques
such as quadrature phase shift keying (QPSK) could be
used to convert the composite high-rate digital stream
into an RF signal for subsequent amplification and
transmission.

At the receiver, a low-noise amplifier was employed
for each antenna input in order to increase the margin
between the received signal and the ever-present thermal
noise. Demodulation in analog systems of the received
signal was accomplished in a frequency modulation
discriminator that produced a voltage proportional to the
instantaneous frequency. In a digital system, adaptive
processing was included in the QPSK demodulation
process in order to cope with time-delayed scattered
components. After demodulation the composite detected
signal would be demultiplexed and converted to a series
of telephone channels. In an analog system the noise
introduced by transmission impairments would be passed
on to the next link and would accumulate over a series
of tandem links. A digital system offered the advantage
of regenerating (although with occasional bit errors)
the original transmitted data. In repeater systems the
demultiplex operation would be omitted and the detected
composite signal could serve as the input for the next
troposcatter link.

Because the received signal strength depends on a
scattering process that is dependent on fluctuations in the
refractive index within the common volume, variations
in meteorologic conditions such as temperature and
humidity in the common volume produce long-term signal
fading. This long-term fading is usually characterized
by an hourly median value of received signal power
or transmission loss in decibels. Its variation has been
found to closely approximate a Gaussian distribution so
it is completely described by the hourly median and the
standard deviation.

Of course, the scattering process itself results in
a fading signal as different scattering paths will add
or subtract at the receiver in a random fashion. The
individual scattering ‘‘blobs’’ in the common volume tend
to be statistically independent so the received signal can
be represented in complex notation as the sum of a large
number of independent complex random variables. Using
the central-limit theorem, the complex received signal is
then close to a complex Gaussian process with an envelope,
i.e., its magnitude, that follows the Rayleigh probability
distribution. If x is the received signal power value and
xm is its median value, the probability that the random

variable x is less then a critical value xc is

ρ(x < xc|xm) = 1− e−xc ln 2/xm

which can be approximated for small values as

ρ(x < xc|xm)
.= xc ln 2

xm
xc � xm

The fading probability distribution above shows that deep
fades have a slope of 10 dB per probability decade. This
implies that to achieve short-term availabilities of 99.9%
there must be a fade margin protection of about 30 dB.
One way to reduce this severe power penalty due to
fading is to provide redundant signal paths called diversity
paths. Different diversity configurations are considered in
the next section. In general for Mth-order diversity (i.e.,
M independent transmission paths between transmitter
and receiver), the fading slope reduces to 10/M dB per
probability decade. Thus a quadruple diversity system
requires about 30

4 = 7.5 dB of fade margin protection
relative to the 30 dB for the no diversity system at a
99.9% availability.

The advantages of troposcatter systems include

• Realization of long paths beyond the LoS zone
• Use over difficult terrain where installing cable

systems is unattractive
• Physical security because prevention of sabotage or

catastrophic failure is easy to achieve with a small
number of stations

• High immunity to interception or to jamming because
of the use of narrow beam antennas

• Provision of a communication service that does not
depend on satellite services

• Rapid link installation (about one day)

The disadvantage of tropospheric scatter networks
include poorer quality signals and lower data rate
capacities than alternative satellite and cable systems.

3. DIVERSITY CONFIGURATIONS

In a multipath fading environment it is common to
add or utilize redundant transmission paths so that the
fading of one or more paths will not necessarily prevent
correct reception of the transmitted information. This
redundancy, called diversity, is a critical element in the
successful operation of troposcatter links. For example,
in the Rayleigh fading environment for tropospheric
circuits, if an outage level of 1% was acceptable, a
no diversity system would require about 11.5 dB more
transmit power than a dual-diversity system with two
separate receive antennas. Since the antennas and
power amplifiers in most troposcatter circuits are near
technological limits, diversity is an extremely attractive
performance improvement approach. Diversity techniques
include frequency using multiple radiofrequency carriers,
space using multiple transmit or receive antennas,
polarization using orthogonal polarization transmissions,
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Figure 1. Dual-diversity configurations: (a) dual-frequency (2F)
diversity; (b) dual space (2S) diversity. (D = duplexer).

and angle using an antenna feedhorn that produces
multiple beams.

3.1. Frequency and Space Diversity

The most common diversity configurations use
combinations of frequency and space as shown in Figs. 1
and 2. A diamond and bar are used in these figures to
denote horizontal and vertical polarization, respectively.
Troposcatter circuits are always duplex, so frequency
diversity requires a duplexer that allows a transmitter
and receiver operating in two different frequency bands to
be connected to the same antenna. Transmit powers are
on the order of 1 kW and receivers may be required to
detect signals at levels near — 100 dBm, a dynamic range
of 160 dB. In the dual-space diversity, only one transmit
antenna needs to be used but equipment redundancy
requires a second power amplifier. For equal power
amplifier outputs the dual-space (2S) diversity of Fig. 1b
is then 3 dB better in total received power than the
dual frequency (2F) diversity of Fig. 1a because the total
transmit power is the same but the 2S system receives on
two antennas.

A 2S/2F quadruple diversity can be achieved with
a combination of frequency and space as shown
in Fig. 2a. Under certain conditions [6] a savings of
two frequency channels per path can be achieved
by replacing the frequency channels with orthogonal
polarizations. This configuration can be denoted as
quadruple space (4S) because there are four separate
space diversity paths. The decorrelation of these paths
is due to their spatial separation through the scattering
common volume. This configuration is also called dual
space/dual polarization (2S/2P) although the polarization
serves only to separate the signals to each antenna for
receiver processing. Generally polarization diversity with
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Figure 2. (a) Quadruple space/frequency (2S/2F) diversity and
(b) quadruple space (4S) diversity (D = duplexer).

the same spatial path, e.g., a 2P system with one antenna
at each terminal, does not realize sufficient decorrelation
to provide a diversity effect.

The antenna spacing in space diversity systems is more
conveniently accomplished in the horizontal direction
and a separation of 100 wavelengths provides good
decorrelation [6] and is widely adopted.

3.2. Angle Diversity

Redundant and decorrelated paths can be realized with
multiple beams produced at either the transmitter
or receiver antenna. Beams can be separated either
horizontally or vertically. The antenna beams can be
produced by replacing the feedhorn at the focal point of a
parabolic reflector with a multiple feedhorn structure. This
method is normally accomplished at the receiver because
transmit diversity requires either extra power amplifiers
or a division of the available transmitter power.

The selection of a horizontal or vertical displacement of
beams depends on the beam correlation for these axes.
Beam correlation is inversely related to the common
volume power density width on that axis. Horizontally
the common volume ‘‘size’’ is limited to approximately
the beamwidth. In the vertical dimension the common
volume ‘‘size’’ extends beyond the beamwidth limit with a
scattering angle dependence of θ−11/3, where θ is generally
larger than the beamwidth. Thus the beam correlation
for conventional narrowbeam antennas is smaller in
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Figure 3. Dual-space/dual-angle (2S/2A) diversity.

the vertical direction. An experimental angle diversity
system [7] at 5 GHz used a two-beam vertical splay with
a feedhorn design that produced a beam separation or
‘‘squint angle’’ of approximately 1.3 beamwidths compared
to a theoretical optimum of about 1 beamwidth. The loss in
performance in this experimental study with the slightly
larger squint angle was determined to be between 0.1
and 0.4 dB. The configuration of the experimental dual-
space/dual-angle (2S/2A) system is shown in Fig. 3.

A major advantage of angle diversity is that it can be
used to replace frequency diversity in a 2S/2F system
to produce a 2S/2A system that saves two frequency
channels per path and results in better performance. In
a vertical dual-angle system, there is a performance loss
of approximately one-half the decibel value of the loss
associated with the larger scattering angle of the elevated
beam and a small loss because of beam correlation.
These combined losses in angle diversity are generally
less than the 3 dB received power advantage relative
to frequency diversity. Troposcatter systems require two
power amplifiers for equipment redundancy, but in angle
diversity they operate in the same frequency band (see
Fig. 3), producing a potential received power 3 dB larger
than frequency diversity at each diversity receiver. In
addition to this short-term advantage, the 2S/2A system
is superior to the 2S/2F system because long-term
variations are decorrelated in the two antenna beams; thus
troposcatter systems should have adaptively compensated
takeoff angles. The experimental results reported [7,23]
confirm both the short- and long-term advantages of the
angle diversity system.

4. TRANSMISSION PARAMETER PREDICTION

Troposcatter propagation is possible in the frequency
range from a lower limit determined by antenna size of a
few hundred megahertz (MHz) up to about 10,000 MHz
where water vapor losses become excessive. Practical
link distances range from 50 to 500 km and channel
capacities are typically 60–120 telephone channels in
analog systems and up to about 12 Mbps in digital systems.

These systems must cope with long-term (hourly) and
short-term (seconds) variations in received signal strength
and multiple paths between the transmitter and receiver
that produce self-interference. Predictions of transmission
loss and multipath characteristics are essential in the
communication link design.

4.1. Transmission Loss

Comprehensive methods for predicting cumulative
probability distributions of transmission path loss as a
function of radiofrequency and distance over any type of
terrain and in different climate regions were produced by
the Comite Consultatif International Radio (CCIR) [9] and
in the United States by the National Bureau of Standards
(NBS) [10]. The detailed point-to-point predictions depend
on propagation path geometry, atmospheric refractivity
near the center of the earth, and specified characteristics
of antenna directivity.

Path loss can be broken into two major components:
(1) a basic transmission loss for a system with hypothetical
loss-free isotropic antennas and (2) an antenna gain loss
that accounts for the reduction in the illuminated portion
of the scattering common volume when the beamwidth
is reduced. The basic transmission loss depends on the
radio frequency, the distance, and the scattering angle
between the centerlines of the transit and receive beams at
their intersection in the scattering region. The scattering
angle, θ , depends on the pathlength d and the transmit
and receive elevation angles, θet and θer, respectively. For
θd < 2, the scattering angle can be approximated by

θ = d
a
+ θet + θer

where a = kR is the effective earth radius to account for
bending due to a decrease in refractive index with height.
Typical troposcatter calculations multiply the earth radius
R by a factor of k that is 4

3 [5].
Except for the small correction factors, the NBS

method [10] computes the basic transmission loss in dB as

Lbsr = 30 log f − 20 log d+ F(θd)

where the frequency is in MHz, the path distance is in
kilometers, and F is an empirical attenuation function that
depends on surface refractivity Ns. The surface refractivity
at a height h km above sea level is related to the refractive
index n0 at sea level by

Ns = (n0 − 1)× 106 × e−0.1057h

The attenuation function is provided graphically in Fig. 9.1
in Ref. 10 for various values of Ns. At a nominal value Ns =
301, this function can be approximated for 0.017θd ≤ 10 by

F(θd) = 30 log(θd)+ 0.332θd+ 135.82

The loss associated with the scattering process can be
appreciated by a comparison with free space loss:

LFS = 32.446+ 20 log f + 20 log d
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Thus at 1000 MHz and 200 km the free-space loss is
138.5 dB, whereas the corresponding troposcatter loss
with a nominal scattering angle of 0.01 rad is 188.8 dB.
This additional 50 dB loss has to be overcome with large
antennas and power amplifiers.

The second component of troposcatter transmission
loss, antenna gain loss, occurs with high-gain antennas.
An increase in gain increases the illumination in the
scattering common volume proportionally to the square of
the beamwidth, but the number of illuminated scatterers
in the common volume of beam intersection decreases as
the cube of the beamwidth so there is an overall antenna
gain loss proportional to the beamwidth. For antenna
gains less than 55 dB and for gains that are not very
different for the two antennas, the antenna gain loss in
dB can be expressed as [5]

	g = 0.07 exp{0.055(Gt +Gr)}

where Gt and Gr are the free-space antenna gains in
decibels (dB) of the transmitter and receiver, respectively.
A more exact calculation of gain loss can be obtained by
numerical integration of the scattering common volume
defined by the antenna pattern distribution. Parl [11]
has developed closed-form results for the path loss and
its component antenna gain loss that agree well with
the numerical integration results. Antenna gain loss is
also called aperture-to-medium coupling loss and was the
subject of numerous analyses [e.g., 12,13].

4.2. Variability

The transmission loss calculation for a troposcatter
communication link provides a prediction of the median
value over a measurement period that might be months
or a year. Within that measurement period the received
signal will undergo variations due to changes in
the troposphere meteorologic conditions. Slow changes
in temperature and humidity result in corresponding
variations in refractive index that can be represented
by hourly median values during the measurement period.
The distribution of these hourly medians expressed in a
dB measure has been found to be approximately Gaussian.
The prediction of transmission loss corresponds to the
median of this distribution and the standard deviation in
dB completes the statistical definition of this long-term
variation.

In the NBS method the prediction of the long-
term variation is accomplished from a set of empirical
curves [14] of variability V(ρ, θ) in dB as a function of
the scatter angle θ and the link availability that the
transmission median loss is not exceeded ρ% of the time.
For example, at ρ = 99.9% the standard deviation of the
Gaussian variability distribution is V/3.1.

It was recognized by system designers that the
prediction of the transmission loss is subject to
uncertainty. This uncertainty was expressed as a variance
σ 2

c (ρ) dependent on the link availability ρ. The system
would be designed with a service probability F(τ ), where
τ is the standard normal deviate and the predicted
transmission loss would be increased by τσc(ρ). Empirical

curves for the prediction uncertainty σc(ρ) are given in
Ref. 14.

There is also a variation within the hour due to changes
in the pathlengths associated with individual scatterers
in the common volume of the intersection of the antenna
beams. This short term fading of the received signal
envelope is due to multipath and has been found to follow a
Rayleigh distribution. The system designer will normally
require an hourly median value of transmission loss that
includes a fade margin to ensure satisfactory performance
under short term Rayleigh fading conditions. The Rayleigh
distribution was defined and fade margins are discussed
in Section 2.

4.3. Multipath Dispersion

The delay difference between the shortest and longest
paths from the transmitter to receiver through the
scattering common volume is the delay dispersion. In
an analog system, telephone channels are at different
frequencies in the composite transmitted signal. A
delay difference might produce additive interference
for one channel and subtractive interference for
another channel. This type of interference and the
nonlinear demodulation of frequency modulation produces
intermodulation distortion in analog systems.

In a digital system, delay dispersion will
cause interference between adjacent symbols, namely,
intersymbol interference (ISI). If this ISI is not taken
into account by the digital demodulation process, serious
performance degradation will result. Adaptive receivers
exploit this multipath phenomenon as a form of signal
transmission redundancy; that is, the same transmitted
information is associated with multiple delay paths.

The basic prediction method for delay dispersion is
to calculate the path distances and their corresponding
delay through the common volume. Sunde [15] uses an
approximate formula to obtain the maximum departure
from the mean transmission delay. Sunde also used this
result to predict intermodulation distortion in analog
systems [16].

In a channel model developed by Bello [17], a one-
dimensional approximation to the common volume was
used to derive estimates of the root-mean-square (RMS)
value of multiple delay spread. Multipath measurements
by Sherwood and Suyemoto [18] found two-sided RMS
multipath spread, 2σ , to be considerably wider than
predicted by the Bello model. They also observed
considerable variation in measured 2σ values but no
significant correlation with variables such as path loss,
surface refractivity, and effective earth radius. Collin [19]
measured the cumulative distribution of the 2σ multipath
spread and approximated the distribution by a lognormal
law. From these empirical data, 99% 2σ values were
predicted and compared favorably with data on 0.9- and
4.8-GHz links.

Multipath spread variation has two major causes:
changes in the effective earth radius and layering due to
turbulence that modify the refractive index height profile
within the scattering common volume. In the absence
of empirical data on this height profile, a worst-case
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maximum delay spread τ can be calculated [20] as

τ = d(αt1αt0 − αr1αr0)

where d is the pathlength, c is the speed of light, and
αt1, αt0(αr1, αr0) are the maximum and minimum takeoff
angles at the transmitter (receiver) measured from the
straight line bisecting the transmitter and receiver to
the lowest and highest points in the scattering volume,
respectively. The worst-case multipath spread can be
used to ensure that intermodulation noise does not limit
capacity in an analog system and that adaptive systems
are sufficiently robust in digital systems. For predicting
nominal performance the yearly median 2σ value can be
calculated [20] by three-dimensional integration for a fixed
refractive index within the scattering common volume.

5. ANALOG SYSTEM PERFORMANCE

In an analog troposcatter link typically 60–120 4-kHz
telephone channels are frequency division multiplexed to
provide a baseband signal that is subsequently frequency
modulated. Link performance can be determined by
computing the median value of the voice channel signal-to-
noise ratio (SNR) or an outage probability representing the
fraction of time the SNR is below a critical threshold. The
latter criterion is more meaningful in typical applications
where the telephone call includes multiple troposcatter
links. For small outage probabilities, the network outage
probability is simply the sum of the link probabilities.

An analysis adapted from Ref. 21 is presented here for
analog systems that include the effects of both signal-level
variations and multipath delay distortion. The measure
of performance selected is the signal-to-noise ratio r in
a voice channel. The noise is defined to include the
effects of thermal noise due to signal level variations
and intermodulation (IM) noise due to multipath delay
variations. The short-term probability is

P(C, S) = prob(r < rc) (1)

where rc is a critical value of r, the voice channel SNR, C
is the average received unmodulated carrier power, and S
is the 2σ multipath delay spread.

The effects of thermal noise and path intermodulation
disturbance add on a noise power basis, so that we have

r = (x−1 + y−1)−1 (2)

where x is the signal-to-thermal noise ratio and y is the
signal-to-path IM ratio.

5.1. Thermal Noise Effects

The signal-to-thermal noise ratio has a mean value x from
FM theory [22]:

x = C
N0B

(
fd

f1

)2 B
N

gp,
C

N0B
> TFM (3)

where B is the IF bandwidth, fd is the RMS deviation of
the voice channel signal, f1 is the frequency location of

the voice channel in the multiplex format, b is the voice
channel bandwidth, and gp is the preemphasis factor for
the voice channel location. Equation (3) is valid provided
the carrier-to-noise ratio CNR = C/N0B is greater than the
FM threshold, TFM. With threshold extension TFM occurs
at a CNR value of about 7 dB. Below FM threshold the
signal-to-noise ratio drops rapidly with CNR. The random
variable x can then be approximated by a piece-wise linear
function of CNR in dB. For a general demodulator, we
define

x = g(C) =




g1(C)
C

N0B
≥ TFM

g2(C)
C

N0B
≺ TFM

(4)

where C is the instantaneous carrier power and C is its
short-term mean. The linear functions g1 is given by Eq. (3)
and g2 is obtained from FM demodulator characteristics
below threshold.

Since C is a short-term random variable, so is the
signal-to-thermal noise ratio x. With optimum combining,
C has a gamma PDF of order D, where D is the number
of diversities. The probability distribution for C, that
is, the probability that the carrier power after diversity
combining is less than C, is given by

FC(C) = e−DC/C
∞∑

I=D

(DC/C)I

I!
(5)

When path IM is negligible, the outage probability can be
computed from knowledge of FC(A) by

P(C, O) = FC(g−1(rc)) (6)

where g−1(x) is the inverse relation defined by (4).

5.2. Path Intermodulation Effects

In general the analysis becomes much more difficult when
multipath delay effects have to be considered. Multipath
delay variations result in an intermodulation noise when
the distorted signal passes through the FM discriminator
of an analog system. The performance due to this effect
is summarized in a signal-to-intermodulation noise ratio
(SINR). One commonly used approach for calculating the
median SINR ratio is due to Sunde [16]. His results are
expressed in terms of the noise power ratio (NPR) [2].
When this ratio is converted to voice channel signal-to-
interference ratio, the result for the SINR ratio is

y(	) =
(

fd

B

)2 f1

b
1

GH(γ )
(7)

where B is the baseband bandwidth, G is the preemphasis
factor, and H(γ ) is the degradation due to phase distortion
γ . The preemphasis factor used by Sunde was G = 0.192.
The phase distortion γ is a function of the baseband RMS
deviation Fr and a delay departure 	 from the mean
transmission delay:

γ = 8F2
r 	

2 (8)
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In Sunde’s original work the function H(γ ) is proportional
to γ 2 (i.e., 	4) for small phase distortion values. The
saturation effect is due to the use of only the quadratic
phase distortion term and omission of higher-order terms.
Since for large phase distortion, the multipath effect in
an FM system should be proportional to the multipath
power, it is more reasonable to have H(γ ) asymptotically
be proportional to γ (i.e., 	2). This leads to a modified
version for the phase distortion function of the form

H(γ ) =
{

γ 2 γ < 1
2

1
2 γ γ > 1

2

(9)

This function is identical to Sunde’s below γ = 1
2 and is

approximately tangent to the saturation portion around
γ = 1. Equations (7) and (9) thus allow one to compute the
SINR value in terms of a multipath delay 	 and the FM
system parameters. Unfortunately, little is known about
the short-term distribution of 	 for which S is a statistic.

In Ref. 21 a short-term model is proposed that treats 	

as a random variable and the probability distribution F	 is
derived as an implicit function of the multipath spread S.

The short-term outage probability due to path
intermodulation effects alone can then be found from this
multipath delay distribution and the relation between
signal-to-interference ratio y(d) as a function of delay by
Eqs. (7) and (8). The outage probability for path IM alone is

P(∞, S) = F	(	(rc)) (10)

where 	(y) is the inverse relation to Eq. (7) for delay in
terms of SINR ratio.

5.3. Combined Thermal Noise and Path IM Effects

Given the probability distributions for the signal-to-
thermal noise ratio x and the signal-to-intermodulation
noise ratio y, it is a straightforward but tedious task
to compute the probability distribution of the total SNR
[Eq. (2)] for independent x and y values. The result is

p(C, S) = prob(r < rc)

=
∫ rc

0
dFc(g−1(x))

∫ (r−1
c −x−1)−1

0
dF	(	(y)) (11)

In most cases however the outage probability is
dominated by one effect or the other. Thus, a reasonable
approximation is to use

p(C, S)
.= p(C, O)+ p(∞, S) (12)

as the short-term outage probability.
Empirical evidence [10,19] suggests that the long-term

fluctuations in C and S can be described by a lognormal
density function. Also the joint process appears to be
sufficiently decorrelated that performance estimates can
assume independence in terms of the means and standard
deviation of C and S. Estimates of these parameters for C
can be obtained in Ref. 10 and for S in Refs. 17–19.

6. DIGITAL SYSTEMS

The multipath delay spread limits the channel capacity
that can be achieved in analog systems. Only transmission
bandwidths less than the reciprocal of this multipath
delay spread can be achieved. Signals of larger bandwidths
become distorted due to the multipath dispersion. In FM
systems this dispersion causes intermodulation noise after
detection.

With digital signal formats, adaptive methods can be
used to measure the multipath structure and exploit it as
an extra form of diversity to improve performance. Unlike
the capacity of analog systems, the capacity of digital
systems is not restricted by the multipath delay spread.
From a network viewpoint, fades in tandem digital links
do not have a cumulative effect because the signal can be
regenerated at each node.

Adaptive troposcatter systems have been demonstrated
that are efficiently able to detect digital signals perturbed
by a fading channel medium while tracking the fading
variations. Applicability of adaptive signal processing
techniques is critically dependent on whether the rate
of fading is slower than the rate of signaling. As discussed
below, troposcatter radio links can be considered to be
slow-fading multipath channels.

6.1. Slow-Fading Multipath Channels

For digital communication over troposcatter radio links, an
attempt is made to maintain transmission linearity; thus
the receiver output should be a linear superposition of the
transmitter input plus channel noise. This is accomplished
by operation of the power amplifier in a linear region
or, with saturating power amplifiers, by using constant-
envelope modulation techniques. For linear systems,
multipath fading can be characterized by a transfer
function of the channel H (f ; t) that is the frequency domain
response at a carrier of 0 Hz as a function of time t. Let
td and fd be the decorrelation separations in the time and
frequency variables, respectively. If td is a measure of the
time decorrelation in seconds, then

σt = 1
2πtd

Hz

is a measure of the fading rate or bandwidth of the
random channel. The quantity σt is often referred to
as the Doppler spread because it is a measure of the
width of the received spectrum when a single sine wave
is transmitted through the channel. The dual relationship
for the frequency decorrelation fd in hertz suggests that a
delay variable

σf = 1
2π fd

s

(in seconds) defines the extent of the multipath delay. The
quantity σf is approximately equal to the RMS multipath
delay spread � that represents the RMS width of the
received process in the time domain when a single impulse
function is transmitted through the channel.

Typical values of Doppler and delay spread for
troposcatter communication are around 1 Hz and 100 ns,
respectively.
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The spreads can be defined as moments of spectra in
a channel model [24] that assumes wide-sense stationary
(WSS) in the time variable and uncorrelated scattering
(US) in the multipath delay variable. This WSSUS model
and the assumption of Gaussian statistics for H(f ; t)
provide a statistical description in terms of a single two-
dimensional correlation function of the random process
H(f ; t).

This characterization has been quite useful and
accurate for a variety of radio link applications. However
the stationary and Gaussian assumptions are not
necessary for the utilization of adaptive signal processing
techniques on these channels. What is necessary is
first that sufficient time exists to ‘‘learn’’ the channel
characteristics before they change, and second, that
decorrelated portions of the frequency band be excited such
that a diversity effect can be realized. These conditions are
reflected in the following two relationships in terms of the
previously defined channel factors, the data rate R and
the bandwidth B.

R (bps) � σt(Hz) learning requirement

B (Hz) ≥ fd(Hz) diversity requirement

The learning requirement insures that the channel
remains approximately fixed for an interval containing
many received bits. The energy in these received
bits provides a basis for measurement of the channel
characteristics. If R ∼ σt, the channel would change before
significant energy for measurement purposes could be
collected. The signal processing techniques in an adaptive
receiver do not necessarily need to measure the channel
directly in the optimization of the receiver, but the
requirements on learning are approximately the same. If
only information symbols are used in the sounding signal,
the learning mode is referred to as decision-directed. When
digital symbols known to both the transmitter and receiver
are employed, the learning mode is called reference-
directed. Adaptation of troposcatter receivers with no
wasted power for sounding signals can be accomplished
using the decision-directed mode. This is possible because
of the small number of adaptation parameters, the
continuous nature of the communication, and the high
likelihood that receiver decisions are correct.

As described in Section 2, diversity in fading
applications is used to provide redundant communications
channels so that when some of the channels fade,
communication will still be possible over the others that
are not in fade. These diversity techniques are sometimes
called explicit diversity because of their externally visible
nature. An alternate form of diversity is termed implicit
diversity because the channel itself provides redundancy.
In order to capitalize on this implicit diversity for added
protection, receiver techniques have to be employed to
correctly assess and combine the redundant information.
The potential for implicit frequency diversity arises
because different parts of the frequency band fade
independently. Thus, while one section of the band may
be in a deep fade, the remainder can be used for reliable
communication. However, if the transmitted bandwidth B
is small compared to the frequency decorrelation interval

fd, the entire band will fade and no implicit diversity
can result. Thus, the second requirement B ≥ fd must
be met if an implicit diversity gain is to be realized. In
diversity systems a little decorrelation between alternative
signal paths can provide significant diversity gain. Thus
it is not necessary for B � fd in order to realize implicit
frequency diversity gain, although the implicit diversity
gain clearly increases with the ratio B/fd. Note that the
condition R � B ≥ fd does not preclude the use of implicit
diversity because a bandwidth expansion technique can be
used in the modulation process to spread the transmitted
information over the available bandwidth B. Most digital
troposcatter applications, however, are high-rate where R
and B are about the same.

The implicit diversity effect described here results from
decorrelation in the frequency domain in a slow-fading
(R � σt) application. This implicit frequency diversity can
in some circumstances be supplemented by an implicit
time diversity effect, which results from decorrelation
in the time domain. In fast-fading applications (R > σt)
redundant symbols in an error-correcting coding scheme
can be used to provide time diversity provided the
codeword spans more than one fade epoch. In our slow-
fading application this condition of spanning the fade
epoch can be realized by interleaving the codewords to
provide large time gaps between successive symbols in a
particular codeword. The interleaving process requires
the introduction of signal delay longer than the time
decorrelation separation td. Methods of realizing implicit
diversity gain with decoding delays as short as 1

4
second have been studied [25]. However in many practical
applications that require transmission of digitized speech
over multiple troposcatter links, the required time delay is
unsatisfactorily long for two-way speech communication.
For this reason implicit frequency rather than time
diversity techniques are used in existing systems. The
receiver structures to be discussed next are applicable
to situations where implicit frequency diversity can be
realized.

6.2. Digital Receivers

When the transmitted symbol rate is on the order of
the frequency decorrelation interval of the channel, the
frequencies in the transmitted pulse will undergo different
gain and phase variations resulting in reception of a
distorted pulse.

Although there may have been no intersymbol
interference (ISI) at the transmitter, the pulse distortion
from the channel medium will cause interference between
adjacent samples of the received signal. In the time
domain, ISI can be viewed as a smearing of the transmitted
pulse by the multipath causing overlap between successive
pulses. The condition for ISI can be expressed in the
frequency domain as

T−1(Hz) ≥ fd(Hz)

or in terms of RMS multipath delay spread as

T(seconds) ≤ 2πσ (seconds)
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Bandwidth limitations and SNR efficiency in the presence
of multipath fading make quadrature phase shift keying
(QPSK) a common choice for modulation. Since the
bandwidth of a QPSK signal is at least on the order of
the symbol rate T−1 Hz, there is no need for bandwidth
expansion under ISI conditions in order to provide signal
occupancy of decorrelated portions of the frequency band
for implicit diversity. However, it is not obvious whether
the presence of the intersymbol interference can wipe
out the available implicit diversity gain. It has been
established that adaptive receivers can be used that
cope with the intersymbol interference and in most cases
wind up with a net implicit diversity gain. These receiver
structures fall into three general classes: matched filters,
equalizers, and maximum likelihood detectors.

6.2.1. Matched Filters. A matched filter has
characteristics that ‘‘match’’ the characteristics of the
combined transmitter and channel. If the combined
frequency response is denoted H(f ), the matched filter
is H∗(f ). In the time domain the combined impulse
response can be denoted as h(t). The matched filter impulse
response is an inverted and conjugated response: h∗(−t).
The matched filter can also be realized by correlating the
received signal with the combined impulse response. Since
the channel part of the combined response is changing
and unknown to the receiver, adaptation is required.
Also the process of matched filtering increases the total
impulse response thus increasing intersymbol interference
(ISI) effects. A reduction in the ISI can be realized by
transmitting a shorter pulse and leaving a time gap before
the next pulse begins.

Figure 4 illustrates an adaptive matched filter based
on these principles. Data modulation is stripped from
the received signal by multiplying by previous decisions.
The resulting received pulse is then averaged in a
recirculating delay line to produce an estimate of h(t).
This channel estimate is correlated with the received
signal to complete the matched filter operation. The

Previous
decisions

Σ

k < 1

Received
signal
input

Delay
T

Adaptive
matched
filter
output

Channel
estimate

∗ ∗

Figure 4. Adaptive matched filter for QPSK system.

adaptive matched filter shown in Fig. 4 will degrade when
there is intersymbol interference between received pulses
because the averaging process would add overlapped
pulses incoherently. When the multipath spread is less
than the symbol interval, this condition can be alleviated
by transmitting a time-gated pulse whose OFF time is
approximately equal to the width of the channel multipath.
The multipath causes the gated transmitted pulse to
be smeared out over the entire symbol duration but
with little or no intersymbol interference. Because the
multipath components are adaptively combined an implicit
diversity [26] effect is obtained. In a configuration with
both explicit and implicit diversity, moderate intersymbol
interference can be tolerated because the diversity
combining adds signal components coherently and ISI
components incoherently.

Because the OFF time of the pulse cannot exceed
100%, this approach is clearly data-rate-limited for fixed
multipath conditions. In addition, the time gating at the
transmitter results in an increased bandwidth that may be
undesirable in a bandwidth-limited application. The power
loss in peak power limited transmitters due to time gating
can be partially offset by using two carrier frequencies
with independent data modulation [27]. This technique
was successfully developed by Raytheon for use in the
U.S. Air Force tactical troposcatter system, AN/TRC-170.
In this system a V2 model provides a 2S/2F diversity
configuration with traffic capability of up to 120 voice
channels and a range between 60 and 140 mi. A smaller V3
model uses a dual-frequency configuration. The AN/TRC-
170 has hundreds of units in the U.S. military inventory,
it has been sold to other countries, and it continues to be
used in tactical military applications.

6.2.2. Adaptive Equalizers. Adaptive equalizers use
linear filter subsystems with electronically adjustable
parameters that are controlled in an attempt to combine
multipath components and compensate for intersymbol
interference. Tapped delay-line filters are a common
choice for the equalizer structure as the tap weights
provide a convenient adjustable parameter set. Adaptive
equalizers have been widely employed in telephone
channel applications [28] to reduce ISI effects due
to channel filtering. In a fading multipath channel
application, the equalizer can provide three functions
simultaneously: noise filtering, matched filtering for
explicit and implicit diversity, and removal of ISI.
These functions are accomplished by adapting a tapped
delay-line filter (TDF) to force an error measure to a
minimum. By designing the error measure to include the
degradation due to correlated noise, ISI, filtering, and
improper diversity combining, the TDF will minimize their
combined effects.

A linear equalizer (LE) is defined as an equalizer that
linearly filters each of the N explicit diversity inputs. An
improvement to the LE is realized when an additional
filtering is performed on the detected data decisions.
Because it uses decisions in a feedback scheme, this
equalizer is known as a decision-feedback equalizer (DFE).

The operation of a matched filter receiver, an LE, and
a DFE can be compared from examination of the received
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Figure 5. Received pulse sequence.

pulsetrain example of Fig. 5. The binary modulated pulses
have been smeared by the channel medium producing
pulse distortion and interference from adjacent pulses.
Conventional detection without multipath protection
would integrate the process over a symbol period and
decide whether a +1 was transmitted if the integrated
voltage is positive and −1 if the voltage is negative.
The pulse distortion reduces the margin against noise
in that integration process. A matched filter correlates the
received waveform with the received pulse replica, thus
increasing the noise margin. The intersymbol interference
arises from both future and past pulses in these radio
systems since the multipath contributors near the mean
path delay normally have the greatest strength. This ISI
can be compensated for in a linear equalizer by using
properly weighted time-shifted versions of the received
signal to cancel future and past interferers. The DFE uses
time-shifted versions of the received signal only to reduce
the future ISI. The past ISI is canceled by filtering past
detected symbols to produce the correct ISI voltage from
these interferers. The matched filtering property in both
the LE and DFE is realized by spacing the taps on the
received signal TDFs at intervals smaller than the symbol
period.

The DFE is shown in Fig. 6 for the Nth-order explicit
diversity system. A forward filter (FF) TDF is used

for each diversity branch to reduce correlated noise
effects, provide matched filtering and proper weighting for
explicit diversity combining, and reduce ISI effects. After
diversity combining, demodulation, and detection, the data
decisions are filtered by a backward filter TDF to eliminate
intersymbol interference from previous pulses. Because
the backward filter compensates for this ‘‘past’’ ISI, the
forward filter need only compensate for ‘‘future’’ ISI.

A decision-directed error signal for adaptation of the
DFE is shown as the difference between the detector input
and output. Qualitatively one can see that if the DFE is
well adapted, this error signal should be small. Reference-
directed adaptation can be accomplished by multiplexing
a known bit pattern into the message stream for periodic
adaptation.

When error propagation due to detector errors is
ignored, the DFE has the same or smaller mean-
square error than the LE for all channels [29]. The
error propagation mechanism has been examined by a
Markov chain analysis [30] and shown to be negligible
in practical fading applications. Also in an Nth-order
diversity application, the total number of TDF taps is
generally less for the DFE than for the LE. This follows
because the former uses only one backward filter after
combining of the diversity channels in the forward filter.

The performance of a DFE on a fading channel can
be predicted [31] using a transformation technique that
converts implicit diversity into explicit diversity and treats
the ISI effects as a Gaussian interferer. An example of this
calculation for a quadruple diversity system with 2σ/T = 0
and 0.5 is given in Ref. 32. The average probability of error
is poorest when there is no multipath spread because
there is no implicit diversity. The performance difference
between a three-tap (3T) forward filter and an ideal
matched filter was also shown to be less than a dB. Thus
with moderate 2σ/T values the DFE performance is close
to optimum.
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Figure 6. Decision-feedback equalizer, Nth-order diversity.
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A DFE modem was developed [33] with data rates up
to 12.5 Mbps for application on troposcatter channels with
up to four orders of diversity. This DFE modem uses only
a three-tap forward filter TDF and a three-tap backward
filter TDF. Extensive simulator and field tests [31,33,34]
have shown that implicit diversity gain is realized over
a wide range of actual conditions while ISI effects are
mostly eliminated. Figure 7, reproduced from Fig. 6.5 of
Ref. 34, summarizes simulated performance as a function
of 2σ multipath spread and signal-to-noise ratio. The
improvement in bit error rate when 2σ /T increases from
zero is due to implicit diversity. For larger values of 2σ /T
approaching 2, the ISI begins to dominate the implicit
diversity effect. Measured results agree well with the
predicted performance from Ref. 31.

An 8-Mbps version of the DFE modem is produced
commercially by Comtech Systems Inc., Orlando FL
and has been incorporated in both military and civilian
tropospheric scatter radio systems. Applications of the
latter include ocean oil platforms and a backbone angle
diversity system between islands in the Bahamas for
cellular telephone service.

6.2.3. Maximum-Likelihood Detectors. The DFE is not
optimum for all channels with respect to bit error
probability. By considering intersymbol interference as a
conventional code defined on the real line (or complex line
for bandpass channels), maximum-likelihood sequence
estimation algorithms have been derived [35,36] for the
linear modulation channel. These algorithms provide a
decoding procedure for receiver decisions that minimize
the probability of sequence error. A maximum-likelihood

sequence estimator (MLSE) receiver requires matched
filters for each diversity channel and a combiner. After
these filtering and combining operations, a trellis decoding
technique is used to find the most likely transmitted
sequence.

The MLSE algorithm works by assigning a state for
each intersymbol interference combination. Because of the
one-to-one correspondence between the states and the ISI,
the maximum-likelihood source sequence can be found by
determining the trajectory of states.

If some immediate state is known to be on the optimum
path, then the maximum-likelihood path originating from
that state and ending in the final state will be identical to
the optimal path. If at time n, each of the states has
associated with it a maximum likelihood path ending
in that state, it follows that sufficiently far in the past
history will not depend on the specific final state to which
it belongs. The common path history is the maximum-
likelihood state trajectory [36].

Since the number of ISI combinations and thus the
number of states is an exponential function of the
multipath spread, the MLSE algorithm has complexity
that grows exponentially with multipath spread. The
equalizer structure exhibits a linear growth with
multipath spread. In return for additional complexity,
the MLSE receiver results in a smaller (sometimes
zero) intersymbol interference penalty for channels with
isolated and deep frequency selective fades. However in
many applications where high orders of diversity are
employed, these deep selective frequency fades do not
occur frequently enough to significantly affect the average
error probability [33]. Partly for these reasons the MLSE
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technique for troposcatter applications never advanced
beyond the experimental model phase.

7. PRESENT APPLICATIONS OF TROPOSCATTER SYSTEMS

Satellite and cable systems can better provide for large
traffic capacities or generally high data rates. However,
for links with total data rate of about 10 Mbps, the fixed
cost of a digital troposcatter system–satellite transponder
lease cost compares favorably enough that troposcatter
systems continue to be implemented. Ocean oil platforms
and backbone systems for cellular telephone service have
been cited here as examples. The utility of troposcatter
systems in a tactical military application is also still in
evidence. One also notes applications in smaller countries
that do not have the technology or finances to implement
their own satellite system and are reluctant to lease
satellite services that could be monitored or terminated for
political reasons. Finally there are applications in disaster
relief and in data internet services to remote locations.
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1. INTRODUCTION

Turbo codes are error-correcting codes that are able
to perform in conditions close to the theoretical limits
predicted by C. E. Shannon [1]. They were presented to
the scientific community in 1993 [2] and at first aroused
a certain amount of skepticism, because it was believed
at that time that reconciling theory and practice in the
matter of channel coding and spectral efficiency would be
a longer-term task. In addition, the concepts involved in
Turbo coding and decoding, although not revolutionary,
were not very familiar to most people in the field. The
invention of Turbo codes was the result of a pragmatic
construction conducted by C. Berrou and A. Glavieux,
based on the intuitions of some European researchers, G.
Battail, J. Hagenauer, and P. Hoeher, who in the late
1980s aroused the interest of probabilistic processing in
digital communication receivers [3–6]. Previously other
researchers, mainly R. Gallager [7] and M. Tanner [8],
had already imagined coding and decoding techniques

whose general principles are closely related to those of
Turbo codes. Since 1993, Turbo codes have been widely
studied, and adopted in several communication systems,
and the inherent concepts of the ‘‘Turbo’’ principle have
been applied to topics other than error-correcting coding,
such as demodulation, detection and multidetection, and
equalization.

This article is organized as follows. The next section
gives a practical point of view concerning the search for
good codes. Sections 3 and 4 are devoted to the building
block in Turbo code structure: the Recursive Systematic
Convolutional code. Sections 5 and 6 deal with code
construction and the permutation issue, and Section 7
presents the Turbo decoding algorithm. Finally, some
applications and examples of performance are given.

2. WHAT IS A GOOD ERROR-CORRECTING CODE?

Figure 1 represents, as well as performance without
coding, three possible behaviors for an error-correcting
coding scheme on an additive white Gaussian noise
(AWGN) channel with BPSK or QPSK modulation and
rate- 1

2 coding. To be concrete, the information block is
assumed to be around 188 bytes (MPEG application). The
error probability Pe of the ‘‘no coding’’ performance is
given by the complementary error function, as a function
of Eb/N0, where Eb is the energy per information bit and
N0 is the monolateral noise density:

Pe = 1
2

erfc



√

Eb

N0


 ; erfc(x) = 2√

π

∫ ∞

x
exp(−u2) du (1)

Behavior 1 (in Fig. 1) corresponds to the ideal Shannon
system, with the theoretical limit around 0.8 dB, estimated
from the report by Dolinar et al. [9]. It assumes random
coding and that the minimum distance dmin, deducted from
the Gilbert–Varshamov bound [10], would be around 380.
The theoretical asymptotic gain, approximated by

Ga ≈ 10 log(Rdmin) (2)

would then be higher than 22 dB.
Behavior 2 has good convergence and low dmin. This is,

for instance, what is obtained with Turbo coding when
the permutation function is not properly designed. Good
convergence means that the bit error rate (BER) decreases
noticeably, close to the theoretical limit, and low dmin

brings about a severe change in the slope, due to an
insufficient asymptotic gain. This gain is around 7.5 dB
in the example given, and is reached at medium BER
(≈10−7). Below that, the curve remains parallel to the ‘‘no
coding’’ one. A possible solution to overcome this flattening
involves using an outer code, like the Reed–Solomon (RS)
code, provided that the statistics of errors is suitable, at
the output of the inner decoder, which is not obvious with
Turbo codes.

Behavior 3 has poor convergence and high dmin. This is
representative of a decoding procedure that does not take
advantage of all the information available at the receiver
side. A typical example is the classical concatenation of
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Figure 1. Possible behaviors for a coding/decoding scheme.

an RS code and a simple convolutional code. Whereas the
minimum distance may be very large (but depending on
the interleaver depth between the outer and the inner
codes), the decoder is clearly suboptimal because the
convolutional inner decoder does not take advantage of
the RS redundant symbols.

The search for the perfect coding/decoding scheme has
always faced the ‘‘convergence versus dmin’’ dilemma.
Usually, improving one of either aspect, in some more
or less relevant way, weakens the other.

Turbo codes constituted a real breakthrough with
regard to the convergence problem. But it was only
several years later that, in addition to good convergence
properties, sufficient minimum distances were achieved,
which then led to powerful standalone channel coding. As
can again be observed from Fig. 1, minimum distances as
large as those given by random coding are not necessary.
Hence, dmin = 25 for a 188-byte block with rate 1

2 would
be sufficient to reach the theoretical limit at BER = 10−8,
instead of the value 380 given by random coding; dmin = 32
would be necessary at BER = 10−10.

To conclude, if a good code has to possess some random
properties in order to display the same convergence
threshold as random coding, its minimum distance may,
in practical cases, be much more reasonable.

3. RECURSIVE SYSTEMATIC CONVOLUTIONAL (RSC)
CODES

Pseudorandom generators are widely used in digi-
tal communications circuits for encrypting, scrambling,
randomizing, spreading, encoding, and other functions.
Figure 2 represents a pseudorandom generator, a scram-
bler, and an RSC encoder, all based on the same linear
feedback register (LFR) structure. The register length
is denoted ν, also called the code memory in the con-
text of coding, and the register state is the vector
S = (s1, . . . , sj, . . . , sν). An RSC code is completely defined
by two D polynomials with degree ν, where D is the delay

Pseudo random generator

Output

Scrambler

Output

Input

Output Y(D)
(redundant part)

Input
d(D)

Recursive systematic convolutional encoder

GX (D)

GY (D)

Output X(D) = d(D)
(systematic part)

s1 s2 sn

+

+

+

Figure 2. The same linear feedback register (LFR) structure is
used for different fundamental operations, such as pseudorandom
generation, scrambling, and encoding.

operator:

GX (D) = 1+
ν−1∑
j=1

G(j)
X D+Dν

GY (D) = 1+
ν−1∑
j=1

G(j)
Y D+Dν

(3)

where GX (D) and GY (D) are the recursivity and the
redundancy polynomials, respectively. G(j)

X (resp. G(j)
Y ) is

equal to 1 if the register tap at level j (1 ≤ j ≤ ν − 1) is
used in the construction of recursivity (resp. redundancy),
and 0 otherwise. GX(D) and GY(D) are generally defined
in octal forms. For instance, 1+D3 +D4 is referenced as
polynomial 23.
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In this section, we consider only the encoding of
semi-infinite-length information sequences, beginning at
discrete time i = 0 and never ending. In addition to the
systematic part of the output: X(D) = d(D), the encoder
yields redundancy Y(D), given by

Y(D) = GY (D)

GX (D)
d(D) (4)

Note that actual redundancy depends not only on the
message but also on the LFR initial state, because of the
recursivity of the encoder.

Thanks to the linearity property, the code
characteristics are expressed with respect to the ‘‘all
zero’’ sequence. In this case, any nonzero sequence
d(D), accompanied by redundancy Y(D), will represent
a possible error pattern for the coding/decoding system.
Relation (4) indicates that only a fraction of sequences
d(D), which are multiples of GX (D), lead to finite-length
redundancy. We call these particular sequences return-to-
zero (RTZ) sequences [11], because they force the encoder,
if initialized in state 0, to retrieve this state after the
encoding of d(D). In what follows, we will be interested
only in RTZ patterns, assuming that the decoder will never
decide in favor of a sequence whose distance from the ‘‘all
zero’’ sequence is infinite. The fraction of sequences d(D)

which are RTZ, is exactly

p(RTZ) = 2−ν (5)

because the encoder has 2ν possible states and an RTZ
sequence finishes systematically at state 0. Denoting
p(NRTZ) as the proportion of non-RTZ sequences
(p(NRTZ) = 1− p(RTZ)), we have

p(NRTZ)

p(RTZ)
= 2ν − 1 (6)

This is also the maximum possible value for the period L of
the pseudorandom generator from which the RSC encoder
is derived. This maximum value is obtained if GX(D) is a
prime polynomial.

The shortest RTZ sequence is GX(D) and any RTZ
sequence may be expressed as

RTZ(D) =
∞∑

i=0

aiDiGX (D) (7)

where ai takes value 0 or 1. The minimum number of ‘‘1’’s
belonging to a RTZ sequence is 2. This is because GX(D) is
a polynomial with at least two nonzero terms, and Eq. (5)
then guarantees that RTZ(D) also has at least two nonzero
terms. In general, the number of ‘‘1’’s in a particular
RTZ sequence is called the input weight, or simply the
weight, and is denoted w. We then have wmin = 2 for RSC
codes, and the RTZ sequences with weight 2 are of the
general form

RTZ2(D) = Dτ (1+DpL) (8)

where τ is the starting time, p any positive integer, and L
the period of the encoder.

RTZ sequences with weight 3 may either exist or
not, depending on the expression of GX(D). For instance,
symmetric forms of GX(D), like polynomial 37, which was
used in the first studies on Turbo coding [2], preclude odd
values for w. RTZ sequences with even weights always
exist, especially of the form

RTZ2l(D) =
l∑

j=1

Dτj (1+DpjL) (9)

that is, as a combination of l any weight 2 RTZ sequences.
This sort of composite RTZ sequence has to be considered
closely when trying to design good permutations for
Turbo codes.

RSC codes are decoded with the same trellis approach
as classical (nonrecursive, nonsystematic) convolutional
codes. The decoding relies either on the Viterbi
algorithm [12] for hard-output operation, or the maximum
a posteriori (MAP) algorithm, also called a posteriori
probability (APP) or BCJR from the names of its
inventors [13], or its simplified versions [14], for soft-
output computation, as required by Turbo decoding. The
Viterbi algorithm may also be adapted for soft-output
decoding purposes [4,5].

Compared with classical convolutional codes, RSC
codes offer better performance at low signal-to-noise ratio
and/or high coding rates. Figure 3 depicts a significant
experiment realized with RSC codes [15]. The MAP
algorithm was used to decode RSC codes for different
code rates and four increasing values of ν: 2, 4, 6 and
8, and the BER obtained by Monte Carlo simulation was
plotted for very low signal-to-noise ratios Eb/N0. What is
interesting to observe is that, in each case, the four curves
corresponding to the different values of ν seem to cross at
one point (or at worst, in a small cloud of points, probably
because the polynomials and the puncturing patterns were
chosen arbitrarily). In comparison with the crossing point
abscissas, the theoretical limits are indicated by arrows.
The conformity between crossing points and theoretical
limits suggests that increasing the code memory up to
large values, say, several dozens, would offer optimum
coding. This is quite natural because the theoretical limits
were calculated using the random coding model, and RSC
codes become more and more random as the register length
increases. When ν tends to infinity, the period L = 2ν − 1
of the maximal-length pseudorandom generator, as well
as the ratio between non RTZ and RTZ sequences, as given
by (6), also tend to infinity.

We can conclude from this experiment that optimum
coding/decoding seems to be achievable by adopting a
long RSC code and decoding it using the MAP algorithm.
Turbo coding is in fact an artifice for mimicking such
a structure while keeping decoding complexity within
reasonable boundaries.

In order to achieve coding rates higher than 1
2 , which is

the natural rate of the encoder in Fig. 2, ‘‘puncturing’’ may
be performed. As many symbols as necessary are discarded
before transmission, so as to obtain rates between 1

2
and 1. In the case of Turbo codes, only redundant symbols
from the encoder are punctured. Another possibility for
increasing the rate, without (or with less) puncturing, is
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Figure 3. Performance of RSC codes for different code memories (ν = 2, 4, 6, 8) and different
rates, at very low signal-to-noise ratios, using the MAP decoding algorithm [13]. The Shannon
limits, according to Dolinar et al. [9], are indicated by arrows.

Pseudo random generator

Connection grid

d1

dm

d2
t1 t3t2 tν

s1 sνs2

Figure 4. The general structure of an m-binary RSC encoder
with code memory ν. The outputs of the encoder are not
represented.

by using m-binary RSC codes, which are at the root of
powerful high-rate Turbo codes.

Figure 4 depicts the general structure of an m-binary
RSC encoder. It uses a pseudorandom generator with code
memory ν and generator matrix G (size ν.ν), such that

Si+1 = GSi + Ti (10)

where Si = (s1,i · · · sν,i) is the encoder state vector and
Ti = (t1,i · · · tν,i) is the input vector to the encoder taps,
both considered at time i. The m-component input vector
di = (d1,i · · ·dm,i) is connected to the ν possible taps via
a connection grid whose binary matrix, of size ν.m, is
denoted C. The ν-tap vector Ti is then given by

Ti = Cdi (11)

In order to avoid parallel transitions in the
corresponding trellis, condition m ≤ ν has to be respected.
Except in very particular cases, this encoder is not
equivalent to a binary encoder fed successively by
d1, d2, . . . , dm; that is, the m-binary encoder is not
generally decomposable.

The redundant output of the machine (not represented
in the figure) is calculated, at time i, as

yi =
∑

j=1···m
dj,i +RTSi (12)

where RT is the transposed redundancy vector. The pth
component of R is ‘‘1’’ if the pth register tap (1 ≤ p ≤ ν) is
used in the construction of yi, ‘‘0’’ otherwise. It can easily
be shown that yi can also be written as

yi =
∑

j=1···m
dj,i +RTG−1Si+1 (13)

provided that

RTG−1C ≡ 0 (14)

The set of relations (10)–(14) defines completely an m-
binary RSC code.

On one hand, Eq. (12) ensures that the Hamming
weight of (d1,i, d2,i, . . . , dm,i, yi) is at least 2, when
leaving the reference path (null path), because changing
one d value also changes the y value. On the other
hand, (13) indicates that the Hamming weight of
(d1,i, d2,i, . . . , dm,i, yi) is also at least 2 when merging the
reference path. Hence, relations (12) and (13) together
guarantee that the minimum free distance of the code,
whose rate is R = m/(m+ 1), is at least 4, whatever m.

As the minimum distance of a concatenated code is
much larger than that of its component codes, we can
imagine that very large minimum distances may be
obtained for Turbo codes, for low as well as high rates. Of
course, choosing large values of m implies high-complexity
decoding because ν also has to be large. For this reason,
only values of m up to 4 are, for the time being, considered
in practice.



2708 TURBO CODES

4. TERMINATION OF RSC CODES

The optimal decoding of a particular data bit in a
convolutionally coded stream requires the knowledge of
symbols preceding it and subsequent to it. Therefore,
using a convolutional code for encoding a block
poses a discontinuity problem at its extremities. With
multidimensional codes such as Turbo codes, the question
arises each time that the block is encoded. There are three
possible solutions, referred to as trellis termination, to
overcome this problem, which holds for RSC codes as well
as for nonrecursive codes:

1. Initialize the encoder in state 0 and do nothing about
the final state. Data located at the block end are then
less protected than the other data. Depending on the
target error rate, this penalty may be acceptable.
Note, however, that the frame error rate (FER) is
more affected than the BER.

2. Fix both starting and ending states to 0. The encoder
is initialized in state 0 and, after the encoding of the
block, the register is forced to state 0 by using ν

additional bits, called ‘‘tail bits.’’ These tail bits, and
the redundant symbols associated with them, are
transmitted in order to allow the decoder to choose
the most likely path merging to state 0. The actual
rate of the code is decreased because of the additional
symbols, but the loss is quite negligible for medium
and long blocks. This method is not absolutely
suitable for multidimensional codes, because the tail
bits are encoded only once and the composite code
may suffer from this imperfection, which, however,
is palpable only at low error rates.

3. Use circular (tail-biting) termination. Let us consider
an RSC encoder, for instance, the one depicted in
Fig. 5 (duobinary code with memory ν = 3). At time
i+ 1, register state Si+1 is a function of previous
state Si and tap vector Ti, as given by (10). For the
encoder of Fig. 5, vectors Si and Ti, and matrix G
are given by

Si =

 s1,i

s2,i

s3,i


 ; Ti =


d1,i + d2,i

d2,i

d2,i


 ; G =


 1 0 1

1 0 0
0 1 0




From Eq. (10) we can infer

Si = GSi−1 + Ti−1

Si−1 = GSi−2 + Ti−2

s3s2d1

d2

s1

Figure 5. Recursive convolutional (duobinary) encoder with
memory ν = 3. The redundancy output, which is not relevant
to the operation of the shift register, has been omitted.

...

S1 = GS0 + T0

Hence, Si may be expressed as a function of initial state
S0 and of data feeding the encoder between times 0 and i:

Si = GiS0 +
i∑

p=1

Gi−pTp−1 (15)

If k is the input sequence length (the number of couples
for the encoder of Fig. 5), it is possible to find a state Sc,
such that Sc = Sk = S0. Its value is derived from (15)

Sc =
(
I+Gk)−1

k∑
p=1

Gk−pTp−1 (16)

where I is the ν.ν identity matrix. State Sc depends on the
sequence of data and exists only if I+Gk is invertible. In
particular, k cannot be a multiple of the period L of the
recursive generator, which is such that GL = I.

The term Sc is called the circulation state. Thus, if
the encoder starts from state Sc, it comes back to the
same state when the encoding of the k data (k couples
for the encoder of Fig. 5) is completed. Such an encoding
process is called circular because the associated trellis
may be viewed as a circle, without any discontinuity on
transitions between states.

Determining Sc requires a preencoding operation. First,
the encoder is initialized in state 0. Then, the data
sequence of length k is encoded once, leading to final state
S0

k (no redundancy is produced during this operation).
Then, from Eq. (15), we obtain

S0
k =

k∑
p=1

Gk−pTp−1

Combining this result with (16) gives the value of Sc as
follows:

Sc =
(
I+Gk)−1

S0
k (17)

In the second step, data are definitely encoded starting
from state Sc.

In practice, the relation between Sc and S0
k is provided

by a small combinational operator with ν input and output
bits. The disadvantage of this method lies in having to
encode the sequence twice: once from state 0 and the
second time from state Sc. Nevertheless, in most cases, the
double-encoding operation can be performed at a frequency
much higher than the data rate, so as to reduce the latency
effects. Because Sc is not a priori known by the decoder,
the latter has to estimate it by a preliminary step of
processing information available preceding Sc (Fig. 6). So
this operation, which we call prologue, falls on some data
located at the end of the encoded block, and the prologue
starts by assigning equal probabilities (or metrics) to all
trellis states. The estimate of Sc is reliable as long as at
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Sc

0k−1

Trellis

Prologue

Figure 6. As a preamble to normal decoding, a prologue is carried
out by the decoder in order to estimate the circulation state Sc of
the circular (tail biting) trellis.

least a dozen or so redundant symbols, are exploited in the
prologue.

The circular trellis termination of convolutional codes
is a very powerful technique, enabling block encoding
for any size and any rate, without the slightest loss
in performance. Because a circle has no discontinuity,
circular recursive systematic convolutional (CRSC) codes
are not weakened by any side effect and, for this reason,
are well suited to multidimensional coding.

5. TURBO CODES

A simple means to construct a quasirandom decodable
code is a multiple parallel concatenation of CRSC codes,
as depicted in Fig. 7. The block of k bits is encoded N

times by N CRSC encoders, in a different order each time.
Permutations �j are drawn at random, except the first one,
which is the permutation identity (no permutation). Each
component encoder delivers k/N (where k is a multiple
of N) redundant symbols, and the global rate is 1

2 . We
have already observed (Section 3) that the proportion of
RTZ sequences for a simple RSC code, with code memory
ν, is p1 = 2−ν . The proportion of RTZ sequences for the
N-dimensional code is lowered to

pN = 2−Nν (18)

because the sequence must remain RTZ after N different
permutations. The other sequences, with proportion 1 - pN ,
yield codewords with a minimum distance at least equal to

dmin = k
2N

(19)

This value assumes that only one sequence is not
RTZ (the worst case) and that Y redundancy on the
corresponding circle takes value ‘‘1’’ every other time
statistically. For instance, with N = 8 and ν = 3, we have
p8 ≈ 10−7, and for sequences of length k = 1024, we obtain
dmin = 64, which is quite a comfortable minimum distance
(see Section 2).

Fortunately, from the complexity standpoint, it is
not necessary to adopt such a large dimension. In fact,
by replacing random permutation �2 with a carefully
designed permutation, very good performance can be
obtained while limiting the composite code to dimension 2.
This is the principle of Turbo coding.

k binary
data

C
o
d
e
w
o
r
d

Systematic
part

CRSC

CRSC

CRSC

Y1,i

Y2,i

Circular
trellis

0k−1

Y1,0

Y1,k/N−1

Y2,0

YN,0

YN,k/N−1

Y2,k/N−1
0k−1

0k−1

Circular
trellis

Circular
trellis

YN,i

Permutation
Π2

Permutation
ΠN

Permutation
Π1

(identity)

Figure 7. Multiple parallel concatenation of cir-
cular recursive systematic convolutional (CRSC)
codes. Each encoder delivers k/N redundant sym-
bols, uniformly distributed. Global rate: 1

2 .
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Figure 8. Binary and duobinary 8-state
Turbo codes with memory ν = 3, using
the same RSC encoders (polynomials 13,
15). Natural rates, without puncturing,
are 1

3 and 1
2 , respectively.

X

Y2

Permutation
Π

Data
(bits)

C1

Y1

(b) B
A

C2

Data
(couples)

(a)

Y1
Permutation

Π

C1

C2

Y2

Figure 8 represents two Turbo codes, in the classical
binary and the duobinary versions. The original message
(length k bits or couples) is encoded twice, in the natural
and the permuted orders, by two RSC codes, denoted C1

and C2. In both examples, the component encoders are
identical (polynomials 13 for recursivity and 15 for parity
redundancy), but this is not a necessity. Natural rates,
without puncturing, are 1

3 and 1
2 . The binary Turbo code

is suitable for low code rates (R ≤ 1
2 ), while the duobinary

Turbo code is appropriate for high rates (R ≥ 1
2 ).

As the permutation function falls on finite-length
sequences, the Turbo code is a block code by construction.
To distinguish them from concatenated algebraic codes,
like product codes, which are decoded by the Turbo
algorithm and which were later called block Turbo
codes, these coding schemes are known as convolutional
Turbo codes or more technically, as parallel concatenated
convolutional codes (PCCCs).

The arguments in favor of these coding schemes are as
follows:

1. The decoding of a convolutionally encoded sequence
is very sensitive to errors arriving in packets.
Encoding the sequence twice, in different orders,
before and after permutation, makes less likely the
simultaneous appearance of clustered errors at the
decoder inputs of C1 and C2. If packets of errors come
to the decoder input of C1, the permutation scatters
them and they become isolated errors for the decoder
of C2, and vice versa. Thus, the bidimensional
encoding, formed by either a parallel or a serial
concatenation, markedly reduces the vulnerability
of convolutional encoding toward packets of errors.
But which decoder should one rely on to take the final
decision? No criterion allows us to trust either one
or the other. The answer is supplied by the Turbo
algorithm, which spares us from having to make
a choice. This algorithm works out exchanges of
probabilistic information between both decoders and
forces them to converge toward the same decision,
as these exchanges take place.

2. Parallel concatenation combines two codes with
rates R1 (code C1, with possible puncturing) and
R2 (code C2, also with possible puncturing), and the

global rate is

Rp = R1R2

1− (1−R1)(1−R2)
(20)

This rate is higher than that of a serially concate-
nated code (Rs = R1R2), for the same values of
R1 and R2, and the lower these rates, the larger
the difference. Thus, with the same performance
of component codes, parallel concatenation offers a
better global rate, but this advantage is lost when
the rates come close to unity.

3. Parallel concatenation relies on systematic codes.
At least one of these codes has to be
recursive, for a fundamental reason related to the
minimum data input weight (wmin). Figure 9 depicts
two nonrecursive systematic convolutional codes,
concatenated in parallel. The input sequence is ‘‘all
zero,’’ except in one position. This single ‘‘1’’ disrupts
the encoder output during a short lapse of time, given
by the constraint length. Actually, this sequence
with only one ‘‘1’’ is the minimal RTZ sequence of
any nonrecursive code. Thus, redundancy Y1 is very
poor with respect to this particular sequence. After
the permutation, the sequence remains ‘‘all zero’’
except in one position, and redundancy Y2 is as poor
as the first one. In fact, the minimum distance of this

X

Y1

Y2

Permutation

Data

...00010000...

Figure 9. The parallel concatenation of nonrecursive systematic
convolutional codes makes up a poor code with regard to weight 1
sequences.
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composite code is not higher than that obtained from
a single code, with the same rate. If we replace at
least one of the nonrecursive encoders by a recursive
one, the considered input sequence is no longer an
RTZ sequence for this encoder, and the redundancy
weight is considerably increased.

4. As seen at the beginning of this section, it is possible
to increase the Turbo code dimension N by using
more than two component encoders. The result is
a noticeable increase in the minimum distance;
with N ≥ 5 and a set of random permutations,
the Turbo code is comparable to a quasirandom
code. Unfortunately, the convergence threshold of
the decoder (the signal-to-noise ratio above which
most errors are corrected) deteriorates when the
dimension is increased. This is due to the Turbo
decoding principle, which is to consider iteratively
each dimension, one after the other. As the
redundancy rate of each component code decreases
when their number increases, the first steps of
the decoding are penalized in comparison with the
two-dimensional code. This conflict between large
minimum distance and low convergence threshold,
already mentioned in Section 2, is a permanent
feature of error correction coding.

A particular Turbo code is defined by

• m, the number of bits in the input words. Applications
known so far consider binary (m = 1) and duobinary
(m = 2) words. More recent decoding techniques
using the dual-code approach [16] could allow larger
values of m to be considered without increasing the
decoding complexity too much.

• The component codes C1 and C2 (code memory ν,
recursivity and redundancy polynomials). The values
of ν are 3 or 4 in practice and the polynomials
are generally those that are recognized as the best
for simple unidimensional convolutional coding, that
is, (15,13) for ν = 3 and (23,35) for ν = 4, or their
symmetric forms.

• The permutation function, which plays a decisive
role when the target BER is lower than about
10−5. Above this value, the permutation may be
any, provided obviously that it respects at least the
scattering property (e.g., the permutation may be the
regular one).

• The puncturing pattern. This has to be as regular as
possible, such as that for simple convolutional codes.

In addition to this rule, the puncturing pattern is
defined in close relationship with the permutation
function when very low errors rates are sought.
Puncturing is achieved on the systematic part of
the codewords. In some cases, it may be conceivable
to puncture the redundant part instead, with the
aim of increasing the minimum distance. This is
then achieved to the detriment of the convergence
threshold, because, from this standpoint, deleting
data shared by all the decoders is more penalizing
than deleting data that are useful to only one of them.

6. THE PERMUTATION FUNCTION

Either called permutation or interleaving, the technique
involving scattering data over time is of great service
in digital communications. It is used, for instance, to
reduce the effects of dimming in fading channels, and more
generally to combat perturbations that affect consecutive
symbols. In the case of Turbo codes, permutation also
plays this role for at least one dimension of the composite
code. But its importance goes beyond this; permutation
also fixes the minimum distance of the concatenated code,
in close relationship to the properties of component codes.

Let us consider the binary Turbo code represented in
Fig. 8a, with permutation falling on k bits. The worst
permutation we can imagine is permutation identity,
which minimizes the coding diversity (Y1 = Y2). On the
other hand, the best permutation that could be used,
but that probably does not exist [17], could allow the
concatenated code to be equivalent to a sequential machine
whose irreducible number of states would be 2k+6. There
are actually k+ 6 binary storage elements in the structure:
k in the permutation memory and 6 in the encoders.
Assimilating this machine to a convolutional code would
give a very long code and very large minimum distances,
for usual values of k. From the worst to the best of
permutations, there is great choice between the k! possible
combinations, and we still lack a sound theory about
it. Nevertheless, good permutations have already been
designed to elaborate normalized Turbo codes, using
pragmatic approaches.

6.1. Regular Permutation

The starting point in the design of a permutation is the
regular permutation, illustrated in two ways in Fig. 10, for
binary codes. The first one assumes that the block of k bits
can be organized as a table with M rows and N columns
(k = M.N). The permutation then involves writing data

M
rows

N columns 

Writing

Reading

i = 0

k − 10

(a) (b)

k = M.N

k − 1 

0 i = P

i = 2.P

i = P - (k mod. P)

Figure 10. Regular permutation with rectangular (a) or
circular (b) forms.
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linewise in an appropriate memory and reading them
columnwise, possibly with skips of columns [18]. The
second one is used without any hypothesis on the value of
k. After writing the data in a linear memory, with address
i (0 ≤ i ≤ k− 1), the block is likened to a circle, and both
extremities of the block (i = 0 and i = k− 1) then become
contiguous. The data are read out such that the jth datum
read was written at position i given by

i = Pj mod k (21)

where P is an integer, prime with k. In order to
maximize the spatial distance after permutation between
two consecutive data, whatever they are, and vice versa,
P has to be close to

√
2k, with the condition

k ≈ P
2

mod P (22)

6.2. The Statistical Approach

An upper bound of the error probability Pe of a code,
assuming optimal decoding, is given by

Pe ≤
∞∑

d=dmin

Md erfc



√

Rd
Eb

N0


 (23)

where dmin is the minimum distance, R the rate considered,
and Md the sum of the weights, called multiplicity,
of all codewords at distance d. When designing a
permutation, the aim is thus to maximize dmin and
minimize the multiplicities. Before doing this work, it
is interesting to have an idea about the performance
that any typical permutation might give. Benedetto and
Montorsi [19] proposed to use uniform (or statistical)
model of permutation, which is a device that associates
with a message of length k and weight w, one of the

possible
(

k
w

)
messages obtained by the permutation of

w bits among k. The
(

k
w

)
permuted messages have the

same probability
1(
k
w

) of being present at the second

encoder input.
This statistical interleaver performs similarly to an

interleaver that would be the average of all possible
deterministic interleavers with size k. Therefore, there
exists at least one interleaver with fixed rules that allows
one to reach, and even exceed, the performance given
by the uniform interleaver. In fact, it is easy to find
deterministic permutations better than the statistical one
when the target error rate is low.

Let us assume that Awd denotes the number of
codewords at distance d and with weight w, without
the permutation. It is then demonstrated [19] that the
uniform permutation modifies this value into w!k1−wAwd,
so the value is reduced if w!k1−w is less than 1. The worst
case is given by the minimum value of w, that is, wmin,
which is 1 for algebraic codes (BCH, etc.) and nonrecursive
convolutional codes, but 2 for RSC codes. The term k1−wmin ,

called interleaving gain, is then favorable only in the latter
case and is equal to k1−2 = 1/k. It also follows from this
result that the longer the encoded block, the lower the
multiplicities and the better the performance. This point
is in agreement with the theoretical limits obtained on
finite-length blocks [9].

In conclusion, the statistical approach of the
permutation problem confirms the need to use RSC
codes and gives a means of observing and estimating an
interleaving gain that depends on the block size. This gain
is essentially visible at large error rates (BER ≥ 10−5). For
lower error rates, the main parameter is the minimum
distance, which has to be maximized, and the uniform
interleaver is not suitable for this.

6.3. Real Permutations

The dilemma in the design of a good permutation lies in
the need to obtain a sufficient minimum distance for two
distinct classes of codewords, which require conflicting
treatment [20]. The first class contains all codewords
with input weight w ≤ 3, and a good permutation for
this class is as regular as possible. The second class
encompasses all codewords with input weight w > 3, and
nonuniformity (controlled disorder) has to be introduced
in the permutation function to obtain a large minimum
distance. Figure 11 illustrates the situation, showing
the example of a rate- 1

3 Turbo code, using component
binary encoders with code memory ν = 3 and periodicity
L = 2ν − 1 = 7.

For the sake of simplicity, the block of k bits is organized
as a rectangle with M rows and N columns (M ≈ N ≈ √k).
Regular permutation is used; that is, data are written
linewise and read columnwise:

M
rows

N columns

1101
0000
0000
0000
0000
0000
0000
1101

1101
1101
0000
1101

(a)

(c)

(b)

X

Y1

Y2

C1

C2

00...001000000100...00

Data

Regular
permutation

on
k = M.N bits

1101

Figure 11. Some possible RTZ (return-to-zero) sequences for
both encoders C1 and C2, with GX (D) = 1+D+D3 (period L = 7):
(a) with input weight w = 2; (b) with w = 3; (c) with w = 6 or 9.
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Case (a) in Fig. 11 depicts a situation where encoder
C1 (the horizontal one) is fed by an RTZ sequence
with input weight w = 2. Redundancy Y1 delivered
by this encoder is poor, but redundancy Y2 produced
by encoder C2 (the vertical one) is very informative
for this pattern, which is also an RTZ sequence,
but whose span is 7.M instead of 7. The associated
minimum distance would be around 7.M/2, which
is a large minimum distance for typical values of k.
With respect to this w = 2 case, the code is said to be
‘‘good’’ because dmin tends to infinity when k tends to
infinity.

Case (b) in Fig. 11 deals with a weight 3 RTZ sequence.
Again, whereas the contribution of redundancy Y1

is not high for this pattern, redundancy Y2 gives
relevant information over a large span, of length
3.M. The conclusions are the same as for case (a).

Case (c) in Fig. 11 shows two examples of sequences
with weights w = 6 and w = 9, which are RTZ
sequences for both encoders C1 and C2. They are
obtained by a combination of two or three minimal-
length RTZ sequences. The set of redundancies is
limited and depends on neither M nor N. These
patterns are typical of codewords that limit the
minimum distance of a Turbo code, when using a
regular permutation.

In order to ‘‘break’’ rectangular patterns, some disorder
has to be introduced into the permutation rule, while
ensuring that the good properties of regular permutation,
with respect to weights 2 and 3, are not lost. This is
the crucial problem in the search for good permutation,
which has not yet found a definitive answer. Nevertheless,
some good permutations have already been devised
for several applications (CCSDS [21], IMT-2000 [22,23],
DVB [24,25]).

7. TURBO DECODING

Decoding a composite code by a global approach is not
possible in practice because of the tremendous number
of states to consider. A joint probabilistic process by the

decoders of C1 and C2 has to be elaborated. Because of
latency constraints, this joint process is worked out in an
iterative manner in a digital circuit (analog versions of the
Turbo decoder are also considered, offering much larger
throughputs [26]).

Turbo decoding relies on the following fundamental
criterion, which is applicable to all ‘‘message passing’’ or
‘‘belief propagation’’ [27] algorithms:

When having several probabilistic machines work together on
the estimation of a common set of symbols, all the machines
have to give the same decision, with the same probability,
about each symbol, as a single (global) decoder would.

To make the composite decoder satisfy this criterion,
the structure of Fig. 12 is adopted. The double loop
enables both component decoders to benefit from the
whole redundancy. The term ‘‘Turbo’’ was given to this
feedback construction with reference to the principle of
the turbo-charged engine.

The components are soft-in/soft-out (SISO) decoders,
and permutation (�) and inverse permutation (�−1)
memories. The node variables of the decoder are
logarithms of likelihood ratios (LLRs). An LLR related
to a particular binary datum di is defined as

LLR(di) = ln
(

Pr(di = 1)

Pr(di = 0)

)
(24a)

For a decoder processing m-binary words instead of binary
data, the LLRs associated with the 2m possible values of
the word vector di, could be written as

LLRj(di) = ln
(

Pr(di ≡ j)
Pr(di ≡ 0)

)
(24b)

where Pr(di ≡ j) is the probability that vector di takes the
jth value, numbered from 0 to 2m − 1. Because LLR0 is
always equal to 0, there are only 2m − 1 LLRs to calculate
in practice.

The role of a SISO decoder is to process an input LLR
and, thanks to local redundancy (i.e., y1 for DEC1, y2 for

y1
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Figure 12. An 8-state Turbo code and its associated decoder (basic structure assuming no delay processing).
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DEC2), to try to improve it. The output LLR of a SISO
decoder, for a binary datum, may be simply written as

LLRout(d) = LLRin(d)+ z(d) (25)

where z(d) is the extrinsic information about d, provided
by the decoder. If this works properly, z(d) is usually
negative if d = 0, and positive if d = 1.

The composite decoder is constructed in such a way that
only extrinsic terms are passed by one component decoder
to the other. The input LLR to a particular decoder is
formed by the sum of two terms: the information symbols
(x) stemming from the channel and the extrinsic term (z)
provided by the other decoder, which serves as a priori
information. The information symbols are common inputs
to both decoders, which is why the extrinsic information
must not contain them. In addition, the outgoing extrinsic
information does not include the incoming extrinsic
information, in order to reduce correlation effects in
the loop.

The practical course of operation is

Step 1. Process the data peculiar to one code, say,
C2 (x and y2) by decoder DEC2, and store the
extrinsic pieces of information (z2) resulting from the
decoding in a memory. If data are missing because
of puncturing, the corresponding values are set to
analog 0 (neutral value).

Step 2. Process the data specific to C1 (x, deinterleaved
z2 and y1) by decoder DEC1, and store the extrinsic
pieces of information (z1) in a memory. By properly
organizing the read/write instructions, the same
memory can be used for storing both z1 and z2.

Steps 1 and 2 make up the first iteration.
Step 3. Process C2 again, now taking interleaved z1 into

account, and store the updated values of z2.

And so on.
The process ends after a preestablished number of

iterations, or after the decoded block has been estimated
as correct, according to some stop criterion (see the report
by Matache et al. [28] for possible methods of stopping
rules). The typical number of iterations for the decoding
of convolutional Turbo codes is 4–10, depending on the
constraints relating to complexity, power consumption,
and latency.

According to the structure of the decoder, after p
iterations, the output of DEC1 is

LLRout1,p(d) = (x+ z2,p−1(d))+ z1,p(d)

where zu,p(d) is the extrinsic piece of information about d,
yielded by decoder u after iteration p, and the output of
DEC2 is

LLRout2,p(d) = (x+ z1,p−1(d))+ z2,p(d)

If the iterative process converges toward fixed points,
z1,p(d)− z1,p−1(d) and z2,p(d)− z2,p−1(d) both tend to zero
when p goes to infinity. Therefore, from the equations
above, both LLRs become equal, which fulfills the

fundamental condition of equal probabilities provided by
the component decoders for each datum d. As for the
proof of convergence itself, one can refer to various papers
dealing with the theoretical aspects of the subject [e.g.,
29,30].

Turbo decoding is not optimal. This is because
an iterative process obviously must begin, during the
first half-iteration, with only a part of the redundant
information available (either y1 or y2). Fortunately, loss
due to suboptimality is small: about 0.5 dB for binary
Turbo codes and 0.3 dB for duobinary Turbo codes.

There are two families of SISO algorithms: those
based on the Viterbi algorithm [12], which can be used
for high throughput continuous stream applications; and
others based on the MAP (also known as BCJR or APP)
algorithm [13] or its simplified derived versions [14], for
block decoding. If the full MAP algorithm is chosen, it
is better for extrinsic information to be expressed by
probabilities instead of LLRs, which avoids the need to
calculate a useless variance for extrinsic terms.

The following practical parameters must be factored
into the design of a Turbo decoder that processes LLRs:

• The number of quantization bits for the channel
samples: typically 3 or 4 if the code is associated with
BPSK or QPSK modulation; 5 or 6 with higher-order
modulations that require greater accuracy.

• The number of quantization bits for extrinsic
information: typically 1 bit more than those of
channel samples.

• The scale factor, which is the ratio between the mean
absolute value of the channel data and its maximum
absolute value. This factor depends on the coding
rate, on the type of channel and also on quantization
accuracy.

In practice, depending on the kind of SISO algorithm
chosen, some tuning operations (multiplying, limiting) on
extrinsic information are added to the basic structure to
ensure stability and convergence within a small number
of iterations.

8. APPLICATIONS

Table 1 summarizes normalized applications of
convolutional Turbo codes known to date. These use either
8-state binary or duobinary RSC component encoders
or 16-state binary encoders. Figure 13 shows some
representative examples of performance obtained from
various Turbo codes associated with QPSK and 8-PSK
modulation on Gaussian channels. For the latter case, the
so-called pragmatic scheme [31], which is the simplest way
to combine channel coding and modulation, was used. The
component decoding algorithm was the max–log–MAP
(also called subMAP) algorithm [14], which is derived from
the exact MAP procedure [13] by doing operations in the
logarithmic domain (multiplications become additions),
and by replacing additions by maximum (Max) functions.

To simplify, let us say that 8-state Turbo codes are
suitable for the medium error rates (FER ≈ 10−4) that are
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Table 1. Applications of Convolutional Turbo Codes

Application Turbo Code Termination Polynomials Rates

CCSDS [21] Binary, 16-state Tail bits 23, 33, 25, 37 1
6 , 1

4 , 1
3 , 1

2
IMT-2000 [22,23] Binary, 8-state Tail bits 15, 13, 17 1

4 , 1
3 , 1

2
DVB-RCS [24] Duobinary, 8-state Circular 15, 13 1

3 – 6
7

DVB-RCT [25] Duobinary, 8-state Circular 15, 13 1
2 , 3

4
Inmarsat (mini M) Binary, 16-state No 23, 35 1

2
Eutelsat (skyplex) Duobinary, 8-state Circular 15, 13 4

5 , 6
7

Eb /N0 (dB)

Frame error rate

5

5

5

5

5

5

5

5

10−8

10−3

10−4

10−5

10−6

10−7

10−1

10−2

1 2 3 4 5

8-PSK, 16-state duobinary,
R = 2/3, 188 bytes,
pragmatic coded modulation [31]

QPSK, 16-state duobinary,
R = 2/3, 188 bytes

QPSK, 8-state duobinary,
R = 2/3, 188 bytes [24]

QPSK, 8-state binary,
R = 1/3, 640 bits [22]

Figure 13. Some examples of performance, expressed in FER,
achievable with Turbo codes on Gaussian channels. In all cases,
decoding was performed using the max–log–MAP algorithm [14]
with eight iterations and 4-bit input quantization.

required, for instance, by ARQ (Automatic Repeat reQuest)
systems, whereas 16-state Turbo codes are necessary
when the target error rates are lower (FER ≈ 10−8), for
broadcasting in particular.
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TURBO EQUALIZATION
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1. INTRODUCTION

Intersymbol interference (ISI) can often be a limiting factor
when communicating through band-limited channels and,
hence, it is important to use efficient equalization
techniques to combat the effect of ISI. A good discussion
of equalization techniques for uncoded systems including
both sequence estimation type equalizers and symbol-by-
symbol equalizers can be found in another study [1]. When
an error correction code (ECC) is used in conjunction with
an ISI channel, the equalizer should take advantage of the
error correction capability of the code. The optimal receiver
which performs joint equalization and decoding can be
computationally complex and is usually not implementable
in practice. Therefore, several suboptimal solutions have
been studied. One straightforward technique is to perform
equalization without taking the code structure in to
account, followed by decoding. Since the operating signal-
to-noise ratio (SNR) for coded systems is usually much
smaller than that for the uncoded case, the performance
of the equalizer can be severely affected. Techniques
that use the tentative decision from the decoder in the
equalization step, such as in delayed decision feedback
sequence estimation [2], have been shown to perform
better than separate equalization and decoding.

In 1995, Douillard et al. proposed another sub-optimal
joint equalization and decoding technique [3] by extending
the idea of iterative decoding that was used to decode
Turbo codes [4]. The idea was to exchange soft information
between a soft-input soft-output (SISO) equalizer and
an SISO decoder in an iterative fashion and they
naturally named it Turbo equalization. Since then,
several researchers have shown that turbo equalization
can significantly improve the performance over separate
equalization and decoding, and is a practical solution to
obtaining close to capacity performance on ISI channels.
Currently, Turbo equalization is being considered for use
in future-generation digital magnetic recording systems
and wireless systems. Here, we will explain the main
concepts behind turbo equalization and summarize some
of the results in this area.

2. SYSTEM MODEL

A typical system model with an error correction code and
an ISI channel is shown in Fig. 1. A block of K bits of
the binary data sequence a is first encoded by an ECC
(referred to as outer code here) into N coded bits. Any
code that permits efficient SISO decoding can be used,
but we will restrict our attention to a convolutional code,
parallel concatenated convolutional code (PCCC or turbo
code), or low-density parity-check (LDPC) code as the outer
code. The multiplexed output x is interleaved and the
interleaved sequence y is modulated into z. We will assume
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Figure 1. Discrete-time system model.

that the modulation is memoryless and the modulated
sequence z is then transmitted over the ISI channel. At the
receiver, the received signal is passed through a whitened
matched filter (WMF) and the output of the WMF is
sampled every T seconds, where T is the symbol duration.
The combination of the ISI channel, WMF, and the sampler
is equivalent to a discrete-time transversal filter (DTTF).
The DTTF can be represented by an L tap-delay line
with weights f−l1 , . . . , f−1, f0, f1, . . . , fl2 , as shown in Fig. 1,
where l1 and l2 are the number of postcursor and precursor
taps, respectively, and L = l1 + l2 + 1. Therefore, the WMF
output at time instant k can be expressed as

rk =
l2∑

i=−l1

zk−i fi + nk, (1)

where nk are samples of a white Gaussian noise process
with zero mean and variance σ 2

ch.

3. TURBO EQUALIZATION ALGORITHM

We will start with a few preliminaries and then describe
the Turbo equalization algorithm. To keep the discussion
simple and clear, let us assume that a is a binary sequence
of equiprobable and independent bits, the outer code is
a binary convolutional code, and that the modulation
is binary phase shift keying (BPSK). Further, let us
assume that the receiver has perfect knowledge of the
tap coefficients and the variance of the additive noise. For
any sequence x, let xN

k denote the sequence x from time k
to N. The conditional log-likelihood ratio (LLR) of a binary
random variable xk ∈ {0, 1} given a noisy observation of x,
namely r, is defined as

�(xk)
	= log

P(xk = 1|r)
P(xk = 0|r) (2)

The optimal receiver that minimizes the bit error
rate (BER) computes an estimate âk according to

âk = 1, if P(ak = 1|rN
1 ) > P(ak = 0|rN

1 )

0, otherwise
(3)

Although conceptually simple, it is quite difficult
(almost impossible) to implement the above receiver for
most cases of practical interest. The Turbo equalization
algorithm computes a suboptimal solution to the problem
presented above as explained below. We will first give
the steps of the Turbo equalization algorithm without

explaining the details of the computation at each step.
In the next sections, we will detail the computations to
be performed at each step. The overall algorithm is an
iterative algorithm that consists of an SISO equalizer and
an SISO decoder that exchanges LLR estimates of the
bits xk in the sequence x. At the mth stage, the equalizer
provides extrinsic information in the form of a loglikelihood
ratio on each bit xk, denoted by Lm

i (xk). The extrinsic
information generated by the equalizer Lm

i (xk) does not
include any information on xk given by the decoder. It
represents the contribution of the received signal r and
the a priori information on xi given by the outer decoder for
all i �= k. In the following section, we will use L to denote
extrinsic LLRs and � to denote the total LLR. Subscripts
i and o denote quantities generated from the inner SISO
(equalizer) and outer SISO, respectively. Superscript m
refers to the iteration number; and when there is no
danger of confusion, we will drop the superscript. The
outer decoder uses the extrinsic information Lm

i (xk) as
though they were the output of a hypothetical channel
and provides extrinsic information on xk, denoted by
Lm

o (xk). This extrinsic information Lm
o (xk) is based purely

on the code constraints imposed by the outer code, and
is used as a priori information in the (m+ 1)th stage
in the equalizer (inner decoder). The outer decoder also
produces likelihood ratios for the information bits �m(ak)

from which hard-decision estimates âk can be obtained.
The iterations proceed until a stopping criterion (e.g., a
cyclic redundancy check) is satisfied or a maximum of M
iterations have been performed. Note that the extrinsic
information generated by the outer decoder should be
interleaved before being used in the equalizer and the
extrinsic information generated by the equalizer should be
deinterleaved at each stage as shown in Fig. 2. The turbo
equalization algorithm can be summarized as follows:

1. Initialization: L0
o(xk) = 0,∀k.

2. Iterations: During the mth iteration, for m =
1, 2, . . . , M
a. SISO equalization: compute extrinsic LLR for the

coded bits in the sequence x based on the extrinsic
information provided by the outer decoder in
the previous iteration and the received signal r.
Formally, we can denote the output of the SISO
equalizer as
For k = 1, 2, . . . , N, compute Lm

i (xk) based on r,
and

(Lm−1
o (x1), . . . , Lm−1

o (xk−1),

Lm−1
o (xk+1), . . . , Lm−1

o (xN))
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Figure 2. Turbo equalizer structure.

b. SISO decoding: compute extrinsic LLRs for the
coded bits in the sequence x and the total LLRs
for the data bits in the sequence a based on
the extrinsic information provided by the SISO
equalizer (generated in the previous step):
For k = 1, 2, . . . , N, compute Lm

o (xk) based on
(Lm

i (x1), . . . , Lm
i (xN))

For k = 1, 2, . . . , K, compute �m(ak) based on
(Lm

i (x1), . . . , Lm
i (xN))

c. Hard decision âm
k = 1 if �(ak) > 0 and âm

k = 0
otherwise.

d. Check for stopping criterion and if not satisfied,
set m ← m+ 1 and go to step (a).

4. SOFT-OUTPUT EQUALIZATION

Several algorithms are used to implement the SISO
equalizer providing an option to tradeoff complexity for
performance. These can be broadly classified into trellis
based approaches and filtering based approaches as
described below.

4.1. Trellis-Based Approaches

These algorithms exploit the trellis structure of the ISI
channel or, equivalently, the Markov nature of the outputs
of the ISI channel to efficiently compute the extrinsic LLRs
(or APPs). We first note that the ISI channel with L taps
can be considered as a convolutional code with constraint
length L and a trellis structure can be associated with the
channel. At each time instant k, the input to the channel
zk and the state of the ISI channel (which corresponds to
the previous L− 1 bits) determine the next state. Along
with the channel tap coefficients they also determine the
output at each time instant. The trellis structure of a 2-tap
ISI channel with taps f0 and f1 is shown in Fig. 3.

1 1
0/ − f1 + f0

0/ − f1 − f0

1/f1 + f0

1/f1 − f0
0 0

+

zk

f0 rk

nk

f1

T
zk−1

Figure 3. 2-tap ISI channel and trellis.

The optimal equalizer given the channel impulse
response and the noise variance at the receiver
can be implemented using the Bahl, Cocke, Jelinek,
and Raviv (BCJR) algorithm [5]. The BCJR algorithm
produces optimal a posteriori probabilities (APP’s) on xk

given the received signal r by using forward and backward
recursions on the trellis of the ISI channel. For an
explanation of the algorithm and implementation aspects,
the reader is referred to Ref. 6. The BCJR algorithm is
optimal; however, its complexity is quite high. Lower-
complexity variants of the BCJR algorithm such as the
max-log-MAP can also be used [7]. Another alternative
is the use of the soft-output Viterbi algorithm (SOVA) as
proposed by Hoeher and Hagenauer [8], which modifies the
hard-output Viterbi algorithm (VA) to provide reliabilities
for the decoded bits in addition to the hard decisions.
The SOVA is less complex compared to the BCJR
algorithm; however, it is suboptimal. It is also known
that the soft-output of the SOVA is optimistic [9] and
that the performance can be improved by scaling the
extrinsic information produced by the SOVA. Douillard
et al. use the SOVA with scaling in their first paper on
Turbo equalization [3]. The decoding complexity of the
BCJR algorithm, max-log MAP algorithm, and the SOVA
increases exponentially with L and even for moderate L,
it becomes difficult to implement these algorithms.

One way to reduce the complexity is to use an SISO
algorithm based on reduced-state sequence estimation
such as the M and T BCJR algorithms [10]. In M-type
algorithms, only the best M paths in each stage of the
trellis are retained and the rest of the paths are discarded.
Hence, the complexity is independent of the channel
memory and depends only on M. In T-type algorithms, all
paths whose metric is less than a threshold are dropped
and, hence, complexity reduction is achieved. However, the
reduction in complexity depends on the channel conditions.
When used in turbo equalization, during the first few
iterations, more number of paths will be retained and as
the iterations progress, the effective channel has a higher
SNR and, hence, the complexity dynamically decreases.
The concepts of M and T algorithms have now been
extended to the SOVA and shown to perform well for
the case of Turbo equalization [11]. Another technique
to reduce the equalization complexity is to truncate the
channel memory or use hard-decision feedback from the
decoder to cancel the ISI due to some of the taps and use
a trellis based equalizer with the shortened channel [12].
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4.2. Soft Interference Cancellation with Filtering Approach

A different approach to soft output equalization is
to modify conventional hard-output decision feedback
equalizers in order to accept and provide soft output. The
main advantage of this approach is that the complexity
is only O(L2) compared to the exponential dependence
on L for the optimal equalizer. Several different forms of
this equalizer have been proposed [13–15]. We will now
describe the one due to Wang and Poor [14] in detail. We
begin by rewriting (1) in matrix form:


rk−�1...
rk
...

rk+�2




︸ ︷︷ ︸
rk

=




fk−�1,�2 . . . fk−�1,0 . . . fk−�1,−�1 0 . . . 0
. . . fk,−�2 . . . fk,0 . . . fk,−�1 0

...
. . . . . .

. . . . . .
. . . 0

fk+�2,�2 . . . fk+�2,0 . . . fk+�2,−�1




︸ ︷︷ ︸
Fk

×




zk−�1−�2...
zk
...

zk+�1+�2




︸ ︷︷ ︸
zk

+




nk−�1...
nk
...

nk+�2




︸ ︷︷ ︸
nk

, (4)

or

rk = Fkzk + nk, with nk ∼ Nc(0,� = σ 2
chI). (5)

Let us assume that the modulation is BPSK. Hence,
there is a simple mapping between the coded bits xk and the
modulated symbols zk. To keep the notation simple, we will
not use interleaved indices, and appropriate interleaving
and deinterleaving should be assumed. Based on the
extrinsic LLR of the coded bits provided by the channel
decoder, {Lm−1

o (xk)}, we first form soft estimates of the
modulated symbols zk as

z̃k = 1 P(zk = 1)+ (−1)P(zk = −1)

= 1P(xk = 1)+ (−1)P(xk = 0)

= 1
eLm−1

o (xk)

1+ eLm−1
o (xk)

− 1
1

1+ eLm−1
o (xk)

= tanh
(

Lm−1
o (xk)

2

)
. (6)

Define

z̃k
	= [z̃t−�1−�2 , . . . , z̃t−1, 0, z̃t+1, . . . , z̃t+�1+�2 ]T (7)

Then the soft estimate is used to cancel the intersymbol
interference from the received signal rk to obtain

r̃k
	= rk − Fkz̃k (8)

= Fk(zk − z̃k)+ nk (9)

Next an instantaneous linear MMSE filter is applied to r̃k,
to obtain

uk = wH
k r̃k (10)

where the filter wk ∈ ��1+�2+1 is chosen to minimize
the expected value of mean-square error between the
modulated symbol zk and the filter output uk:

wk = arg min
w∈��1+�2+1

E{|zk −wH r̃k|2}

= arg min
w∈��1+�2+1

wHE{r̃kr̃H
k }w− 2 [wHE{zkr̃k}] (11)

where E denotes expectation and  denotes the real part
of a complex number. Note that

E{r̃kr̃H
k } = Fk�kFH

k +�, (12)

E{zkr̃k} = Fke, (13)

where �k is defined as

�k
	= cov{zk − z̃k} = diag{1− z̃2

t−�1−�2
, . . . , 1− z̃2

t−1, 1,

× 1− z̃2
t+1, . . . , 1− z̃2

t+�1+�2
} (14)

and e denotes a [2(�1 + �2)+ 1]-vector with all-zero entries,
except for the (�1 + �2 + 1)th entry, which is 1 (hence Fke
is the (�1 + �2 + 1)th column of Fk). The solution to (11) is
given by

wk = (Fk�kF +�)−1Fke (15)

In order to form the LLR of the modulated symbol zk,
the instantaneous MMSE filter output uk in (10), which
represents a soft estimate of the bit zk, is treated as a
Gaussian random variable:

p(uk | zk) ∼ Nc(µkzk, ν
2
k) (16)

Conditioned on the modulated symbol zk, the mean and
variance of uk are given by

µk
	= E{uk | zk}
= eTFH

k (Fk�kFH
k + �)−1Fke (17)

ν2
k

	= var{uk | zk} = E{|uk|2 | zk} − µ2
k = wH

k E{ỹkỹH
k }wk − µ2

k

= µk − µ2
k (18)

Note that the mean µk is real. Therefore the extrinsic
information Lm

i (xk) delivered by the SISO equalizer is
given by

Lm
i (xk) = log

P(uk | xk = 1)

P(uk | xk = 0)
= log

p(uk | zk = +1)

p(uk | zk = −1)

= −|uk + µk|2
ν2

k

+ |uk − µk|2
ν2

k

= 4 {µkuk}
ν2

k

= 4 {uk}
1− µk

(19)

For real-valued channels, Lm
i (xk) = 2uk

1− µk
.
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4.3. SISO Decoding

When convolutional codes are used as outer codes,
the BCJR algorithm, any of its variants discussed in
Section 4.1, or the SOVA can be used to generate soft
output for the coded bits and the information bits. When
parallel concatenated or serial concatenated convolutional
codes (SCCC) are used, the Turbo decoding algorithm
explained in Ref. 6 can be used. For low-density parity-
check codes, the belief propagation decoder [16] naturally
produces soft output in order to iterate between the SISO
equalizer and the decoder. When PCCC, SCCC, or LDPC
outer codes are used, the decoding algorithm for soft-
output decoding of the outer code itself is an iterative
algorithm, which can be combined with the iterations
between the decoder and the equalizer such as in Ref. 17.

We show some simulation results to demonstrate
the efficiency of the Turbo equalization algorithm.
Figure 4 shows the bit error rate as a function of
the number of iterations for a 5-tap ISI channel
with frequency response F1(z) =

√
0.45+√0.25z−1 +√

0.15z−2 +√0.1z−3 +√0.05z−4 when the outer code is a
16-state convolutional code with generator polynomials
[1+D2 +D4, 1+D+D2 +D4] and the block length is
K = 2048 information bits. The equalizer and the decoder
use the SOVA. The performance of the convolutional
code in an AWGN channel is also shown. It can be
seen that the bit error rate improves with iterations and
the performance after 6 iterations is comparable to the
performance of the code on an AWGN channel. Figure 5
shows the performance of a parallel concatenated outer
code where the component codes are 16-state convolutional
codes on the same channel for K = 5000. In every iteration
of turbo equalization one iteration of Turbo decoding is
performed within the outer decoder. The performance

can be seen to improve steadily with iterations and is
within 0.8 dB from the capacity for this channel. These
results show that turbo equalization is quite effective in
removing ISI.

5. PERFORMANCE ANALYSIS

It is quite difficult to analytically predict the performance
of the Turbo equalizer for a given interleaver. However, it
is possible to derive bounds on the performance over the
ensemble of all possible interleavers both when Eb/No

is very high and when the length of the codewords
N →∞. The following two types of analysis–distance
spectrum based analysis and analysis of the iterative
algorithm provide some insight into the performance of
Turbo equalization.

5.1. Distance-Spectrum-Based Analysis

The main idea here is to treat the ISI channel as a
convolutional code over complex (or real) field and, hence,
to treat the overall system in Fig. 1 as a serial concatenated
convolutional code (SCCC) where the error correction
code is the outer code and the ISI channel is the inner
code. Then, the performance of an ML decoder can be
computed over the ensemble of all interleavers, according
to the technique pioneered by Benedetto et al. [18]. Our
explanation below is based on Ref. 18 but is adapted to the
case when the inner code is an ISI channel.

Since data are transmitted in the form of blocks, we
can think of the outer code and the ISI channel as
equivalent block codes of codeword length N. For a given
reference codeword (sequence), let ACo(w, h) denote the
total number of error sequences with input Hamming
weight w and output Hamming weight h for the outer

Figure 4. Bit error rate performance with
turbo equalization for 5-tap ISI channel and
16-state rate- 1

2 convolutional outer code.
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2 Turbo outer code.

code. Each error sequence may result in one or more error
events and h is the Hamming weight of the sum of all
error events. When the outer code is a linear code, the
all-zero sequence can be taken as the reference codeword.
Then, the number of error sequences of a given w and h is
the same as that of the number of codewords of the outer
code with Hamming weight h and information weight
w. Similarly, let ACISI (h, δ2) denote the average number
of error sequences with input weight h and squared
Euclidean distance (SED) δ2 for the ISI channel. The
average is over all possible reference sequences, since
the SED corresponding to an error sequence depends
on the reference codeword as well and, hence, the all-
zero sequence cannot be assumed as the reference.
Techniques used to compute ACISI (h, δ2) can be found in
the literature [19,20]. Under the assumption of a uniform
interleaver, that is, over the ensemble of all interleavers,
the average number of error sequences of input weight w
and SED δ2, ACs(w, δ2) can be shown to be [18]

ACs(w, δ2) =
N∑

h=do
f

ACo(w, h)× ACISI (h, δ2)(N
h

) (20)

where N is the length of the interleaver and do
f is the

free distance of the outer code. The probability of bit
error under maximum-likelihood decoding can be upper
bounded by using the union bound as

Pb(e) ≤
K∑

w=1

w
K

∑
h

∑
δ2∈	

ACs(w, δ2)Q



√

δ2REb

4No


 (21)

where 	 is the set of all possible squared Euclidean
distances δ2 and R is the rate of the outer code. This
result should be interpreted with some caution. On one

hand, it is an upper bound computed over the ensemble
of all possible interleavers and it is possible to design
interleavers that perform better than the average. On the
other hand, the Turbo equalization algorithm is not a
true ML decoding algorithm and, hence, the performance
can be worse than that predicted by (21). Nevertheless,
the abovementioned approach can be used to derive some
understanding of the effect of the interleaver and different
parameters of the outer code. For large Eb/No, only the
first few terms of the summation corresponding to small
values of δ2 and h dominate the performance. For small h,
ACo(w, h) and ACISI (h, δ2) can be approximated as [18]

ACo(w, h) ≈
no

max(w)∑
n=1

TCo (w, h, n)

(
N
n

)
(22)

ACISI (h, δ2) ≈
ni

max(h)∑
n=1

TCISI (h, δ2, n)

(
N
n

)
(23)

where TCo (w, h, n) is the number of error events for
the outer code of input weight w and output weight
h that are the concatenation of exactly n consecutive
error events. By consecutive we mean that the error
path diverges from the reference path and on merging
back immediately diverges again until n such error events
occur. Then, the paths remain merged until the end of
the block. Similarly, let TCISI (h, δ2, n) be the number of
error events of input weight h and output SED δ2 that are
the concatenation of n consecutive error events for the ISI
channel. The quantities no

max(w) and ni
max(h) refer to the

maximum number of error events possible due an input
error sequence of weight w and h for the outer code and
ISI channel, respectively. It is important to note that for
convolutional outer codes, the quantities TCo (w, h, n) and
TCISI(h, δ2, n) in (23) are independent of N. The probability
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of bit error can then be rewritten as

Pb(e) ≤
∑

w

w
K

∑
h

∑
δ2

no
max(h)∑
no=1

ni
max(h)∑
ni=1

TCo(w, h, no)

× TCISI(h, δ2, ni)×
(N

no

)(N
ni

)(N
h

) Q



√

δ2REb

4No


 (24)

Using the approximation
(N

n

) ≈ Nn

n!
, and the fact that

K = NR, the probability of bit error can be written as

Pb(e) ≤
∑

w

w
R

∑
h

∑
δ2

no
max(h)∑
no=1

ni
max(h)∑
ni=1

TCo(w, h, no)

× TCISI (h, δ2, ni)Nno+ni−h−1Q



√

δ2REb

4No


 (25)

where we can see that the probability of bit error depends
on the interleaver length through the term Nno+ni−h−1.
Since the ISI channel is a non-recursive encoder, ni

max(h) =
h [6,18] and, hence, the exponent of N is always greater
than or equal to zero. Therefore, the probability of bit error
is at best independent of the length N of the codewords,
which is the same situation as that for convolutional codes.
This means that although, the system in Fig. 1 is a serial
concatenated convolutional code, there is no interleaving
gain when the outer code is a simple convolutional code,
since the ISI channel is a nonrecursive inner code. The
interleaver is still useful since the h different error events
each correspond to an SED of at least δ2

min and, hence, the
overall free distance can be up to do

f × δ2
min. The interleaver

is also required to break up the correlation at the output
of the equalizer.

This tells us that in order to achieve close to capacity
performance, the outer code should be a Turbo code or

an LDPC code, in which case, the performance of the
code gets better with increasing N and, hence, the overall
performance improves with increasing N.

5.1.1. Binary Precoding. It is known from Benedetto
et al. [18] that an interleaving gain is possible even with
a simple convolutional outer code if the inner encoder is
recursive. It is possible to make the ISI channel appear
recursive to the outer code by encoding the interleaved
output y in Fig. 1 by a rate-1 recursive convolutional
encoder as shown in Fig. 6. The precoder is a recursive
encoder with generator polynomial 1/g(D) with g(D) =

J∑
i

giDi, where J is the number of memory elements in the

precoder and gi ∈ {0, 1}. The outputs of the precoder are
transmitted over the ISI channel after modulation. This
type of precoding, which we refer to as binary precoding,
should not be confused with the conventional type of
precoding such as Tomlinson–Harashima (TH) precoding,
which is intended to cancel ISI at the transmitter. Unlike
TH precoding, in binary precoding, channel knowledge
is not required at the transmitter and the purpose is
only to make the channel trellis appear recursive. When
the modulation is memoryless, the trellis of the precoder
and that of the ISI channel can be combined into one
trellis as shown in Fig. 7. If J ≤ L, then the resulting
combined trellis has the same number of states as that
of the ISI channel and, hence, there is no increase in the
equalization complexity. However, since the precoder is
recursive, the combination of the channel and the precoder
becomes recursive and, hence, a significant interleaving
gain is possible. From the combined transversal filter,
the trellis diagram can be easily found. An example of
a precoded 2-tap ISI channel with g(D) = 1+D and the
associated trellis diagram is shown in Fig. 8. The ISI
channel considered is the same as that in Fig. 3 with
transfer function F2(z) = f0 + f1z−1.

•••••a x y

z

n

r

g1 gJ−1 gJ

T

T T

T+

+ +

Convolutional
code Interleaver

Modulator

ISI channel

f0 f1 fL

Trellis of precoder and channel
can be combined

Propsed modification
rate−1 inner code

Figure 6. System model with binary precoding.
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Precoder

ISI channel

Modulation

g1

f0 f1 f2 fL

g2 gJ

y

z

T T T+

+

Figure 7. Transversal filter for precoded ISI channel.

Note from the trellis in Fig. 8 that for the precoded
channel, a weight-1 error sequence produces an infinite-
length error event and that a minimum input weight
of 2 is required to produce a finite-length error event.
Therefore, an input error sequence with weight h can
produce a maximum of �h/2� error events and ni

max(h) =
�h/2� in (25). Therefore, the maximum exponent of N is
�h/2� − h and since h ≥ do

f , the exponent of N is always
negative if do

f ≥ 3. Thus the BER in (25) decreases with
increasing interleaver length; this phenomenon has been
termed as interleaving gain [18].

Since the free distance of the outer code needs
to be greater than or equal to only 3, even simple
codes such as convolutional codes with small constraint
length usually perform very well with binary precoding.
Thus significant reduction in complexity can be obtained
compared to using Turbo outer codes such as in Ref. 21
or, better performance can be obtained compared to using
convolutional outer codes without precoding such as in
Ref. 3. Figure 9 shows the bit error rate performance

(a)

(b)

BPSK modulation

T
yk

nk

rk
f0

f1

+

+

0 0

11
0/f1 + f0

1/ − f1 + f0

0/ − f1 − f0

1/f1 − f0

Figure 8. (a) Two-tap ISI channel with precoding; (b) trellis of
precoded channel.
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Figure 9. Bit error rate performance for a 5-tap static ISI
channel with and without binary precoding.

on a 5-tap ISI channel with transfer function F1(z) =√
0.45+√0.25z−1 +√0.15z−2 +√0.1z−3 +√0.05z−4 for a

block length of K = 5000 bits. The outer code used is a
simple rate- 1

2 , 2-state convolutional code with generator
polynomials [1, 1+D]. The precoder used is 1/(1+D) and
the error performance is shown for different iterations
up to 18 iterations. Also shown for comparison is
the performance of a 16-state Turbo code (parallel
concatenated code) with 12 iterations. It can be seen that
even a simple 2-state outer code can provide performance
within 0.3 dB as that of a 16-state Turbo code; but the
decoding complexity for the former is significantly lesser
compared to that of the Turbo code.

The combination of the outer code, interleaver, and the
rate-1 recursive precoder can be thought of as a serial
concatenated outer code with a recursive inner encoder
whose output is transmitted over the ISI channel and that
the interleaving gain is really due to the concatenated
outer code. However, it should be noted that there is no
interleaver between the precoder and the ISI channel and,
hence, a separate decoder is not required for the precoder.
By combining the trellis of the precoder and the channel,
the equalization complexity is reduced and, hence, it is
useful to think of this technique as a precoding technique
rather than a mere concatenated outer code. Analysis of
precoded ISI channels based on the distance spectrum for
partial response channels can be found elsewhere [22–24].
The design of precoders based on optimizing the distance
spectrum has been considered by Lee [25].

5.2. Analysis of the Iterative Equalization Algorithm

The aforementioned analysis is based on the assumption of
an ML decoder whereas the Turbo equalization algorithm
is not an ML decoding algorithm and, therefore, the
performance of the Turbo equalization can be quite
different from that predicted by the analysis above. In
order to accurately characterize the iterative process,
we need to determine how the extrinsic information
evolves from one iteration to another. Since the extrinsic
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information vector is an N-dimensional vector, it is quite
difficult to characterize the evolution of this vector.
When the length N →∞, we can assume that the
extrinsic information (. . . , Lm

i (xk), . . . , ) or (. . . , Lm
o (xk), . . .)

are sequences of independent identically distributed
random variables and, hence, only the PDFs of Lm

i (xk)

and Lm
o (xk) need to be tracked from one iteration to

another. It is still quite difficult to compute the pdf as
a function of iterations. Ten Brink [26] and El Gamal and
Hammons [27] showed that for Turbo codes, if the PDF
is assumed to be Gaussian and only a single parameter
related to the PDF is tracked, the approximation is still
quite good. This idea was extended to analyze Turbo
equalization in Ref. 28. Here, we will explain how to
use this technique to analyze the performance of Turbo
equalization.

We first introduce the concept of equivalent channels.
Consider the interleaved coded sequence y = {yk} and
BPSK modulation with zk = (2yk − 1). During the mth
iteration in the Turbo equalization algorithm, the inner
equalizer provides LLRs (or extrinsic information) Lm

i (xk).
This LLR can be thought of as the output of a hypothetical
channel with binary inputs as ‘‘seen’’ by the outer
decoder. Let us define two quantities for this equivalent
channel:

µm
i

	= Eyk [(2yk − 1)Lm
i (yk)] (26)

(σm
i )2 	= Eyk [((2yk − 1)Lm

i (yk))
2] = Eyk [(Lm

i (yk))
2] (27)

A measure of reliability of this equivalent channel is

the ratio SNRm
i =

(
µm

i

σm
i

)2

, which can be thought of as the

SNR of the channel as seen by the outer decoder during
the mth iteration. The higher SNRm

i is, the more reliable
the effective channel as seen by the outer decoder during
the mth iteration is. Similarly, the outer decoder produces
extrinsic information Lm

o (yk) during the mth iteration and
a similar SNR, SNRm

o can be defined as the SNR of the
equivalent channel as seen by the equalizer during the
mth iteration. During the mth iteration, the inner SISO
equalizer is provided with an equivalent channel with
SNR SNRm−1

o by the outer code and an AWGN channel
with variance σ 2

ch. At the output, the equalizer produces
an equivalent channel with SNR SNRm

i . The outer decoder
in turn observes this channel and increases the equivalent
SNR at the output of the decoder to SNRm

o . Let us denote
the SNR at the output of the equalizer by the transfer
function Fi(p, q), where p is the input SNR from the
outer decoder and q = σ 2

ch is the variance of the AWGN.
Similarly, let Fo(p) denote the equivalent SNR at the
decoder output when the input SNR is p. Then, we have

SNRm
i = Fi(SNR(m−1)

o , σ 2
ch) (28)

SNRm
o = Fo(SNRm

i ) (29)

The evolution of the equivalent SNR with iterations is
best illustrated with the help of a diagram such as the
one suggested by Ten Brink [26] and shown in Figs. 10
and 11. Figure 10 shows two curves: the function Fo(p)

and the function F−1
i (p, σ 2

ch) for a fixed σ 2
ch [so we refer to

this simply as F−1
i (p)]. The function F−1

i (p) is represented
by simply drawing the function Fi(p) with the x and
y axes inverted. Since the output of one of the SISOs
is the input to the other, by drawing the curves with

Figure 10. Graphical demonstration
of convergence of iterative equalization
and decoding: serial concatenation
between a 2-state convolutional outer
code and a 5-tap ISI channel.
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Figure 11. Graphical demonstration of
convergence of iterative equalization and
decoding: serial concatenation between a
2-state convolutional outer code and a pre-
coded 5-tap ISI channel.

the axis reversed for one of the curves, the evolution
of the SNRs can be traced by drawing vertical and
horizontal lines between the two curves. That is, the
iterations begin at the point SNR(1)

i and a vertical line
from the curve F−1

i (p) to the curve Fo(p) followed by a
horizontal line to the curve F−1

i (p) denotes the change of
the equivalent SNR during one iteration. The outer code in
this case is a 2-state convolutional code and the channel is
the 5-tap ISI channel with frequency response F1(z) =√

0.45+√0.25z−1 +√0.15z−2 +√0.1z−3 +√0.05z−4 and
the Eb/No = 3.6 dB. It can be seen from Fig. 10 that the
two curves intersect, which represents a fixed point for
the iterations and the equivalent SNR cannot improve
beyond the fixed point. The achievable bit error rate
can be computed from the equivalent SNR corresponding
to the fixed point. If the two curves Fo(p) and F−1

i (p)

do not intersect, then the equivalent SNR steadily
increases to infinity, which denotes correct decoding
or convergence of the turbo equalization algorithm
to the correct solution. Such a situation occurs for
the same convolutional code and same Eb/No, when
precoding is used with the channel and is shown in
Fig. 11.

Note that in order for the iterative procedure to
converge to the correct decision, it is not necessary that
both SNRm

i and SNRm
o go to infinity; it is sufficient that any

one of them, SNRm
i or SNRm

o tends to∞, since the SNRs are
defined using the extrinsic LLRs only. The shape of F−1

i (p)

depends on the σ 2
ch (and, hence, on Eb/No). The minimum

Eb/No for which F−1
i (p, Eb/No) does not intersect Fo(p) is

called the threshold. In general, for finite impulse response
ISI channels, Fm

i (∞, σ 2
ch) is finite and, hence, in order to

get arbitrarily small probability of error for a fixed σ 2
ch

capacity approaching codes such as Turbo codes or LDPC
codes must be used. With convolutional outer codes, the
bit error rate cannot be made arbitrarily small. However,
with precoding Fm

i (∞, σ 2
ch) →∞ and, hence, even simple

convolutional codes can be used to obtain arbitrarily small
probability of error.

Finally, it should be noted that parameters other than
the equivalent SNR have been used to characterize the
iterative process. Ten Brink used mutual information [26],
and Narayanan has used the correlation between the
equivalent soft output and the actual coded bit [28].

5.2.1. Computing the Transfer Functions. For trellis-
based equalizers such as the BCJR algorithm or SOVA,
it is quite difficult to analytically compute the functions
Fi; hence, Monte Carlo simulations have to be used and
ensemble averages in (27) are replaced by a time average.
In order to simulate the input extrinsic information,
Lm

o (yk) can be assumed to be a Gaussian random variable
whose variance is twice the mean. This assumption has
been shown to be reasonably accurate [29]. The following
procedure is then used to evaluate Fi(p, q):

1. Draw a sequence of random i.i.d. bits yk ∈ {0, 1}, set
zk = 2yk − 1 for k = 1, 2, . . . , N

2. Compute rk =
l2∑

i=−l1

fk−izk + nk where nk are samples

of i.i.d. Gaussian random variables with zero mean
and variance q.

3. Draw a sequence of random variables for L(m−1)
o (yk)

from the distribution N(2pzk, 4p), for k = 1, 2, . . . , N.
4. Compute the equalizer output Lm

i (yk), k =
1, 2, . . . , N.
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5. Compute SNRm
i =

(
1
N

N∑
k=1

zkLm
i (yk)

)2

1
N

N∑
k=1

(zkLm
i (yk))

2

.

When MMSE equalizers are used such as the one described
in Section 4.2, it is possible to obtain the output SNRm

i
semianalytically. That is, we do not have to simulate the
equalizer. The following procedure can be used to compute
Fi(a, b) — given the channel Ft = F, the noise variance
σ 2

ch = q:

1. For i = 1, 2, . . . , N draw i.i.d. Lm
i (yk) ∼ N(2azk, 4a)

2. Let �k
	= diag

{
1− tanh

(
Li(yk−�1−�2)

2

)2

, . . . ,

1− tanh
(

Li(yk−1)

2

)2

, 1, 1− tanh
(

Li(yk+1)

2

)2

, . . . ,

1− tanh
(

Li(yk+�1+�2)

2

)2 }
.

3. Compute

µk
	= eTFH (F�kFH +�

)−1
Fe (30)

SNRm
i

	= 1
N

N∑
k=1

1
2

2qµk

1− µk
(31)

where q = 1 for real channels and q = 2 for complex
channels. The transfer function of the outer code
Fo(a) cannot be computed analytically and has to be
computed via Monte Carlo simulations using the following
procedure:

1. Draw a sequence of random i.i.d. bits yk ∈ {0, 1}.
2. Draw a sequence of random variables for Lm

i (yk) from
the distribution N(2azk, 4a), for k = 1, 2, . . . , N.

3. Compute the decoder output Lm
o (yk), k = 1, 2, . . . , N.

4. Compute SNRm
o =

(
1
N

N∑
k=1

zkLm
o (yk)

)2

1
N

N∑
k=1

(zkLm
o (yk))

2

.

6. MORE RECENT RESULTS

Turbo equalization is an area of active research and new
results on theory and application are emerging. Turbo
equalization with carefully designed LDPC outer codes has
been shown to provide close to capacity performance. The
design of LDPC codes with different kinds of equalizers
is an area of current research. Reduced-complexity
Turbo equalization, adaptive Turbo equalization, and
applications to multiantenna systems and other wireless
systems [30,31] are few of the areas under study.
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1. INTRODUCTION

There exist various access schemes for participants of an
optical fiber communications system [1]:

1. Time-division multiple access (TDMA)
2. Wavelength-division multiple access (WDMA)
3. Code-division multiple access (CDMA)

In TDMA [2] systems, each user (or transmitter) is
assigned a specific time slot for data transmission.
On the other hand, a specific wavelength is reserved
for each transmitter in WDMA [1] systems. CDMA [2]
is a different approach from TDMA or WDMA. In
CDMA, not a wavelength or a time slot, but a specific
pseudorandom address sequence is assigned to each
participant. This is advantageous if compared to TDMA
and WDMA because pseudorandom address sequences
enable data transmission of users at overlapping times
and wavelengths. Other advantages of CDMA include [2]
(1) security against unauthorized users, (2) protection
against jamming, (3) flexibility of adding users, and
(4) asynchronous access capability.

In an optical CDMA system [3,4], an optical orthogonal
code (OOC) sequence is assigned to each user and
data are sent via the destination user’s OOC sequence.
Different from electrical pseudorandom sequences, which
can consist of bipolar pulses, OOC sequences are
unipolar, where instead of the −1 and +1 levels,
only the 0 and +1 levels are available in intensity-
modulated, direct-detection optical systems. Because of
this, true orthogonality cannot be achieved. Therefore,
OOC sequences have to be very long to support large
numbers of users, and this introduces large bandwidth
expansion [2].

The employment of error correction codes (ECCs) is
possible in order to improve the performance (and hence
to reduce the bandwidth expansion factor) of optical CDMA
systems [5–7]. Zhang [5] proposes the use of asymmetric
ECCs for optical CDMA with ON/OFF keying (OOK),
whereas Kim and Poor [6] and Ohtsuki and Kahn [7]
suggest using parallel concatenated convolutional codes
(PCCC), namely, Turbo codes [8,9] in optical CDMA with
pulse position modulation (PPM). This article presents
the application of Turbo product codes (TPC) [17] for
performance improvement of optical CDMA systems with
either OOK or binary PPM.
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TPCs have near-optimum performance [17] like Turbo
codes. Furthermore, in terms of storage requirements
and number of operations, TPCs have considerably less
complexity if compared to Turbo codes. This makes
TPCs very attractive for various applications that require
high performance at high code and data rates. For
example, the application of TPCs is considered in Ref. 26
for optical systems employing dense wavelength-division
multiplexing (DWDM).

The organization of this article is as follows: Section 2
summarizes the TPC decoding algorithm for binary
memoryless channels. Section 3 describes optical CDMA
systems and their channel models. The application of
TPCs in optical CDMA and performance curves obtained
via simulations are given is Section 4 and Section 5,
respectively. Finally, we conclude with some remarks in
Section 6.

2. TURBO PRODUCT CODES FOR BINARY MEMORYLESS
CHANNELS

In Sections 2.1–2.4 we give some background on product
codes and in Section 4 describe their use in optical CDMA
systems.

2.1. Product Code Construction

Product codes, or ‘‘iterated’’ codes, are in the class of
linear block codes [21], which are widely used for forward
error correction (FEC) in many of today’s communications
systems. Product codes were first introduced by Elias [18]
in 1954, and their construction is basically an efficient
way for building long block codes from two or more shorter
block codes. The construction of a two-dimensional product
code can be described as follows: Consider a k1 × k2

array of information bits as shown in Fig. 1. First, the
columns are encoded using a systematic (n1, k1, d1) linear
code C1; then, the rows are encoded using a systematic
(n2, k2, d2) linear code C2. Here, ni, ki, and di(i = 1, 2) are
the codeword length, the number of information bits, and
the minimum Hamming distance, respectively. The linear
codes C1 and C2 are called constituent or component codes
and the resultant (n1n2, k1k2, d1d2) product code has a
code rate of Rc = (k1k2)/(n1n2). The idea of a product code

Information
symbols

Column parities

Row parities

Parities
on

parities

n1

k1

n2

k2

Figure 1. Product code construction.

can be further expanded to dimensions greater than 2.
Nevertheless, to reduce encoding and decoding complexity,
two-dimensional product codes are usually considered.

Product codes can be decoded by a hard-decision row
decoder followed by a hard-decision column decoder (or vice
versa). On reception of a noisy data vector, a hard-decision
decoder strictly decides on bit 1 or 0 for each component
of this vector and operates on these values. This is a low-
complexity decoding method; nevertheless, for better per-
formance, an iterative soft-input/soft-output (SISO) (i.e.,
soft-decision) decoding algorithm has to be used [17,19].
Different from the hard-decision decoder (which uses a
threshold device), a soft-decision decoder uses the raw
received analog signal to obtain reliability information on
each bit position. The block diagram of an iterative SISO
decoder for a product code is shown in Fig. 2.

On reception of the noisy data matrix R, the SISO
row decoder calculates extrinsic (reliability) information
matrix W(1) and passes this as a priori information to
the SISO column decoder. The extrinsic information about
a bit position is obtained via the help of all other bit
positions, as described in the next section. After obtaining
the information from the SISO row decoder, the SISO
column decoder in turn calculates extrinsic information
matrix W(2) and passes this back as a priori information to
the row SISO decoder. Decoding continues in an iterative
fashion until either estimate R(1) or R(2) is assigned as
the decoded matrix. One efficient method of iterative SISO
decoding is the Turbo product decoding algorithm proposed
by Pyndiah [17] that is described and adapted for the
binary memoryless channel model in the following section.

2.2. Extraction of Soft Information from a Binary
Memoryless Channel

As we will observe later, optical CDMA systems can
be modeled as binary memoryless channels [2]. Hence,
there is a need to adapt a method for extracting soft
information for these channels. That is, even though the
channel is a ‘‘hard’’ channel that uses threshold detection,
we can extract certain ‘‘soft’’ information given the error
probability of the channel. It will take some time to explain
this next. Let us assume that X = x0 x1 · · · xn−1 denotes
the transmitted codeword and R = r0 r1 · · · rn−1 denotes
the received vector, namely, a possibly noise corrupted
version of X. The reliability for the jth component of R is
given by the loglikelihood ratio (LLR):

�(rj) = log
[

Pr(xj = 1 | rj)

Pr(xj = 0 | rj)

]
(1)

For Pr(xj = 1) = Pr(xj = 0) = 1
2 , Eq. (1) can be expressed

using the transition probabilities of the binary memoryless
channel and is found to be

�(rj) = log
[

Pr(rj | xj = 1)

Pr(rj | xj = 0)

]
. (2)

The Turbo product decoding algorithm applies the
Chase algorithm [20], a suboptimum maximum-likelihood
decoding method for a linear (n, k, d) block code C,
iteratively to the columns and rows of the product
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decoder.

codeword. The Chase algorithm can be described as
follows. First, the f least reliable bit positions of R
are determined and 2f test sequences are formed by
perturbing these positions. Here, perturbation means
using all possible combinations of zeros and ones in the
least reliable bit positions. The parameter f is chosen as
f � k. After perturbation of the least reliable bit positions,
the 2f test sequences are passed through an algebraic
decoder for linear code C. The codewords obtained via
the algebraic decoder are called candidate codewords and
are denoted by Ci(i = 1, 2, . . . , 2f ). The distance between
candidate codeword Ci = ci

0 ci
1 · · · ci

n−1(c
i
j ∈ {0, 1}) and

received vector R is found by using the following metric,
called ‘‘analog weight’’ [20]:

l(R, Ci) =
n−1∑
j=0

∣∣(rj ⊕ ci
j )�(rj)

∣∣ (3)

where ⊕ denotes modulo-2 addition. This metric is
calculated for all candidate codewords. The final output
of the Chase decoder is the decoded codeword, which is
the candidate codeword closest to received vector R. If CD

denotes the decoded codeword, then the following condition
is used to determine CD:

l(R, CD) ≤ l(R, Ci) for all i (4)

2.3. Computation of Extrinsic Information

Once a decision CD is made, soft output (or extrinsic
information) for each bit position cD

j is needed to be passed
to the next decoding stage. The reliability information of
cD
j is given by the LLR of the transmitted symbol xj and

can be written as

�(cD
j ) = log

[
Pr(xj = 1 | R)

Pr(xj = 0 | R)

]
(5)

Here, the computation of the LLR is different than the
LLR in Eq. (1), since it takes into account that CD is one
of the 2k codewords of linear code C. The probabilities in
Eq. (5) can be expressed as

Pr(xj = ν | R) =
∑

Ci∈Sν
j

Pr(X = Ci | R) (6)

where Sν
j denotes the set of all candidate codewords with

ν ∈ {0, 1} at their jth bit position. Applying Bayes’ rule [21]

and assuming that Pr(X = Ci) to be equal for all i, the LLR
in (5) can be written as

�(cD
j ) = log




∑
Ci∈S1

j

Pr(R | X = Ci)

∑
Ci∈S0

j

Pr(R | X = Ci)


 (7)

Assuming independent and identically distributed (i.i.d.)
signal components rj, Pr(R | X = Ci) can be expressed as

Pr(R | X = Ci) =
∏
m

Pr(rm | xm = ci
m) (8)

Using Eq. (8) in Eq. (7), we obtain the following expression
for the LLR:

�(cD
j ) = �(rj)+wj (9)

where wj is defined as the extrinsic information given by

wj = log




∑
Ci∈S1

j

∏
m �=j

Pr(rm | xm = ci
m)

∑
Ci∈S0

j

∏
m �=j

Pr(rm | xm = ci
m)


 (10)

As can be observed, the extrinsic information for bit
position j is calculated via information obtained from all
bit positions except bit position j itself.

The extrinsic information wj, calculated as in Eq. (10),
requires all candidate codewords. To reduce complexity,
the following approach is used. Let Cmin(1), j ∈ S1

j be the
codeword closest to R with a 1 in its jth bit position.
Similarly, Cmin(0), j ∈ S0

j is the closest codeword to R with
a 0 in its jth bit position. Using these closest (and hence
dominant) codewords, the extrinsic information wj can be
approximated by

wj ≈ log



∏
m �=j

Pr(rm | xm = cmin(1), j
m )

∏
m �=j

Pr(rm | xm = cmin(0), j
m )


 (11)

The calculation in this equation is not as accurate as the
expression in Eq. (10). However, it has reduced complexity,
since only two candidate codewords need to be considered
to obtain the extrinsic information.
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2.4. Turbo Decoding of Product Codes

Having defined the computation of the extrinsic
information, we are now able to summarize the Turbo
decoding algorithm for a binary memoryless channel:

1. The Chase algorithm is applied to the rows of the
product codeword and decision CD = cD

0 cD
1 · · · cD

n−1 is
obtained for each row.

2. Cmin(1), j and Cmin(0), j are determined among the
candidate codewords. In fact, one of these was
already found in the previous step; thus, CD is equal
to either Cmin(1), j or Cmin(0), j.

3. If both Cmin(1), j and Cmin(0), j exist among the
candidate codewords, then the extrinsic information
wj is evaluated using Eq. (11). If one of these
codewords cannot be found, then the extrinsic
information is approximated as

wj ≈ β(2cD
j − 1) (12)

where β ≥ 0 is a predetermined reliability factor that
increases with each iteration.

4. The extrinsic information wj is scaled so that the
average of |wj| is equal to one. The reason for this
will be explained later.

5. The reliability information of rj is updated as

�(rj) = �j + αwj (13)

where �j is the reliability of the original received jth
symbol and α ≥ 0 is a weight factor to combat high
standard deviation in wj and high BER during the
first iterations.

6. The product codeword with the updated reliability
information is the input to the next decoding stage.
The above-mentioned procedure is applied this time
to the columns of the product codeword. Decoding
continues in an iterative fashion (i.e., row decoding
→ column decoding → row decoding → . . .) until
user-defined termination.

One iteration of the preceding algorithm means row
decoding (a half-iteration) followed by column decoding
(another half-iteration); For instance, if we speak of four
iterations, we actually mean eight half-iterations. The
Turbo product decoder structure for a half-iteration is
shown in Fig. 3, where the extrinsic information at the
mth half-iteration is stored in matrix W(m), whereas
the reliability information of the original received data is
stored in matrix �R. For TPC decoding, usually six to eight
half-iterations are sufficient to obtain good performance
results.

The reason of scaling of the extrinsic information
in step (4) in the preceding algorithm is to make the
reliability and weight factors independent of the chosen
product code. In fact, these factors change at each half-
iteration and should be optimized for the employed
product code and the channel characteristics of the
communications system. If scaling is employed, one

Chase decoding
(rows or columns)

W(m)

b(m)

ΛRΛR

a(m)

W(m + 1)

Figure 3. TPC decoder (half-iteration).

Table 1. Weight and Reliability Factors

m 0 1 2 3 4 5 6 7

α 0.0 0.5 0.7 0.9 1.0 1.0 1.0 1.0
β 0.2 0.3 0.5 0.7 0.9 1.0 1.0 1.0

suggestion for these factors versus m (number of half-
iteration), is as given in Table 1 [22].

3. OPTICAL CDMA SYSTEMS

In the following sections, we describe optical orthogonal
codes and optical CDMA systems using different
modulation types.

3.1. Optical Orthogonal Codes (OOCs)

In an optical CDMA system, a unique OOC [3] sequence
is assigned to each user; thus, each user has a
predetermined address sequence. To ensure orthogonality,
OOC sequences have to satisfy the following two
properties [3,10]:

1. Each sequence should be distinguished from a time-
shifted version of itself (autocorrelation constraint),

2. Each sequence should be distinguished from a
possibly time-shifted version of another sequence
(cross-correlation constraint).

The parameters of an OOC are denoted by F, K, λa,
and λc, which represent codelength (i.e., number of
chips), code weight, autocorrelation constraint, and cross-
correlation constraint, respectively. There exist various
design techniques for OOCs [10–14]. OOCs with λa = λc =
1 have the best achievable correlation constraints for a
direct-detection optical CDMA system. For example, three
OOC sequences are shown in Fig. 4 [15].

Here, the OOC parameters are F = 28, K = 3, and
λa = λc = 1, and the number of users is N = 3. The
sequences are denoted as Su = su,0 su,1 su,2 · · · su,nchip−1,
where u = 1, 2, . . . , N, su, j ∈ {0, 1} and nchip denotes the
number of chips (i.e., F, the number of time slots in one
bit interval for OOK and half the number of time slots for
binary PPM). It is assumed that the K light pulses of an
OOC sequence have a normalized amplitude equal to 1 and
since usually K � nchip, it is more convenient to indicate
the OOC sequences with the chip numbers at which pulses
are placed. For the sequences shown in Fig. 4, the notation
would be S1 = {0, 2, 8}, S2 = {0, 3, 10}, and S3 = {0, 4, 13}.
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Figure 4. (28,3,1,1) optical orthogonal code sequences.

As stated before, OOCs need to satisfy certain correlation
constraints to ensure orthogonality. These constraints can
be expressed as

1. Autocorrelation property:

�uu(m) =
nchip−1∑

i=0

su,isu,(i+m mod nchip) ≤ λa (14)

for any sequence Su and any integer m �= 0. �uu(0) =
K since each sequence has K pulses.

2. Cross-correlation property:

�uw(m) =
nchip−1∑

i=0

su,isw,(i+m mod nchip) ≤ λc (15)

for any two sequences Su and Sw (Su �= Sw) and any
integer m.

For an (F, K, λa = 1, λc = 1) OOC, it can be shown that
the upper bound on the number of address sequences (i.e.,
number of users) is equal to [3,10]

Nmax =
⌊

F − 1
K(K − 1)

⌋
(16)

where �x� denotes the integer part of the real number x.
Perfect optimal OOCs are OOCs with length

F = NmaxK(K − 1)+ 1 (17)

3.2. System Model

Figure 5 shows the block diagram of an intensity
modulated, direct-detection fiberoptic CDMA network that
employs all-optical signal processing. The configuration
shown is a star network with N users; however, other
structures like ring networks are also possible.

A user in the system shown in Fig. 5 sends data using
the address sequence of the destination user. Let us now
briefly describe how this is established. At the transmitter
side, the binary source is followed by a modulator. The
modulation type is OOK or PPM. In case of OOK, the
user transmits bit 1 by sending the address sequence,
whereas bit 0 is transmitted by leaving the bit interval
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Figure 5. Optical CDMA system.
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empty. The major drawbacks of OOK systems are that
synchronization and baseline wander problems [1] may
occur as a result of long sequences of zeros or ones. To
avoid these, scramblers [23] or mBnB codes [1] could be
used. An alternative to OOK is PPM [6,7]. In case of binary
PPM, the bit interval is divided into two time slots and
binary 1 and 0 are sent as OOC sequences in their assigned
time slots.

The modulator in Fig. 5 is followed by a bit-to-pulse
converter to generate a short light pulse of duration Tc,
which is the duration of one chip. If Tb denotes the bit
duration, then for OOK, Tc = Tb/F, whereas for binary
PPM, Tc = Tb/(2F). The bandwidth expansion factor is
equal to F and 2F for OOK and binary PPM, respectively.
An optical switch is placed after the bit-to-pulse converter.
The purpose of this switch is to select the OOC sequence
of the destination user. After selecting the destination
address, the OOC sequence is formed by passing the short
light pulse through K fiber delay lines, which place the K
pulses according to the OOC sequence of the destination
user. All users are transmitting their data via an N ×N
optical star coupler. Hence, all users are receiving the
same signals at overlapping times and wavelengths.

An optical CDMA receiver consists of the following
devices: an optical hard-limiter [3], a correlator, and an
OOK or PPM demodulator. The output of the hard-limiter
is modeled as

h(φ) =
{

1 if φ ≥ 1
0 if φ < 1

(18)

where φ is the normalized input light intensity.
Employment of the hard-limiter at the receiver is optional.
However, it is shown that placing an optical hard-
limiter before the optical correlator enhances the system
performance significantly [3,4]. In fact, performance can
be improved further by using two hard-limiters, one before
and one after the correlator [25]. This article considers the
employment of a single hard-limiter or no hard-limiter
at all.

Like the encoder, the correlator is also a configuration
composed of fiber delay lines that are matched to
the destination user’s address sequence. Each receiver
receives the same sequences; however, because of the
orthogonality of the sequences, the data can be decoded
only by its intended correlator. The correlator are followed
by a demodulator after which the data are finally
recovered.

3.3. Channel Model for Optical CDMA with OOK

Without loss of generality, user 1 can be considered as the
destination address. Also, the main source of noise can be
assumed as optical multiple access interference caused by
other users. For an OOK-CDMA system with hard-limiter,
the correlator output of user 1 may be modeled as

Zu1,HL =
{

K if xj = 1
Iu1,HL if xj = 0 (19)

and for an OOK system without hard-limiter

Zu1,NHL = xjK + Iu1,NHL (20)

Here, xj ∈ {0, 1} represents the data sent to user 1, Iu1,HL

is the interference signal due to other users for a system
with hard-limiter, Iu1,NHL is the interference signal due to
other users for a system without hard-limiter, and K is
the weight of the OOC. In the correlator output signals,
photodetector and amplifier noise may be ignored since
these are relatively small if compared to optical multiple
access interference.

In an OOK system, the decision criterion at the
receiver is

rj =
{

0, if Zu1 < Th
1, if Zu1 ≥ Th (21)

where Th(0 < Th ≤ K) is a predefined threshold level;
thus, if the signal level is above Th, it is assumed that
bit 1 was received; otherwise, the assumption is made
that the received signal represents bit 0. The probability
of bit error for an OOK system may be expressed as

Pe,OOK = Pr(rj = 1 | xj = 0) Pr(xj = 0)

+ Pr(rj = 0 | xj = 1) Pr(xj = 1) (22)

Since direct detection is used, we observe that for
OOK, Pr(rj = 0 | xj = 1) = 0. Hence, the OOK system
is characterized by an asymmetric channel called
Z channel [5] as shown in Fig. 6.

Under the assumption that Pr(xj = 1) = Pr(xj = 0) = 1
2 ,

we can write the conditional probability Pr(rj | xj) as

Pr(rj | xj) =




2Pe,OOK if rj = 1, xj = 0
1− 2Pe,OOK if rj = 0, xj = 0
1 if rj = 1, xj = 1
0 if rj = 0, xj = 1

(23)

It is shown that for an OOK system with hard-limiter, the
probability of bit error can be upper-bounded by [3]

Pe,OOK,HL ≤ 1
2

(
K
Th

) Th∏
i=1

(1− vN−i) (24)

where N is the number of active users and

v = 1− K
2F

(25)

xj = 1

Pr(rj = 1|xj = 0)

Pr(rj = 1|xj = 1)

Pr(rj = 0|xj = 0)

xj = 0

rj = 1

rj = 0

Figure 6. Z-channel model.
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For an OOK system without hard-limiter, the
probability of bit error has the following upperbound [3]:

Pe,OOK,NHL ≤ 1
2

N−1∑
i=Th

(
N − 1

i

)
qi(1− q)N−1−i (26)

where

q = K2

2F
(27)

3.4. Channel Model for Optical CDMA with Binary PPM

As indicated earlier, for an optical CDMA system with
binary PPM, one bit duration is split into two time slots.
We assume that bit 0 is transmitted as an OOC sequence
in slot Z0 and that bit 1 is transmitted as an OOC sequence
in slot Z1. Let Z0,u1 and Z1,u1 denote the correlator outputs
for the two time slots of user 1. At the receiver, the decision
as to whether bit 1 or 0 is received is made by

rj =
{

0 if Z0,u1 > Z1,u1

1 if Z1,u1 > Z0,u1

(28)

In case of equality, Z1,u1 = Z0,u1 , one bit is randomly
chosen. PPM systems have the main advantage that there
is no need to define a threshold Th as in the case of
OOK. The drawback is that PPM requires more system
bandwidth; binary PPM occupies twice as much bandwidth
as does OOK.

For binary PPM, the probability of bit error, Pe,PPM, is
equal to

Pe,PPM = Pr(Z0,u1 ≥ Z1,u1 | xj = 1) Pr(xj = 1)

+ Pr(Z1,u1 ≥ Z0,u1 | xj = 0) Pr(xj = 0) (29)

Assuming Pr(xj = 1) = Pr(xj = 0) = 1
2 , an optical PPM-

CDMA system can be characterized as a binary symmetric
channel (BSC) as shown in Fig. 7, where, the crossover
probabilities are the same. The transition probabilities
can be expressed as

Pr(rj | xj) =




Pe,PPM if rj = 1, xj = 0
1− Pe,PPM if rj = 0, xj = 0
1− Pe,PPM if rj = 1, xj = 1
Pe,PPM if rj = 0, xj = 1

(30)

xj = 1 rj = 1

xj = 0 rj = 0

Pr(rj = 0|xj = 0)

Pr(rj = 1|xj = 1)

Pr(rj = 0|xj = 1)Pr(rj = 1|xj = 0)

Pr(rj = 1|xj = 0) = Pr(rj = 0|xj = 1)

Pr(rj = 1|xj = 1) = Pr(rj = 0|xj = 0)

Figure 7. Binary symmetric channel.

For an optical PPM system without hard-limiter, the
correlator outputs for the two time slots for user 1 can
be written as

Z0,u1,NHL = (1− xj)K + I0,u1,NHL (31)

and
Z1,u1,NHL = xjK + I1,u1,NHL (32)

where xj ∈ {0, 1} represents the transmitted bit to user 1;
I0,u1,NHL is the interference due to other users sending
bit 0 and similarly, I1,u1,NHL is the interference due to
other users sending bit 1. Using (29) and following the
analysis in Ref. 16, the probability of bit error for an
optical PPM-CDMA system without hard-limiter can be
obtained as

Pe,PPM,NHL =
N−1∑
i=K

N−1−i∑
m=0

(
N − 1

m

)(
N − 1
m+ i

)

× q2m+i(1− q)2(N−1−m)−i (33)

If we consider an optical PPM-CDMA system with hard-
limiter, the correlator outputs for the two time slots for
user 1 can be written as

Z0,u1,HL =
{

K if xj = 0
I0,u1,HL if xj = 1 (34)

and

Z1,u1,HL =
{

K if xj = 1
I1,u1,HL if xj = 0 (35)

where xj ∈ {0, 1} represents the transmitted bit to user 1;
I0,u1,HL is the interference due to other users sending bit 0
and similarly, I1,u1,HL is the interference due to other users
sending bit 1. Applying (29) and assuming equally likely
symbols xj, we obtain the probability of bit error for an
optical PPM-CDMA system with hard-limiter as [16]

Pe,PPM,HL =
K∏

i=1

(1− vN−i) (36)

Until now, we presented the probability of bit errors and
transition probabilities for four possible cases of optical
CDMA systems, namely, OOK with and without hard-
limiter and binary PPM with and without hard-limiter.
We observed that an OOK system is a binary asymmetric
memoryless channel, whereas a binary PPM system is a
binary symmetric memoryless channel. How to implement
turbo product codes in these systems is described next.

4. APPLICATION OF TURBO PRODUCT CODES IN
OPTICAL CDMA

To increase the performance (and hence, the number of
users) of an optical CDMA system, a TPC encoder may be
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Figure 8. Optical CDMA transmitter with TPC encoder.

employed right before the modulator at the transmitter
side in Fig. 8.

As shown, all data is encoded as a product code before
it is modulated and passed to the bit-to-pulse converter.
In the previous section, upper bounds were presented for
the probability of bit errors and transition probabilities
for the binary memoryless channels which characterize
optical CDMA systems. These results are summarized in
Tables 2 and 3. With this information, the implementation
of the turbo product decoding algorithm described earlier
is possible.

From our discussion on turbo product decoding, we
know that initial reliability information is needed on
received symbol rj in order to apply the iterative decoding
procedure. For an OOK system, we find the reliability

Table 2. Probability of Bit Error for Optical CDMA
Systems

Pe Upperbound

Pe,OOK,HL
1
2

(
K
Th

) Th∏
i=1

(1− vN−i)

Pe,OOK,NHL
1
2

N−1∑
i=Th

(
N − 1

i

)
qi(1− q)N−1−i

Pe,PPM,HL

K∏
i=1

(1− vN−i)

Pe,PPM,NHL

N−1∑
i=K

N−1−i∑
m=0

(
N − 1

m

)(
N − 1
m+ i

)
q2m+i(1− q)2(N−1−m)−i

information for rj as

�(rj = 1) = log
(

1
2Pe,OOK

)
(37)

and
�(rj = 0) = −∞ (38)

where Pe,OOK is upper-bounded by (24) or (25) depending on
whether a hard-limiter is used or not. The interpretation
of (37) and (38) is that we are sure about a received 0,
whereas a received 1 could be in error and has the
reliability given in (37). Hence, when applying the Turbo
product decoding algorithm in a direct detection OOK-
CDMA system, only those bit positions that have initially
(37) as their reliability information need to be considered
when evaluating the extrinsic information of the received
product codeword.

For the binary PPM system, the initial reliability
information of rj is obtained by

�(rj) =




log
(

1− Pe,PPM

Pe,PPM

)
if rj = 1

log
(

Pe,PPM

1− Pe,PPM

)
if rj = 0

(39)

Since both symbols are equally likely, reliability and
extrinsic information must be obtained for all bit positions
when applying TPCs to optical PPM-CDMA systems.

We observe that in both OOK and PPM systems, the
number of active users (i.e., N) is required to estimate
the probability of bit error Pe. This information could be
retrieved using an estimator placed at the front end at the
receiving side (see Fig. 9).

Depending on the total light power per bit period, this
device can estimate the number of active users and pass
this information to the TPC decoder, which is then capable
of calculating an upper bound of Pe depending on the
modulation type and whether an optical hard-limiter is
employed. The TPC decoder could also perform a lookup

Table 3. Transition Probabilities

System Pr(rj = 0 | xj = 0) Pr(rj = 1 | xj = 0) Pr(rj = 0 | xj = 1) Pr(rj = 1 | xj = 1)

OOK 1− 2Pe,OOK 2Pe,OOK 0 1
PPM 1− Pe,PPM Pe,PPM Pe,PPM 1− Pe,PPM

Input optical power

Estimator
for

number
of active

users

Optical
hard-
limiter

Correlator i

Demodulator TPC
decoder

Data
recovery

i

Figure 9. Optical CDMA receiver with TPC decoder.
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if a table for Pe versus N is stored beforehand. Having
an estimate of Pe enables the TPC decoder to perform
iterative decoding via calculation of extrinsic and initial
reliability information as described before.

5. PERFORMANCE RESULTS

The following simulations were carried out in another
study by the authors [16] to demonstrate the performance
improvement due to the employment of TPCs in opti-
cal CDMA systems. It is assumed that optical multiple
access interference is the main source of noise. Other
noise sources, such as photodetector and thermal noise
and losses related to optical transmission, are ignored.
Transmission of all OOC sequences is modeled to be
chip-synchronous, which is a worst-case assumption [3].
Furthermore, it is assumed that perfect optimal OOCs
are employed.

The first set of simulations presented here is carried
out for an optical OOK-CDMA system with hard-limiter.
Assuming that optical multiple access interference is the
main source of interference, the threshold at the receiver
side is set to Th = K − 1. Figure 10 shows the bit error rate
(BER) versus number of active users for various coded and
uncoded systems.

The BER curves for the uncoded systems with OOCs of
weight K = 4, K = 5, and K = 6 are plotted using the
upperbound for Pe,OOK,HL. It is observed that a K = 4
system with hard decision and a BCH(64,57,4) linear
block code or a Reed–Solomon RS(255,239,17) linear block
code shows minor performance improvement if compared
to the uncoded K = 4 system. On the other hand, a
K = 4 system with a TPC BCH(64,57,4)2 code (i.e., both
component codes of the product code are BCH(64,57,4)
codes) outperforms the previously mentioned systems,

the uncoded K = 5 system, and even the uncoded K = 6
system. The number of half-iterations for the TPC is 6,
and the f parameter for the Chase algorithm is chosen
to be 4 (i.e., 16 test patterns are formed for each row or
column of the product codeword). The TPC decoder uses
the weight and reliability factors given in Table 1. Similar
results as those observed in Fig. 10 are obtained for an
optical OOK-CDMA system with no hard-limiter and the
same conditions as above.

The performance curves for an optical PPM-CDMA
system with no hard-limiter is shown in Fig. 11. Again,
the TPC BCH(64,57,4)2 coded system outperforms all other
coded and uncoded systems. It has been shown [16] that
similar performance improvements may be achieved for
optical PPM-CDMA systems with hard-limiter.

All simulation results show that for a given BER, it is
possible to implement optical CDMA systems with low-
weight OOCs (i.e., low K) if a TPC is employed. The
performance curves show that we might switch from an
uncoded K = 6 system to a TPC coded K = 4 system and
obtain an improved BER. The TPC discussed here has an
coding overhead of 25%; nevertheless, if we compare the
K = 4 system with the K = 6 systems (the ratio of OOC
codelengths vs. number of users as shown in Fig. 12), we
observe that the K = 6 system requires OOCs with about
2.5 times more codelength.

Considering the coding overhead, the net reduction
in bandwidth expansion factor is 2× for the system
under consideration. Hence, for a given BER, the
employment of a TPC reduces the required OOC
codelength significantly and enables an increase in
available bandwidth. Furthermore, having a smaller K
value means fewer fiber delay lines in the encoders and
correlators. A reduction in K provides also a reduction
in the amount of power to be transmitted because the
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35 40 45 50 Figure 10. Performance of optical OOK-
CDMA system with hard-limiter.
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Figure 11. Performance of optical PPM-
CDMA system without hard-limiter.
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attenuation of the light pulses decreases when they
are split into fewer fiber delay lines. Using a TPC
BCH(64,57,4)2 code requires about 1 dB more power to
be transmitted per bit. However, switching from K = 6 to
K = 4 provides a gain of 1.76 dB. As a result, for the TPC
coded system, the net power gain would be 0.76 dB.

6. CONCLUSION

The wide deployment of optical CDMA systems was not
possible in the past because of the huge bandwidth
expansion imposed by very long optical orthogonal code
(OOC) sequences. However, it appears that using error
correction codes might be an efficient way to reduce
bandwidth expansion for a given BER target, enabling
wider application possibilities of optical CDMA systems.
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Figure 12. OOC codelength ratio F(K=6)/F(K=4).

In this article, the application of Turbo product codes
(TPC) was considered for an intensity modulated, direct-
detection optical CDMA system with OOK or binary PPM.
It was shown that TPC-coded optical CDMA systems have
the potential to outperform their uncoded counterparts
or systems with simple one-dimensional error correction
codes. Furthermore, it was observed that the usage of
OOC sequences with less weight and length is possible via
TPCs. TPCs discussed here use only hard (thresholded)
decisions and estimates of the number of active users
in the system, which make them much easier to fit into
existing networks.

Beside optical CDMA systems, other interesting
approaches would be the application of TPCs in
optical systems with dense wavelength division
multiplexing (DWDM) [26]. Also, the application in hybrid
WDMA/CDMA or TDMA/CDMA systems [24] might be
considered.
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1. INTRODUCTION

In 1993, powerful Turbo codes were introduced [1] that
achieve good bit error rates (10−3 · · ·10−5) at very low SNR
close to the channel capacity. They are of interest in a wide
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range of digital telecommunications applications such as
satellite communications and mobile radio. For instance,
they are deployed in the air interface of the UMTS mobile
radio system [2]. They comprise two binary component
codes and an interleaver and were originally proposed for
binary modulation schemes [e.g., BPSK (binary phase shift
keying)]. Successful attempts were soon undertaken to
combine binary Turbo codes with higher-order modulation
[e.g., 8-PSK, 16-QAM (quadrature amplitude modulation)]
using Gray mapping [3], and alternatively as component
codes within multilevel codes [4]. In contrast, in the
approach called Turbo trellis-coded modulation (TTCM)
one employs two Ungerboeck type codes [5] in combination
with trellis-coded modulation (TCM) in their recursive
systematic form as component codes in an overall structure
rather similar to binary Turbo codes [6].

Before the combination of Turbo codes and TCM is
illustrated, the main idea behind conventional TCM codes
is briefly reviewed. Generally, the bit error rate (BER)
of an uncoded modulation scheme, at least for medium to
large signal-to-noise ratio Es/N0, depends on the minimum
squared Euclidean distance between all members of the
considered signal set (e.g., QPSK: d2

free = 4). Increasing
d2

free can be achieved by standard channel coding, which
adds coded bits to the information bits. As a result,
more bandwidth is required to transmit the information
bits including the redundancy with the same signal set.
However, in the case of TCM the signal set is basically
extended such that the same bandwidth is occupied
compared to the uncoded case, for example, from QPSK
to 8-PSK. Then, a rate- 2

3 convolutional code is applied to
generate sequences of 8-PSK symbols, whose d2

free is larger
than for the uncoded QPSK transmission. The design of
the convolutional code is based on the set partitioning
of the underlying signal set aiming at the optimization
of d2

free. Summarizing, one transmits the same number of
information bits per modulation symbol with increased
d2

free and without increasing the necessary bandwidth.
The principle is applicable in the same way to higher-
order modulation schemes such as 16- and 64-QAM.
Turbo trellis-coded modulation codes can be decoded with
the Viterbi or the Bahl–Jelinek (symbol-by-symbol MAP)
algorithm [7]. Multidimensional TCM allows even higher
bandwidth efficiency than traditional Ungerboeck TCM by
assigning more than one symbol per trellis transition or
step [8]. In this case, the set partitioning takes into account
the union of more than one two-dimensional signal set.

The basic principle of Turbo codes is applied to TCM by
retaining the important properties and advantages of both
their structures. Essentially, TCM codes can be seen as
systematic feedback convolutional codes followed by one
(or more for multidimensional codes [8]) signal mapper(s).
Just as binary Turbo codes use a parallel concatenation of
two binary recursive convolutional encoders, in TTCM one
concatenates two recursive TCM encoders, and adapts
the interleaving and puncturing. Naturally, this has
consequences at the decoding side, which are explained
in depth later.

One can also apply the concept of TTCM to incorporate
multidimensional component codes, which allows a
higher overall bandwidth efficiency for a given signal

constellations than ordinary TTCM. By applying the
technique to 8-PSK, 16-QAM, and 64-QAM modulation
formats, we will show its viability over a large range
of bandwidth efficiency and signal-to-noise ratios. In all
cases, low BERs (10−4 · · ·10−5) can be achieved within 1 dB
or less from Shannon’s limit — a finding that in the context
of binary Turbo codes was responsible for the interest they
generated.

The article begins by describing the generic encoder
(beginning with a motivation for its structure); an encoder
with 8-PSK signaling will serve as a salient example.
We then present the results of a search for component
codes, taking into consideration the puncturing at the
encoder. This is followed by a section on the iterative
decoder using symbol-by-symbol MAP component decoders
whose structures are derived for our case of nonbinary
trellises and special metric calculation. Finally, we present
simulation results of the TTCM scheme with two- and
four-dimensional 8-PSK, as well as two-dimensional 16-
QAM and 64-QAM. The influence of varying the block
size and interleaver type — both of important practical
relevance — is also subject of investigation. We conclude
by presenting further literature to the subject and current
areas of investigation.

2. THE ENCODER

2.1. Motivation for the Structure

Let us recall that two important characteristics of
Turbo codes are their simple use of recursive systematic
component codes in a parallel concatenation scheme.
Pseudorandom bitwise interleaving between encoders
ensures a small bit error probability [9]. What is crucial
to their practical suitability is the fact that they can
be decoded iteratively with good performance [1]. It is
well known that Ungerboeck codes combine coding and
modulation by optimizing the Euclidean distance between
codewords and achieve high spectral efficiency (m bits
per 2m+1-ary symbol from the two-dimensional signal
space) through signal set expansion. The encoder can
be represented as combination of a systematic recursive
convolutional encoder and symbol mapper. If m̃ out of m
bits are encoded, the resulting trellis diagram consists of
2m̃ branches per state, not counting parallel transitions.
This results in more than two branches per state for
m̃ > 1 — we call this a nonbinary trellis.

We have employed Ungerboeck codes (and
multidimensional TCM codes) as building blocks in a
Turbo coding scheme in a similar way as binary codes
were used through so-called parallel concatenation [1].
The major differences are (1) the interleaving now operates
on short groups of m bits (e.g., pairs for 8-PSK with two-
dimensional TCM schemes) instead of single bits; (2) to
achieve the desired spectral efficiency, puncturing the
parity information is not quite as straightforward as in
the binary Turbo coding case; and (3) there are special
constraints on both the component encoders as well as the
structure of the interleaver.

2.2. Definition of the Encoder

In this section we begin by defining the generic encoder
for TTCM and then continue to illustrate a simple
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Figure 1. The generic encoder that treats uncoded bits as coded bits from a structural point of view.

example encoder. Figure 1 shows this generic encoder,
comprising two TCM encoders linked by the interleaver. It
is important to remember that the interleaver operates on
small groups of m bits. Let the size of the interleaver — the
number of these groups — be N. The number of modulated
symbols per block is N · n, with n = D/2, where D is the
signal set dimensionality. The number of information bits
transmitted per block is N ·m. The encoder is clocked
in steps of n · T where T is the symbol duration of
each transmitted 2(m+1)/n -ary symbol. In each step, m
information bits are input and n symbols are transmitted,
yielding a spectral efficiency of m/n bits per symbol
usage. A signal mapper follows each recursive systematic
convolutional encoder where the latter each produce one
parity bit in addition to retaining the m information bits at
their inputs. For clarity we have not depicted any special
treatment of the m− m̃ uncoded bits as opposed to the m̃
bits to be encoded: in practice, uncoded bits would not need
to be passed through the interleaver but would simply be
used to choose the final signal point from a subset of points
after the selector. We will return to the problem of parallel
transitions shortly.

For the moment, the interleaver is restricted to keeping
each group of m bits unchanged within itself (as visualized
by the dashed lines passing through the interleaver
in Fig. 1). The output of the lower encoder/mapper is
deinterleaved according to the inverse operation of the
interleaver. This ensures that at the input of the selector,
the m information bits partly defining each group of n
symbols of both the upper and lower input are identical.

Therefore, if the selector is switched such that a group of
n symbols is chosen alternately from the upper and lower
inputs, then the sequence of N · n symbols at the output
has the important property that each of the N groups of
m information bits defines part of each group of n output
symbols. The remaining bit, which is needed to define each
group of n symbols, is the parity bit taken alternatively
from the upper and lower encoders.

A simple example will now serve to clarify the operation
of the encoder for the case n = 1, m = 2, N = 6 and
8-PSK signaling: it is illustrated in Fig. 2. The set
partitioning is shown in Fig. 3. The 6-long sequence
(d1, d2, . . . , d6) = (00,01,11,10,00,11) of information bit
pairs (m = 2) is encoded in an Ungerboeck style encoder
to yield the 8-PSK sequence (0,2,7,5,1,6). The information
bits are interleaved — on a pairwise basis- and encoded
again into the sequence (6,7,0,3,0,4). We deinterleave
the second encoder’s output symbols to ensure that the
ordering of the two information bits partly defining each
symbol corresponds to that of the 1st encoder; thus we now
have the sequence (0,3,6,4,0,7). Finally, we transmit the
1st symbol of the first encoder, the second symbol of the
second encoder, the third of the first encoder, the fourth
symbol of the second encoder, and so on: (0,3,7,4,1,7). Thus
the parity bit is alternately chosen from encoders 1 and
2 (bold, non-bold, bold . . .). Also, the kth information bit
pair exactly determines 2 of the 3 bits of the kth symbol xk.
This ensures that each information bit pair defines part of
the constellation of an 8-PSK symbol exactly once.
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0,3,7,4,1,7
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0,3,6,4,0,7
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Odd  positions to odd positions

= (d3, d6, d5, d2, d1, d4)  

Figure 2. The encoder shown for 8-PSK with two-dimensional component codes memory 3. An
example of interleaving with N = 6 is shown. Bold letters indicate that symbols or pairs of bits
correspond to the upper encoder.

2.3. Interleaver and Code Constraints

2.3.1. Basic Interleaver Types. By deinterleaving the
output of the second encoder, each symbol index k
before the selector in Fig. 1 has the property of being
associated with input information bit group index k,
regardless of the actual interleaving rule. However, to
ensure that punctured and unpunctured symbols are
uniformly spread, that is, occur alternately, at the input
of both decoders, the interleaver must map even positions
to even positions and odd ones to odd ones (or even–odd,
odd–even). Other than this constraint, the interleaver can
be chosen to be pseudorandom or modified to avoid low
distance error events. It is important to remember that we
have so far assumed that the interleaver keeps the input
unchanged within each group of information bits and that
the corresponding symbol deinterleaver does not modify
its symbol inputs (except for the actual reordering of their
positions, of course); see the top example in Fig. 4.

We have also forced a constraint on the component
code such that the corresponding trellis diagram of the
convolutional encoders should have no parallel transitions.
This ensures that each information bit benefits from the
parallel concatenation and interleaving. This condition can
be relaxed in a number of cases. The first [10] applies if the
interleaver no longer keeps each group of m bits unchanged
during interleaving: This method alters the position of the
bits within each group as they are interleaved, see the
bottom example in Fig. 4. The argument is that each
information bit should influence the state of at least one
encoder; bits that lead to only parallel transitions in one
encoder will thus cause the other encoder to change its

state and accrue distance henceforth. All bits would thus
benefit from the interleaving and parallel concatenation.
In one study [10] a slight performance gain was reported
for the first few iterations compared to TTCM schemes
with no parallel transitions.

The second case in which we allow parallel transitions
in the component code is when we desire a very high
bandwidth efficiency. Because of the higher operating
SNR and the large Euclidean distance that separates
the subsets of signal points that define parallel transitions
(e.g., the lowest partition step in Fig. 3), corresponding
uncoded information bits receive ample protection in
cases such as 8-PSK transmitting 2.5 information bits
per symbol and 64-QAM with 5 bits per symbol, which
we will investigate below. The transmission of uncoded
bits has been proposed for the multilevel approach [4],
where channel capacity arguments show that when 5
information bits are sent using one 64-QAM symbol, the
last 2 partitioning bits theoretically need only minimal (if
any) coding protection.

2.3.2. Design Rule for Selecting the Number of Uncoded
Bits. In the following, a heuristic rule is given in order to
determine the number of uncoded bits per symbol. It is
based on the experience that the BER of TTCM schemes
(with large block lengths) reaches a value of Pb ≈ 10−5 at
a signal-to-noise ratio Es/N∗

0, which is approximately 1 dB
above the corresponding channel capacity. Let us consider
the sequence of increasing inner-set distances 	i when
following down the partitioning of the corresponding signal
set (for an example of partitioning an 8-PSK constellation,
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Figure 3. The set partitioning for 8-PSK. Dotted ovals denote subsets corresponding to the
different combinations of d. The distances 	i are relevant for code design.

k

Figure 4. Two kinds of interleaver for Turbo TCM, block
length N = 3. Top: — position invariant group interleaving;
bottom: — position swapping group interleaving.

refer to Fig. 3). For each distance we can evaluate a rough
approximation of the BER in the uncoded case, by applying
the well-known formula [11]

Pb(	i) = 1
2

erfc

√
Es	i

4N0
(1)

By using this formula to approximate the BER of
the uncoded bits with Pb(	i), two approximations are
included:

• The error propagation from the partition levels that
include coded bits into the partition levels with
uncoded bits is neglected.

• Moreover, the number of nearest neighbors is not
included in the calculation, only the pure distance is
used to evaluate (1).

As a result, we can identify at which level of the
partition chain the corresponding uncoded bits have
enough protection based on the distance 	i and the
given signal-to-noise ratio Es/N∗

0 to bring the BER below
Pb = 10−5. Two examples are given in the following:

• Example 1:
Signal set: four-dimensional 8-PSK.
Desired information rate: 2.5 bits per symbol.
The two 8-PSK symbols are generated by the

following rule [8]:
(y1

y2

) = z5
(4

4

)+ z4
(0

4

)+ z3
(2

2

)+
z2
(0

2

)+ z1
(1

1

)+ z0
(0

1

)
modulo 8. The parity bit is

z0; the information bits are z1 to z5.
Corresponding channel capacity: 8.8 dB [5] ⇒

Es/N∗
0 = 9.8 dB.
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Sequence of distances 	i for the partition chain of
the signal set [8] and corresponding uncoded
bit error rates

Partition Level 	i Pb(	i)

0 0.586 0.05
1 1.172 0.009
2 2 0.001
3 4 6.5 · 10−6

4 4 6.5 · 10−6

5 8 3.5 · 10−10

6 ∞ —

Conclusion: 3 encoded bits (including the parity bit)
are necessary to reach the desired BER for the
uncoded bits (hence m̃ = 2).

• Example 2:
Signal set: two-dimensional 64-QAM.
Desired information rate: 5 bits per symbol.
Corresponding channel capacity: 16.2 dB [5] ⇒

Es/N∗
0 = 17.2 dB.

Sequence of distances 	i for the partition chain of
the signal set [5] and corresponding uncoded
bit error rates

Partition Level 	i Pb(	i)

0 0.095 0.06
1 0.19 0.013
2 0.38 8 · 10−4

3 0.76 4 · 10−6

4 1.52 1.3 · 10−10

5 3.05 1.8 · 10−19

6 ∞ —

Conclusion: again 3 encoded bits are necessary to
reach the desired BER for the uncoded bits
(m̃ = 2).

For small block lengths we will operate the coding scheme
at even higher signal-to-noise ratios, so we will be on the
safe side as far as this design rule is concerned. To target
lower BER we will have to adjust Pb accordingly, of course,
and yield a higher value for m̃.

2.3.3. Special Interleaver Design for Improved
Performance. Several researchers have worked on
designing good interleavers for binary Turbo codes. We
would like to point out the work by Hokfelt [12–15], where
the effect of the interleaver is evaluated in terms of (1) the
influence on the iterative decoding algorithm and (2) the
avoidance of low-weight error events. Hokfelt proposed the
design of interleavers that have positive characteristics
with respect to both of these criteria. Specifically, they
are designed to improve the decoding performance at
lower signal-to-noise ratios and simultaneously improve
the BER at high signal-to-noise ratios where Turbo codes
often exhibit the ‘‘flattening’’ of the BER curves. We have
applied Hokfelt’s interleavers to some of the examples

for Turbo TCM, also with marked performance gains (see
Section 4).

2.4. Component Code Search

In order to find good component codes, one can perform
an exhaustive computer search similar to that in [5] that
maximizes the minimal distance of each component code
under consideration of randomly selecting the parity bits of
each second symbol. Furthermore, one should restrict the
search to those codes with a primitive feedback polynomial
that are widely accepted to yield good performance for
Turbo codes (all codes with primitive feedback polynomial
thus found have a minimal distance as good as the best
candidate codes with nonprimitive feedback polynomial).

A further condition on the code is that the information
bits in step k do not affect the value of the parity bits
at step k; this condition was also proposed for good TCM
codes [5].

Equation (15b) in [5] states that the minimal distance
is bounded by

d2
free ≥ 	2

free = min
k+L∑
i=k

	2
q(Ei)

≡ min 	2 [E(D)
]

(2)

minimizing over all nonzero code sequences E(D). The
variable q(Ei) is the number of trailing zeros in Ei. The
values 	2

0, 	2
1, 	2

2, . . . , are the squared minimal Euclidean
distances between signals of each subset and must be
replaced by 	∗2

0 , 	∗2
1 , 	∗2

2 , . . . , when the corresponding
transmitted symbol was ‘‘punctured’’; the distances are
shown in Fig. 3 for 8-PSK. These new distances can
be calculated by assuming that the ‘‘random’’ parity bit
takes its worst-case value and minimizes the distance
between elements of the subsets. In our search we also test
both possible states of the puncturing pattern (punctured,
unpunctured, punctured, . . . , vs. unpunctured, punctured,
unpunctured, . . .) and retain the lowest distance obtained.
After such a search one obtains the results of Table 1,
where the parity-check polynomials in octal notation
are given as in [5]. Note that in the case of 8-PSK the
punctured code has a loss compared to uncoded QPSK
(d2

free/d2
QPSK = d2

free/2 = 0.878), but we must not forget that
we are able to transmit an additional (parity) bit every
2 · n 8-PSK symbols, albeit with little protection within
the signal constellation.

Table 1. ‘‘Punctured’’ TCM Codes with Best Minimal
Distance and Primitive Feedback Polynomial for 8-PSK
and QAM (in Octal Notation)

Code m̃ H0(D) H1(D) H2(D) H3(D) d2
free/	

2
0

2D-8-PSK, 8 states 2 11 02 04 — 3
4D-8-PSK, 8 states 2 11 06 04 — 3
2D-8-PSK, 16 states 2 23 02 10 — 3
4D-8-PSK, 16 states 2 23 14 06 — 3
2D Z2, 8 states 3 11 02 04 10 2
2D Z2, 16 states 3 23 02 16 04 3
2D Z2, 8 states 2 11 04 02 — 3
2D Z2, 16 states 2 23 04 10 — 4
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3. THE DECODER

3.1. Differences to Binary Turbo Codes

The iterative decoder is similar to that used to decode
binary Turbo codes, except that there is a difference in
the nature of the information passed from one decoder to
the other, and in the treatment of the very first decoding
step. Turbo codes received their name from the iterative
nature of the decoding algorithm. The main building
block of the complete Turbo decoder is the component
decoder, which may be a soft-output Viterbi decoder [16],
or a symbol-by-symbol (S-b-S) maximum a priori (MAP)
decoder [7,17,18]. The component decoders each perform
optimal (or close-to-optimal) decoding of each component
code, and use the output of the other component decoder as
if it were an independent estimate of the information bits.
In the binary Turbo coding scheme, it can be shown that
the component decoder’s output can be split into three
additive parts (when in the logarithmic or loglikelihood
ratio domain [17,18]) for each information bit with index
k: the systematic component (corresponding to the received
systematic value for bit k), the a priori component (the
information given by the other decoder for bit k), and the
extrinsic component (that part that depends on all other
inputs, i.e., those to the ‘‘left’’ and ‘‘right’’ of the bit k in the
associated trellis diagram and also the parity information).
Only the so-called extrinsic component may be given to the
next decoder; otherwise information will be used more that
once in the next decoder [1,19]. Furthermore, these three
components are disturbed by independent noise.

A major novelty when decoding TTCM is the fact that
each decoder alternately sees its corresponding encoder’s
noisy output symbol(s) and then the other encoder’s
noisy output symbol(s). The information bits, that is,
systematic bits, that partly resulted in the mapping of
each of these symbols are correct — in the sense of being
identical to the corresponding encoder output — in both
cases. However, this is not so for all the parity bits, since
these originate from the other encoder every other group
of n symbol — we have indexed these symbols with ‘‘∗,’’ and
will call these symbols ‘‘punctured’’ for brevity. Note that
in the following, the attribute ‘‘∗’’ or ‘‘punctured’’ refers
to the pertinent component decoder only. The situation
is further complicated by the fact that the systematic
component cannot be separated from the parity one. This
is because the noise that affects the parity component
also affects the systematic component since (unlike in the
binary case) the systematic information is transmitted
together with parity information in the same symbol(s).

Fortunately, these two problems, alternating
‘‘punctured’’ parity bits, and inseparability of systematic
and parity components can be solved simultaneously.
The trick is to split the output into just two different
components: (1) a priori and (2) extrinsic together with
systematic. Furthermore, care is taken to avoid using the
systematic information more than once in each decoder as
will be explained later.

We recommend that the reader briefly review
Appendix A, where we have derived the symbol-by-symbol
MAP decoder for nonbinary trellises and thus to become
familiar with the terms forward and backward variables

(α and β), and transitions in the trellis, before continuing
with Section 3.2.

3.2. Extrinsic, A Priori, and Systematic Components

Because we will now take a close look at the way
the iterative decoder works, we have decided to write
logarithms of probabilities, denoted by L(), for brevity and
clarity. Let us thus define

• L(dk = i), the logarithm of the decoder output (A.10),
written as L in diagrams.

• La(dk = i) = log Pr{dk = i}, the logarithm of the a-
priori term (A.4), written as a in diagrams.

• L(p&s)(dk = i) = log p(yk | dk = i, Sk = M, Sk−1 = M′),
the logarithm of the inseparable parity and system-
atic components. Note that we have written (p&s)
in parentheses to stress their inseparability. It is
written as (p&s) in diagrams.

• L(e&s)(dk = i), the logarithm of the combined extrinsic
and systematic components, written as (e&s) in
diagrams. It will be discussed in the following.

We had stated above that we wish to pass the
combined extrinsic and systematic components, L(e&s),
to the next decoder in which it is used as a priori
information. This part of the decoder output does not
depend on the a priori information Pr{dk = i}. In other
words, we must subtract the logarithm of the a priori term
La(dk = i) = log Pr{dk = i} from the logarithm of (A.10) to
obtain a term independent of the a priori information
Pr{dk = i}. Thus we compute:

L(e&s)(dk = i) = log Pr{dk = i | y} − log Pr{dk = i} (3)

∀i ∈ {0, . . . , 2m − 1}. This can be done since Pr{dk = i} is a
factor in γi that does not depend on M or M′ and can be
written outside the summations in (A.10). Note that the
parity component cannot be separated from the extrinsic
once since the former depends on M and M′ and cannot
be written outside the summations in (A.10). Finally,
since the systematic component cannot be split from the
parity component, we cannot split (e&s) at all — hence the
parentheses in L(e&s).

However, the decoder must be formulated in such a
way that it correctly uses the channel observation yk and
the a priori information Pr{dk = i} at each step k. This
is best illustrated in a diagram (see Fig. 5). Shown on
the left is the interrelation of both MAP decoders for
one information bit in a binary Turbo coding scheme.
We have denoted the extrinsic component — omitting the
index k — with e, the a priori component with a and the
systematic and parity ones with s and p. Bold letters
indicate that the variables correspond directly to the upper
decoder, nonbold ones correspond directly to the lower
decoder. Thus bold (nonbold) extrinsic and L values are
produced by the upper (lower) decoder and bold (nonbold) a
priori values used by the upper (lower) decoder. Of course,
the decoders have memory (indicated by inputs α and
β), so each input will affect many neighboring outputs; we
have shown the relationships for only one trellis transition
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Figure 5. The decoders for binary Turbo codes and TTCM. Note that the labels and arrows apply
only to one specific info bit (left) or group of m info bits (right). The interleavers/deinterleavers are
not shown.

(step). Both decoders are symmetric as they only pass the
newly generated extrinsic information to the next decoder.

The right side of Fig. 5 shows the decoders for TTCM
where the upper decoder sees a punctured symbol (which
was output by the other decoder: ‘‘∗mode’’), in the example
of the encoder in Fig. 2 it might have received a noisy
observation of symbol x2 = 3. The corresponding symbol
from the upper encoder (2) was not transmitted. The
upper decoder now ignores this symbol — indicated by the
position of the upper switch — as far as the direct channel
input is concerned: in Eq. (A.3) we set

L(p&s) = log p(yk | dk = i, Sk = M, Sk−1 = M′) → 0 (4)

illustrated in Fig. 5 by (p&s) = 0. The only input for this
step in the trellis is a priori information La from the
lower decoder, which includes the systematic and (lower)
parity information (p&s). The output of the MAP, for
this transition, is the sum of this a-priori information La

and newly computed extrinsic information Le, since we
have set L(p&s) to zero. The a priori information La is
subtracted, and the extrinsic information Le is passed to
the lower decoder as its a-priori information, La (see the
equations written in Fig. 5). The lower decoder, however,
sees a symbol that was generated by its encoder; hence it
can compute

L(p&s)(dk = i) = log p(yk | dk = i, Sk = M, Sk−1 = M′) (5)

for each i, and subsequently L(e&s)(dk = i) using (3). Then
L(p&s)(dk = i) is used as the a priori input of the upper
decoder in the next iteration. The setting of the switches
will alternate from one group of bits (index k) to another.
The symmetry of the decoders seeing alternately punctured
and unpunctured symbols allows decoders to include the

systematic information despite of the fact that it cannot
be separated from the parity part.

3.2.1. Summary of the Decoder Iteration. We have
summarized the steps of one complete iteration in the
following algorithm and have numbered the steps in Fig. 6
accordingly. The horizontal line delimits the upper from
the lower decoder. We begin with the left hand side of the
figure which corresponds to the lower decoder seeing an
unpunctured symbol:

1. Compute the logarithm of the branch transition
probability [Eq. (A.3)] for each possible value of
dk = i. This now takes the systematic and parity
components into account for the transition k
[Eq. (5)]. Note that the last part of (A.3) denotes
the a priori information (La = Le) computed by the
upper decoder associated with trellis transition k,
for each possible value of dk = i.

2. Compute the logarithms of the forward and
backward variables, αk−1 and βk, with Eqs. (A.1) and
(A.2) for all trellis states M′ and M. This now takes
into account the code constraint and thus includes all
a priori information generated by the upper decoder
for the neighboring trellis transitions �= k.

3. Compute the logarithm of the MAP output (A.10)
for each possible value of dk = i using the results
of steps 1 and 2. Then subtract the corresponding a
priori information (La = Le) computed by the upper
decoder for each possible value of dk = i associated
with the transition k. The subtraction is a vector
operation of length 2m [see Eq. (3)].

4. Pass the result (La = L(e&s)) of step 3 to the upper
decoder for it to use in its next decoding iteration. It
is the combined extrinsic and systematic component.
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Figure 6. Illustration of the decoder algorithm for TTCM. The symbols used are those used in the
right side of Fig. 5 and explained in the text; underlined numbers refer to the steps of the detailed
algorithm. The left hand refers to the case where the upper decoder sees a punctured symbol; the
right hand, where the lower decoder sees a punctured symbol. The horizontal line delimits the
upper decoder from the lower decoder.

In steps 5–8 the index k is the deinterleaved position
of index k in steps 1–4.

5. Because this is a punctured symbol seen from
the upper decoder’s stance, compute the logarithm
of the branch transition probability [Eq. (A.3)] for
each possible value of dk = i setting the logarithm
of p(yk | dk = i, Sk = M, Sk−1 = M′) to zero [Eq. (4)].
Note that the last part of (A.3) denotes the a priori
information [La = L(e&s)] computed by the lower
decoder associated with trellis transition k, for each
possible value of dk = i.

6. Same as step 2, exchange ‘‘upper decoder’’ by ‘‘lower
decoder.’’

7. Compute the logarithm of the MAP output (A.10)
for each possible value of dk = i using the results
of steps 5 and 6. Then subtract the corresponding
a priori information [La = L(e&s)] computed by the
lower decoder for each possible value of dk = i
associated with the transition k. The subtraction
is a vector operation of length 2m.

8. Pass the result La of step 7 to the lower decoder
to use in its next decoding iteration. Note that La

comprises the extrinsic component Le without any
systematic or parity component.

For trellis transitions where the lower decoder sees a
punctured symbol, the right side of Fig. 6 applies. The
same steps (1–8) are performed, except that we swap

‘‘upper decoder’’ and ‘‘lower decoder’’ and swap bold and
nonbold notation accordingly.

For one whole iteration:

• Begin with the upper decoder.
• Use the a priori information generated by the lower

decoder in its last decoding phase.
• Go through all values of k for 0 ≤ k < N applying

steps 1–4 or 5–8 from above as applicable for the
puncturing (seen from the upper decoder’s stance) of
that symbol k.

• Then go to the lower decoder.
• Use the a priori information generated by the upper

decoder in its last decoding phase.
• Go through all values of k for 0 ≤ k < N applying

steps 1–4 or 5–8 from above as applicable for the
puncturing (seen from the lower decoder’s stance) of
that symbol k.

3.3. Metric Calculation in the First Decoding Stage

The description above assumes that in case a decoder sees
a punctured symbol, the systematic and parity information
is available from the a priori information received from the
other decoder. This is the case in all except the very first
decoding stage of the upper decoder. Hence, before the first
decoding stage of the upper decoder, we need to set the a
priori information to contain the systematic information
for the ∗ transitions, where the transmitted symbol was
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determined partly by the information group dk but also by
the unknown parity bit b0,∗ ∈ {0, 1} produced by the other
encoder. We thus set the a priori information, by applying
the mixed Bayes’ rule, to

Pr{dk = i} ← Pr{dk = i | yk} = const · p(yk | dk = i)

= const ·
∑

j∈{0,1}
p(yk, b0,∗

k = j | dk = i)

= const
2

·
∑

j∈{0,1}
p(yk | dk = i, b0,∗

k = j) (6)

where it is assumed that Pr{b0,∗
k = j | dk} = Pr{b0,∗

k = j} =
1
2 , that is, that the parity bit in the symbol xk is statistically
independent of the information bit group dk and equally
likely to be zero or one. Furthermore, the initial a priori
probability of dk — prior to any decoding — is assumed to
be constant for all i. Above, it is not necessary to calculate
the value of the constant, since the value of Pr{dk = i | yk}
can be determined by dividing the summation

∑
j∈{0,1}

by its

sum over all i (normalization). If the upper decoder is not

at a ∗ transition, then we simply set Pr{dk = i} to
1

2m
.

3.4. The Complete Decoder

The complete decoder is shown in Fig. 7. By ‘metric s’
we mean the evaluation of (6). All thin signal paths

are channel outputs or values of log p(yk | dk = i, Sk =
M, Sk−1 = M′); thick paths represent a group of 2m values
of logarithms of probabilities.

3.4.1. Avoiding Calculation of Logarithms and
Exponentials. Since we work with logarithms of
probabilities, it is undesirable to switch between
probabilities and their logarithms. This, however, becomes
necessary at the following four stages in the decoder:

1. In (6) when we sum over probabilities
∑

j∈{0,1}
p(yk | dk = i, b0,∗

k = j)


, but the demodulator

provides us with log(p(yk | dk = i, b0,∗
k = j)).

2. When evaluating
∑

i

∑
j∈{0,1}

p(yk | dk = i, b0,∗
k = j) to

normalize (6) to unity.
3. When normalizing the sum of (A.10) to unity.
4. When calculating the hard decision of each

individual bit given the values of (A.10).

All of the preceding mandate the calculation of the
logarithm of the sum over exponentials (when the decoder
otherwise operates in the log domain). By recursively
applying the relation [18]

ln(eδ1 + eδ2 ) = max(δ1, δ2)+ ln(1+ e−|δ2−δ1|)

= max(δ1, δ2)+ fc(|δ1 − δ2|) (7)
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Figure 7. The complete decoder.
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the problem can be solved for an arbitrary number of
exponentials. The correction function fc(.) can be realized
with a one-dimensional table with as few as eight stored
values [18]. When implementing the preceding, we noticed
negligible performance degradation.

3.4.2. Subset Decoding. When the component code’s
trellis contains parallel transitions, this reduces the
required decoding complexity: During the iterations, it
is not necessary to decide on, or calculate soft outputs for,
the uncoded bits that cause these parallel transitions.
In the MAP decoders, the parallel transitions can be
merged, which mathematically corresponds to adding the
path transition probabilities γi(yk, M′, M) of the parallel
transitions. It is clear that the sum is over just those
2(m−m̃) values of i that represent all combinations of the
statistically independent uncoded bits. There is one such
sum for every particular combination of the remaining
m̃ bits that are encoded. The MAP decoder calculates
and passes on only the likelihoods of these m̃ bits; hence
the (de)interleaver needs to operate only on groups of m̃
bits. During the very last decoding stage, decisions (and,
if desired, reliabilities) for the (m− m̃) uncoded bits can
be generated by the MAP decoder; either optimally or
suboptimally, for example, by taking into account only
those transitions between the most likely states along the
trellis.

4. EXAMPLES AND SIMULATIONS

As examples we have used 2D-8-PSK (with N = 1024), 2D-
16-QAM (with N = 683), 4D-8-PSK (with 200), and 2D-64-
QAM (with N = 200 and 1024). Unless stated otherwise,
the interleavers were chosen to be pseudorandom,
and identical for each transmitted block. In all cases
the component decoders were symbol-by-symbol MAP
decoders operating in the log domain. The number of
trellis states was either 4, 8, or 16. To help the reader
compare curves for different values of N, the x axes of the

respective curves were chosen to show the same range of
SNR. The channel was modeled to be AWGN, where N0

is the one-sided noise power spectral density. The small
block sizes were included to verify that the schemes work
well in applications that tolerate only short end-to-end
delays. In general, it must be borne in mind that when
comparing different approaches to channel coding, the
block size (or other measure of fundamental delay) must
be kept constant.

The BER curves resulting from Monte Carlo computer
simulations are shown in Figs. 8 and 9 for 8-PSK with
2 bits per symbol (b/s); in Fig. 10 for 16-QAM with 3 b/s;
in Fig. 11 for 8-PSK with 2.5 b/s and finally in Fig. 12 for
64-QAM with 5 b/s. One iteration is defined as comprising
two decoding steps: one in each dimension. The weak
asymptotic performance of the component code (evident
from the high BER after the very first decoding step) does
not seem to affect the performance of the Turbo code after a
few iterations, since good BER can be achieved at less than
1 dB from Shannon’s limit for large interleaver sizes N. For
comparison, Fig. 8 includes the results for a Gray mapping
scheme for 2D-8-PSK as presented in [3]; it has the
same complexity (when measured as the number of trellis
branches per information bit) as the TTCM four-iteration
scheme and the same number of information bits per block:
2048. The number of states of the binary trellis for the
Gray mapping scheme is 8; hence there are 2048× 8× 2
trellis branches per decoding in each dimension; in the
TTCM scheme there are 1024× 8× 4 branches. Compared
to TCM with 64-state Ungerboeck codes and 8-PSK (not
included in the figures), we achieve a gain of 1.7 dB at
a BER of 10−4. At this BER, the TTCM system has a
0.5-dB advantage over the Gray mapping scheme after
four iterations. Rather than comparing all our examples
with other coding techniques, we simply point out that
good BER can be achieved within 1 dB from Shannon’s
limit as long as the block size is sufficiently large [20]. The
use of designed interleavers for 2D-8-PSK and N = 1024 is
shown in Fig. 9; we see a marked improvement when using
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7.2 7.4 7.6 Figure 8. TTCM for 2D-8-PSK, 2 bits per symbol (b/s).
Channel capacity: 2 b/s at 5.9 dB. Random interleaver.
Code with m̃ = 2.
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Figure 9. TTCM for 2D-8-PSK and different inter-
leavers and code memory, 2 b/s. Channel capacity:
2 b/s at 5.9 dB. Code with m̃ = 2.
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Figure 10. TTCM for 2D-16-QAM, 3 b/s. Channel capacity: 3 b/s
at 9.3 dB. Random interleaver. Code with m̃ = 3.

the designed interleaver of Hokfelt [12,13], especially for
16 states.

The results for the higher-bandwidth-efficient examples
(2D-64-QAM and 4D-8-PSK) are also encouraging. For
most of the simulations we used a random interleaver,
unadapted to the component code. This results in the
characteristic flattening of the BER curves for higher
signal-to-noise ratios and BER lower than 10−5. This BER
is consistent with our target BER for the uncoded bits
when choosing m̃ as explained in Section 2.3. If we target
a lower BER, then we need to

1. Choose m̃ such that the uncoded bits are better
protected and suffer from a BER at least as good as
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B
E

R

10−4

9.0 9.5 10.0 10.5

First decoding
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11.0 11.5 12.0

Figure 11. TTCM for 4D-8-PSK, 2.5 b/s. Channel capacity:
2.5 b/s at 8.8 dB. Random interleaver. Code with m̃ = 2.

our new target BER (e.g., 10−7). For 64-QAM and
4D-8-PSK this means that m̃ should now be 3.

2. Choose component codes with 16 states (as given in
Table 1).

3. Choose an interleaver designed for the component
codes according to the technique of Hokfelt
et al. [12,13].

In Fig. 13 we show results for 64-QAM modulation memory
4 component codes, 5120 information bits in 1024 blocks,
using random and constructed interleavers, and after eight
decoding iterations.

It is to be noted that Turbo-coded systems will often
be employed as an inner coding stage by concatenating an
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1000 Info bits, N = 200, 8 state code, 5 bit/symbol, MAP, AWGN
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Channel capacity: 5 b/s at 16.2 dB. Ran-
dom interleaver. Code with m̃ = 2.

outer block code (e.g., RS or BCH code [11]) with a Turbo
code, in order to reach very low BER; in these cases, BERs
of around 10−4 are often sufficient. When we use TTCM
with specially designed interleavers and achieve BERs of
10−7, then only very high rate outer block codes will be
needed. In the actual computer simulations performed for
2D-8-PSK and memory 4, with the designed interleaver,
2048 information bits per block, and ES/N0 7.5 dB, we
never encountered a block with more than 11 bit errors
(the majority of erroneous blocks had just 4 errors).

5. OTHER WORK AND FURTHER READING

There is a vast literature covering Turbo codes and
iterative decoding. Good starting points for decoding
principles and an overview of Turbo codes are [17,21],
and [22]. Online resources — with further links — related
to Turbo codes — can be found in [23–25].

A different approach for bandwidth-efficient coding
using recursive parallel concatenation of nonbinary
component codes was proposed in [26] and [27], where
there is no puncturing of parity bits or symbols. A
scheme using serial concatenation and four-dimensional
modulation has been proposed [28]. Another serial
concatenation scheme has been presented [29] that shows
a marked improvement to the parallel concatenated
scheme of Benedetto et al. [26,27] at high SNR but a
worse performance at lower SNR, especially for larger
interleavers.

Work is being carried out to assess the performance
of TTCM in fading channels; see [30] and [31] for
examples — the former work includes multicarrier
transmission. Also, TTCM has been successfully employed

in transmit antenna diversity systems in conjunction with
spacetime codes in fading channels, including frequency-
selective channels [32,33].

6. SUMMARY

We have illustrated the channel coding scheme called
Turbo trellis-coded modulation (TTCM), which is band-
width-efficient and allows iterative ‘‘Turbo’’ decoding of
codes built around punctured parallel concatenated trellis
codes together with higher-order modulation. The bitwise
interleaver known from classic binary Turbo codes is
replaced by an interleaver operating on a group of
bits. By adhering to a set of constraints for component
code and interleaver, the resulting code can be decoded
iteratively using, for example, symbol-by-symbol MAP
component decoders working in the logarithmic domain
to avoid numerical problems and reduce the decoding
complexity. We outlined the structure of the iterative
decoder and derived the symbol-by-symbol MAP algorithm
for nonbinary trellises. Furthermore, we illustrated the
differences to the binary case as far as the use of extrinsic,
systematic, and parity components of the symbol-by-
symbol decoder output are concerned.

The search results for good component codes are
shown, taking into account the puncturing at the
transmitter. Simulation results are presented for codes
with 4, 8, and 16 states, employing random and designed
interleavers, and various signal sets such as two- and four-
dimensional 8-PSK, 16-QAM, and 64-QAM. With TTCM,
error correction close to Shannon’s limit is possible for
highly bandwidth-efficient schemes that are of relatively
low complexity. It remains to be seen whether further



2750 TURBO TRELLIS-CODED MODULATION (TTCM) EMPLOYING PARITY BIT PUNCTURING AND PARALLEL CONCATENATION

Figure 13. TTCM for 2D-64-QAM, 5 b/s. Channel capacity: 5 b/s
at 16.2 dB. Code with m̃ = 3.
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refinement of the interleaver construction will reduce the
flattening of the BER curves below 10−8 or 10−10.
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APPENDIX A. THE SYMBOL-BY-SYMBOL MAP
ALGORITHM FOR NONBINARY TRELLISES

We will briefly show the derivation of the symbol-by-
symbol MAP algorithm [7] (MAP for short) to be used as
the component decoder in the iterative decoding scheme
for TTCM built with for nonbinary trellises. For the
derivation we consider just a conventional, unpunctured
TCM scheme, with a priori information -on each group
of information bits dk- to be used at the input of the
decoder. Let the number of states be 2ν , and the state at
step k be denoted by Sk ∈ {0, 1, . . . , 2ν − 1}. The group of m
information bits dk can be represented by an integer in the
range (0 . . . 2m − 1) and is associated with the transition
from step k− 1 to k. The receiver observes N sets of n
noisy symbols, where n such symbols are associated with
each step in the trellis; specifically, from step k− 1 to step
k the receiver observes yk = [y0

k, . . . , y(n−1)

k ]. Let the total
received sequence be y = yN

1 = (y1, . . . , yN). This is the
TCM encoder output sequence (x1, . . . , xN) that has been
disturbed by additive white Gaussian noise with one-sided
noise-power spectral density N0. Each xk = [x0

k, . . . , x(n−1)

k ]
is the group of n symbols output by the mapper at step k.

The goal of the decoder is to evaluate Pr{dk | yN
1 } for

each dk, and for all k. Let us introduce and define the
so-called forward and backward variables:

αk−1(M′) = p(Sk−1 = M′, yk−1
1 )

p(yk−1
1 )

(A.1)

βk(M) =
p(yN

k+1 | Sk = M)

p(yN
k+1 | yk

1)
(A.2)

The branch transition probability for step k, p(dk =
i, yk, Sk = M | Sk−1 = M′), is denoted by, and calculated as

γi(yk, M′, M) = p(yk | dk = i, Sk = M, Sk−1 = M′)

· q(dk = i | Sk = M, Sk−1 = M′)

· Pr{Sk = M | Sk−1 = M′} (A.3)

q (dk = i | Sk = M, Sk−1 = M′) is either zero or one
depending on whether encoder input i ∈ {0, 1, . . . , 2m − 1}
is associated with the transition from state Sk−1 = M′

to Sk = M. The first component of (A.3) represents the
parity and systematic information available at the output
of the transmission channel; its computation depends on
the channel noise variance for the case of channels with
additive white Gaussian noise (AWGN) [17] and on the
actually transmitted symbol associated with the transition
from state Sk−1 = M′ to Sk = M for encoder input i. In the
last component of (A.3) we use the a priori information.
For codes without any parallel transitions:

Pr{Sk = M | Sk−1 = M′} =


Pr{dk = 0} if q(dk = 0 | Sk = M, Sk−1 = M′) = 1
Pr{dk = 1} if q(dk = 1 | Sk = M, Sk−1 = M′) = 1

..

.
. . .

Pr{dk = 2m − 1} if q(dk = 2m − 1 | Sk = M,
Sk−1 = M′) = 1

= Pr{dk = j}, (A.4)

where j: q (dk = j | Sk = M, Sk−1 = M′) = 1. Naturally,
when q (dk = i | Sk = M, Sk−1 = M′) = 1, then j = i;
otherwise the value of Pr{Sk = M | Sk−1 = M′} and hence
j will be irrelevant anyway. Formally, if there does not
exist a j such that q(dk = j | Sk = M, Sk−1 = M′) = 1, then
Pr{Sk = M | Sk−1 = M′} is set to zero.

We shall now try to combine (A.1), (A.2), and (A.4). We
must first bear in mind that the event (dk = i, yk, Sk−1 =
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M′) has no influence on yN
k+1 if Sk is given; hence we can

write

p(yN
k+1 | Sk = M) = p(yN

k+1 | dk = i, yk, Sk = M, Sk−1 = M′)
(A.5)

Using (A.5) and the fact that

p(yk−1
1 ) = p(yk

1)

p(yk | yk−1
1 )

(A.6)

the product of (A.1), (A.2), and (A.4) can now be shown
to be:

αk−1(M′) · βk(M) · γi(yk, M′, M)

= p(Sk−1 = M′, yk−1
1 )

· p(yN
k+1, dk = i, yk, Sk = M | Sk−1 = M′)

· p(yk | yk−1
1 )

p(yN
1 )

(A.7)

Obviously

p(yN
k+1, dk = i, yk, Sk = M | Sk−1 = M′)

= p(yN
k+1, dk = i, yk, Sk = M | Sk−1 = M′, yk−1

1 ) (A.8)

so we can re-write (A.7) as

αk−1(M′) · βk(M) · γi(yk, M′, M) · 1

p(yk | yk−1
1 )

= p(Sk−1 = M′, Sk = M, dk = i, yN
1 )

1
p(yN

1 )

= p(Sk−1 = M′, Sk = M, dk = i | yN
1 ) (A.9)

Therefore, the desired output of the MAP decoder is

Pr{dk = i | y} = const ·
∑

M

∑
M′

γi(yk, M′, M)

· αk−1(M′) · βk(M) (A.10)

∀i ∈ {0, . . . , 2m − 1}. The constant can be eliminated by
normalizing the sum of (A.10) over all i to unity. The
probability Pr{dk = i | y} comprises a priori, systematic,
parity, and extrinsic components, since it depends on
the complete received sequence as well as the a priori
likelihoods of dk.

All that remains now is to recursively define αk−1(M′)
and βk(M). We begin by writing

Pr{Sk = M | yk−1
1 , yk} · p(yk | yk−1

1 )

= p(yk, Sk = M | yk−1
1 ) (A.11)

and dividing both sides by p(yk | yk−1
1 ) and expanding into

the form

Pr{Sk = M | yk
1} = αk(M)

=

∑
M′

p(yk, Sk = M, Sk−1 = M′ | yk−1
1 )

∑
M

∑
M′

p(Sk = M, Sk−1 = M′, yk | yk−1
1 )

(A.12)

Because of (A.8), we can write

αk(M) =

∑
M′

Pr{yk, Sk = M | Sk−1 = M′}

·p(Sk−1 = M′ | yk−1
1 )∑

M

∑
M′

p(yk, Sk = M | Sk−1 = M′)

·Pr{Sk−1 = M′ | yk−1
1 }

(A.13)

Defining

γT(yk, M′, M) =
2m−1∑
i=0

γi(yk, M′, M) (A.14)

yields

αk(M) =

∑
M′

γT(yk, M′, M) · αk−1(M′)

∑
M

∑
M′

γT(yk, M′, M) · αk−1(M′)
(A.15)

Similarly

βk(M) =

∑
M′′

p(Sk+1 = M′′, yN
k+1 | Sk = M)

p(yN
k+1 | yk

1)

=

∑
M′′

p(Sk+1 = M′′, yk+1 | Sk = M)

·p(yN
k+2 | Sk+1 = M′′)

p(yN
k+1 | yk

1)
(A.16)

since p(yN
k+2 | Sk+1 = M′′) = p(yN

k+2 | Sk+1 = M′′, yk+1, Sk =
M). Finally, we can calculate βk(M) recursively using

βk(M)

=

∑
M′′

p(Sk+1 = M′′, yk+1 | Sk = M) ·
p(yN

k+2 | Sk+1 = M′′)

p(yN
k+2 | yk+1

1 )∑
M′′

∑
M

p(Sk+1 = M′′, Sk = M, yk+1 | yk
1)

=

∑
M′′

γT(yk+1, M, M′′) · βk+1(M′′)

∑
M′′

∑
M

γT(yk+1, M, M′′) · αk(M)
(A.17)

In our implementation of the preceding algorithm, we
have used logarithms of probabilities and logarithms
of αk−1(M′), βk(M), and γi(yk, M′, M) employing the
quasioptimal log-MAP algorithm [18] that uses the max
function in conjunction with a table lookup to compute
the logarithm of a sum of exponentials. The loss incurred
through the use of the log-MAP algorithm is less than
0.1 dB even when using a lookup table with eight stored
values.
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1. INTRODUCTION

Ultrawideband signaling is essentially the art of generat-
ing, modulating, emitting, and detecting baseband digital
signals that inherently occupy large bandwidths. Impulse
transmissions date back to the infancy of wireless tech-
nology. They include the experiments of Heinrich Hertz in
the 1880s, and the 100-year-old spark-gap ‘‘impulse’’ trans-
missions of Guglielmo Marconi, who in 1901 sent the first
ever over-the-horizon wireless transmission from the Isle
of Wight to Cornwall on the British mainland. Early radio
circuits consisted solely of passive electrical components,
no tubes or transistors, and hence lacked the means to effi-
ciently deal with short transient impulses. Therefore radio
subsequently developed along narrowband frequency-
selective analog techniques. This led to voice broadcasting
and telephony — and more recently to digital telephony
and wireless data. Through the years, a small cadre of
scientists have worked to develop and refine impulse
technologies. Before 1970 the primary focus in impulse
radio research was on impulse radar techniques and
government-sponsored projects. In late 1970s and early
1980s, however, digital techniques began to mature to the
point where the practicality of modern low-power impulse
radiocommunications could be demonstrated using the
impulse time coding and time modulation approach.
Digital impulse radio [1–9], the modern echo of Marconi’s
century-old transmissions, now emerges under the banner
‘‘ultrawideband’’ radio. Alternate methods of generating
signals having UWB characteristics are being developed
including the use of continuous streams of pseudonoise
(PN)-coded impulses that resemble code-division multiple
access (CDMA) signaling that employ a chip rate commen-
surate with the emission center frequency. The industry
is now moving to commercial deployment.

UWB signaling is more nearly characterized by
transient circuit responses, whereas conventional radio
tends to deal with the steady state. Impulse propagation,
especially indoors, also differs significantly from that
of narrowband carrier-based systems in that multipath
is described as distinct short impulses that sometimes
overlap rather than continuous sine waves that form
complex interference patterns. Many applications of UWB
systems have been enabled by the unique characteristics
of this technology.

2. CODED UWB IMPULSES AND IMPULSE STREAMS

UWB radio is the transmission and reception of ultra-
short electromagnetic energy impulses. It is the generic

term describing radio systems having very large instan-
taneous bandwidths. The U.S. Federal Communications
Commission (FCC), for example, has tentatively defined
UWB systems as ‘‘having bandwidths greater than 25% of
the center frequency measured at the 10 dB down points’’
or ‘‘RF bandwidths greater than 1.5 GHz,’’ whichever is
smaller. There are several methods of generating, radiat-
ing and receiving such UWB signals, including TM-UWB,
DS-UWB, and TRD-UWB. Wide spectra are generated in
each method, however, radio techniques, signal character-
istics, and application capabilities vary considerably.

Developers of UWB technology have perfected various
ways for creating and receiving these signals, and for
encoding information in the transmissions. Pulses can be
sent individually, in bursts, or in near-continuous streams,
and they can encode information in pulse amplitude,
polarity, and position. Modulations vary from simple pulse
position, to a more energy-efficient pulse polarity [10],
and to the very-energy-efficient M-ary (multilevel) pulse
position modulation. Modern UWB radio is characterized
by very low effective radiated power (in the submilliwatt
range) and extremely low power spectral densities, by
virtue of the wide bandwidths (>1 GHz). The emissions
are targeted to be below an effective isotropicaly radiated
power (EIRP) of −41.25 dBm/MHz, with restrictions, in
bands below 960 MHz, between 1.99 GHz and 10.6 GHz,
and at 24 GHz, under U.S. CFR-47 Part 15 Report and
Order issued February 2002.

The following three commercially useful UWB com-
munications techniques exemplify the wide range of
implementation possibilities: TM-UWB, DS-UWB, and
TRD-UWB. All systems use transient switching tech-
niques to generate brief (typically subnanosecond)
impulses or ‘‘monocycles’’ having a small number of zero
crossings. The impulses are radiated by specialized wide-
band antennas [11].

TM-UWB impulses are transmitted at high rates, in
the millions to tens of millions of impulses per second.
However, the pulses are not necessarily evenly spaced
in time, but rather they may be spaced at random or
pseudorandom time intervals. The process creates a noise-
like signal in both the time and frequency domains. Data
modulation is applied by further dithering the timing of
the pulse transmissions, by signal polarity and perhaps
pulse amplitude. A coherent correlation-type receiver
and integrator converts the UWB pulses to a baseband
digital signal that has a bandwidth commensurate with
the data rate. The correlation operation and subsequent
integration filtering provide significant processing gain,
which is effective against interference and jamming. Time
coding of the pulses allows for channelization, while
the time dithering, pulse position, and signal polarity
provide the modulation. UWB systems built around this
technique and operating at very low RF power levels have
demonstrated very impressive short- and long-range data
links, positioning measurements accurate to within a few
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centimeters, and high-performance through-wall motion
sensing radars.

DS-UWB uses high duty-cycle phase-coded sequences
of wideband impulses transmitted at gigahertz rates.
Sequences of tens to thousands of impulse ‘‘chips’’ encode
data bits in scalable data rates from a one to hundreds
of Mbps (megabits per second). The modulation is by
pulse polarity and resembles a baseband binary phase-
shift-keyed (BPSK) CDMA system with the chipping
rate commensurate with the center frequency. The
PN (pseudonoise) encoding per data bit provides a
measure of multipath delay spread tolerance, allows
for channelization, and provides processing gain against
interferers. A direct sequence-type of receiver can be used
to correlate with the PN code and convert the integrated
impulses to data rate bandwidths.

TRD-UWB employs impulse pairs that are differen-
tially polarity encoded by the data with the transmitted
pulse pairs having a precise spacing D. The receiver com-
prises a correlator with one input fed directly and another
input delayed by D. It is similar to a conventional differen-
tial phase-shift-keyed (DPSK) system, except that rather
than integrating over a bit time, here the integration
time is commensurate with multipath decay time. The dif-
ferentially encoded delayed-reference impulse and its data
impulse are affected in the same way by multipath. Hence,
the delayed-reference detection and integration operation
can be made to behave like a near-perfect RAKE receiver
capturing a large percentage of the multipath-induced
signal echoes.

3. UWB TECHNOLOGY BASICS

UWB spectra can be generated in several different ways,
such as by TM-UWB, which uses low duty-cycle impulses;
by DS-UWB, which uses high-duty-cycle waveforms that
are direct-sequence phase-modulated; and by coded pulse

pairs in TRD-UWB. Ultra-short-impulse waveforms are
common to both technologies.

The monocycle waveform applied to the transmitting
antenna, and represented in Fig. 1 along with its frequency
spectrum, is the most basic element of UWB signaling. A
useful analytic representation of the monopulse wave form
is given by p(t), the first time derivative of a Gaussian
monocycle pulse

p(t) = −2π fct exp
[ 1

2 {1 − (2π fct)2}] (1)

where the center frequency is fc. The spectrum of p(t) is
given by

P(f ) = f
fc

exp

[
1
2

[
1 −

(
f
fc

)2
]]

(2)

Actual radiated waveforms and spectra, like the E field
shown in Fig. 1, as well as the received waveform and
spectra, are further shaped by the bandpass and transient
response characteristics of the transmitting antenna.
When the transmitting antenna has a wideband and linear
phase response, the radiated waveform approximately
resembles the time derivative of the signal supplied to
the transmitting antenna. The waveform and its spectrum
change again in the receiving antenna load, reflecting the
transient impulse response of the entire UWB radio link.

If the pulses had been sent at a regular interval without
PN encoding, the resulting spectrum would contain ‘‘comb
lines’’ separated by the inverse of the pulse repetition
rate. The resulting peak power in the comb lines would
limit the total transmit power undesirably, as measured
in any 1-MHz bandwidth. To make the spectrum more
noiselike and provide for channelization in TM-UWB, the
monocycle impulses are pseudorandomly placed within
each timeframe.

TM-UWB employs PN encoded time dithering to place
pulses to picosecond accuracy within a time window
equal to the inverse of the average pulse repetition rate.
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Figure 1. Source, emitted, and received monopulses. (After Ref. 12.)
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Figure 3. PN coded UWB waveform sequence in frequency.

Figure 2 illustrates a ‘‘pulsetrain’’ that has been PN-time-
coded, and Fig. 3 shows the resulting noiselike frequency
spectrum. The PN coding uses a pseudorandom timeshift
within each time frame. DS-UWB, on the other hand, uses
PN codes to polarity-modulate pulse sequences that are
closely spaced and at regular intervals. TRD-UWB uses
precisely spaced pulse pairs that are polarity-modulated.
The resulting spectra of DS-UWB and TRD-UWB are
similar to those of TM-UWB.

3.1. TM-UWB Technology

TM-UWB transmitters emit ultrashort monocycle wave-
forms with tightly controlled pulse-to-pulse intervals. The
waveform pulsewidths are typically between 0.2 and 1 ns,
corresponding to center frequencies between 5 and 1 GHz,
with pulse-to-pulse intervals of 25–1000 ns. The systems
typically use pulse position and polarity modulation. The
pulse-to-pulse interval is varied on a pulse-by-pulse basis
in accordance with two components: an information sig-
nal and a channel code. The TM-UWB receiver directly
converts the received RF signal into a baseband digital
or analog output signal. A front-end correlator coherently
converts the electromagnetic pulsetrain to a baseband sig-
nal in one stage. There is no intermediate-frequency stage,
greatly reducing complexity. A single bit of information
may spread over multiple monocycles, providing a way of
scaling the energy content of a data bit with the data rate.
The receiver coherently sums the proper number of pulses
to recover the transmitted information.

TM-UWB systems use a fine pulseshift modulation
by positioning the pulse one quarter-cycle (60 ps for
a 240-ps pulse) early or late relative to the nominal
PN-coded location, or by pulse polarity. Furthermore,

multilevel pulse position modulation may be used to
provide enhanced bit-energy-to-noise ratio performance.
The error probability PF of the fine-shift modulation
in additive white Gaussian noise (AWGN) follows the
same behavior as conventional orthogonal or on/off keying
(OOK)

PF = 1
2

erfc
(√

γb

2

)
(3)

where γb is the received signal-to-noise ratio (SNR) per
information bit. The error probability PP of pulse polarity
modulation in AWGN follows the same behavior as that of
conventional BPSK or antipodal signaling

Pp = 1
2 erfc(

√
γb) (4)

where γb is the SNR per information bit. Pulses may also
be transmitted in a ‘‘one of many positions’’ M-ary pulse
position modulation, which, if the impulse positions do
not overlap, resembles the performance of conventional
M-ary orthogonal signaling in AWGN. The probability of
a symbol error is

Pm = 1√
2π

∫ ∞

−∞

[
1 −

(
1 − 1

2
erfc

(
y√
2

))M−1
]

exp

[
−(y − √

2γ )2

2

]
dy

(5)

where γ = γb log(M)/ log(2) and γb is the received SNR
per information bit, and average bit error probability PM

is then

PM = Pm
M

2(M − 1)
(6)

Modulation further ‘‘smooths’’ the signal spectrum, thus
making the signals more noiselike. The probability of a
bit error as a function of SNR per bit for the various
modulations is depicted in Fig. 4. See also Ref. 13 for
derivations of PF, PP, and PM.
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Figure 5. A TM-UWB transmitter.

3.2. A TM-UWB Transmitter

Figure 5 shows a high-level block diagram of a TM-UWB
transmitter. The transmitter has no power amplifier, but
rather, pulses are generated at the required power. A
precision-programmable delay implements the PN time
coding and both fine and M-ary pulse/time position
modulation. Alternatively or in addition, modulation can
be encoded in pulse polarity. The precise timing capability
of the timer operation (several picoseconds resolution)
enables not only precise time modulation and precise PN
encoding, but also precision distance determination. The
picosecond precision timer, implemented in an integrated
circuit, is a key technological component of the TM-UWB
system.

3.3. A TM-UWB Receiver

The receiver shown in Fig. 6 resembles the transmitter,
except that the pulse generator feeds the multiplier
within the correlator. The performance of this type of
correlator receiver is described in Ref. 12. Baseband signal
processing extracts the modulation and controls signal
acquisition and tracking. Baseband signal processing also

Multiplier

Pulse
generator

Acquisition control
and tracking

Programmable
time delay

Baseband
signal processing

Clock
oscillator

Code
generator

Data
out

Integrator Sample
and hold

Correlator

Figure 6. A TM-UWB receiver.

drives a tracking loop that locks onto the time-coded
sequence. Modulation is decoded as either an ‘‘early’’ or
‘‘late’’ pulse in time modulation and/or as a positive or
negative pulse in polarity modulation. Different PN time
codes are used for channelization. Precise pulse timing
inherently enables exceptional positioning and location
capabilities in TM-UWB communications systems.

3.4. DS-UWB Technology

A second method of generating useful signals having UWB
spectra represents a DS-UWB approach, similar to an
RF carrier-based CDMA system. Impulse sequences at
duty cycles approaching that of a sine-wave carrier are
direct-sequence polarity-modulated (like binary-phase-
shift-keying). The PN sequence provides smoothing,
channelization and modulation. The chipping rate is
some fraction 1/N (N need not be an integer) of the
‘‘carrier’’ center frequency. For illustration, Fig. 7 shows
the approximate spectral envelope of a 4 GHz impulse
sequence that is DS modulated by a zero mean PN code
for the cases N = 1 and N = 2. Actual PN sequences are
relatively short and the spectra contain more features, as
depicted in Fig. 3. Both signals in Fig. 7 have the same
power in a 1-MHz bandwidth at 4 GHz, but the N = 1
signal carries the greater total power in the spectrum.
The total power and occupied bandwidth can be traded off
subject to regulatory emissions limits.

3.5. TRD-UWB Technology

A method of transmitting and receiving impulses that can
implement a near-perfect RAKE receiver is exemplified by
TRD-UWB and described in Ref. 14. The method employs
differentially encoded impulse pairs sent at a precise
spacing D. The system is shown in the simplified block
diagram of Fig. 8. The transmitter sends a pair of pulses
separated by a delay D, and differentially encoded by
pulse polarity. The pulses, including propagation induced
multipath replicas, are received and detected using a
correlator with one input fed directly and another input
delayed by D. The receiver resembles a conventional DPSK
receiver, which in AWGN exhibits an error probability
PD [13] of

PD = 1
2

exp
(

−γb
N − 1

N

)
(7)
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Figure 7. Spectral envelope of DS-UWB signals with N = 1 and
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where N > 1 is the number of differentially encoded
pulses in a sequence and γb is the SNR per bit. The
integration interval is sufficiently long to RAKE in a
significant amount of the multipath energy. The TRD-
UWB receiver tends to behave like a near-perfect RAKE
receiver capturing a large percentage of the multipath
induced signal echoes.

One channelization method employing TRD-UWB [14]
has N = 2 and employs a family of delays Di. Impulse
pair sequences of these delay combinations constitute the
channels. Figure 4 compares the error probability PD of
TRD-UWB with N arbitrarily large to the performance of
other modulations.

4. UWB SIGNAL PROPAGATION

Some UWB techniques thrive in multipath, enabling
positioning accuracies to better than a few centimeters,
and generally follow a free-space propagation law [15].
Further indoor channel characteristics are described
elsewhere [16,17]. Multipath fading, characteristic in
conventional RF communications, is the result of coherent
interaction of sinusoidal signals arriving by many
paths. Spread spectrum TIA/EIA-95-B cellular and PCS
systems with a 1.228-MHz spreading bandwidth can
resolve multipath signals having differential delays of
slightly less than one microsecond. Some communications
channels, particularly outdoors, can have rms delay
spreads measuring many microseconds; therefore, some
multipath components can be resolved and received using
RAKE techniques. However, in-building communications
channels exhibit multipath differential delays and rms
delay spreads in the several tens of nanoseconds as seen
in Fig. 9 and cannot be resolved in the relatively narrow
TIA/EIA-95-B channel. Those systems must therefore
contend with significant Rayleigh fading, which may
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Figure 8. A TRD-UWB transmitter (a) and receiver (b).
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Figure 9. Measured RMS delay spread in small offices and
homes.

require signals up to tens of decibels above the static
signal level for a given measure of performance.

4.1. In-Building Propagation of Impulses

UWB signal propagation in free space between two unity
gain antennas separated by d is very nearly

PL = 20 log
(

c
4πdfc

)
(8)

where c is the velocity of light and fc is the center frequency
of the emitted spectrum. The frequency dependence of
propagation comes from the frequency dependence of a
unity-gain receive antenna aperture area Ae = c2/(4π f 2

c )

evaluated here at fc. Equation (8) is only approximately
correct for the large bandwidth UWB signal [12], because
total received power involves an integral in frequency
over the product of the received power spectral density
and Ae. A typical UWB impulse subjected to multipath
is shown in Fig. 10. The multipath is evident as
delayed echoes of the first-arriving impulse adding to
the signal voltage. This measurement, and subsequent
propagation measurements were gathered using Time
Domain Corporation’s pulson application demonstrator
(PAD) radios, which have a built-in waveform scanning
mode capable of resolving impulses to a fraction of a
nanosecond.

Signal measurements in several multipath office and
home environments using PADs were processed to
determine the strongest impulse in a waveform versus
distance and are shown in Fig. 11. The signal attenuation
is shown relative to the d = 1 meter signal level. The
median attenuation with distance is approximately 29
log(d) with the distance d in meters, and is typical of
what can also be expected for conventional narrowband
channels.

The measurements reprocessed to ‘‘perfectly RAKE’’
the total power in all of the multipath impulses waveform
echoes, are shown in Fig. 12. The total power median
attenuation with distance follows a square law, 20 log(d).
A ‘‘perfect RAKE’’ receiver can provide up to the limit of
the difference between the strongest impulse and total
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power, or approximately an average 9 log(d) of RAKE gain
for the measured environments considered.

With perfect RAKE gain the signal in multipath follows
a near-free-space propagation law, and represents one of
the special benefits of UWB impulse technology.

4.2. Impulse Propagation with a Ground Reflection

Propagation over a smooth earth involves a reflection
from the ground (Fig. 13). The direct path and reflected
pathlengths D and R in terms of the antenna heights H1

and H2, and the separation distance d are

D =
√

d2 + (H1 − H2)2 (9)

and
R =

√
d2 + (H1 + H2)2 (10)

See Ref. 18 for details. The differential delay between the
reflected path and the direct path over a plane earth is

�t = R − D
c

(11)

where c is the velocity of light.
The ground reflection coefficient for the cases of interest

(shallow incidence angles) is very nearly −1, so the
reflected pulse undergoes a polarity inversion. Reflected
pulses that arrive by paths having differential delays
greater than a half pulselength, as portrayed in Fig. 14,
add to the total received energy. Pulses with a differential

R

D

H1 H2

d

Figure 13. Geometry for two-path propagation.

No overlapOverlap

Figure 14. Overlapping and nonoverlapping pulses.
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delay of less than half a pulselength begin to exhibit
destructive interference in the receive window.

The overlapping pulse echo arriving by ground
reflection is not delayed enough to be distinct from
the directly arriving pulse. The nonoverlapping pulse is
distinct, and adds to the received energy if a RAKE receiver
is employed. With RAKE gain, the bold line in Fig. 15 in the
‘‘no-overlap region’’ would be raised by 3 dB. Overlapping
pulses, as seen in Fig. 15, at first add constructively when
the overlap is less than a half pulselength, then when
nearly fully overlapping exhibit an inverse 4th power with
distance behavior similar to harmonic wave propagation.
In contrast, harmonic waves exhibit multiple constructive
and destructive interferences as multiple sinusoidal cycle
delays interact at close distances.

4.3. Reception of UWB Impulses

UWB signals are detected in a correlation-type receiver,
(Figs. 6 and 8). A filter with impulse response h(t) is
optionally placed between signal s(t) at the receiver
antenna load and the correlator input. The correlation
template pulse p(t), locally generated in Fig. 6 and derived
from the transmitted reference pulse in Fig. 8, multiplies
the received data pulse and is integrated and sampled
at the correlator output. The receiver implementation
efficiency ec [12] of this operation is

ec = 10 log

[ ∣∣∫ ∫
s(τ )h(τ − t)dτp(t)dt

∣∣2∫
s(t)2dt

∫ ∣∣∫ p(τ )h(τ − t)dτ
∣∣2 dt

]
(12)

and is maximized when

C
∫

p(τ )h(τ − t)dτ = s(t) (13)

provided h(t) is causal and where C is the rms value of s(t).
Solutions to Eq. (13) range from the matched template,
h(t) = δ(t) [the Dirac delta function] with p(t) = s(t), to
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the matched filter, h(t) = s(−t) with p(t) = δ(t), see (13).
The correlator efficiency depends strongly on the shape
of the signal s(t) and its relationship to h(t) and p(t).
The efficiency ec can typically range from −6 to −2 dB for
simple rectangular templates, see (12), to a RAKE gain of
several decibels for a delayed reference receiver.

4.4. A UWB Link Budget

The UWB link specifies a transmitter and antenna
providing an EIRP of PTx, a receiver with sensitivity
SRx, and because the waveform changes shape in the
link, a propagation factor PL determined at a convenient
distance. A transmitter operating with about 2 dB margin
to a −41.25-dBm/MHz limit over an equivalent bandwidth
of 1.3 GHz emits PTx = −12 dBm. A companion UWB
receiver operating in AWGN (−174 dBm/Hz), referenced to
a data bandwidth W Hz, with noise figure, implementation
loss and margin totaling L dB, and operating at an SNR
dB signal-to-noise ratio per bit, has a sensitivity of

SRx = −174 + 10 log(W) + L + SNR dBm (14)

The propagation term PL is evaluated conveniently at one
meter using Eq. (8) and the resulting system gain SG at
a one meter distance including a receiver antenna gain of
GRx dBi is

SG = PTx − SRx + PL + GRxdB (15)

When fc = 4 GHz, then PL = −44 dB, and using a
data bandwidth of W = 40 MHz, losses L = 10 dB,
SNR = 7 dB, and GRx = 5 dBi, the receiver sensitivity is
SRx = −69 dBm, and the system gain at one meter is
SG = 30 dB.

Referring to Fig. 11, a 30-dB system gain permits a
median range of approximately 10.8 m without RAKE
gain. From Fig. 12, the ‘‘perfect RAKE’’ receiver would
permit a median range of more than 31 m. Practical
implementations would result in a range performance
between 10 and 30 m at a 40-Mbps throughput data rate.

5. APPLICATIONS OF UWB

UWB technology uniquely harnesses an ultrawideband of
spectrum to provide high bandwidth communications, but
in certain implementations also enables indoor precision
tracking and radar sensing on top of communications. The
unique capabilities of UWB driving it into applications
spaces markets include

High Spatial Capacity. The number of impulses that
can be discerned in time over the propagation
distance ultimately limits UWB channelization and
bandwidth per square meter. For example, with 0.25-
ns impulses, the upper limit on pulse rate is 4 billion
pulses per second. Because of low emitted power
ranges are confined to several tens of meters, thus
providing exceptional spatial capacities.

High Channel Capacity and Scalability. Scalability
accommodates various channel profiles to harness
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the desired data rate given a channel impulse
response. Phase coding of impulses simultaneously
integrates impulses to improve the energy per data
bit, and can RAKE energy from multipath delayed
signal echoes.

Robust Multipath Performance. Multipath signal
echoes can be RAKE-received for superior perfor-
mance indoors. In the limit, the total impulse power
on average propagates with an inverse square law
just as in free space, in contrast to conventional nar-
rowband harmonic wave radios which tend to prop-
agate more nearly like inverse 3rd power indoors.

Very Low Transmit Power. Submilliwatt power levels
spread over several gigahertz of bandwidth means
that the UWB signals will not cause harmful
interference to current users of the spectrum, and
also will generally be stealthy and less susceptible
to detection.

High System Link Rate. Data rates can be from a high
in the hundreds of Mbps, a goal of communications
standards developers [19], down to hundreds of kbps.
Given a fixed power level, the data rate may be
traded off for additional range.

Location Awareness and Tracking. Some implemen-
tations of UWB signaling inherently provide 3D
sensing and tracking at centimeter accuracies [17].

5.1. The Role of UWB in Wireless Markets

Advancements in UWB radio technology promise the
opportunity of creating unique solutions meeting emerging
market needs. There are essentially three basic market
spaces in which UWB plays a role:

1. Wireless Communications. As available bandwidth
to users increases, applications will continue to evolve
to fill the available bandwidth and demand further
increases. On top of this increasing demand for band-
width, the increase in mobile telephony and travel has
spurred demand for bandwidth mobility, implying wire-
less technology. Initial applications of UWB will evolve
from the existing market needs for higher speed data
transmission, but demand for multimedia-capable wire-
less is already driving multiple initiatives in the wireless
standards bodies. UWB solutions will emerge that are tai-
lored for these applications because of the available high
bandwidth. In particular, high-density multimedia appli-
cations, such as multimedia streaming in ‘‘hotspots’’ such
as airports or shopping centers or even in multidwelling
units, will require bandwidths not currently enabled by
continuous-wave ‘‘narrowband’’ technologies. The ability
to tightly pack high bandwidth UWB ‘‘cells’’ into these
areas without degrading performance will further drive
the development of UWB solutions. Full-duplex and sim-
plex radio systems using submilliwatt power levels have
already been demonstrated with data rates from 78 kbps
to hundreds of Mbps at useful ranges in home and office
environments.

2. Precision Tracking. As the mobility of people and
objects increases, up-to-date and precise information about
their location becomes a relevant market need. While GPS

and some E911 technologies promise to deliver some level
of accuracy outdoors, current indoor tracking technologies
remain relatively scarce and have accuracies on the order
of 3–10 m. UWB implementations are an adjunct to GPS
and E911 that allow the precise determination of location
and the tracking of moving objects within an indoor space
to an accuracy of a few centimeters. This in turn enables
the delivery of location-specific content and information to
individuals on the move, and the tracking of high-value
assets for security and efficient utilization. While this is
an emerging market segment, the accuracy provided by
UWB will accelerate market growth and the development
of new applications in this area.

3. Radar. Finally, UWB signals enable inexpensive
short range high-definition radar. With the new radar
capability created by the addition of UWB, the radar
market will grow dramatically and radar will be used in
areas currently unthinkable. Some of the key new radar
applications where UWB is likely to have a strong impact
include automotive sensors, collision avoidance sensors,
smart airbags, intelligent highway initiatives, personal
security sensors, precision surveying, and through-the-
wall public safety applications. Through-wall radar is
already being tested to assist law enforcement and public
safety personnel in clearing and securing buildings more
quickly and with less risk by providing the capability
to detect human presence and movement through walls.
Radar enhanced security domes based on precision radar
have already demonstrated the capability to detect motion
near protected areas, such as high value assets, personnel,
or restricted areas. The dome is software configurable
to detect movement passing through the edge of the
dome, but can disregard movement within or beyond the
dome edge.

5.2. Addressing the Wireless Spectrum Squeeze with UWB

UWB operates at ultra-low-power, transmitting impulses
over multiple gigahertz of bandwidth. Each pulse, or pulse
sequence, is pseudorandomly modulated, thus appearing
as ‘‘white noise’’ in the ‘‘noise floor’’ of other radiofrequency
devices. UWB operates with emission levels commensu-
rate with levels of unintentional emissions from common
digital devices such laptop computers and pocket calcula-
tors. Today we have a ‘‘spectrum drought’’ in which there is
a finite amount of available spectrum, yet there is a rapidly
increasing demand for spectrum to accommodate new com-
mercial wireless services. Even the defense community
continues to find itself defending its spectrum allocations
from the competing demands of commercial users and
other government users. UWB exhibits incredible spectral
efficiency that takes advantage of underutilized spectrum,
effectively creating a ‘‘new’’ spectrum for existing and
future services by making productive use of what appears
as the ‘‘noise floor’’ in conventional receiver bandwidths.
UWB technology represents a win–win innovation that
makes available a critical spectrum to government, public
safety, and commercial users.

The best applications for UWB are for indoor use
in high-clutter environments. UWB products for the
commercial market will make use of the most recent
technological advancements in receiver design and will
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transmit at very low power (submilliwatts). UWB
technology enables not only communications devices but
also positioning capabilities of exceptional performance.
The fusion of positioning and data capabilities in a
single technology opens the door to exciting and new
technological developments.
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UNEQUAL ERROR PROTECTION CODES

ARDA AKSU

North Carolina State University
Raleigh, North Carolina

1. INTRODUCTION AND THEORY

The error correcting capability of the majority of algebraic
codes is described in terms of correcting errors in
codewords, rather than correcting errors in individual
digits. However, in many applications some message
positions are more important than others. For instance,
in transmitting numerical data, errors in the high-order
digits are more serious than errors in the low-order digits.
Therefore each block of data can be partitioned into
classes of different importance (i.e., of different sensitivity
to errors).
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It is possible for a linear block code to provide more
protection for selected positions in the input message
words than is guaranteed by the minimum distance of
the code. Then, it is apparent that the best coding strategy
aims at achieving lower bit error rate (BER) levels for
more important information bits while admitting higher
BER levels for the less important ones. This feature is
referred to as unequal error protection (UEP) and linear
codes having this property are called linear unequal error
protecting (LUEP) codes.

UEP codes were first studied by Masnick and Wolf
in 1967 [1]. Since then, there has been a proliferation
of studies in the field of unequal error protection
codes, in both the theory and practical applications.
Later work [2–7] investigated various approaches to the
construction of UEP codes. A separation vector was
later [3], introduced as a measure of the error correcting
capability of an UEP code at various locations. For a
binary linear (n, k) code C, with generator matrix G, the
separation vector s = {s1, s2, . . . , sk} is defined by

si = min{w(mG) | m ∈ {0, 1}k, mi �= 0} i = 1, . . . , k

where w(·) denotes the Hamming weight of the argument,
namely, the number of nonzero components in the
argument.

Another way of looking at it is that the sets {mG |
m ∈ {0, 1}k, mi = 0} and {mG | m ∈ {0, 1}k, mi = 1} are at
a Hamming distance si apart. Hence, for a linear
binary (n, k) code C that uses a matrix G for its
encoding, complete nearest-neighbor decoding guarantees
the correct interpretation of the ith digit whenever the
error pattern has a Hamming weight less than or equal
to �(si − 1)/2�, where �x� denotes the largest integer
contained in x. From this, it is immediately clear that
the minimum distance of the code is dmin = min{si | i =
1, . . . , k}. Therefore, if a linear code C has a generator
matrix G such that the components of the separation
vector are not equal, then the code C is called a linear
unequal error protecting (LUEP) code.

Usually, decoding algorithms for UEP codes are
complicated. It has been shown [1,4] that a modified
syndrome decoding method using a standard array can
be implemented for UEP codes. Essentially, if efficient
decoding procedures are available for component codes,
then the resulting UEP code can be decoded too. But
it is still necessary to design UEP codes, which can be
implemented easily.

A binary cyclic code C(n, k) is the direct sum of a number
of ideals in the residue class ring GF(2)[x]/(xn − 1) (where
GF is the Galois field) of polynomials in x. In [4], it is shown
that an ordering M1, M2, . . . , Mv of generator matrices of
these ideals exists such that

G =




M1

M2
...

Mv




is an optimal generator matrix. The ith and jth components
of the separation vector (s) are equal if the ith and jth rows
of G are in the same ideal of GF(2)[x]/(xn − 1).

If the weight of the generator polynomial of a cyclic
code C equals dmin of the code, then all components of
the separation vector are equal. If this is not the case,
the separation vector of a cyclic code can be computed by
comparing the weight distributions of its cyclic subcodes.
In Van Gils [4], compiled a table for UEP capabilities of
binary cyclic codes of odd lengths up to 39. Later, Lin
et al. [7], extended the table to lengths up to 65 by using
exhaustive computer search.

Many of the best known codes can be constructed as
generalized concatenated (GC) codes. The construction
of these codes use outer codes with different lengths
and inner codes (in the columns of the code matrix)
with different lengths and distances. The inner code is
multiply partitioned, and this partitioning into subcodes
is protected by different outer codes. With this method,
a large class of optimal linear UEP codes can be
generated ([17]). These codes also contain most of the
constructions found in van Gils’ 1984 paper [6].

Others have investigated coding and decoding schemes
to achieve UEP using several convolutional codes with dif-
ferent error correcting capabilities [18–20]. Lower bounds
on the free distance of convolutional codes with unequal
information protection have been investigated [21,22]. The
asymptotic behaviors of these bounds indicate that more
gains can be attained for the important data by enlarg-
ing the corresponding constraint length. This comes at
the cost of reduced performance for the less signifi-
cant data.

It is desirable to design UEP codes, which can be
implemented easily. UEP, in conjunction with modula-
tion, can be achieved by employing either time-division
coded modulation (TDCM) or superposition coded modula-
tion (SCM) [8–12]. TDCM is a form of resource sharing in
which bit streams of differing importance are transmitted
in disjoint modulation intervals. In SCM, the different bit
streams are transmitted in the same modulation intervals.
Let B1 and B2 denote, in decreasing order of importance,
the two bit streams to be unequally protected against chan-
nel noise, and let r1 and r2 denote their respective rates.
The rates are given in terms of the bit rate normalized
by the total number of modulation intervals available for
transmission of these bit streams. To specify unequal error
protection requirements, let N1 and N2 denote the vari-
ances of the Gaussian noise that the respective bit streams
need to withstand, where N1 > N2. In other words, as long
as the variance of the channel noise is less than Ni, the bit
stream Bi can be decoded with a bit error rate below some
prescribed value.

TDCM is a scheme in which the bit streams B1 and
B2 are transmitted on distinct modulation intervals. Bit
stream Bi is transmitted over the fraction αi of the
available modulation intervals (where α1 + α2 = 1) using
channel code Ci and transmission energy ei. The design
problem is usually to select the parameters (α1, α2) and
(e1, e2) such that desired levels of UEP are achieved
while minimizing the average transmission energy per
modulation interval eT = α1e1 + α2e2. Figure 1 shows a
generalized transceiver structure for TDCM.

Superposition coded modulation (SCM) consists of
transmitting both bit streams on all the available
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Figure 1. Generalized transceiver structure for TDCM.

modulation intervals using a superposition of channel
codes in the modulation space. Let us choose constellations
S1 and S2 with average energies e1 and e2, respectively.
Bit stream Bi is encoded with channel code Ci and
transmitted using constellation Si. More specifically, the
code Ci generates the codeword xi, which is a sequence
of signal points {xi}, where xi ∈ Si. The codewords x1 and
x2 are superimposed and transmitted on the channel as
x = x1 + x2. C1 and S1 are respectively referred as outer
code and outer constellation and C2 and S2, as inner code
and inner constellation. At the decoding end, the received
sequence is y = x + n, where N is the variance of the
Gaussian noise. Then, if N2 < N < N1, only bit stream
B1 is reliably decoded. If N < N2, then both bit streams
are reliably decoded. The SCM design method aims at
achieving the prescribed levels of protection for the two
bit streams while minimizing the average transmission
energy.

For higher rate transmission with multilevel mod-
ulation over bandwidth-limited channels, UEP coding
can be achieved in the context of combined coding and
modulation because of its efficiency compared to time-
sharing techniques [13,14]. It has been shown [15] that,
asymptotically, the superposition coded modulation tech-
nique always outperforms the later one. On the basis
of this result, much of the earlier work concentrated on
the first technique. Other authors [16] show that this
theoretical result doesn’t always hold for practical chan-
nel codes, which do not achieve capacity. In fact, the
opposite happens when a ratio, which measures the
degree of inequality in protection, is below a critical
threshold.

UEP codes have generated much interest since they
are increasingly important in various applications, such
as visual communication systems, speech communication,
storage and computer systems, and satellite communica-
tions. The data in such systems are not equally important,
especially after source encoding. Coupled with the prolif-
eration of high-speed wireless networks, which present
a very challenging channel for data transfer around
the globe, the need for highly efficient UEP coding
becomes even more important. The rest of this article
focuses on examples of the use of UEP codes in various
applications.

2. UEP CODES FOR SPEECH CODING

The trend in current and future cellular mobile radio
systems is toward using more sophisticated, digital speech
coding techniques. However, mobile radio channels are
subject to signal fading and interference, which causes
significant transmission errors. The design of speech
and channel coding is therefore quite challenging, and
UEP codes are considered in the literature for improved
performance.

The effects of digital transmission errors on a family of
variable-rate embedded subband speech coders have been
analyzed [23]. Subband coding of speech is a relatively
mature form of waveform coding of speech, in which the
signal is first divided into a number of subbands, which
are then individually encoded. The underlying principle for
the coder is that the bit allocation can be weighed so that
those subbands with the most important information get
most of the bits. The initial subband coders used fixed bit
allocations based on the average spectrum of speech. Later
on, the idea of dynamically changing the bit allocation
based on the energy of each subband was introduced. An
example of the block diagram of the transmitter portion of
this coder is shown in Fig. 2. The authors show that there is
a difference in error sensitivity of four orders of magnitude
between the most and the least sensitive bits of the speech
coder. As a result, a family of rate-compatible punctured
convolutional (RCPC) codes with flexible UEP capabilities,
matched to the speech coder, provides significant gains
over a wide range of channel signal-to-noise ratios [24].

Perceptual audio coders (PACs) and similar audio com-
pression techniques are inherently packet-oriented. Audio
information for a fixed interval (frame) of time is rep-
resented by a variable-bit-length packet. Each packet
consists of certain control information followed by quan-
tized spectral/subband description of the audio frame. The
key idea behind an UEP scheme is that different compo-
nents of a packet exhibit varying degrees of sensitivity to
channel errors. Experimental results on multilevel UEP
schemes, which exploit the unequal impact of transmission
errors on various audio components, exhibit significant
gains and graceful degradation compared to equal error
protection [25].

Use of UEP codes have been suggested for speech
coding schemes employed in developing (at the time of
writing) third-generation (3G) wireless systems [26] and
digital audiobroadcasting, mainly because of its superior
performance and graceful performance degradation.

Embedded joint source-channel coding schemes of
speech also take advantage of UEP by puncturing symbols
of the ‘‘RCPC Trellis’’ encoders [27]. The coder is claimed
to be robust to acoustic noise and produce good quality
speech for a wide range of channel conditions.

3. UEP CODES FOR IMAGE TRANSMISSION

Robust image transmission has received increasing atten-
tion with the advances in wireless communication and
image coding. Numerous schemes have been developed for
transmission of images over noisy channels.
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Figure 2. An example of a dynamic bit allocation subband coder.

One such method employs selective channel cod-
ing and transmission energy allocation in conjunction
with sequence maximum a posteriori soft-decision detec-
tion [28]. An UEP scheme is proposed for transmitting
discrete cosine transform (DCT) compressed images over
an additive white Gaussian noise (AWGN) channel. The
system consists of a TCM scheme that uses selective
transmission energy allocation to the DCT coefficients.
It also employs a sequence maximum a posteriori (MAP)
detection scheme that exploits both channel soft-decision
information and the statistical image characteristics.
Experimental results indicate that this scheme provides
substantial objective and subjective improvements over
equal-error protection systems as well as graceful perfor-
mance degradation. Fei and Ko [29] have used UEP codes
for JPEG compressed images in a wireless environment in
order to provide extra protection for the header syntax of
JPEG compressed images.

Rate-distortion-based error control schemes are also
used widely in wireless image communications. Although
error correction codes can effectively protect transmitted
bits, the introduced overhead bits decrease the available
channel capacity. Among various compression techniques
for wireless channel transmission, embedded wavelet
coders possess excellent rate distortion performance
as well as progressive representation property in the
transmitted bit stream. In other words, the quality of
the decoded images at the receiver end progressively
improves as more bits are received. Furthermore, the
same number of bits received at the receiver end inherit
different capabilities to increase the quality of decoded
images due to the different importance of bits at different
locations. Therefore, UEP coding schemes based on a
rate-distortion model of embedded wavelet image coders
generally provide better performance than do equal-error-
protecting schemes [30,31].

Many other schemes investigate the design of the bit
allocation between the source coder and channel coder
by jointly considering effects of quantization errors and
channel errors. Individual bits show different importance
for the image reconstruction and different sensitivity
to channel errors. Many joint source-channel coding

techniques use ‘‘subbandwise’’ UEP, in which the parity
bit budget is allocated among subbands proportional to
the contained energy [32–34]. This scheme is not optimal
since coefficients with large magnitudes at finer scales
have more contribution to the distortion reduction than
coefficients with small magnitude at coarser scales. Thus
‘‘bitplanewise’’ transmission with UEP is also frequently
used in advanced wavelet image codecs [35].

4. UEP CODES FOR VIDEO TRANSMISSION

The standard video compression algorithms (e.g., H.263,
MPEG) use predictive coding of frames and variable-
length codewords to obtain a large amount of compression.
This renders the compressed video bit stream sensitive
to channel errors, as predictive coding causes errors
in the reconstructed video to propagate in time to
future frames of video, and the variable-length codewords
cause the decoder to easily lose synchronization with
the encoder in the presence of bit errors. To make the
compressed bit stream more robust to channel errors, the
MPEG-4 video compression standard incorporated several
error resilience tools (resynchronization markers, header
extension codes, data partitioning, etc.) to enable detection
and containment of errors.

However, since wireless channels present quite harsh
conditions, powerful error control coding is always needed,
and UEP codes present a very good match. The output of
an MPEG-4 typical video encoder is a bit stream that
contains video packets. These video packets begin with a
header, which is followed by the motion information, the
texture information, and the stuffing bits (see Fig. 3). The
header of each packet begins with a resynchronization

RS

RS: Resynchronization marker
SB: Stuffing bits

Header Motion (MVs) Texture (DCT coefficients) SB

Figure 3. An example of a video packet from an MPEG-4 encoder.
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marker, which is followed by the important information
needed to decode the data bits in the packet. This is the
most important information, since the whole packet will
be dropped if the header is received in error. The motion
information has the next level of information, as motion
compensation cannot be performed without it. The texture
information is the least important of the four segments of
the video packet. Without the texture information, motion
compensation concealment can be performed without
too much degradation of the reconstructed picture. The
stuffing information at the end of the packet has the same
priority as the header bits because reversible decoding
cannot be performed if this information is corrupted and
the following packet may be dropped if the stuffing bits
are received in error. When using UEP, the header and
stuffing bits normally get the highest amount of protection,
the motion bits get the next highest level of protection,
and the texture bits receive the lowest level of protection.
Using this system, the errors are less likely to occur in the
important sections of the video packet. A number of studies
are done in order to investigate the performance gains of
UEP codes applied to video coding [36,37]. A comparison
between using a fixed rate- 7

10 convolutional code for the
whole packet or UEP using rate- 3

5 convolutional code for
the header and stuffing segments, a rate- 2

3 convolutional
code for the motion segment, and a rate- 3

4 convolutional
code for the texture segment, shows gains as much as 1 dB
in video quality.

Burlina and Alajaji discuss the UEP capabilities of con-
volutional codes belonging to the family of RCPC codes
applied to image coding [38]. The H.263-compatible datas-
tream is partitioned into classes of different sensitivity,
without any modification to the standard. Experimental
results show that UEP coding provides very good perfor-
mance when video is transmitted over channels having
high round-trip delay and limited bandwidth [39,40].

UEP coding is a very attractive technique in broadcast
systems because it gradually reduces the transmission
rate. The use of UEP codes for satellite broadcasting
of digital TV signals has been considered in [41,42].
The coding scheme is designed in such a way that
the information bits carrying the basic definition TV
signal have a lower error rate than the high-definition
information bits. Because of the nonlinear nature of
the channel, the constellations are also chosen to have
constant envelope. Reported results achieve graceful
degradation, and no error propagation from the first level
decoder to the second-level decoder.

5. UEP CODES FOR WIRELESS COMMUNICATIONS

Rapidly developing standards, as well as the technological
advancement in wireless communications has enabled the
wireless transmission of not only low-quality voice but also
high-fidelity multimedia data.

One of the most important performance measures in
wireless communication system design is the bit error
rate. While this is a meaningful measure for computer
applications such as data transfer, it doesn’t necessarily
reflect the perceptual quality of multimedia data. In
particular, for highly compressed audio or video signals, a

rare bit error can lead to a highly annoying or unacceptable
perceptual distortion. Instead of demanding a very low bit
error rate, which is costly to achieve, the use of UEP and
joint design of source and channel coders is desirable.
Because of this, employing UEP codes in wireless systems
have been studied in detail [43,44].

Jung et al. [45], propose a technique for the H.263-
compatible video datastream, based on the data parti-
tioning technique. The proposed algorithm employs bit
rearrangement, which provides the UEP against channel
errors. The unequal error protection capabilities of con-
volutional codes belonging to the family of RCPC codes
are presented in many studies [46–48]. RCPC codes can
be decoded by the maximum likelihood Viterbi algorithm
with full channel state information and soft decisions;
hence they are very desirable for use in digital mobile
radio channels. Moreover, they are adopted in Interna-
tional Telecommunication Union (ITU) standards H.223
and H.324.

Orthogonal frequency-division multiplexing (OFDM),
a type of multicarrier modulation, is the standard
modulation scheme for digital audiobroadcasting, and
is also proposed for digital television and beyond third
generation (3G) cellular communication systems. OFDM
can be used naturally and effectively to provide UEP by
properly allocating power and assigning a constellation to
each individual subchannel. The principle and algorithm
of using power allocation is studied in Ho’s paper [49].

It has been discovered that the use of soft bits in source
decoding of audio, image, and video is beneficial. ‘‘Soft’’
means that the channel or the channel decoder supplies
not only binary decisions but also reliabilities to the source
decoder. This requires the ‘‘soft-in/soft-out’’ decoders that
became available in the late 1990s, as they are used in the
powerful ‘‘Turbo’’ decoding schemes. Furthermore, Turbo-
detection is a suitable method to improve the bit error
rate of not only protected bits but also of bits transmitted
uncoded in a system with UEP, such as the class 2 bits in
the GSM speech channel [50,51].

Figure 4 shows the GSM speech channel at full
rate. The RPE-LTP (regular pulse excited–long-term
prediction) speech encoder generates a block of 260 bits per
20-ms speech. According to their function and importance
for the quality of the speech, the bits of one block are
divided into three classes. The most important bits are
the class 1a bits (50 bits), which describe the filter
coefficients, block amplitudes, and the LTP parameters.
Next in importance are the class 1b bits (132 bits), which
consist of RPE pointers, RPE pulses, and some other LTP
parameters. Least important are the class 2 bits (78 bits),
which contain the RPE pulse and filter parameters. First
the class 1a bits are encoded by a weak error detecting
(53,50,2) CRC (cyclic redundancy check) code. The class
1a and 1b bits are then protected by a convolutional code
whereas class 2 bits are transmitted unprotected. The
combined sequences of data classes are modulated with
the same Euclidean distance properties. As an alternative
to the multiplexing of two independent codes, one may
employ explicit UEP codes. Then the task of providing
unequal protection is divided between the channel encoder
and a nonuniform signal set, which discriminates in
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Figure 4. Encoding scheme for the GSM speech channel (full-rate TCH/FS).

favor of the more important bits. Sajadieh et al. [52] show
that with the above modifications, better bit-error-rate
performance for class 1a bits as well as reduced complexity
for the overall decoder can be attained.

The wireless interfaces of asynchronous transfer
mode (ATM) networks are gaining importance in order
to provide mobility. In a wireless ATM, the ATM cells are
transmitted via radioframes between a base station and a
mobile station. The wireless interface of ATM networks is
a band-limited channel with much higher error rate than
the wired one. In multimedia wireless ATM interface,
the header and various payloads to be transmitted
have different importance or error protection needs.
Therefore, it is desirable that channel coding provides
UEP, matched to the different sensitivity of source encoded
symbols. Several papers have been published for studying
UEP block codes [53] and convolutional codes [54] in
wireless ATMs.

6. MISCELLANEOUS USE OF UEP AND CONCLUDING
REMARKS

Asymmetric digital subscriber lines (ADSLs), a transmis-
sion system capable of realizing very high bit-rate services
over existing telephone lines, are well suited to multimedia
applications, such as videotelephony and videoconferenc-
ing. Zheng and Liu have shown [55] that UEP codes can
be used to provide extra protection for some subchan-
nels, and proposed a method that achieves significant
performance improvement compared to spectrally shaped
channels commonly used in ADSL systems.

Another interesting study proposes using a coded
modulation technique to increase the storage capacity of
multilevel and analog memory cells by one extra bit per
cell [56]. The technique is applied to improve readout bit
-error probability and provide unequal error protection for
the bits to be stored.

As can be seen from the previous examples, UEP
codes have been applied to many aspects of modern
communication systems when there is a natural need
to protect some part of the information content more
than the others. It is also not too difficult to see that
many data sources fall into this category. Throughout the
published literature on UEP codes, some commonalities
can be observed: (1) if designed properly, UEP codes
generally provide better performance than can equal error

protection codes of the same category, and (2), UEP codes
achieve gradual and smooth degradation of performance.
And because of these properties, UEP codes are employed
in various types of communication networks.
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1. INTRODUCTION

Since the era of the earliest time-shared computers,
data communications methods have followed a path
parallel to computer development. Each new generation of
faster CPU and denser memory has been accompanied
by improvements in communication capabilities. One
particularly important mode of communication has been
transmission of data over regular telephone lines.
However, since the telephone system was not designed
with data transmission in mind, creative manipulations of
the signal were required to achieve this. One of the earliest
examples of this was the teletype machine, which sent data
at a speed of 110 bits per second (bps). This was achieved
by coding the bits into one of two different tone signals and
sending one such symbol 110 times each second. The tones
were chosen to be in the audio range that the telephone
system was designed to pass, and adequately separated
to allow the receiving end to distinguish which tone was
present at each time interval. This pattern of modulating
a signal, such as alternating between the two tones above,
and the demodulation at the receiver to reconstruct the
original data signal was the basic model and namesake for
all of the subsequent modems (modulator-demodulators)
that followed.

Clearly, the key requirement of a modem was to
accurately transmit the data accurately and to do
so as fast as possible. Researchers found ways to
continually increase the speed by applying more and
more complex techniques to the modulation so that
more data could be squeezed into the telephone channel
designed for voice. The result was a rapid succession
of improvements, typically with the transmission rate
doubling every 3 years. It would be misleading, however, to
simply imagine that these developments were successive
improvements of one idea. Each new generation of
modem pioneered a qualitatively different technique of
modulation or demodulation to achieve the next step
in the progression. The 300- and 1200-baud1 modems
based on frequency-shift keying gave way to 2400-bps
devices, by exploiting phase shift keying and coherent
demodulation. With the introduction of adjustable and
then adaptive equalizers, more complex signaling schemes
were introduced that could carry more per second in the
same bandwidth. Amplitude modulation was combined

1 The baud rate is the number of symbols that are transmitted
per second — if the symbol conveys one bit, then this is equal to
the bit rate.

with phase shift keying to give the quadrature amplitude
modulation allowing rates of 9600, 14,400, and 19,200 bps
by the late 1980s.

Viterbi decoding and increasingly complex modulation
patterns allowed further optimization to bring the data
rates to 33,600 bps by 1994. But at this point it was
thought that the maximum had been obtained, and there
was little optimism that any further improvement could
be made regardless of the ingenuity of the modulation
designers.

2. SHANNON LIMIT

Throughout and even before the evolution described above,
there was a firm theoretical foundation for the envelope of
possibilities that had been developed by Claude Shannon
several decades earlier. In his seminal paper of 1948 [1],
he provided a simple equation to predict that maximum
data rate that can be obtained on any channel given the
width of the frequency band that is passed by the channel,
W, the signal power, S, and the noise power N:

C = W log2
S + N

N

This agrees with intuitive ideas of how data rate should
vary. If the bandwidth is doubled (i.e., equivalent to having
two identical channels, each with the original bandwidth),
then the data rate is doubled. As the background noise
level is lowered or the signal power is increased, each
symbol is less ‘‘fuzzy’’ and more symbols can be packed
into the available space, again resulting in higher data
rates.

Applying the Shannon limit to the telephone channel
is straightforward. The telephone channel passes audio
frequencies in the range of 300–3400 Hertz, giving a
bandwidth of 3100 Hz. AT&T and its predecessors [2]
have repeatedly surveyed the noise level of the U.S.
telephone channels, finding a consensus signal-to-noise
ratio of approximately 35 dB. Using these values in the
above equation yields a result of 36,000 bps. Thus, it
seemed clear at one time that the 33,600-bps rate attained
above leaves little further room for improvement.

3. BREAKING THE LIMIT

As we now know, 56-kbps modems are possible over
the same channel analyzed above. Does this mean that
the Shannon limit is in error or somehow inapplicable?
No, the theory is correct, and even the calculation for
the telephone channel is accurate. However, what the
analysis presented above overlooks is that the definition
of the inputs to the equation depends on your point of
view. Specifically, the signal-to-noise ratio depends on
your definition of what constitutes noise. For example,
imagine tuning a radio between two stations such that
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both are heard. If you are interested in listening to one,
say, a jazz station, then you may think of the other, a rock
station, as a noise source. Conversely, a different listener
may swap the classification of which is the signal and
which is the noise.

In the case of the telephone channel, the definition
of noise is equally important. In the original telephone
system design, signals were carried in their analog form
from one endpoint to the other through a series of switches
and relays. This system picked up electrical noise from a
variety of sources including cross-talk from other calls
and inductive pickup from motors and other electrical
sources. Eventually, the network was replaced by a digital
system where the signals are carried between central
offices in a digital form that is immune to electrical
noise pickup. In the design of the digital system, a choice
had to be made as to the sampling rate and precision
of these data. To minimize the data requirements and
maximize the system capacity in terms of the number of
concurrent voice connections, these choices were made to
approximate the quality of the older analog system. Thus,
during that evolution of the long-distance network from
analog to hybrid to all digital, the electrical noise, which
gave a signal noise ratio of around 35 dB, was replaced
by quantization noise of the same magnitude. As far as
telecom designers were concerned, the system did not look
very different — the bandwidth and signal-to-noise ratios
were similar and could generally be treated identically.
But this rough equivalence ignores a critical difference.
Specifically, if you are in control of the digital words used
by the telephone network, then the quantization is no
longer noise — it is a deterministic phenomenon [3,4].

The insight that the quantization is not noise radically
changes the parameters of the problem. The pertinent
noise in the Shannon calculation is then the noise due
to electrical pickup, crosstalk, and other uncontrollable
sources. Surveys of the local loops [2] estimate these noise
levels at lower than −79 dBm2 for at least 90% of the
cases. Since telephone companies typically limit transmit
levels to −12 dBm, the Shannon limit gives a maximum
data capacity of

C = 3100 log2 10(79−12)/10 = 69 kbps

This capacity for the local loop is further demonstrated by
the operation of products such as ISDN and DSL, which

2 The unit dBm is a measure of absolute power in decibels such
that 0 dBm is one milliwatt.

use the same local loop to achieve data rates of ≥1.5 Mbps,
although they use a wider bandwidth.

4. OVERVIEW OF V.90

A V.90 communication system is shown in Fig. 1. The
digital modem endpoint usually resides at a commercial
server such as an Internet service provider (ISP) and may
be part of a remote access server that contains many such
devices. The digital modem is connected to the telephone
network via ISDN, T1, or E1 digital subscriber lines. These
types of connections maintain digital signaling from the
modem to the digital-to-analog converter at the digital
central office (CO) where the end user’s line is terminated.

Digital telephone networks carry both voice and data
signals as digital symbols or codewords. Each symbol
consists of 8 bits and is sent at a rate of 8000 symbols
per second, giving a data rate of 64 kbps. When the
symbols represent a voice signal, they are interpreted
according to either a µ-law or A-law encoding rule3 [5].
This nonlinear encoding allows the dynamic range and
noise characteristics of a typical telephone channel to be
preserved when the signal is carried digitally. As can be
seen in Fig. 2, these encoding rules allow small signals to
be encoded with high precision while still permitting large
signals to be transmitted.

Unlike previous telephone modems such as V.34, the
V.90 modem uses a baseband signaling scheme without
modulation. The data to be transmitted are mapped onto
a sequence of telephone codewords and then presented to
the telephone network as if they represented an analog
signal. At the central office the stream of symbols received
from the network must be converted to an analog signal
to be sent to the consumer’s telephone. The central office
does not distinguish between these signals and normal
voice calls, so it applies the digital data to a codec, which
converts the symbols to an analog signal using the µ-
law or A-law rules. The codec also filters the output
of the digital-to-analog conversion to smooth the signal
and reduce high-frequency components before sending the
signal along the two-wire local loop to the consumer.

At the customer premises, an analog modem is installed
that is connected to a telephone jack. It receives the
audio signal that was sent by the codec after additional
filtering by the transmission lines and pickup of noise and

3 The µ-law nonlinear mapping is used primarily in North
America, while A law is used in other parts of the world.
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Figure 1. V.90 communications path.
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Figure 2. Nonlinear mapping of µ-law code-
words.
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crosstalk. The analog modem must undo those effects as
well as the effects of the codec’s smoothing filter. It must
then reconstruct the sample timing of the codec and infer
the sequence of codewords that was transmitted over the
network. Once the symbol stream has been reconstructed,
the mapping used by the digital modem can be reversed to
recover the original data.

In addition, data must be sent back from the analog
modem to the digital end. This upstream transmission
is usually done using a lower bandwidth modulation
technique such as V.34 at 28.8 or 33.6 kbps. This can be
done without significantly impacting the downstream data
through use of echo cancelers at both ends, which separate
the upstream and downstream signals even though both
are carried on the same 2-wire local loop. The resulting
asymmetric data rates, 56 kbps downstream and 33.6 kbps
upstream, are well suited to most traffic patterns. The
typical use of Internet access requires significantly more
downstream data such as HTML, images, and video, but
the upstream data more often consists of short requests,
acknowledgments, and so on.

5. DIGITAL MODEM OPERATION

The internal structure of the digital modem is shown in
Fig. 3. It starts with an interface to the host computer or

source of data. Since the digital modem usually resides
at a central server, such as an Internet service provider
(ISP), several, if not hundreds, of digital modems may be
implemented by a single hardware device. In any case, the
data from the host computer eventually reach the PCM
encoder, where the data are is converted into a sequence
of 8-bit symbols for presentation to the telephone network.

On the surface, the PCM encoder (Fig. 4) appears
to have a simple function; to pack the incoming data
onto telephone network codewords. Once encoded, the
codewords would be transmitted at a rate of 8000 per
second, providing a 64-kbps data path. However, several
factors make the operation more complex, including

Codec Filtering. At the receiving central office, the
smoothing filter in place for all telephone calls
filters low-frequency components out of the recon-
structed analog signal. A typical codec (compres-
sion/decompression) filter is shown in Fig. 5. As
can be seen from the figure, signals below 50 Hz
are removed by this filter. Since this filter can-
not be bypassed without making changes at the
central office, data sequences that result in low-
frequency components would not be uniquely identi-
fiable by the analog modem. To avoid this, the digital

Figure 3. Digital modem block dia-
gram.
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Figure 5. Codec digital-to-analog converter smoothing filter
transfer function.

modem sends only a subset of all possible codeword
sequences such that the resulting signal has a spec-
tral shape with little energy outside the frequencies
passed by the codec.

Codec Nonlinearities. The digital-to-analog converters
used in codecs are far from ideal. Although
the analog levels corresponding to each codeword
value are specified in the G.711 standard [5],
actual implementations may introduce DC biases,
nonlinearities, or asymmetries in the mapping.
These nonlinearities need to be learned by V.90
modems for each call and appropriate compensation
must be applied.

Local Loop Transmission. The physical pair of wires
between a central office and a consumer’s home
or business is far from an ideal medium. Wiring
anomalies, such as bridge taps, create topologies
with unterminated branches that cause signal
reflections. Loading coils, which are used to improve
the frequency response for voice calls, can wreak
havoc for data signals. Modems must identify
the existence of these and choose appropriate
compensation or fallback to lower speeds.

Power Constraints. Arbitrary sequences of codewords
may result in signal levels on the local loop that are
higher in power than typical telephone signals. This
could give rise to crosstalk to adjacent telephone
lines causing noise on other calls. To prevent this,
the Federal Communications Commission (FCC)

and other regulatory organizations have specified
power limits making certain codeword sequences
impermissible.

Digital Impairments. Even though telephone code-
words are carried digitally from one central office
to another, the network does, at times, modify that
datastream. Digital or even analog attenuation is
sometimes inserted to control echo levels. This may
be done using a remapping of codewords or with
a tandem of digital-to-analog and analog-to-digital
converters. When central offices need to communi-
cate signaling information, one method commonly
used is ‘‘robbed bit’’ signaling [12]. The network will
use the least-significant bit of one out of every 6
(or sometimes 12) codewords for its own signaling.
During a single call, multiple hops may entail use
of multiple codewords for signaling within each 6-
codeword frame. Since the original value of these
bits is lost, fewer bits of each codeword are usable for
data transmission. For international calls a remap-
ping between the two G.711 codeword sets (µ-law
and A-law) may occur.

Speech Coding. Some transmissions undergo com-
pression, such as ADPCM, designed to pass speech
signals at lower bit rates. This allows more circuits
to be carried on the same digital trunks. However,
such lossy coding techniques limit the data rates
and, in many cases, prevent the use of high speed
techniques such as V.90.

For these reasons, the encoder must detect these problems
and, if possible, provide some preprocessing of the data
stream to avoid them and ensure that the data is
recoverable by a decoder.

Figure 4, a block diagram of the PCM Encoder,
shows the sequence of these transformations given
in the ITU V.90 Recommendation [6]. These have
been standardized to guarantee inter-operability between
different implementations of the modems.

Generation of codewords is done in frames of 6 code-
words to allow repeatable handling of digital impairments
such as robbed-bit signaling, which usually occurs in fixed
positions within each 6-codeword frame. By creating an
encoder that handles each of these 6 symbol intervals sep-
arately, it is possible to make use of the least significant
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bit in intervals where robbed-bit signaling is not occurring
and avoid intervals where it does occur.

The first step in packing the incoming data into these
6 codewords is bit selection. As will be discussed below,
the sign bit of each symbol is treated specially, so at this
point blocks of data bits are separated into S bits that will
be encoded into the codewords’ sign bits and K bits that
will determine the magnitude part of each codeword. For
example, at the maximum rate allowed by the standard,
groups of 42 bits are read from the interface and separated
so that 3 are used for sign bit encoding and the remaining
39 are passed on to the modulus encoder. The data rate
using this breakdown is

Rate = 8000
6

∗ (K + S)

= 8000
6

∗ (39 + 3)

= 56,000 bps

The standard also allows for other divisions where between
3 and 6 bits are used for sign bit encoding and 15–39 bits
are used by the modulus encoder, providing data rates
ranging from 28 to 56 kbps.

The next step in the encoding process is using the K bits
to choose the magnitude portion of the 6 codewords that
will be sent to the telephone network. Each magnitude
has 7 bits of precision, which would allow up to 42 bits of
encoding. However, only a subset of all possible codewords
is used in each symbol interval. These codesets, {C0} to
{C5}, are determined in the training phase during the
initiation of a call (see Section 9 below). Each codeset has
Mi elements where Mi <= 128 and the modulus encoding
step consists of choosing six integers, K0 to K5, from the
six codesets {C0} to {C5}. The algorithm for choosing the Ki

has the following steps:

1. Use the K incoming bits to represent an integer, R0:

R0 =
k−1∑
j=0

bj2j

2. Perform the following recursion to obtain the Ki:

Ki = Ri modulo Mi

Ri+1 = Ri − KiMi

Assuming that the product of the codeset sizes is greater
than 2K , these steps result in a set of Ki that can be used
to reconstruct the R0 and the original K data bits:

R0 =
6∏

i=0

ki

For example, if K = 15, S = 4, and, during training, the
Mi were chosen as {6, 4, 6, 6, 7, 6}, then to encode the data
bits {1101010100010010011}, we would use the first 4 bits

{1101} for sign encoding. The remaining 15 bits would
then be applied to the modulus encoder:

R0 =
14∑

j=0

bj2j

= 0.20 + 1.21 + 0.22 + 1.23 + 0.24 + 0.25

+ 0.26 + 1.27 + 0.28 + 0.29 + 1.210 + 0.211

+ 0.212 + 1.213 + 1.214 = 10,387

K0 = (R0 modulo M0) R1 = Ri − Ki

Mi
= 1731

= 10,387 modulo 6 = 1

K1 = 1731 modulo 4 = 3 R2 = 1731 − 3
4

= 432

K2 = 432 modulo 6 = 0 R3 = 432 − 0
6

= 72

K3 = 72 modulo 6 = 0 R4 = 72 − 0
6

= 12

K4 = 12 modulo 7 = 5 R5 = 12 − 5
7

= 1

K5 = 1 modulo 6 = 1

The resulting output from the modulus encoder would then
be {1, 3, 0, 0, 5, 1}. These values are then used to index into
the codesets, {C0} to {C5} to choose the magnitude portion
of each of the six codewords to be transmitted next to the
telephone network.

The S sign bits taken from the data are combined with
Sr = 6 − S additional bits that are chosen by a spectral
shaper. The function of the spectral shaper is to choose
the Sr additional bits to control the spectrum of the
analog signal that will be constructed by the codec at the
consumer’s CO. As discussed above, the codec applies its
own filtering to the signal. Performance can be improved
by avoiding symbol sequences that have significant energy
in parts of the spectrum where the codec attenuates the
signal.

During training, the characteristics of the codec filter
and transmission lines are probed and a spectral shaping
filter is chosen by the analog modem of the form

F(z) = (1 − b1z−1)(1 − b2z−1)

(1 − a1z−1)(1 − a2z−1)

The spectral shaper applies this filter to the projected
output over the next several frames for each possible
choice of the Sr additional sign bits and chooses the values
that minimize the energy output from the filter.

In the example above, S = 4 and Sr = 2, so the energy
output from the spectral filter would be measured using
the four possible settings of the two additional sign
bits combined with the magnitude bits output from the
modulus encoder. The chosen bits are the ones that result
in the lowest energy over the current and subsequent
frames (the standard allows this window to range from
1 to 4 frames). Note that the V.90 standard includes
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additional manipulations of the sign bits, but the effect is
similar.

6. ANALOG MODEM OPERATION

The analog modem end of a V.90 connection must
reverse the effects of the codec at the central office and
the distortions caused by the local loop. It must also
synchronize itself to the clock used by the telephone
company to infer the digital codewords that were sent on
the digital telephone network and undo the digital modem
transformations to recover the original data signal.

The V.90 standard does not specify how the decoder
should operate since its implementation does not impact
the interoperability aspects. Given the function of the
encoder, any decoder that extracts the original bits
is compliant. However, a decoder implementation will
typically consist of an equalizer, a clock recovery circuit,
decision logic, and bit demapping to reverse the effects
of the modulus encoding and spectral shaping. A block
diagram of a possible implementation is shown in Fig. 6.

The main elements of the decoder are an equalizer
that provides spectral compensation to undo the effects
of the codec and local loop filtering; a clock recovery
circuit to synchronize the modem with the central office’s
8-kHz sampling rate, and decision logic that makes a
decision as to which bits were transmitted by the digital
modem. In addition, the analog modem will include logic
for initialization, training, retraining, compression, error
correction, and upstream data transmission as described
below.

6.1. Equalizer

The equalizer can be implemented using an adaptive
equalizer such as those described by Gitlin et al. [9]. The
combination of the codec filter and the local loop has a
spectral characteristic, shown in Fig. 5, that attenuates
signals below 400 Hz and those above 3400 Hz. It also
creates a slight spectral slope and adds some phase

distortion to the signal. The equalizer must amplify the
low and high frequencies, compensate for the spectral
slope, and remove the phase distortion. One possible
implementation of an equalizer that achieves these goals
is the combination of a fractionally spaced feedforward
equalizer with a decision feedback equalizer as shown
in Fig. 7. The fractional spacing allows recovery of the
high-frequency signals that are near the Nyquist rate of
4 kHz with better performance and lower complexity than
sampling at 8 kHz would allow. The decision feedback
equalizer permits reconstruction of the low-frequency
components where inversion of the nulls of the codec filter
using a conventional filter would result in an unstable
system. By including the decision logic in the feedback
loop, noise is not amplified by the filter as long as
the decisions are correct. By choosing the codeword set
appropriately, the error rate for the decisions can be made
arbitrarily small.

The equalizer will normally be trained and its
parameters established during the call initiation. In
addition, to track changing characteristics of the channel,
adaptation can occur continuously using an internally
generated error signal. The tap weights of the equalizer
are adjusted to minimize the error estimate using any of a
host of update algorithms, such as LMS.

6.2. Clock Recovery

As well as equalization, the analog modem must lock to
the codec’s 8000-Hz sample clock used by the telephone
network without having any direct connection to that
clock. During call initiation a known pattern of codewords
is transmitted and the analog modem deduces the
frequency and phase of the sampling clock from these.
In much the same way that the equalizer is adapted to
changing channel conditions, the phase-locked clock can
also track the codec clock using an error signal.

6.3. Decision Logic

With the equalized signal and a recovered sampling clock,
the analog modem can then estimate the analog signal
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Figure 6. Analog modem block diagram.
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Figure 7. Equalizer structure.
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output by the codec at each sampling instant. With the
knowledge of the output levels for each of the Mi possible
input codewords, the codeword that would give the closed
analog signal is chosen to reconstruct Ki. In this way,
the codewords that arrived at the codec at each frame
are recovered. The operations performed by the digital
modem’s PCM encoder can then be reversed to reconstruct
the K + S data bits for each frame. Assuming the decision
of the Ki was correct, this also gives the analog modem
information as to the degree of error in the equalizer
outputs. By subtracting the theoretical analog value for
the received codeword from the equalizer output, an error
signal is formed. This signal can be used to control
adaptation of the equalizer and clock synchronizer.

7. REVERSE CHANNEL AND ECHO CANCELLATION

The preceding descriptions of the digital and analog
modem focus only on the downstream channel from
the digital modem to the analog modem. In V.90, the
upstream channel is implemented using V.34 modulation
techniques, giving a maximum upstream data rate of
33.6 kbps. This asymmetric channel is well suited to
most applications where significantly more data flow
downstream to the client than upstream.

Introduction of the reverse channel does add significant
complexity to the system in that echo cancellation has to be
added so that the modems do not receive delayed versions
of their own outgoing signals at levels that would corrupt
the incoming data.

8. COMPRESSION AND ERROR RECOVERY

Data sent over a modem connection often have some struc-
ture that can be exploited by a lossless compressor to
improve throughput. HTML, for example, can typically be
compressed by a factor of 4 or more. V.90 and prior modem
standards often employ a form of Lempel–Ziv–Welch [7]
compression to achieve this. Data that are not compress-
ible (such as data that have already been compressed) can
be detected using a continuous ‘‘compressibility’’ monitor.
The compressor would then be switched off and the data

passed verbatim. The details of these compression algo-
rithms can be found in ITU Recommendation V.42bis [8].

Error control is usually implemented using the Link-
access procedure for modems (LAPM), which has been
standardized as V.42 [14]. This procedure blocks data
together in packets and adds a checksum to each packet.
When packets with correct checksums are received, an
acknowledgement is returned to the transmitter. Multiple
packets may be outstanding using a sliding-window
protocol. If a packet is not acknowledged within a specific
time, the transmitter backs up to the last successfully
received packet and retransmits the following packets.

9. CALL INITIATION AND TRAINING

After call initiation, the pair of modems must exchange
information and analyze line conditions to choose the
optimum modulation methods, transmission speeds,
codeword sets, spectral shaping parameters, and other
features. All of this is done during a startup procedure
involving several phases over a period of 10–30 s. Any
modem user that has listened in on a data call will be
familiar with the pings and chirps exchanged between the
modems during these phases [13].

Phase Description Operations

1 V.8, V.8bis
setup

Identify V.90 support, type
of connection (digital or
analog)

2 Probing Exchange of modem
capabilities; line probing;
ranging

3 Half-duplex
training

Equalizer and echo canceler
training; digital
impairment learning

4 Full-duplex
training

Final training and
fine-tuning.

The first phase allows the two modems to exchange
information about their capabilities. It is during this phase
that the modems will identify themselves as V.90-capable
modems and whether they are in the role of the digital
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or analog modem. The protocols used in this phase are
specified in ITU Recommendation V.8, which is also used
by most other modem types, such as V.34. This allows
full backward and forward compatibility between any
combination of modem types.

Phase 2 is the probing phase and is identical to that
used in V.34. During this phase signals are exchanged
that allow the modems to provide details about their
capabilities and to identify some characteristics of the
transmission path, such as the round-trip delay, available
bandwidth, and signal level. Also some of the parameters
to be used in the subsequent training phases are
chosen here.

The third phase is where most of the training of
the equalizer and echo cancellers occurs and where the
codeword set is chosen through a procedure known as
digital impairment learning. By exchanging test signals
the analog modem can determine the characteristics of the
analog channel from the codec to the modem, lock its clock
to the central office clock, and choose a subset, {Ci}, of
the 256 possible codewords in each timeframe that make
error-free decoding possible.

Phase 4, the final phase, allows exchange of the param-
eters chosen during prior phases such as the spectral
shaping filter parameters, the elements of the codeword
sets, and the overall transmission rates to be used. The
parameters for the V.34 upstream transmissions are also
provided during this phase.

In addition to the detailed interactions during each of
these phases, the V.90 standard provides procedures for
error recovery, retraining of the modems, and cleardown.

10. STANDARDIZATION

Standardization is an essential element of communica-
tions protocols. With adoptation of a standard, devices
from multiple manufacturers can interoperate and achieve
high levels of compatibility. For modems, the Inter-
national Telecommunications Union (www.itu.int) in
Geneva, Switzerland takes the lead role in overseeing
this process. The name ‘‘V.90’’ refers to a Recommenda-
tion (the ITU uses this term rather than ‘‘Standard’’) from
the ITU Telecommunication Standardization Sector (ITU-
T). The recommendations in the ‘‘V’’ series all relate to
data communication over the telephone network. Previous
modem recommendations include the following:

V.21 A 300-bps duplex modem standardized for use in
the general switched telephone network

V.22 A 1200-bps duplex modem standardized for use
in the general switched telephone network and on
point-to-point 2-wire leased telephone-type circuits

V.32 A family of 2-wire, duplex modems operating at
data signaling rates of up to 9600 bps for use on the
general switched telephone network and on leased
telephone-type circuits

V.34 A modem operating at data signaling rates of
up to 33,600 bps for use on the general switched
telephone network and on leased point-to-point 2-
wire telephone-type circuits.

11. COMMERCIALIZATION

Modems have undergone an evolution not only in their
algorithms and capabilities but also in the way they are
implemented, packaged, and sold. Up until the mid-1990s,
most modems were standalone devices that included all
the hardware and software needed to connect between
a telephone line and a serial port of a computer. In
this ‘‘hard’’ configuration, the modem consists of interface
circuitry, a controller, and a dedicated signal processor
that runs the modem algorithms. Hard modems can be
sold as external devices (box modems) that connect to a
computer via a serial port, or as an add-on board such
as a PCI card that interfaces directly to the computer’s
internal bus. In either case, hard modems do not require
any data processing resources from the host computer.

To reduce costs, the host computer can instead handle
some of the modem functions. For example, the controller,
which provides the command set (usually the Hayes
command set4), can be moved from the modem to the host
processor. The computer can process the commands and
then direct the modem datapump operations, eliminating a
microprocessor from the modem. The amount of processing
power required to provide these functions is minimal,
resulting in very little impact on the host computer.
However, since this ‘‘controllerless’’ configuration requires
a host computer to operate, it is sold as either an add-on
board or as part of the computer itself, by integrating
the modem onto the motherboard. The driver software
for the modem contains the software needed to implement
the controller, making the modem processor-dependent
and operating-system-dependent.

The third generation of modems is the software modem.
In this form, both the controller and the datapump
operations are implemented on the host computer. This
eliminates the signal processor from the modem reducing
cost even further. The modem hardware then consists of
only the DAA (the data access arrangement — an interface
to the telephone line), and a bridge to the computer bus.
All the signal processing is done on the host computer by
executing software included with the driver for the modem.
As with the controllerless modem, this type of modem is
dependent on the processor type and the operating system.
In addition, the datapump operations are much more
CPU-intensive than the controller, resulting in reduced
performance of the host computer for user operations
while the modem is active. However, new protocols and
enhancements can be added with a simple software
upgrade of the driver.

By 2001, almost half of the 110 million V.90 modems
shipped annually were soft modems with controllerless
and hard modems sharing the remaining fraction [10].

12. PERFORMANCE

The V.90 standard supports downstream rates of
≤56 kbps. In practice, however, these modems operate

4 The Hayes Command Set, which includes various commands
prefixed by ‘‘AT,’’ was introduced by Hayes Microcomputer for an
early 300 baud modem and became a de facto industry standard.
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at lower speeds; 48–52 kbps is more typical. In part, this
is due to the condition of the user’s local loop. A long
loop, or one that has anomalies, introduces distortions and
noise that cannot be fully compensated for. The digital
path through the telephone network may also introduce
digital impairments that reduce the number of bits avail-
able for transmission. Another factor is the regulatory
limits on the signal energy that reduce the available set of
codewords such that speeds greater than 53 kbps are not
possible even with very clean lines. During training, the
modems choose a set of codewords and other parameters
to maximize the data rate.

It is important to note that although data rate is
used overwhelmingly as the critical performance measure,
latency can have a greater effect on performance. In the
typical use of a modem for an Internet connection, many
protocols are layered on top of each other that require
blocking of data or lookahead. Each of these layers adds
delay in transmitting or receiving each byte of data. With
TCP/IP, LAPM, spectral shaping, and other operations,
round-trip delays between the endpoints can add up to
more than 100 ms. For many separate accesses to small
amounts of data, such as loading Webpages that contain
embedded images, this latency, not the throughput, will
dominate performance.

The actual rates and latencies obtained will depend on
these factors as well as the details of the manufacturer’s
implementation. Although the standard fixes the protocol
to permit interoperability, there is still great leeway
in the implementations possible, creating significant
performance differences between modem models.

13. FUTURE DEVELOPMENTS

ITU Recommendation V.92 [11] contains enhancements to
V.90, most notably a significantly faster startup time. The
negotiation and training time was reduced from as much
as 45 seconds in V.90 to less than 15 s in V.92. This feature
reduces not only the time a user has to wait for a connection
but also the load on Internet providers by making it
possible for users to drop and resume connections as
needed. The faster reconnect times enabled another useful
feature that V.92 adds: ‘‘modem-on-hold,’’ which allows
the modem call to be put on hold so the telephone can be
used for a voice call. The data call can then be resumed
where it was left off without dropping open connections.

Data transmission rates were improved in V.92 in
two ways. Coding techniques that take advantage of the
digital PCM network infrastructure have been applied to
the upstream channel. Instead of using V.34 at rates of
≤33.6 kbps, V.92 modems can transmit data upstream
synchronously at rates of ≤48 kbps while still allowing
downstream rates of ≤56 kbps. Improved compression
based on the V.44 standard further improves data rates.

Since telephone calls are carried digitally within the
telephone network at 64 kbps, it is not possible to go
faster than this over a regular telephone line without
modifications to the telephone network. Thus, there is
unlikely to be any significant improvement in speed for
telephone modems. However, it is possible to use the same
physical wire on the local loop for much higher data rates

if it is connected to different equipment at the central
office. ISDN services provide two 64-kbps data channels
and one 16-kbps signaling channel over the same twisted
pair. Digital subscriber line (DSL) systems allow rates
of ≤1.5 Mbps, and several systems that move data at
rates exceeding 10 Mbps have been proposed — all using
the same local loop. However, in all of these cases the
local loop must be terminated at the central office with
equipment different from that used currently for regular
telephone lines.

Eventually, V.90 and V.92 modems will be replaced by
DSL, cable modems, or other broadband access solutions
for many data needs, such as home and business Internet
access. However, the universality of basic telephone lines
will ensure that telephone modems will remain present
in laptops, settop boxes, games, and other devices for the
foreseeable future.
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1. INTRODUCTION

Few, if any, other technical inventions have had as much
impact on mankind as Bell’s invention of the telephone
in 1876. Nearly a billion telephone lines exist worldwide,
reliably enabling communication from nearly any point on
earth with any other point. However, lesser known but
potentially of yet greater and more lasting impact was
Bell’s invention of the less exciting twisted-pair cable in
1881. Since that time, twisted pairs have carried electrical
phone signals reliably to those billion phones. But despite
their relative age, twisted-pair lines have only begun
to realize their potential to carry computer, television,
radio, and other digital signals of the information age
in addition to the plain old telephone service (POTS)
they’ve quietly and reliably carried for over a century.
Digital subscriber line (DSL) technology has emerged
to service tens of millions of customers, with hundreds
of millions envisioned before 2010. The latest in DSL
technology is VDSL, which is overviewed in this article.
Treatments of the earlier forms of DSL, such as the most

heavily used and deployed ADSL, can be found in several
books [1–5].

Very high-speed digital subscriber line (VDSL) ser-
vice delivers very high bit rates over ordinary phone
lines to customers. VDSL provides tens of megabits per
second to those customers who desire broadband enter-
tainment or data services while prudently leveraging
infrastructure costs of fiber, avoiding wireless equip-
ment placement, and rendering unnecessary coaxial-cable
reengineering. VDSL modems can be programmed to
carry symmetric (data network or LAN extension) or
asymmetric (Internet Web surfing or TV) data rates
over a variety of phone line types. Specific VDSL appli-
cations also encompass videoconferencing, telecommut-
ing, telemedicine, distance learning, home shopping, and
so on.

Figure 1 addresses the often asked question ‘‘How can
DSLs go so much faster on the same phone lines that
supposedly were already close to operating at theoretical
limits with 33 kbps and 56 kbps voiceband modems?’’
Figure 1a illustrates the use of voiceband modems,
specifically calling attention to the long transmission
path that includes voiceband channels through telephone
company switches. It is the bandwidth allocated by the
switch to voice calls that limits the bandwidth of voiceband
modems (i.e., the switch does not know it is a digital
modem and treats the signal like voice). Of particular note,
it is not the phone line that currently prevents transport
of broadband data signals to the customer. Capacities
of phone lines depend heavily on length, but a huge
percentage are capable of carrying very high data rates
if the narrowband switch can be avoided. DSLs (Fig. 1b),
avoid the voice switch and instead have a transmission
path that includes only the twisted pair. Digital signals are
extracted by a second modem in the phone company central
office (or a fiber-fed cabinet in the street) before they get
to the switch and are then routed as broader bandwidth
digital signals through an appropriate broadband network
based on technologies such as ATM and IP. VDSL delivers
the highest data rates on the shortest of the twisted
pairs.

1.1. VDSL History and Basics

The VDSL concept was first published in 1991 [6], and was
a result of a joint Bellcore–Stanford research study into
the feasibility of 10+ Mbps symmetric and asymmetric
data rates on short phone lines. The study specifically
searched for the potential successors to the then more
prevalent 1.5 Mbps HDSL and the then relatively new
(then also only 1.5 Mbps) ADSL.1 The first serious
suggestions that VDSL be standardized first came almost
simultaneously in the American T1E1.4 group from Amati
Communications Corp. [7] and in the ETSI group from
British Telecom [8] as a function of the first ADSL trials
in Britain at 2 Mbps and 6 Mbps (supplied by Amati

1 The author would like to gratefully acknowledge encouragement
and support from then-retiring Dr. Joseph Lechleider of Bellcore,
who encouraged and financially supported this early ‘‘VDSL’’
study.
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Figure 1. DSL versus voiceband modems: (a) voiceband modem communication model; (b) DSL
modem communication model.

to BT) where discussions on the potential of higher
speeds on shorter fiber-fed ONU-based copper loops were
active between the two companies. VDSL history also has
connection to early high-speed ATM network studies in
the ATM forum [9] and DAVIC [10], which attempted to
transmit 26 and 52 Mbps symmetrically on one or more
twisted pairs over very short distances (<100 ms) for local-
area networks. While the latter ATM and DAVIC efforts
are somewhat forgotten, in that instead 100base-T and
now Gigabit Ethernet became the methods of ubiquitous
use for internal computer networks on twisted pair, these
early ATM and DAVIC efforts did also provide useful
information to the development of present-day VDSL
standards.

Asymmetric VDSL is viewed more as a residential
service, introduced into the existing twisted-pair loop
that carried only POTS or ISDN-BA (Integrated Services
Digital Network, Basic rate Access) services. A general
case of asymmetric service deployment is illustrated in
Fig. 1b. Coexistence of POTS/ISDN and VDSL signals
in the same twisted pair is allowed by the separation in
frequency of their transmission bands, provided by the
service splitter, shown as ‘‘split’’ in Fig. 1b.

Figure 2 presents the spectrum of the POTS/ISDN and
VDSL signals running over the customer twisted pair.
Fiber loop-carrier systems are being deployed worldwide
to bring the high-bandwidth promise of fiber closer to
groups of hundreds of phone company customers whom
are served by what is called an ‘‘ONU’’ (Optical Network

POTS/ISDN

VDSL

psd

Frequency

0 
H

z

12
0 

kH
z

30
0 

kH
z

30
 M

H
z

Figure 2. Spectral allocation of VDSL and ordinary phone
services.

Unit). Twisted pairs emanate from the ONU and connect
to the customers, completing the path started with fiber
to the ONU. Because of the service splitter operation,
ordinary phone service appears the same to customers who
seldom know that they are served by the ONU. (ONU’s
serve about 15% of the American population and often a
smaller percentage in other countries.) The ONU is usually
located less than about 1 km (3000 ft) from the customer.
Desired asymmetric VDSL data rates over these distances
are 13–26 Mbps downstream and 2–3 Mbps upstream, to
allow delivery of digital TV (DTV) and high-definition TV
(HDTV) services, superfast Web surfing and file transfer,
and virtual offices at home. For shorter distances (≤300 ft)
the downstream rate can be as high as 52-100 Mbps,



VERY HIGH-SPEED DIGITAL SUBSCRIBER LINES (VDSLs) 2781

offering simultaneous delivery of several DTV or HDTV
channels.

Symmetric VDSL is usually viewed as a business
service, allowing 10-Mbps connections over a twisted
pair of up to 1 (5000 ft) and 25 Mbps over shorter
loops (<3000 ft). A typical application is Ethernet/IP
LANs’ interconnection with data rates of 100 Mbps
(on 4 coordinated phone lines) or 10 Mbps on 1 or
more pair, respectively, over a twisted pair between
buildings in a corporate campus environment, as shown
in Fig. 3 or between a telco central office and a
business. Fiber may connect one central building with
a network provider while the other buildings within
the campus are connected by twisted pairs. Local
area networks may service the individual buildings at
25.6 Mbps for ATM or 10 or 100 Mbps for Ethernet/IP
over coax, fiber, wireless, twisted-pair, or other media.
To expand the network between buildings making use
of the existing phone lines, VDSL modems implement
the high-speed connection. The traditional method to
provide building-to-building connectivity requires use
of many phone lines, each at 1.5 Mbps, with inverse
multiplexers. This method, shown at the bottom of Fig. 3,
is very expensive (inverse multiplexers are much more
expensive than VDSL modems) and wastes twisted-pair
bandwidth.

There has been an increased interest to use VDSL to
transmit multiple T1 (1.5 Mbps), E1 (2 Mbps), and other
T3 (45 Mbps) tributary datastreams to serve business
customers in the area close to the local exchange
(CO — central office). A typical deployment scenario,
usually called ‘‘CO-based VDSL,’’ is presented in Fig. 4.
In this case, connections from the CO to the business are
usually established on leased twisted pairs.

1.1.1. ADSL Extension. ADSL is now acknowledged
as a successful telecommunications service with tens of
millions of lines in deployment, and hundreds of millions
to be deployed in the next decade or two. However, in its
earliest days of standardization, ADSL faced the severe
criticism that even its greatest standardized speed of
8 Mbps was too slow to match the data rates possible
on what are called ‘‘hybrid fiber coax’’ (HFC) networks.
HFC networks upgrade existing unidirectional cable-TV
networks in two ways:

1. The cable TV networks are made two-way in HFC
by replacing upstream-blocking filters in TV by
more sophisticated two-way non-upstream-blocking
filters.

2. The cable TV networks are increased in bandwidth
in HFC by replacing coax near the TV head-end by
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fiber, multiplexing multiple separate coax signals on
the same fiber in different bands, and thus rendering
fewer subscribers per coaxial section (thus sharing
less bandwidth).

Phone companies believed in 1994 and 1995 that they
must replace their existing phone line networks with
HFC, and several attempted to do so, only to later find
costs prohibitive.

ADSL was already bidirectional, but with limited
speeds downstream and yet more limited speeds upstream.
(The asymmetry in ADSL allowing a longer line length for
reliable transmission of a given data rate [1].) ADSL in
1994 and 1995 was perceived by telcos as too slow with
respect to HFC. VDSL emerged from ADSL proponents
as a next higher-data-rate step for ADSL — if fiber can
be installed in HFC, then why not install it in exist-
ing networks when there are customers ready to pay for
higher speeds than ADSL and instead use fiber-based loop
shortening to increase the speed and symmetry of ADSL?

The initial VDSL architecture, shown in Fig. 5, ensued
as the future of DSL deployment when (and if) customers
were willing to pay for more and more fiber. The VDSL
story is thus far more incremental in nature for telco
deployment than HFC, which required an entire network
to be replaced on the hope that enough customers would
pay for it. In 1995 and beyond, this type of incremental

DSL deployment won increasing favor with telephone
service providers and is the actual mode of choice today.
Cable suppliers continue to upgrade their TV networks
to HFC at significant cost, but it becomes increasingly
clear that the merits of DSL will prevail for nearly all
services other than (unidirectional) analog and newer
digital television delivery, for which cable seems to be still
well conceived and currently the favorite.2 The optional
splitter of ADSL is preserved in VDSL so that analog
voice service can be protected and preserved on the same
line as VDSL. The cost of the fiber section is high, but
can be divided by the number of customers served. As
fiber penetrates closer and closer to the customer, that
cost is shared by a smaller number of customers. Thus
an important tradeoff in VDSL is the length of the fiber
versus the length of the remaining copper. There is no
single good answer to this tradeoff as it depends on
applications, customer willingness to pay, transmission
method, and, of course, the cost of the fiber — however,
VDSL allows a wide range of trade-off as this chapter will
illustrate.

Figure 6 illustrates data rates for both upstream and
downstream VDSL transmission on 24-gauge twisted pair
(0.5 mm European) versus loop length for the American

2 However, it is conceivable that Internet-based approaches to TV
may allow an opportunity for DSL.
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Figure 6. Downstream (a) and upstream (b) data
rates for American and European standard
DMT VDSL.

(998 curve) and European (997 curve) DMT VDSL
standards.3 Clearly, the data rates are quite high on
short loops, ensuring a greater individual bandwidth per
user than cable networks (which customers must share
inherently in architecture).

The premium paid in range loss for symmetry of data
rate is less as loop lengths get shorter, and so then VDSL
also offers a way to offer increasingly symmetric individual
service to customers. As the number of small businesses
worldwide explodes, most often in urban areas where line

3 Achievable data rates for the other ‘‘single-carrier’’ standard will
be less, with these curves as an upper bound [1].

lengths are short, the potential for symmetric support of
the voice, conferencing, peer-to-peer gaming or working,
‘‘home’’ Web server upstream bandwidths is then evident
with VDSL. Today, an increasing number of service
providers consider exploring early VDSL deployment
for business services, particularly what is often called
‘‘fractional T3’’ support. In 2001, only 12,000 of the nearly
10,000,000 businesses in the United States were connected
by fiber (and a smaller percentage in other countries). One
large fiber installer and service provider estimates that
they can increase this number by 2000 in the near future
with cost of $1 billion [17]. Thus, VDSL will play a major
role in the future service offerings to small and many large
businesses before fiber connection is financially viable
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or completed. Other service providers still believe that
support of video and television may be viable also in the
future, although the economics of this application may be
harder to justify versus cable.

The wealth of ADSL installations also then mandates
another practical requirement that VDSL service must be
compatible in many respects with existing ADSL. Existing
customers with ADSL modems on their premises (per-
haps in their portable computers) may move or travel into
another area, or may live in an area where VDSL arrives,
and will still want their ADSL modem to function as it
always has. Thus, the ONU-side modem in Fig. 5, often
called the LT (line termination) in VDSL, would need to
support ADSL service, but would, of course, also allow
higher speed service if/when that customer decides to pur-
chase a higher-speed VDSL modem and the higher-speed
VDSL service. Also, a customer who buys a VDSL modem
will certainly want that modem to work with an existing
ADSL connection at lower speed if that is all that is avail-
able. In addition to interoperation with ADSL modems,
VDSL modems must also be compatible spectrally with
ADSL modems that may share the same binder and with
existing home premises networks, as well as with perhaps
a plethora of other standard or nonstandard systems that
exist in/near the cable (for instance, HDSL, SHDSL, or
nearby ham radio). Subsection 7.1.3 deals more directly
with this spectrum issue.

Overall, VDSL offers a mechanism for service providers
to upgrade their networks incrementally and with
continued profitability to include increasing amounts of
fiber, approaching an ultimate goal of a network based
entirely of fiber. Telephone line service providers have a
very powerful story and future with VDSL, now following
ADSL. The author suggests that perhaps the term ‘‘VDSL’’
will become synonymous with DSL in the near future.

2. VDSL ARCHITECTURE

With VDSL providing a significant growth opportunity
for DSL in the future, the question becomes the details
of ‘‘where, when, and how’’ to install fiber. Replacement
of copper by fiber first occurs in cables closest to the
central office. The cost of trenching for the new fiber
in the cables closest to the central office can be shared
by all the customers who are served by that cable of
wires replaced. Further from the central office, newly
installed fiber increasingly services fewer customers,
ultimately just one customer when it connects to a
specific customer premises. Thus, fiber installation cost
increases per customer roughly with distance from the
central office. In 2001, 15% of the American network had
what is called ‘‘fiber feeder’’ as shown (and marked just
‘‘fiber’’) in Fig. 5. Virtually no fiber went to residential
customers in 2001. Only about 1% of the many small
businesses (about 10 million) in the United States are
connected by fiber directly.4 Initially with the fiber loop

4 A large business typically has a small central office or other
switching/routing mechanism within its largest campuses, and
this switch will often be connected by fiber to the larger
telecommunications network.

carrier system being deployed today (Fig. 5), usually
only the POTS/voice connections to residential and small
business customers exist. However, VDSL or any DSL is
increasingly added by placing the DSLAM5 at the end
of the fiber, sometimes known as an optical network unit
(ONU). Many phone companies have massive expenditures
and fiber deployments under way to augment their ADSL
service deployments so that line lengths are shortened and
ensure higher ADSL speeds more reliably. The number of
such DSL-enabled ONUs thus will grow rapidly in future
years. This position of a DSLAM is often called a ‘‘line
terminal’’ (LT), depending on the country and the exact
type of DSL deployed (but unfortunately the use of these
terms is inconsistent). We will use the term LT in the
ensuing part of this article. VDSL-enabled DSLAMs in
2001 were just being introduced on a experimental basis
in a few locations, but their number can be expected to
increase especially as backward-ADSL-compatibile VDSL
DSLAMs enter the market from major suppliers in 2002.

The trend toward more fiber and shorter twisted pairs
thus will continue with time and VDSL. Splitter circuits
can be used at both DSLAM and customer-premises ends
of the line to preserve the existing POTS service in analog.
Additionally, the high speeds of VDSL allow multiple
digital voice signals to also be carried to the customer.
Within the customer premises (home or business, home
is shown in Fig. 5), a gateway is used to demultiplex the
various VDSL signals and route them to the appropriate
applications device, which could be a phone, computer,
or television/entertainment system. Within the central
office, another demultiplexer/multiplexor can be used to
extract application signals and route them appropriately.
Figure 5 presumes a heavy use of internet delivery,
as well as Ethernet distribution within the home, but
other mechanisms for such multiplexing are possible and
discussed. In particular, wireless LANs [18] and/or home-
phone distribution systems [19] have also been used. The
economic tradeoffs, speeds, demand for services in DSL
make the actual tradeoff of length of fiber versus length of
copper issue difficult to assess in 2001.

However, a point of service potentially is the so-called
‘‘distribution point’’ (or sometimes CSI), which typically is
within 3000 ft of the customer, is shown in Fig. 4. This
point is typically where larger cables are terminated and
smaller cables servicing up to a few hundred customers
begin. Usually, the box at the CSI basically serves as
a cross-connection point for twisted pairs. However, the
entire distribution-point box can be replaced if fiber
feeds this CSI point. VDSL modems placed in such an
enclosure then energize the subscriber-side twisted pairs
that emanate. Power and size constraints are at least as
difficult at this point as at the remote terminal, usually
leaving a small area (a few square inches) and about 1 W of
available power per DSL customer. Another intermediate
point is yet closer to individual customers is often called
the ‘‘cabinet’’ or ‘‘pedestal.’’ Usually only 4–16 customers
are served from the pedestal with individual twisted pairs

5 DSLAM is a digital subscriber line access multiplexer, a piece
of equipment that houses several DSL modems at the service-
provider end of the telephone line.
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emanating to these customers. The pedestal again is
normally a cross-connection point for telephone lines, but
fiber can be deployed to this physically accessible point,
and a VDSL modem deployed there. Very high speeds are
possible on the resulting phone lines of 100 m or less,
potentially hundreds of Mbps or more, higher yet than
current VDSL.

Placing fiber to each successive point is increasingly
costly because the cost of the fiber per subscriber neces-
sarily increases as the number of customers decreases.
Considerable ‘‘digging,’’ ‘‘wall cracking,’’ or physical labor
may be necessary as the fiber proceeds closer to the cus-
tomer. However, in the future if the customer demands
higher bandwidth, then potentially higher revenue is pos-
sible also to pay for the fiber deployment costs. Ultimately
fiber can be run to the home or even into the home to the
desk/TV-top. The key to VDSL is the incremental deploy-
ment if and where customers are willing to pay for more
fiber. The cost of deploying fiber can be from $250,000 to
$1,000,000 per half-mile in areas of reasonable customer
density.

2.1. Unbundling Issue

Colocation of VDSL modems is yet more difficult when the
VDSL modems are not in a central office. This is because
sharing of space by different service providers at the
cabinet, carrier service area (CSA), or distribution point is
physically difficult (there is not enough space). Today, this
is a hotly debated issue in DSL deployment, and a single
solution has not yet emanated. Some service providers
accuse incumbent local exchange carriers of installing
more fiber just to complicate colocation. Potential solutions
for VDSL colocation are to

1. Standardize the backplane interface and card size(s)
of VDSL so that many service providers may plug
into an ONU.

2. Provide separate fibers to the ONU for each
service provider and divide the existing small space
according to the fibers that enter.

3. Use the HFT concept and colocate at the central
office where more space is available.

4. Provide higher-level unbundling at layer 2 or 3 in
the protocol stack.

Other solutions may evolve. VDSL standards to date have
only encompassed colocation by mandating that a single
spectrum type shall be used in all VDSL transmission
types to minimize crosstalk between VDSLs. Largely,
current VDSL standards are just beginning to address
the intricacies of the VDSL colocation issue. In addition,
the American ANSI group TIE1.4 has a new standards’
effort in Dynamic Spectrum Management (DSM) that
offers very attractive alternatives for all co-location
alternatives.

2.2. POTS Splitters in VDSL

Splitter circuits for ADSL and VDSL are described in
basic detail and design in Ref. 1, Chap. 3. For VDSL, the
necessity of a splitter continues to receive attention. The

heavy use of splitterless ADSL suggests that perhaps
splitterless VDSL is also advisable for compatibility and
volume deployment reasons. The first splitterless VDSL
proposals appeared in Refs. 16 and 17 — while these
proposals in standards met with minority opposition
(which is sufficient to block standardization), most
advocates of the design in Section 3 are pursuing various
forms of splitterless operation as an additional feature
and option, albeit proprietary. The VDSL technology in
Section 4 will not operate without splitters because of the
consequent home wiring effects.

VDSL transmission designs on a splitterless channel
will need to be robust to bridged taps, increasing amounts
of radio interference, potential crosstalk (on same or
other lines) from home services already present on the
phone lines, and further signal attenuation. Such modems
may also have need for control of power spectral density
masks also to avoid excessive emission on the customer’s
premises that might interfere with local ham operators,
emergency radio, or other appliances. The methods in
Section 3 address these problems.

2.2.1. Common VDSL Reference Configurations. A com-
mon reference model was adopted and illustrated in
Fig. 7 [20]. The interfaces and functionality associated
with the two γ interfaces are common to both VDSL
transmission methods. The PMS-TC (physical medium
specific transmission convergence) and PMD (physical-
medium-dependent) are specified for each transmission
method [21,22], while the spectra of the U interfaces
and the splitter are again specified in common for the
two transmission methods [20]. Like ADSL, VDSL also
specifies two paths, a slow or interleaved path and a
fast or noninterleaved path as in Figs. 8 and 9. The
former undergoes interleaving as well as forward error
correction to allow for maximum impulse noise protec-
tion while the latter allows for minimum delay (no more
than 1 ms in VDSL). The application specific reference is
the DSLAM device that basically makes use of a subset
of the functionality for a given PMS-TC interface, con-
verting from the γ interface. The γ can be an ATM or
STM interface, for instance at speeds well above those
of an individual DSL modem. The application specific
layer then extracts the pertinent bits (presumably set
up by the normal ATM method for setting permanent
or virtual channels) for each of the fast and slow data
paths through the VDSL modem, formats those bits into
a known and reversible format within each stream and
then forwards fast and slow bits to the PMS-TC inter-
face.

Indeed, the greatest challenge of VDSL, presuming a
working modem, may be the high-speed extraction and
identification of the individual application signals, likely
sent through an ATM or IP switching system. This section
notes a few characteristics of interest for transmission.

One can envision the application devices as multi-
plexing and demultiplexing the applications signals, of
which some may be simultaneously present in both the
fast and slow buffers, and formatting them for/from the
modem itself. The high-bandwidth data channel created
by VDSL may allow for numerous applications to flow
simultaneously.



2786 VERY HIGH-SPEED DIGITAL SUBSCRIBER LINES (VDSLs)

Application
specific

reference
LT

Hypothetical application-
independent interface

(HAPI)

Hypothetical application-
independent interface

(HAPI)

g -O

PSTN or
ISDN

PMS-TC
and
PMD

Network
interface
device

Splitter

U2-O U1-O U1-R U2-R

NID
RT

g -R
b

Application
specific

reference
Splitter

VTU-R
VTU-O

PSTN or
ISDN

a

Figure 7. VDSL reference model from wang [20].

TC
cell

proc.
(TPS-TC)

PMS-TC

I-O
VTU-O

PMD
core

modem Splitter

FEC   =  Forward error correction
US     =  Upstream
DS     =  Downstream
NTR   =  Network timing ref.
EOC   =  Embedded operations channel
PSTN =  Phone network
PMD   =  Physical medium dependent
TC      =  Transmission convergence
F         =  Fast or low-latency
S         =  Slow or high-latency
TPS    =  Transport protocol specific

U2-O U1-OFEC-US-F

g -O
a

FEC-US-S

FEC-DS-F

FEC-DS-S

NTR

EOC

to PSTN

Link
control

Legend

Link
maintenance

Figure 8. VTU-O reference model.

The VDSL standard Part I [20] has an elaborate list
of operational and maintenance capabilities to which
we refer the reader. As with previous DSLs, the main
parameters of interest are the state of the modems,
the likelihood or presence of errors on the link, and
the synchronization of network functions. VDSL allows
passage of the 8-kHz network timing reference.

2.3. VDSL Spectrum Issues

As the highest speed DSL, VDSL uses the greatest
amount of spectrum. Thus, it has the greatest concerns
for spectrum compatibility. The issues of crosstalk and
emissions from VDSL into surrounding telephone lines
and radio receivers is more important and complicated in

particular. Also, the crosstalk from existing services also
affects VDSL spectrum design and performance. Near-end
crosstalk (NEXT) is the radiation from one line’s signals
in one direction into to another line’s signals moving
in an opposite direction — in effect, a ‘‘near end’’ other-
line’s transmitter signals into the local receiver. Far-end
crosstalk (FEXT) is the same effect but into signals going
the same direction, thus a ‘‘far end’s’’ other-line’s transmit-
ter signals into the local receiver. Furthermore, increas-
ingly popular home LANS on twisted pair within customer
premises will also complicate issues and tradeoffs, as
there is both spectrum overlap on the same line with
VDSL as well as crosstalk issues into other VDSL lines
from the home-LANS. Considerable debate occurred in
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standards meetings for the design of VDSL spectrum, and
there are correspondingly three internationally approved
spectrum plans (presumably one selected for any specific
geographic region). Unfortunately, the competitive inter-
ests between incumbent and competitive service providers
and the competitive interests between different transmis-
sion techniques did not work to VDSL’s best spectrum
advantage so far, as significant compromise can occur
sometimes for nontechnical reasons or rationale. This
area has been reopened several times as VDSL spectrum
management standardization continues, and as advanced
transmission enhancements alter basic parameters and
issues. The three options do provide considerable flexibility
for the future, although fortunately, as issues are revisited
by technologists, marketing persons, and national regula-
tors. This uncertainty makes this section at this time a
bit difficult to write, but this chapter will focus on tech-
nical issues and describe the three plans, illustrating the
various tradeoffs. In the long-term massive deployment of
DSL, the service providers and equipment/chip vendors
who best comprehend all the aspects of this area will be
able to garner the best business advantages in massive
DSL deployment. These spectral options appear in Fig. 10
and are discussed in the next subsection. The previously
mentioned and very new DSM effort targets specifically
these problems.

2.3.1. Spectral Plans. The need for a fixed spectrum
plan is only necessary for compatibility of the ‘‘single-
carrier’’ plans, Section 4 of this chapter, whereas the
digital duplexing of the DMT spectrum allows arbitrary
placement of band edges without excess-bandwidth
penalty (although a 7.8% cyclic prefix penalty is necessary,
see Section 7.3). It is possible that the plans in Fig. 10a,b
will be replaced by those that fully consider all aspects
of applications and deregulation in the future, or may
be dynamic as in DSM. The 3rd international spectral

plan in Fig. 10c encompasses the possibility of spectrum
flexibility. This option is implemented only in the DMT
VDSL standard [22].

2.3.2. Robustness. VDSL must be able to accommodate
frequency-selective disturbances, the best known of which
are bridged taps of different lengths. Bridged taps occur
in the loop plants of all operators (even though some try
to deny it) and in particular are extremely pronounced in
occurrence when splitterless designs are used. Immunity
to bridged-taps is here called ‘‘robustness.’’ Although it is
impossible to avoid their effects completely, it is highly
desirable for performance to degrade somewhat gracefully
with bridged taps; for a symmetric service this can be
interpreted as maintaining the ratio of upstream rate to
downstream rate close to 1 even if total sum data rate up
and down decreases slightly. In this symmetric case, huge
rate loss in one of the directions because of bridged taps
would be highly undesirable. In asymmetric transmission,
it is desirable to maintain the ratio of asymmetry under
different bridged-tap configurations.

First, this section illustrates the adverse effects of
bridged-taps on transmission performance. Figure 11
shows the transfer function (in dB) of a 4050-ft loop,
with bridged taps (66, 56, 46, and 36 ft long) and
without bridged taps. The bridged taps cause the transfer
function to exhibit notches periodically in frequency. As
the bridged taps get shorter, the notches become more
deep and move to higher frequencies. The existence
of such notches (10–20 dB deep) can seriously harm
transmission.

Below the graph, two different 4-band frequency
plans are drawn. Note that this specific loop has very
large attenuation at frequencies above 7 MHz, so the
spectrum above 7 MHz is unsuitable for data transmission.
Therefore, only the lower 2 bands would actually be used.
Each frequency plan copes differently with this kind of
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Figure 10. (a) plan 998 — North American VDSL spectrum (U = upstream, D = downstream)

(additional radio bands notched when used at 18.068-18.168, 21-21.45, 24.89-24.99); (b) plan
997 — European VDSL spectrum (same unshown notched bands as 4a); (c) international flexible
VDSL spectrum plan (f1, f2, f3, f4 determined programmably).

disturbance. If plan A were used in the presence of a
bridged tap 36 to 66 ft long, then upstream transmission
performance would be degraded significantly, although the
downstream direction would not be affected. If plan B were
used, then the downstream transmission performance
would be degraded. Both plans fail to be robust.

One might argue that some other fixed 4-band plan
would actually show more immunity to such situations.
We explain why this is false: the bridged-tap length
is not determined, so it may vary from 10 to more
than 100 ft. This means that the notches may actually
occur in almost any frequency of the VDSL spectrum.
For any 4-band plan, there will always be a bridged
tap with such a length that performance will solely
be degraded in one direction. This direction is often
the upstream direction using conventional models as
are used in this article. However, there is one optimal
frequency-division duplexing scheme, which one can prove
attains the maximum possible robustness. The solution
is to partition the spectrum into infinitesimally small
bands and alternatively assign them to upstream and
downstream transmission. Then, any frequency-selective
disturbance (such as a bridged-tap) will have an equal
impact on both directions of transmission. Figure 6 shows
such a frequency plan, and illustrates why symmetric
service is maintained.

Implementation of this optimal scheme may prove
too complex,6 so suboptimal schemes with adequate
robustness may have to be used instead. By interpolating

6 Demonstrations of full zippering have been able to suggest that
at least in some situations, large numbers of alternating up/down
bands are indeed feasible with acceptable implementation.

between the 4-band plan and the optimal plan, we deduce
that a number of bands as large as possible is highly
desirable. As the number of bands increases, the data
rate loss caused by a bridged tap will be distributed more
evenly between the two directions of transmission. The
simulations to follow demonstrate this fact.

2.3.2.1. Simulations. The simulation results that are
shown below were obtained using a popular telco
simulation tool. The 4 different frequency plans that were
evaluated are shown below (numbers refer to MHz):

998
up = (3.75–5.2,8.5–12)

down = (0.138–3.75,5.2–8.5)

997
Up = (3.25–5.1,7.1–12)

Down = (.138–3.25,5.1–7.1)

Digital Duplexing 5-band plan
up = (0.03–0.138,3.08–4.78,10.242–17.66)

down = complement of up

Digital Duplexing 7-band plan
up = (0.03–0.138,2.5–3.5,4.5–5.5, 11–17.66)

down = complement of up

Digital Duplexing 15-band plan
up = (0.03–0.138,2.1–2.5,2.75–3, 3.25–3.5,4–4.25, 4.5–4.75,

5–5.5, 10.5–17.66)

down = complement of up

The services evaluated were medium symmetric, long
symmetric, extralong symmetric, medium asymmetric,
and long asymmetric in a noise A and noise D environ-
ment [18]. For each service the reach in meters was com-
puted both with and without bridged taps. Table 1 shows
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Figure 11. Illustration of robustness with bridged
taps. The graph shows the insertion loss (in dB) of
a 4050-ft loop with bridged-taps of length 66, 56,
46, and 36 ft (20, 17, 14, and 11 m, respectively).
Below the graph, two different frequency plans
are shown. When plan A is used, only upstream
transmission is affected. When plan B is used, only
downstream transmission is affected. In both cases
symmetric service is disabled.

the resulting reaches, and the percentage gains achieved
by the plans using more than 4 bands in comparison to the
4-band plans.

We immediately see from Table 1 that using a larger
number of bands always improves performance. A 4-band
plan has upstream data rate annihilated with the 998
or 997 plans, a particularly concerning problem for those
desired symmetric service, and for those who have been
told that their wishes were accommodated by those plans.
It is worth noting that the reach of the extralong symmetric
service is improved by more than 35% (300–500 m), when
more than 7 bands are used. This service represents an
important market segment, and might be the first VDSL
service to be deployed. A more detailed set of results
appears elsewhere [19].

2.3.2.2. Mobile Radio Noise Robustness. Mobile radio
noise robustness is important also to VDSL. The area

is sensitive because ingress transmissions can include
those used in defense of various countries. Roughly,
though, individuals without security clearances in various
countries can learn of two types of disturbance:

1. Several narrowband analog voice signals in a band
of a few hundred kilohertz that can be anywhere
between 1 and 20 MHz and can move (or hop) in
their general band location

2. Direct-sequence spread-spectrum signals of 300–500
kHz bandwidth (spread voice or data) with center
frequency that hops throughout the 1–20-MHz band

One cannot specify in advance those bands to be
annihilated by radio noise, and the joint operation of VDSL
and of defense systems is highly preferred, especially in
emergency situations.
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Table 1. Bridged-Tap Robustness Results for 4500-ft 26-Gauge
Loop

ANSI
Noise A 998 997 5-band 7-band 15-band

Rate 4500 ft of 26 gauge

Upstream 40 kbps 260 kbps 1.69 Mbps 2.68 Mbps 3.37 Mbps
Downstream 15.6 Mbps 15.4 Mpbs 15.6 Mbps 14.7 Mbps 14.0 Mbps
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Figure 12. Illustration of mobile radio noise robustness for two plans with 1.1-km loop, 20 VDSL
FEXT, noises A and D, 0.4-mm line.

Again the solution is, as shown in Fig. 12, robust with
VDSL duplexing. This section models a single data signal
of width 500 kHz coupling into a phone line at a level
sufficient to cause loss of use of the same band on that line.
This level can vary from −80 to −110 dBm/Hz depending
on the length of line and other system parameters. In
this case, the duplexing plans were again evaluated.
The loop simulated is again a 1.1 km, 0.4-mm loop, and
noises A and D [20] were used in addition to the radio
noise, along with 20 VDSL FEXT. The worst-case position
of the radio noise actually was the same for both plans,
4–4.5 MHz. The loss is again less for the plan with more
subbands.

The 7-band plan again robustly achieves over 7 Mbps
symmetrically in all cases for noise A while the 4-band
plan is only 1.4 Mbps. The relative drop in performance
for the 4-band plan is also larger (even though absolute
data rates are smaller because of analog duplexing). For
noise D, the data rates are 2.5 Mbps for the universal
band allocation plan and only 575 kbps for 4-band.
Again the relative as well as absolute loss is larger for
4-bands because it is not robust to radio noise. A larger
number of bands (more than 8) can actually increase the
noise A result for the universal band allocation to over
8 Mbps symmetric, which may be of specific interest in
Europe.

2.3.2.3. HPNA. Home Phone Network of America
(HPNA) or in-progress standard draft G.pnt of the ITU [14]
specify a use of the telephone line bandwidth between 5
and 10 MHz for internal home phone line networking.
This spectrum of course overlaps HPNA, leading to signal

disruption of VDSL on the same line as well as generated
large NEXT into neighboring VTU-Rs of other customers
than the HPNA user.

Political maneuvering led to this issue being ignored
by standards bodies where, for instance, the bands used
by G.vdsl and G.pnt, standards documents produced by
the same standards body, overlap. One reason for this
ignorance was a stipulation by a few that unidirectional
lowpass filters could be installed by every user of an
HPNA network (presuming that the customer takes the
time to locate his/her network interface somewhere outside
his/her home and then properly installs the filter), even
though that filter is not necessary for his/her internal
computers to talk to one another. Remembering that all
HPNA users would need to have such a filter self-installed
before the very first VDSL could be installed at least begs
the question as to the merit of such a solution.

A second, more elegant, solution, which does involve
complexity increase for the VTU-R is described in Ref. 28
where G.pnt signals could be cancelled from a VDSL signal
when on the same line or on neighboring lines as long as
there were only 1 or 2 of significant amplitude. G.pnt
systems however do not appear to be gaining true market
acceptance, and so this may be less of a problem for VDSL.
If they do, interference cancellation of G.pnt by VDSL may
become a necessity in practice.

Note that this spectral incompatibility concern does not
apply to Ethernet, which is typically installed on category
5 wiring that is separate and isolated by nature and design
from the telephone company network. Thus, even though
Ethernet uses the same band, there is no actual spectral
overlap on physically colocated wires.
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2.4. The Grand Debate

Dating to the days of ADSL standardization, there has
been a debate over the best transmission technology to use
for DSL. While ADSL standards have universally selected
the specific multicarrier transmission method known as
DMT after considerable deliberation and testing, and a
universal consensus, a few CAP (carrierless amplitude
and phase) and QAM proponents nevertheless marketed
nonstandard ADSL modems for a significant time period,
before most switched to and supported standardized DMT.
Subsequent debate was heated in the marketplace, and
there were several attempts to reverse ADSL standards
(from DMT to CAP/QAM) that were abortive. The supposed
threat of fundamentally high complexity of DMT leading
to high prices eventually was unequivocally refuted
in the ADSL marketplace, where low-cost components
abound today. Where VDSL was originally intended as
an extension to the ADSL DMT standard [7], VDSL then
instead became another chance for standardization of the
QAM/CAP technologies in DSL. Because the American
T1E1.4 group by-laws prohibited standardization in 1994
on line rates above 10 Mbps, that group’s charter had to be
rewritten for a new limit of 100 Mbps. As the charter was
rewritten, CAP proponents insisted that the VDSL area
be a new standard and that the line code issue be revised,
even though the original VDSL was intended to extend
ADSL speed and symmetry. Thus, the opportunity for
yet another debate unfortunately emerged and continues
to date.

This newer debate has continued in VDSL for many
years with two large industrial consortia emerging with
two complete transmission specifications for VDSL:

1. VDSL Alliance — discrete multitone transmission
(DMT) with digital or analog duplexing

2. VDSL Coalition — ‘‘single’’-carriermodulation(SCM)
with analog duplexing

(‘‘Single’’ is in quotes here because the VDSL Coalition
actually advocates a solution with two carriers in each
direction, and an optional third carrier upstream.) Both
groups have contributed a ‘‘temporary working’’ standard
to T1E1.4, which appear in three documents: a common
reference document [20], an SCM document [21], and a
DMT document [22]. The DMT specification supports up
to 4096 4.3125-kHz ADSL-style tones, and any number
of up/down stream transmission bands. The lower 256
tones are exactly the same as ADSL, facilitating backward
compatibility. Both groups have about 50 companies in
them, with about 10 common members. The companies in
both groups represent an enormous cross-section of the
telecommunications world.

The VDSL Alliance solution is backward-interoperable
with ADSL and has taken greater time to develop
into its present converged state [22], but offers some
outstanding flexibility and performance features in a
large number of possible configurations. Some vendors
sell chips that implement up to 32 ADSL modems or up
to 4 VDSL modems. The VDSL Coalition specification [16]
is slightly simpler to understand (although more pages

in reality) and to design to, but not interoperable with
ADSL. The Coalition specification had the advantage of
earlier availability of transmission components that were
partially compliant with it. International standardization
in the ITU has steadfastly held to the principle that only
one will become an international standard. The T1E1.4
group will revisit the two standards for permanency in
2003, when it is likely only one will survive. The IEEE
802.3 group on Ethernet in the First Mile (see Section 5)
currently is also considering the two VDSL standards
for that decision. At time of writing, it appears that the
considerable advantages of backward interoperability with
ADSL (now installed in over 20 million locations) and
the spectral flexibility of the DMT approach will again
cause it to prevail over the single-carrier method, and the
number of single-carrier supporters dwindle to two or three
companies. Clearly DMT is the best solution technically
and from many other perspectives. However, the politics of
standards groups can sometimes lead to tragic decisions,
and this issue is not yet formally decided.

3. DMT PHYSICAL-LAYER STANDARD

Discrete multitone (DMT) transmission is the only
worldwide standard for ADSL and VDSL transmission.
DMT is the most efficient of the high-performance
transmission methods that allow a transmission system to
perform near the fundamental limit known as capacity [1].
For difficult transmission lines, there is no other cost-
effective high-performance alternative presently, and
VDSL has the most difficult transmission environment
of all DSLs. Variants of DMT for wireless transmission
(known as OFDM) have also come into strong use in the
area of wireless local area networks (IEEE 802.11(a), [13])
and wireless broadband access (IEEE 802.16 [25]), as
well as digital terrestrial television (HDTV and digital
TV) broadcast [26] in most of the world, all of which
are known to also be particularly difficult transmission
problems. The standardized VDSL DMT method is a
natural extension of the method used for ADSL and
backward compatible with it, as described in Section 3.1.
Section 3.2 describes the ‘‘zipper’’ duplexing method that is
also called ‘‘digital duplexing,’’ which is an enhancement
to the original DMT method that allows the upstream
and downstream transmissions to be compactly placed in
the limited transmission bandwidth of a telephone line.
Section 3.4 investigates initialization.

3.1. Basic Multicarrier Concept

Starr et al. explained the basic multicarrier transmission
concept of dividing a transmission band into a large
number of subcarriers and adaptively allocating fractions
of total energy and data rate to each to match an individual
line characteristic [1]. It is this adaptive loading feature
that sets multicarrier methods in a higher league of
performance than other DSL transmission methods. VDSL
presents a highly variable transmission environment with
bandwidths that can vary from a few MHz to nearly
20 MHz, with intervening radio interference in several
narrow bands, with huge spectrum notching effects from
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bridged taps, and with a variety of crosstalking situations.
VDSL is undoubtedly the most difficult and highly variable
transmission problem yet faced by DSL engineers. Any
thing less than an excellent design will risk the viability of
the DSL industry in the future, and multicarrier methods
meet that challenge.

The first challenge for VDSL is interoperability with
existing ADSL. One of the applications for VDSL is simply
speed extension of ADSL, meaning that it is possible for
an existing ADSL customer to have that service provided
by a new ONU in his/her neighborhood that is VDSL-
ready. A VDSL modem in the ONU that will interoperate
with that existing ADSL modem is highly desirable so
that no extra labor or purchases are necessary at the
customer’s premises should that customer elect to rest
with their current ADSL service for a period of time
before then electing to move to VDSL to increase the
speeds of their ADSL service. Similarly, an existing ADSL
customer may elect to purchase a VDSL modem (or may
have one from a previous residence or business address)
and then needs to interoperate with an existing ADSL CO
modem. Thus, a requirement for incremental DSL rollout
to higher speeds and increasing use of fiber is that VDSL
interoperate with existing ADSL, meaning the lower 256-
down/32-up DMT tones of an ADSL modem must also
be implemented by an interoperating VDSL modem. For
this reason, the DMT VDSL standard [22] uses the same
tone spacing of 4.3125 kHz that was used in ADSL. The
VDSL standard allows for the DMT VDSL modem to
symmetrically use numbers of tones of 256, 512, 1024,
2048, and 4096 or 2n+8 n = 0, 1, 2, 3, 4. The number 2048
is considered a default for full compliance with other VDSL
modems, but interoperation with smaller numbers of tones
is illustrated in Fig. 13, where it is clear whether upstream
or downstream, the modem with the smallest number of
DMT tones then dictates the maximum that can be used
in that direction. Such elimination of superfluous tones
can occur naturally during training, or may be selectively
programmed during special initialization exchanges; the
latter is usually the preferred implementation.

The following terms apply here:

Extension. The cyclic extension [1] size for DMT
VDSL is optionally programmable to sizes m × 2n+1,
where m is an integer. The modem must be able

to implement at least the default of 20 × 2n+1 =
40 × 2n for the case of n = 0, which corresponds
to interoperability with ADSL.7 Longer cyclic
prefixes on shorter channels allow some additional
performance-enhancing features to be added for
DMT VDSL that are not implemented in ADSL,
which are described in more detail in Section 3.2.

Encoder. The constellation encoder for DMT VDSL
and tone-ordering procedures are identical to those
of the worldwide ADSL standard [1], although
implemented perhaps over a larger set of tones
for VDSL.

Pilot. The pilot of ADSL has been made optional
and generalized in VDSL. In ADSL, the pilot
was sent downstream always on tone number 64
(276 kHz). In VDSL, the VTU-R can decide to use
a pilot on any (or no) tone in initialization. If a
pilot is used, the 00 point in the standardized 4-
point QAM constellation on that selected tone is
sent in all symbols. The synchronization symbol of
ADSL has been eliminated in VDSL, except when
interoperating with an older ADSL modem.

Timing Advance. The VTU-R is capable of changing
the symbol boundary of the downstream DMT
symbol it receives by a programmable amount, which
is communicated during initialization to the VTU-O
modem. This is also a new feature for VDSL that
is used for implementation of digital duplexing as
described in Section 3.2.

Power Backoff (PBO). PBO has been studied by
standards groups as a way to prevent upstream
FEXT from a customer closer to an ONU from
acting as a large noise for a VDSL customer
further away. The basic problem is that the
closer user could operate at a higher data rate
or with better performance than is necessary
or fair to other customers. Various methods for
reducing the disparity among lines vary from
introducing a flat power backoff at all frequencies
as a function of measured received signal [21] to

7 Actually, in this case, the cyclic prefix is reduced by 8 samples
if the synchronization symbol of ADSL is to be inserted every 69
symbols or 17 ms.
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Figure 13. Interoperability diagram for standardized DMT modems of increasing speeds.
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spectrally shaped methods that attempt to apply
either the (1) reference noise method — forcing all
upstream transmissions to have a FEXT of common
spectral shape (and thus harm), or the (2) reference
length method — forcing all upstream transmissions
to have a FEXT the same as that of a nominal
‘‘reference’’ length VDSL line. The latter two
methods, particularly (2), seem to have won favor
with standards groups, but the area is still debated
at time of writing. A method making use of actual
line measurements [40] was introduced for future
spectrum management and essentially eliminates
the PBO issue, but came after VDSL standards
had entered final voting and could not yet then
be standardized.

Express Swapping. The standardized bit swapping
of ADSL is mandatory also in VDSL [1]. However,
VDSL also offers a highly robust and high-speed
optional capability of instead altering the bit
distribution all at once (instead of one tone at a
time as in the older bit swapping). This is known
as express swapping. The additional commands are
described in the VDSL standards documents [22].
However, express swapping allows the new bit table
is sent in one command and protected by CRC
check — if correctly received, all tones are replaced
with the new bit distribution at an immediately
succeeding point specified in the commands and
protocol. This allows a system to react very
quickly to abrupt transients caused by excitation
of crosstalkers or RF interferers, or perhaps an off-
hook line change in splitterless operation. It also
enables advanced spectrum management features
that may occur in the future.

3.2. Digital Duplexing

This subsection describes digital duplexing, which is a
method for minimizing bandwidth loss in separating
downstream and upstream DMT VDSL transmissions.
Originally, this method was introduced by Isaksson,
Sjoberg, Nilsson, Mesdagh, and others in a series of
papers that refer to the method as ‘‘zipper’’ [27,34–37].
General principles, as well as some simple examples,
illustrate how digital duplexing works and why it
saves precious bandwidth in VDSL. This description is
intended for readers familiar with basic discrete multitone
transmission (DMT). Thus, readers can use their DMT
knowledge and the examples and explanations of this
section to understand the relationship of the cyclic suffix
to the cyclic prefix, and thus consequently to comprehend
the benefits of symbol-rate loop timing and to appreciate
the use of windows without intermodulation loss.

Excess bandwidth is a term used to quantify the
additional dimensionality necessary to implement a
practical transmission system. The excess-bandwidth
concept is well understood in the theory of intersymbol
interference where various transmit pulseshapes are
indexed by their percentage excess bandwidth. In
standardized and implemented DMT designs for ADSL,
for instance, the symbol rate is 4000 Hz while the tone
width is 4312.5 Hz, rendering the excess bandwidth

(0.3125/4) = 7.8%. In ADSL, additional bandwidth is
lost in the transition band between upstream and
downstream signals when these signals are frequency-
division-multiplexed. In VDSL, this additional bandwidth
loss is zeroed through an innovation [27] known here as
digital duplexing, which particularly involves the use of a
‘‘cyclic suffix’’ in addition to the well-known ‘‘cyclic prefix’’
of standardized DMT ADSL. This subsection begins with
a review of basic DMT and of its extension with the
use of the cyclic suffix, including a numerical example
that illustrates symbol-rate loop timing. This discussion
illustrates why the time-domain overhead is all that is
necessary to allow full use of the entire bandwidth without
frequency guard bands in a very attractive and practical
implementation.

This section proceeds to investigate crosstalk issues
both when other VDSL lines are synchronized and not
synchronized. Windowing and its use to mitigate crosstalk
into other DSLs or G.pnt are also discussed, as are
conversion device requirements.

This section then continues specifically to use a second
example that compares a proposed analog duplexing plan
for VDSL with the use of digital duplexing in a second
proposal. In particular, 4.5 MHz of excess bandwidth
is necessary in the analog duplexing while only the
equivalent of 1.3 MHz is necessary with the more advanced
digital duplexing. The difference in bandwidth loss of
3 MHz accounts for at least a 6–12-Mbps total data rate
advantage for digital duplexing in the example, which
provides a realistic illustration of the merit of digital
duplexing.

3.2.1. Basic DMT. Figure 14 illustrates a basic DMT
system for the case of baseband transmission in DSL [7],
showing a transmitter, a receiver, and a channel
with impulse response characterized by a phase delay
� and a response length ν in sample periods. N/2
tones are modulated by QAM-like two-dimensional input
symbols (with appropriate N-tone conjugate symmetry
in frequency) so that an N-point inverse fast fourier
transform (IFFT) produces a corresponding real baseband
time-domain output signal of N real samples.

For basic DMT, the last L = ν of these samples are
repeated at the beginning of the packet of transmitted
samples so that N + L samples are transmitted, leading to
a time-domain loss of transmission time that is L/N. This
ratio is the excess bandwidth. The minimum size for L = ν

is the channel impulse response duration (in sampling
periods) for basic DMT (later for digitally duplexed DMT,
L will be the total length for all prefix/suffix extensions and
thus greater than ν). Sometimes DMT systems use receiver
equalizers [1] to reduce the channel impulse response
length and thus decrease ν. Such equalizers are common in
ADSL. The objective is to have small excess bandwidth by
decreasing the ratio ν/N. In both DMT ADSL and VDSL,
the excess bandwidth is 7.8%.

The IFFT of the DMT transmitter implements the
equation

xk = 1
N

N−1∑
n=0

Xn · ej(2π/N)nk
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Figure 14. Basic DMT transmission system.

where xk k = 0, . . . , N − 1 are the N successive time-
domain transmitter outputs (the prefix is trivial repeat
of last ν). The values Xn are the two-dimensional
modulated inputs that are derived from standard QAM
constellations (with the number of bits carried on each
‘‘tone’’ adaptively determined by loading [6] and stored
in the bn, gn tables at both ends). To produce a real
time-domain output, Xn = X∗

N−n in the ubiquitous case
that N is an even number. In ADSL, N = 512, while in
VDSL, N = 512 · 2n+1 n = 0, 1, 2, 3, 4. One packet of N + ν

samples is transmitted every T seconds for a sampling
rate of N + L/T. With 1/T = 4000 Hz in ADSL and VDSL,
the sampling rates are 2.208 MHz and up to 35.328 MHz,
respectively, leading to a cyclic prefix length of ν = L = 40
samples in ADSL and a cyclic extension length of up to
L = 640 samples in VDSL. The extension length in VDSL
also includes the cyclic suffix to be later addressed.

When the cyclic extension length is equal to or greater
than the impulse response length of the channel (L ≥ ν),
DMT decomposes the transmission path into a maximum
of N/2 independent simple transmission channels that
are free of intersymbol interference and that can be easily
decoded. The receiver in Fig. 14 extracts the last N of the
N + L samples in each packet at the receiver (when no
cyclic suffix is used) and forms the FFT according to the
formula

Yn =
N−1∑
k=0

yk · e−j(2π/N)nk

where the reindexing of time is tacit and really means
samples corresponding to times k = L + 1, . . . , L + N in
the receiver. The receiver must know the symbol alignment
and cannot execute the FFT at any arbitrary phase of
the symbol clock. If the receiver were to be somehow
offset in timing phase, then time-domain samples from
another adjacent packet would enter the FFT input,

displacing some corresponding time-domain samples from
the current packet. For instance, suppose the FFT
executed m sample times too late, then the output would be

Ỹn =
N−m−1∑

k=0

yk+m · e−j(2π/N)nk +
N−1∑

k=N−m

uN−m+k · e−j(2π/N)nk

where uk are samples from the next packet that are
unwanted and act as a disturbance to this packet.
Furthermore, m samples from the current packet were
lost (and the rest offset in phase). Thus

Ỹn = Yn + En

where En is a distortion term that includes the combined
effects of uk, the missing terms yk, and the timing offset
in the packet boundary. En = 0 only (in general) when the
correct symbol alignment is used by the receiver FFT. DMT
systems easily ensure proper phase alignment through the
insertion of various training and synchronization patterns
that allow extraction of correct symbol boundary.

It is important to note that the FFT of any other signal
with the same N might also have such distortion unless
the symbol boundaries of that signal and the DMT signal
were coincident. In the later case of time coincidence,
the FFT output is simply the sum of the two signals’
independent FFTs. Indeed the receiver would have no way
of distinguishing the two signals and would simply see
them as the sum in the time-coincident case.

The second signal could be the opposite-direction signal
leaking through the imperfect hybrid in VDSL. If the
transmitted and received symbols are aligned in time and
frequency-division duplexing is used, tones are zeroed in
one direction if used in the other. Then, the sum at the FFT
output is simply either the upstream or the downstream
signal, depending on the duplexing choice for the set of
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indices n. No zeroed tones are necessary between upstream
and downstream frequency bands as that is simply a waste
of good undistorted DMT bandwidth. No analog filtering
is necessary — the IFFT, cyclic prefix, and the FFT do
all the work if the system is fortunate enough to have
time coincidence of the two DMT signals traveling in
opposite directions. The establishment of time coincidence
of the symbols at both ends of the loop is the job of the
cyclic suffix, which the next subsection addresses. In other
words, the FFT works on any DMT signal of packet size
N samples, regardless of source or direction as long as the
packet is correctly positioned in time with respect to the
FFT. This separation is not easily possible unless the DMT
signals are aligned — thus VDSL DMT systems ensure
this alignment through a cyclic suffix to be subsequently
described.

Table 2 provides a comparison and summary of DMT
use in ADSL and in VDSL. Note that DMT VDSL uses
digital frequency-division multiplexing (FDM) and spans
at most 16 times the bandwidth at its highest bandwidth
use. This full bandwidth form is actually optional and the
default values are shown in parentheses on the right, with
the default actually being exactly half full.

3.2.2. Cyclic Suffix. The cyclic suffix occurs at the
end of a DMT symbol (the opposite side of the cyclic
prefix) and could repeat, for instance, the first 2� samples
of the DMT symbol (not counting the prefix samples)
at the end as in Fig. 16, where � is the phase delay
in the channel (phase delay or absolute delay, not
group delay, which is related to v). A symbol is then
of length N + L. The value for L must be sufficiently
large that it is possible to align the DMT symbols,
transmit and receive, at both ends of the transmission
line. Clearly alignment at one end of a loop-timed line8 is
relatively easy in that the line terminal (LT) for instance
need wait only until an upstream DMT symbol has
been received before transmitting its downstream DMT
symbols in alignment on subsequent boundaries. Such
single-end alignment is often used by some designers to
simplify various portions of an ADSL implementation.
The alignment is not necessary unless digital duplexing is
used. However, alignment at one end almost surely forces

8 Loop timing of the sample clock means that the NT (VTU-R)
uses the derived sample clock from the downstream signal as a
source for the upstream sample clock in DMT.

misalignment of symbol boundary at the VTU-R as in
Fig. 15.

In Fig. 15, let us suppose that N = 10, ν = 2, and that
the channel phase delay or overall delay is � = 3. The
reader can pretend they have a master time clock and
that the LT begins transmitting a prefixed DMT symbol at
time sample 0 of that master clock. The first two samples
at times 0 and 1 are the cyclic prefix samples, followed by
10 samples of the DMT symbol, that is, at times 0–11.
At the receiver, all samples undergo an absolute delay of
3 samples (in addition to the dispersion of ν = 2 samples
about that average delay of 3). Thus, the cyclic prefix’ first
sample appears in the VTU-R at time 3 of the master
clock and the DMT symbol then exists from time 3 to
time 14. The samples used by the receiver for the FFT
are samples 5–14, while samples 3 and 4 are discarded
because they also contain remnants from a previous DMT
symbol. The LT has DMT symbol alignment in Fig. 13, so
that it also received the upstream prefix first sample at
time 0 and continued to receive the corresponding samples
of the upstream DMT symbol until time 11. Thus, the
DMT symbols are aligned at the LT. However, in order
for the upstream DMT symbol to arrive at this time,
it had to begin at time −3 in the VTR-R. Thus the
upstream symbol transmitted by the VTU-R occurs in
the VTU-R at times −3 through 8 of the reader’s master
clock. Clearly, the DMT symbols are not aligned at the
VTU-R.

In Fig. 16, a cyclic suffix of 6 samples is now appended
to DMT symbols in both directions, making the total
symbol length now 18 samples in duration (thus slowing
the symbol rate or using excess bandwidth indirectly).
The LT remains aligned in both directions and transmits
the downstream DMT symbol from master clock times
0–17. These samples arrive at the NT at times 3–20
of the master clock, and valid times for the receiver
FFT are now 5–14, 6–15, . . . , 11–20. Each of these
windows of 10 successive receiver points carry the same
information from the transmitter and differ at the FFT
output by a trivial phase rotation on each tone that can
easily be removed. The upstream symbol now transmits
corresponding valid DMT symbols from time −1 to time 8,
also 0–9, 1–10, and the last valid upstream symbol is time
5–14. At the VTU-R, the first downstream valid symbol
boundary from samples 5–14 and the last upstream valid
symbol boundary, also at samples 5–14, are coincident in
time — thus the receiver’s FFT can correctly find both LT
and VTU-R transmit signals by executing at sample times
5–14 without distortion of or interference between tones.

Table 2. Comparison of DMT for ADSL and VDSL

ADSL VDSL (default)

FFT size 512 8192 (4096)
# of tones 256 4096 (2048)
Cyclic extension length L = ν = 40 L = 640 ≥ ν + �

Sampling rate 2.208 MHz 35.328 (17.664) MHz
Bandwidth 1.104 MHz 17.664 (8.832) MHz
Duplexing Analog FDM Digital FDM
Tone width 4.3125 kHz 4.3125 kHz
Excess bandwidth 86 kHz (prefix) +40 kHz (filters) 1.3 MHz (650 kHz) (no filters)
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Figure 15. DMT symbol alignment without cyclic suffix.

At this time only (for cyclic suffix length 6), the receiver
FFT and IFFT can be executed in perfect alignment,
and thus downstream and upstream signals are perfectly
separated. This DMT system in Fig. 16 has symbol-rate
loop timing, and thus a single FFT can be used at each end
to extract both upstream and downstream signals without
distortion. (There is still an IFFT also present for the
opposite-direction transmitter). This loop is now digitally
duplexed.

Note that the cyclic suffix has length double the channel
delay (or equivalently was equal to the round-trip delay)
in the example. More generally, one can see that from
Fig. 16 that VTU-R symbol alignment will occur when the
equivalent of time 5, which is generally ν + �, is equal
to the time −3 + 2 + Lsuf ,= −� + ν + Lsuf . Equivalently
Lsuf = 2�. In fact, any Lsuf ≥ 2� is sufficient with those
cyclic suffix lengths that exceed 2� just allowing more
valid choices for the FFT boundary in the VTU-R. For
instance, the designer had chosen a cyclic suffix length
of 7 in our example, then valid receiver FFT intervals
would have been both 5–14 and 6–15. This condition can
be halved using the timing advance method in the next
subsection.

3.2.3. Timing Advance at LT. Figure 17 shows a method
to reduce the required cyclic suffix length by one-half to
Lsuf ≥ �. This method uses a timing advance in the LT
modem where downstream DMT symbols are advanced by
� samples. The two symbols now align at both ends at
time samples 2–11, and the cyclic suffix length is reduced
to 3 in the specific example of Fig. 17. Thus, for VDSL
with timing advance, the total length of channel impulse
response length and phase delay must be less than 18 µs,
which is easily achieved with significant extra samples
for the suffix in practice. In VDSL, the proposal for L
is 640 when N = 8192. The delays of even severe VDSL
channels are almost always such that the phase delay �

plus the channel impulse response length ν are much less
than the 18-µs cyclic extension length (if not, then a time
equalizer [6]). One notes that the use of the timing advance
causes the transmitters and receivers at both ends to all
be operational at the same phase in the absolute time
measured by the master clock.

Digital duplexing thus achieves complete isolation
of downstream and upstream transmission with no
frequency guard band — there is however, the 7.8% cyclic
extension penalty (which is equivalent to 1.3 MHz loss
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in bandwidth in full VDSL and 650 kHz loss in the
default or ‘‘lite’’ VDSL). Thus it is not correct, nor
appropriate, to place frequency guard bands in studies
of DMT performance in VDSL.

Digital duplexing in concept allows arbitrary assign-
ment of upstream and downstream DMT tones, which with
FDM VDSL means that these two sets of upstream and
downstream tones are mutually exclusive. On the same
line, there is no interference or analog filtering necessary
to separate the signals, again because the cyclic suffix (for
which the equivalent of 1.3 MHz of bandwidth has been
paid or 650 kHz in default VDSL) allows full separation
even between adjacent tones in opposite directions via
the receiver’s FFT. However, while theoretically optimum,
one need not ‘‘zipper’’ the spectrum in extremely nar-
row bands, and instead upstream and downstream bands
consisting of many tones may be assigned as described ear-
lier. Some alternation between up and down frequencies
is universally agreed as necessary for reasons of spectrum
management and robustness, although groups differ on
the number of such alternations.

3.2.4. Crosstalk. Analysis of NEXT between neighbor-
ing VDSL circuits needs to consider two possibilities:

1. Synchronization of VDSL lines
2. Asynchronous VDSL lines

The first case of synchronous crosstalk is trivial to analyze
and implement with FDM. Adjacent lines have exactly the
same sampling clock frequency (but not necessarily the
same symbol boundaries). There is no NEXT from other
synchronized VDSLs with FDM, as will be clear shortly.

The second case of asynchronous VDSL NEXT (from other
VDSL lines) into VDSL is more interesting. In this case,
the sidelobes of the modulation pulseshapes for each tone
are of interest.

A single DMT tone consists of the sinusoidal component

xn(t) =
[
Xn · exp

(
j
2π

N
· N + ν

T
· nt

)

+X−n · exp
(

−j
2π

N
· N + ν

T
· nt

)]
· wT(t)

= 2|Xn| · cos(2π f0nt + � Xn) · wT(t)

where f0 = 2π/N · (N + v)/T or 4.3125 kHz in ADSL and
VDSL, and wT(t) is a windowing function that is a
rectangular window in ADSL, but is more sophisticated
and exploits digital-duplexing’s extra cyclic suffix and
extra cyclic prefix in VDSL. Figure 18 shows the relative
spectrum of a single tone with respect to an adjacent tone
for the rectangular window.

Note the notches in the crosstalker’s spectrum at the
DMT frequencies, all integer multiples of f0. Thus, the
contribution of other VDSL NEXT will clearly be zero if
all systems use the same clock for sampling, regardless
of DMT symbol phase with respect to that clock. This is
an inherent advantage of DMT systems with respect to
themselves since it is entirely feasible that VDSL modems
in the same ONU binder group could share the same clock
and thus have no NEXT into one another at all. Indeed,
this is a recommended option in [22].

When the sampling clocks are different, however,
the more that sampling clocks of VDSL systems differ,
the greater the deviation in frequency in Fig. 18 from
the nulls, allowing for a possibility of some NEXT.

Figure 18. Magnitude of windowed sinu-
soid versus frequency; note notches at DMT
frequencies.
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Studies of such NEXT for DMT digital duplexing are
highly subjective and depend on assumptions of clock
accuracy, number of crosstalkers with worst-case clock
deviation, and the individual contribution to NEXT
transfer function of each of these corresponding worst-case
crosstalkers. Nonetheless, reasonable implementation
renders NEXT of little consequence between DMT
systems.

If the VDSL PSD transmission level is S = −60
dBm/Hz, and the crosstalk coupling is approximated by
(m/49).6 · 10−13 · f 1.5 for m crosstalkers the crosstalk PSD
level is

Sxtalk(f ) = S · (1/49).6 · f 1.5 ·
∣∣∣∣sin c

(
f
f0

)∣∣∣∣2

The peak or sidelobes can be only 12 dB down with such
rectangular windowing of the DMT signal, as in Fig. 18.
Asynchronous crosstalk may be such that especially
with misaligned symbol boundaries that a really worst-
case crosstalker could have its peak sidelobe aligned
with the null of another tone (this is actually rare,
but clearly represents a worst case). To confine this
worst case, the methods of the next two subsections
are used.

3.2.4.1. Windowing of Extra Suffix and Prefix. This
section explains how windowing can be implemented
without the consequence of intermodulation distortion
when digital duplexing is used. Windowing in digitally
duplexed DMT exploits the extra samples in the cyclic
suffix and cyclic prefix beyond the minimum necessary.
Since the cyclic extension is always fixed at L = 640
samples in VDSL, there are always many extra samples.
Figure 19 shows the basic idea — the extra suffix samples
are windowed as shown with the extra extension samples
now being split between a suffix for the current block
and a prefix for the next block. The two are smoothly
connected by windowing, a simple operation of time-
domain multiplication of each real sample by a real
amplitude that is the window height. The smooth
interconnection of the blocks allows for more rapid decay
in the frequency domain of the PSD, which is good for
crosstalk and other emissions purposes. A rectangular
window will have the per tone (baseband) rolloff function
given by

WT(f ) =
sin

(
π f
f0

)
(

π f
f0

)

pre suf

Extra
suffix

Extra
prefix

pre

Total cyclic extension is 640 samples

DMT symbol

Figure 19. Illustration of windowing in extra suffix/prefix sam-
ples — smooth connection of blocks without affecting necessary
properties for digital duplexing.

or the so-called sinc function in frequency. Clearly, a
smoother window could produce a more rapid decay with
frequency. A logical and good choice is the so-called raised-
cosine window. Let us suppose that the extra cyclic suffix
contains 2L′ + 1 samples in duration, an odd number.9

Then, the raised cosine function has the following time-
domain window (letting the sampling period be T′), where
time zero is the first point in the extra cyclic suffix and
the last sample being time 2L′T′ and the centerpoint thus
L′T′:

WT,rcr(t) = 1
2

{
1 + cos

(
π ·

[
t

L′T′

])}
t = 0, . . . , L′T′, . . . , 2L′T′

One notes that the window achieves values 1 at the
boundaries and is zero on the middle sample and follows
a sampled sinusoidal curve in between. The points before
time L′T′ are part of the prefix of the current symbol,
while the points after L′T′ are part of the suffix of the last
symbol.

The overall window (which is fixed at 1 in between)
has Fourier transform (let α = L′/L − L′), ignoring an
insignificant phase term

WT(f ) = L′

α
·

sin
(

π f
f0

)
(

π f
f0

) ·
cos

(
απ f
f0

)

1 −
(

2απ f
f0

)2

Larger α means faster rolloff with frequency. This function
is improved with respect to the sinc function, especially
a few tones away from an up/down boundary. Reasonable
values of α corresponding to 100–200 samples will lead to
even the peaks of the NEXT sidelobes below −140 dBm/Hz
at about 200 kHz spacing below 5 MHz. The reduction
becomes particularly pronounced just a few tones away,
and so at maximum, a very small loss may occur with
asynchronous crosstalk. Thus, signals other than 4.3125-
kHz DMT see more crosstalk, but within 200 kHz of a
frequency edge, such NEXT is negligible. This observation
is most important for studies of interference into home
LAN signals like G.pnt, which at present almost certainly
will not use 4.3125-kHz-spaced DMT.

3.2.4.1.1. Overlapped Transmitter Windows. Figure 20
shows overlapped windows in the suffix region. The
smoothing function is still evident and some symmetrical
windows (i.e., square-root cosine) have constant average
power over the window and the effective length of

pre suf

Extra
suffix

Extra
prefix

preDMT symbol

Figure 20. Illustration of overlapped windowing.

9 If even, just pretend it is one less and allow for two samples to
be valid duplexing endpoints.
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the window above L′ can be doubled, leading to
better sidelobe reduction. This overlapping requires an
additional 2L′ + 1 additions per symbol, a negligible
increase in complexity.

3.2.4.1.2. Receiver Windowing. Receiver windowing
can also be used to again filter the extra suffix
and extra prefix region in the receiver, resulting
in further reduction in sidelobes. Figure 21 shows
the effect on VDSL NEXT for both the cases of a
transmitter window and both a transmitter and receiver
window. Note the combined windows has very low
transmit spectrum (well below FEXT in a few tones)
and below −140 dBm/Hz AWGN floor by 40 tones.
If it is desirable to further reduce VDSL NEXT to
zero, an additional small complexity can be introduced
as in the next subsection with the adaptive NEXT
canceler.

3.2.4.1.3. Adaptive NEXT Canceler for Digital Duplex-
ing. Figure 22 illustrates an adaptive NEXT canceler and
its operation near the boundary of up and down frequencies
in a digitally duplexed system. Figure 22 is the down-
stream receiver, but a dual configuration exists for the
upstream receiver. Note that any small residual upstream
VDSL NEXT left after windowing in the downstream tone
n (or in tones less than n in frequency index) must be
a function of the upstream signal extracted at frequen-
cies n + 1, n + 2, . . . at the FFT output. This function is a
function of the frequency offsets between all the NEXTs
and the VDSL signal. This timing clock offset is usually
fixed, but can drift with time slowly. An adaptive filter can
eliminate the NEXT as per standard noise cancellation

methods [1]. A very small number of tones are required
for the canceler per up/down edge if transmit windowing
and receiver windowing are used. Adaptive noise cancel-
lation can be used to make VDSL self-NEXT negligible
with respect to the −140-dBm/Hz noise level. This allows
full benefit of any FEXT reduction methods that may
also be also in effect (note that the NEXT is already
below the FEXT even without the NEXT canceler, but
reducing it below the noise floor anticipates a VDSL sys-
tem’s potential ability to eliminate or dramatically reduce
FEXT).

3.3. DMT VDSL Framing

The DMT transmission format supports Reed–Solomon
forward error correction [1] and convolutional/triangular
interleaving. The Reed–Solomon code is the same as that
used for ADSL with up to 16 bytes of overhead allowed per
codeword. There is no fixed relationship between symbol
boundaries and codeword boundaries, unlike ADSL.

Instead any payload data rate that is an integer
multiple of 64 kbps (implying an even integer multiple of
payload bytes on average per symbol) can be implemented
with dummy byte insertion where necessary and as
described by Schelestrate [22]. Triangular interleaving
that allows interleaving at a block length that is any
integer submultiple of a codeword length (in bytes) is
allowed (ADSL forced the block size of the interleaver
to be equal to the codeword length). Given the high
speeds of VDSL, the loss caused by dummy insertion
is small, compared to the implementation advantage
of decoupling symbol length from codeword length.
Triangular interleaving was described by Starr et al. [1]
and described again by Schelestrate [22].

Figure 21. PS = transmitter win-
dowing (pulseshaping) and ‘‘win-
dow’’ here means receiver window.
This simulation is for a 1000-m
loop of 0.5-mm transmission line
(24-gauge).
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Figure 22. Adaptive noise canceler for
elimination of VDSL self-NEXT in
asynchronous VDSL operation. Shown
for one upstream/downstream boundary
tone (which can be replicated for
each up/down transition tone that has
NEXT distortion with asynchronous VDSL
NEXT). No canceler is necessary if NEXT
is synchronous.

Latency can take on any value between 1 ms (fast buffer
requirement) and 10 ms (slow buffer default) or more. The
latency is determined according to codeword, data rate,
and interleave depth parameter choices as in [22]. Fast
and slow data is combined according to a frame format that
no longer includes the synchronization symbol of ADSL,
and has updates of the fast and slow control bytes with
respect to ADSL. Superframes are no longer restricted to
just 69 symbols as in ADSL.

3.4. Initialization

The various aspects of training of a DMT modem [1].
The VDSL training procedure is described in Ref. 22
and compatible with the popular ‘‘g.handshake’’ (g.994)
methods of the ITU. The fundamental steps of training
are the same as in [1] with the LT now being expected
to set a timing advance and measure round trip delay of
signals so that the digital-duplexing becomes automatic.
The length of cyclic prefix versus suffix and other detailed
framing parameters are set through various initialization
exchanges.

One feature of digital duplexing is that it does allow
very simple echo cancellation if there is band overlap. With
synchronized symbols, there is only one tap per tone to do
full echo cancellation where that may be appropriate.
However, the NEXT generated by overlapping bands
at high frequencies might discourage one from trying
unless NEXT cancellation (coordinated transmitters and
receivers) can also be used, which would also only be one
tap per tone per significant crosstalker. The reader is
referred to Ref. 22 for more details.

4. MULTIPLE-QAM APPROACHES AND STANDARDS

The VDSL system specified by Oksman [21] uses either
CAP or QAM as a modulation scheme [1] and frequency-
division duplexing (FDD) to separate the upstream
and downstream channels. There are two carriers or
equivalently center frequencies, both with 20% excess
bandwidth raised cosine transmission in each direction,
following frequency plans 997 (Europe) or 998 (North
America). The symbol rate of each of the signals is
any integer multiple of 67.5 kHz, and the carrier/center
frequencies can also be programmed as any integer
multiple of 33.75 kHz. This allows for the receiver for
each signal to estimate signal quality and request and
appropriate center frequency and symbol rate, as well
as corresponding signal constellation, which can be any
integer QAM constellation from 4 points to 256 points
as described in detail by Oksman [21]. Radio-frequency
emission control occurs through programmable notch
filters in the transmitter, for which a decision feedback
equalizer in the receiver can partially compensate.

With overhead included, data rates are certain integer
multiples (not all) of 64 kbps up to 51.84 Mbps downstream
and 25.92 Mbps upstream.

4.1. Profiling in SCM VDSL

To accommodate short (<1 or 1000 ft), medium (1000–
3000 ft), and long (>3000 ft) transmission at both
asymmetric and symmetric rates, SCM VDSL can
transmit up to 4 QAM signals, two in each direction.
For long loops, only one carrier downstream and one
carrier upstream (just above the downstream band) is
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permitted. For medium range, a second downstream
carrier is permitted in addition to the two carriers of
long loops, while the short loops can use all four carriers.
It was basically this 4-max carrier feature of SCM that
forced the number of bands in the 997 and 998 frequency
plans.

Figure 23 depicts the concepts of the profiles that are
created by altering the center frequencies and symbol
rates chosen. Notches at radio bands must be inserted to
ensure emissions meet radio requirements, however there
are not a sufficient number of carriers to simply achieve
this notching by reversing direction. The 998 spectrum
plan does leave one radio band as a reversal point near
4 MHz between upstream and downstream transmission.
As Fig. 23 illustrates, larger symbol rates will likely be
accompanied by larger center/carrier frequencies.

Decision-feedback equalization is presumed in the
receiver and no Tomlinson precoding is used, even though
FEC is used. The FECs in Ref. 21 and interleaving are
basically identical to those used in the DMT standard. The
DFE is described in the next subsection.

4.2. Operation of the DFE

The way a DFE handles RF interference (RFI) and
notching is briefly discussed with reference to Fig. 24.

The analog front end (AFE) of any VDSL system needs
to do some analog processing to reduce very strong RFI to
an acceptable level and avoid overloading of the receiver’s
A/D and other input circuitry. This issue is not discussed
any further here. The feedforward filter of the DFE creates
a notch around the frequency at which the RF interferer

is located, so that very little RFI is present at the output
of this adaptive filter. The energy that is removed from
the received signal by this notch is then restored by the
feedback filter in such a way that the folded spectrum
at the input of the slicer is flat. Actually, this is often
claimed to be optimum performance by SCM advocates,
but is not — optimum performance only can occur when
the transmit band is silenced and more carriers are used
to have a QAM signal on each side of the notch [25]. DFEs
with multiple or single deep notches can require high
precision implementation and must execute at the symbol
rate, leading to billions of operations per second being
required at VDSL speeds. Most QAM designers reduce
the number of taps from the levels needed for excellent
performance because of this complexity problem. Instead,
designers hope that the difficult notching is not required
often and then the small number of taps in the equalizer
is sufficient.

In a way, SCM VDSL designers reduced system
complexity in early chips by ignoring difficult channels
and hoping that the low-complexity chips would be
consequently attractive. QAM is suited well with the DFE
on channels that have continuous transmission bands and
mediocre distortion, where it can eliminate generation
of multiple carriers. However, as the channel distortion
grows, the complexity of the DFE quickly overtakes the
complexity of the multiple carrier generation and QAM
cannot handle channels with the severest distortion of
VDSL well. SCM designers hope that an early low-cost
solution can be replaced by increasing complex QAM
components of the future that gradually address an
increasing number of severe distortion situations in VDSL.
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Figure 23. Basic concept of profiling in SCM VDSL.
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5. ETHERNET IN THE FIRST MILE (EFM)

Figure 26 shows the basic concept of EFM [38]. One, two,
or four phone lines may be coordinated to deliver 10 or
100 Mbps symmetric VDSL service in EFM. The 10 mbps
version is also recently known as MDSL. While ‘‘Ethernet’’
physical-layer copper twisted-pair standards have long
been established, they are restricted to a length of 100 m
for 10-Mbps (10base-T), 100-Mbps (100base-T) and 1000-
Mbps (1000base-T). Each uses a category 5 set of 4
twisted pairs in synchronous point-to-point transmission.
Longer-length transmission fundamentally requires a
different physical-layer modulation, while the upper layer
‘‘Ethernet/TCP/IP’’ functionality can be maintained so that
the DSL line essentially looks like a ‘‘long-range ethernet.’’
Since the current physical-layer Ethernet often uses 3
or 4 twisted pairs in coordination, admitting that same
possibility for the EFM versions (clearly longer length
for any given speed can be attained by sharing the
transmission bandwidth of several lines to achieve the
desired rate of 10 or 100 Mbps) as well as the possibility
of carrying the entire data rate on just one line also (over
a distance shorter than 2 or 4 coordinated lines).

Presently, the IEEE 802.3 standards committee is
studying EFM possibilities, and has selected VDSL for
the transmission format. EFM appears interested in only
symmetric transmission where VDSL under plans 997 and
998 are clearly designed for asymmetric transmission.
However, the flexible VDSL spectra under the DMT

standard in Section 3 clearly does allow different band
use for EFM where appropriate.

Some documents on EFM line modeling have
appeared [38,39], but models are not fully accepted nor
standardized presently for long-length lines. In partic-
ular, FEXT modeling at high frequencies becomes very
important, especially with the use of multiple lines at
wide coordinated bandwidths.

5.1. Multiline FEXT Modeling

The multiple-input/multiple-output (MIMO) characteri-
zation of a cable of twisted pairs merits attention and
measurement for studies in Ethernet in First Mile (EFM)
efforts. As noted, groups of twisted pair within a cable
may be combined for better transmission/duplexing: The
interaction between lines within a subgroup or the entire
cable can be exploited to improve performance and reduce
transceiver complexity, motivating a model. Reference 39
suggests a temporary model for MIMO FEXT that can be
used to evaluate/test EFM.

5.1.1. The MIMO FEXT Channel. Figure 25 illustrates
the matrix or MIMO FEXT twisted-pair channel. Each
of the M inputs to this matrix channel may produce a
component of the signal at each of the K outputs. Usually,
M = K. For instance, a quad (4 twisted pairs tightly packed
together) has M = 4 inputs, K = 4 outputs, and a total
of 16 = M · K transfer functions of interest. These M · K
transfer functions can be summarized in a K × M matrix

EFM
transmitters

Twisted-pair lines

H
(cable)

1 1

EFM
receivers

M K

Figure 25. Matrix channel.
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Figure 26. Ethernet in first mile illustration (shaded area is EFM interest) (courtesy of H. Barass).

H. The K × 1 vector of channel outputs Y is then related
to the M × 1 vector of channel inputs X by Y = HX.

Ultimately, the designer would desire the exact H
for each binder of wires: Any FEXT information is
contained within this matrix. Approximate models are
of interest in evaluating the various EFM opportunities
in terms of range, rates, and service applications/market.
In recognition that such transfer matrices are not well
known, Reference 39 suggests an H model for temporary
use in EFM studies. NEXT matrix models are of
less MIMO interest since NEXT is either avoided by
duplexing choice or by echo/NEXT cancellation between
lines.

The kmth element of H = [Hkm(f )] k=1,...,K
m=1,...,M

is the transfer

function from input m to output k. When m = k, H(f ) is
simply the transfer function of the kth line, Hkk(f ), and
can be determined from basic transmission line theory,
given the length and RLCG parameters of the line [10].
Reference 10 also models FEXT power transfer of the off-
diagonal terms as proportional to the line transfer function
|Hkk(f )|2, the square of frequency f 2, and the length of the
line (in meters), d, which is explained on p. 90 of Ref. 11.
This corresponds to a crosstalk–insertion loss transfer
path of

Hkm(f ) = hfextHkk(f ) · (jf ) · √
d (1)

with a worst-case value of hfext = √
7.74 × 10−21 · (.3048

m/ft) = 4.8 × 10−11 for two adjacent category 3 phone
company (telco) plant crosstalking lines. Equation (1) is for
one crosstalking line — thus an extra multiplicative factor
of (K − 1)0.6

r used in models that average several lines is not
used because that factor is for more than just two adjacent
crosstalking lines. The factor hfext is reduced nominally
by a factor of 10 (or 20 dB) for category 5 wiring with
tighter twisting. However, quads in the telephone plant

that instead sometimes twist all 4 lines in an ensemble,
may have a value higher than the one above, as much as
an increase by a factor of 20 dB. Thus, a range of hfext may
be given by

(Category 5 independent twists) 4.8 × 10−12 ≤ hfext ≤ 4.8

× 10−10 (category 3 ensemble–twisted quads).

This same FEXT model is often seen in a form that
describes only energy transfer, in other words, the squared
magnitude of Eq. (1). Here, the model is converted to
voltage transfer because EFM studies may desire phase
information also. The equation above may sometimes
be augmented by a linear phase term ej2π f τ , where τ

is chosen to make the corresponding crosstalk impulse
response causal. The matrix H can then be formed by
finding the insertion loss function for any twisted pair
in the bundle and inserting this insertion loss along the
diagonal terms of the matrix H. The off-diagonal terms
are equal to Eq. (1) with possibly randomly chosen phase
offsets and/or linear phase. Some schemes that coordinate
the lines may find the details of the off-diagonal terms
increasing important.10 In all cases, simple squaring of
Eq. (1) and treating the FEXT like Gaussian noise (which
is what current transceiver designs and implementations
do) leads to the lowest possible (i.e., uncoordinated)
performance.

However, actual individual FEXT insertion losses do
not follow such a smooth characteristic with frequency

10 When the off-diagonal terms are significantly smaller than
the diagonal, the best coordinated schemes all converge to make
the line appear as if there were no FEXT. While the details of the
transfer function are then not of consequence to performance, the
implementation still depends on knowing the phase.
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Figure 27. Illustration of 500-m example FEXT insertion loss functions (courtesy of John Cook of BTexact).

and indeed vary up and down with respect to the model
in Eq. (1) (see Fig. 27). The variations can vary with the
individual pairs as in Fig. 27.

The inaccuracy of the Eq. (∗) model is increasingly
evident at higher frequencies. There is a raised sinusoidal
appearance to the magnitude transfer. This plot shows
coupling functions between a pair on a 500 meter .5 mm
cable with 50 pairs. Cosine terms can be added to the
model to closely approximate the location of the dips and
peaks in frequency seen in the measured FEXT insertion
loss functions. Thus, the proposed model is

Hkm(f ) =




H(f ) m = k

nlines · √hfextd · (j2π f )

·
[
1 + 0.3 · cos

(
2π fd
cline

)

−0.3 · cos
(

4π fd
cline

)]
· H(f ) · ejϕ m �= k

where H(f ) is as derived above from standard transmission
theory. cline is the speed of light on the media (often just
use 300 Mm/s, and ϕ is a phase term [i.e., ϕ = 2π f τ + φkm,
where τ makes the response causal and φkm is chosen
from a uniform distribution over (0, 2π) independently
for each pair of indices m and k]. Normalizing each off-
diagonal entry by the factor nlines = (K − 1).6/2/

√
(K − 1) =

(K − 1)−0.2 on average can account for the fact that distant
lines have less crosstalk than close lines within the bundle
and produces a slightly more accurate model when K = 25
or 50.

The following table suggests values for hfext and nlines:

Category 5 Quad Category 3 Telco Quads

hfext 4.8 × 10−12 4.8 × 10−11 4.8 × 10−10

nlines 3−0.2 = 0.803 49−0.2 = 0.459 3−0.2 = 0.803

5.1.2. Summary. This proposed MIMO FEXT model
attempts to augment well-known existing models to
include

Sets of 4 lines — which may have better or worse
coupling depending on the type of quad and associated
independent (Cat 5) or ensemble (Cat 3 telco quad) twisting

Phase — phase coupling between lines that can be
important for implementation of coordinated transmission
schemes

Notches — the length-dependent frequency variation
not included in earlier models, but that may become
important in EFM studies

This model is in somewhat of a state of improvement at the
time of writing and readers may want to pursue dynamic
spectrum management and future EFM standards for any
updates occurring after the time of writing. Reference 41
enumerates EFM data-rate vs range possibilities.
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1. INTRODUCTION

A virtual private network (VPN) is a private network
constructed by public lines or connections using secure
methods to transfer information. For example, VPN
technology allows organizations to securely extend their

network services across shared public networks such as
the Internet to remote users, branch offices, and partner
companies.

Large corporations used to interconnect local headquar-
ters and branch offices with leased connections provided
by telecommunication companies and ran private net-
works, so-called corporate networks. With the rise of
the Internet technology more and more corporate net-
works switched from various networking protocols such
as Novell to the TCP/IP protocol suite. Such private net-
works based on Internet technology are also referred to
as intranets. Since leased lines are expensive and the cor-
porations often already have Internet connectivity, there
is an economic incentive to replace the expensive leased
connections and to use the wide-area interconnectivity of
the global Internet instead. However, two basic problems
must be emphasized:

1. The intranet may use private addresses that are
not unique in the global Internet and thus not
routable [1].

2. The Internet protocol version 4 does not assure
transmission privacy. While IP packets travel
through the public Internet they may be viewed
or even altered by third parties.

2. DIFFERENT TYPES OF VPNs

2.1. Subnet-to-Subnet and Access VPNs

Virtual private networks [2–4] encapsulate the packets
with private addresses into packets with public addresses.
This process is called tunneling. If privacy and authenticity
of the encapsulated packets are desired, these can be
ensured with cryptographic means.

Figure 1 shows the two most prominent VPN types:
subnet-to-subnet VPNs and access VPNs. The subnet-
to-subnet VPN interconnects geographically distributed

Home PC Corporate subnet X

Corporate subnet Y

E
ncrypted V

P
N

 tunnel

Internet

POP

Pub. 1

Pub. 2

Src: Pub. 1
Dst: Pub. 2

Src: X.7
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Data

Access router

Figure 1. Virtual private network types.
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private IP subnets. All traffic leaving one subnet destined
for another one is tunneled through the public Internet.
The access VPN allows roaming users to dial into the
virtual network from their home computers or via an
arbitrary Internet point of presence (POP).

Figure 1 also illustrates the tunneling mechanism. It
shows the structure of a tunneled IP packet originating
from an application that runs within the private subnet
X. The packet’s destination is a computer in a remotely
located part of the VPN (the private subnet Y). The subnets
X and Y use private IP addresses that cannot be routed in
the public Internet. The address structure of the VPN is
invisible from the outside. The access routers of subnets
X and Y incorporate VPN functionality. They have an
interior network interface with a private IP address and
an exterior network interface with a public IP address. The
access router at X recognizes that the packet in question
must be tunneled. It knows the public interface of the
access router of subnet Y and uses that address as the
destination address and its own public address as the
source address. The access router (also referred to as
the tunnel endpoint) creates a new IP packet with these
new addresses and puts the original packet into the
payload of the new packet. The payload is then encrypted.
The new packet is sent to the tunnel endpoint at Y. There,
the router extracts the payload of the packet and decrypts
the content. In this manner, the original packet is restored
and can be routed on the private subnet Y toward the
originally intended destination.

The access VPN case also uses tunnels. However, there
are two distinct possibilities. Either the home PC acts as a
tunnel endpoint or the POP of an Internet service provider
(ISP) acts as tunnel endpoint.

While a VPN may be useful for a small-to-medium-sized
company, the management of the VPN would require
additional equipment and personnel. As a consequence,
there exists a market for VPN services that lets the
customers outsource the management of their VPN. The
ISP can deploy VPN capable border routers and use
them to introduce a VPN on-demand service [5]. Thereby,
several VPNs can be managed on the same infrastructure
by the same personnel (ISP staff) so that both the customer
and the provider can profit from the economy of scale.

2.2. Encapsulation

Today, many different types of VPN technologies exist such
as layer 2 VPNs based on frame relay and asynchronous
transfer mode (ATM) networks; remote-access VPNs such
as PPTP and L2TP; and IPSec-based VPNs.

2.2.1. Link-Layer VPNs (Layer 2). The Integrated Ser-
vices Digital Network (ISDN), frame relay and asyn-
chronous transfer mode are connection-oriented networks
on link level (layer 2) that support the establishment
of link-layer VPNs. Nowadays, most link-layer VPNs
are established by frame relay and ATM technology. IP
network links over these underlying connection-oriented
network technologies are based on overlay models. In
this case, meshes of connections have been established to
interconnect IP routers of particular VPNs by providing a
tunneling infrastructure.

Other but similar types of virtual networks based on
link-level mechanisms are virtual local-area networks
(VLANs) that can be established using IEEE 802.1Q,
ATM LAN emulation (LANE), or multiprotocol over ATM
(MPOA) technologies.

A major disadvantage of layer 2 VPNs and also VLANs
is the need for a homogeneous topology throughout the
entire VPN and the complexity involved in managing
two different network technologies, namely, IP and
the underlying network technology, for a single VPN.
An advantage lies in the connection-oriented structure
of those technologies. Links stay established and the
tunneled packets follow the link and don’t need to be routed
as in IP-based VPNs. In addition, quality of service (QoS)
is often provided implicitly by the connection-oriented
network technologies.

2.2.2. Network-Layer VPNs (Layer 3). In contrast to
the link-layer VPNs, where the location-independent IP
provides layer 3 addresses and the location-dependent
addresses are provided by layer 2 technology, in network
layer VPNs, IP provides location-independent as well as
the location-dependent addressing. For example, in a link-
layer VPN, the location-independent IP addresses can be
chosen by the user and the fixed medium-access channel
(MAC) addresses are delivered by the network interface. In
a network-layer VPN, the location-dependent IP addresses
are provided by the intranet and the location-independent
IP addresses are provided by the VPN. VPNs based on
tunneling mechanisms that use network-layer protocols
such as IP or MPLS as outer header are called network-
layer VPNs.

Tunneling (also called packet encapsulation) is a
method of wrapping a packet into a new one by prepending
a new header. The whole original packet becomes the
payload of the new one. At the tunnel endpoints (usually
border routers) the header is added (respectively removed)
and the result is then forwarded again. Tunneling is often
used to transparently transport packets of one network
protocol through a network running another protocol.

IP VPN tunneling mechanisms often encapsulate IP
packets into IP packets. This tunneling method is called
IP in IP encapsulation (IPIP). With IPIP encapsulation
encryption can be applied to the inner packet by using
IPSec protocols.

Generic routing encapsulation (GRE) is another popular
tunneling method. GRE is a multiprotocol carrier protocol.
With GRE a router at each VPN site encapsulates protocol-
specific packets in an IP header, creating a virtual point-
to-point link to routers at other ends of an IP cloud, where
the IP header is stripped off. By connecting multiprotocol
subnetworks in a single-protocol backbone environment,
IP tunneling allows network expansion across a single-
protocol backbone environment. GRE tunnels do not
provide true confidentiality (no encryption functionality)
but can carry encrypted traffic. It is possible to encapsulate
almost every existing network protocol in GRE.

Standard protocols such as the Point to Point Tunneling
Protocol (PPTP) and Layer 2 Forwarding (L2F) are
required for supporting remote VPN access by single
end systems. The protocols establish virtual point-to-point
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links between an end system and a VPN server. The
VPN server acts as an interface of a VPN for remote end
systems. The protocols mentioned above can carry any
other network protocol and are themselves encapsulated
in IP. PPTP and L2F have been developed further resulting
in a standard called Layer 2 Tunneling Protocol (L2TP).

With multiprotocol label switching (MPLS) routing
is independent from the destination address in the
encapsulated packet. This independence from the routing
decision and the destination address is obtained by
establishing a label-switched path (LSP) instead of
establishing an IP tunnel between the two routers of
a common VPN. MPLS allows setting up tunnels by
appending a MPLS header in front of the IP header.
This 32-bit MPLS header avoids the large overhead by
another IP header as it is required with IP-in-IP tunneling.
Multiple MPLS headers are possible; thus labels can
be stacked onto each other. Label stacking supports
hierarchical tunnels and is in particular being used when
building MPLS-based VPNs.

In a typical MPLS VPN scenario as shown in Fig. 2, a
packet is classified at an ingress router of an ISP based
on the incoming port number as belonging to a particular
VPN. The ingress router has learned via Boarder Gateway
Protocol (BGP) to which VPN it belongs, to which egress
router the packet must be sent, and via which egress
interface the destination is reachable. The ingress router
appends two labels to a packet belonging to a VPN;
the inner label specifies the egress port at the ISPs
egress router, namely, the link toward the destination
subnetwork of the VPN. The outer label is being used to
forward the packet toward the egress router and can be
learned by MPLS signaling protocols such as Constraint-
based Routing (CR) using Label Distribution Protocol
CR-LDP or Traffic Engineering Resource Reservation
Setup Protocol (TE-RSVP). Both labels are popped by the
egress router (edge router). Figure 2 shows an example
VPN/MPLS scenario with a label-switched path (LSP) set
up between ingress and egress of an ISP. This LSP is
set up along the path and carries the traffic between the
VPN subnets. Note that MPLS makes the private VPN
addresses of a customer transparent to the routers of the
ISP and that MPLS does not provide security mechanisms
as IPSec does.

2.2.3. Firewalls and VPNs. VPN tunnels are initiated
and terminated mainly by specially equipped routers
equipped with the respective hardware and software for

establishing VPNs. If the organization at the endpoint
of a tunnel needs additional security, the router can be
replaced by a firewall router. It is also possible to establish
VPNs through firewalls, that is, to tunnel a VPN link
through a firewall. In the case of opening a firewall for
a VPN tunnel, the instance allowing access to systems
behind their firewall has to make sure that the other
side deploys at least the same security policy level. If a
host establishes a single unprotected connection to the
Internet, and is at the same time connected through a
VPN to computers behind a firewall, hackers can break in
quite easily.

3. SECURITY AND THE INTERNET PROTOCOL

There exists a wide spectrum of technologies securing
Internet communication, but most of them are dedicated
to specific software applications. In that case, security
is provided by the application layer. Good examples
are Pretty Good Privacy (PGP) for mail encryption and
browser-based authentication as well as Secure Sockets
Layer (SSL) for traffic encryption between Web browser
and Web server. These restrictions are not consistent with
the requests of a large enterprise, and the average ISP
that may never know precisely the kind of applications
running tomorrow over today’s networks.

3.1. Possible Threats on the Internet

VPNs are driven by security threats in the network envi-
ronment and must fulfill three fundamental requirements:

• Authentication — the communicating persons must
really be the persons they claim to be.

• Confidentiality and privacy — no one shall be able to
electronically eavesdrop traffic.

• Integrity — the received traffic must not be altered in
any way during transmission.

3.1.1. Spoofing. In IP networks it is difficult to know
where information really originates. An attack called IP
‘‘spoofing’’ takes advantage of this weakness. Since the
source IP address of a packet has no influence on routing,
it can easily be forged. In this type of attack, a packet
coming from one machine appears to be coming from
another one. In fact, an IP source address is not trustable.

LSP 2

LSP 1

VPN 2

VPN 1

VPN 2

VPN 1

Inner label
Outer label

IP header
IP packet

Provider edge router

Router

Figure 2. Different VPNs tunneled with MPLS
over the same link.
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3.1.2. Session Hijacking and ‘‘Man in the Middle’’
Attack. Spoofing makes it possible to take over a connec-
tion. Even initial authentication for each communication
is no protection against session hijacking. A hacker can
take over a session and stay invisible in the middle, pre-
tending to be the respective peer of the two original session
partners. The hacker thereby possibly filters and modifies
all packets of the session. Identifying the communicating
person once does not ensure that it remains the same per-
son throughout the rest of the session. Each data source
has to be authenticated throughout the whole session.

3.1.3. Electronic Eavesdropping. A large part of most
networks is based on Ethernet LANs. This technology has
the advantage of being cheap, universally available, and
easy to expand. But it has the disadvantage of making
sniffing easy. An even more severe situation nowadays
exists in wireless LANs.

In Ethernet networks, every node can read each packet.
Conventionally, each network interface card listens and
responds only to packets specifically addressed to it. But
it is easy to force these devices to collect every packet that
passes on the wire. Physically, there is no way to detect
from elsewhere on the network which network interface
card is working in the so-called promiscuous mode.

Diagnostic tools called ‘‘sniffers’’ get the information
out of the collected packets. Such tools can record all
the network traffic and are normally used to quickly
determine what is happening on any segment of the
network. However, in the hands of someone who wants
to listen in on sensitive communications, a sniffer is a
powerful eavesdropping tool.

The grown Internet structure with the global backbones
makes electronic eavesdropping on routers and especially
on backbone routers very efficient. Also in virtual LANs
that transfer clear text, packets can be eavesdropped
easily.

3.2. The Security Architecture for the Internet
Protocol (IPSec)

The Internet Engineering Task Force (IETF) standardized
IP version 6 (IPv6) [6] to solve pending problems such as
address shortage of the current version of the IP protocol
(IPv4). A spinoff development of this process was the IP
security architecture (IPSec), which introduces per packet
security features. While the IP version 6 deployment has
been delayed, the security architecture has been adopted
by the current IP version (IPv4). A key motivation for this
was that IPSec includes all security mechanisms needed
to implement VPNs.

The Internet security architecture consists of a
family of protocols. IPSec describes IP packet header
extensions and packet trailers that provide security
functions. The per packet security functions come from
two protocols: the Authentication Header (AH) [7], which
provides packet integrity, and authenticity and the
Encapsulating Security Payload (ESP) [8], which provides
privacy through encryption. AH and ESP (Figs. 3–5) are
independent protocols that can be used separately and that
can be combined. One reason for the separation was that
there are countries that have restrictive regulations on
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Figure 3. IPSec; IP packet after applying ESP in tunnel mode.
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Figure 5. IPSec; IP packet after applying AH in transport mode.

encrypted communication. There, IPSec can be deployed
solely using AH because authentication mechanisms are
not regulated.

The set of AH and ESP is required in order to
guarantee interoperability between different IPSec imple-
mentations. Both protocols are specified independently of
cryptographic algorithms. A new encryption algorithm, for
example, can easily be added to IPSec. Both AH and ESP
assume the presence of a secret key. This key material
may be installed manually. A better and more scalable
approach is to use the third protocol of the IPSec family:
the Internet Key Exchange protocol (IKE) [9], described
below.

3.2.1. The Encapsulation Security Payload. The Internet
Assigned Numbers Authority (IANA) has assigned the
protocol number 50 for the IPSec encapsulation security
payload. ESP ensures privacy of the IP payload. For that
purpose an ESP header and an ESP trailer clamp the IP
payload between them. The payload and the trailer are
encrypted. The ESP also provides optional authentication.
Figure 6 depicts the ESP part of an IP packet transformed
by ESP in transport mode. The ESP header is located after
the IP header and contains the security parameter index
to identify the security association. Furthermore, there is
a sequence number that is incremented for each packet.
This helps to detect replay attacks, where the attacker
records a packet and resends it later.

The ESP trailer is added after the payload. The trailer
includes padding that is necessary because the encryption
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Figure 6. ESP part of an IPSec packet in transport mode.

algorithms often require the payload to be blocks of fixed
length (e.g., 8 bytes). The pad length field encodes the
length of the padding in bits. The next header field contains
the protocol number of the next (eventually higher layer)
protocol in the payload (e.g., IP or a concatenated IPSec
protocol). Note that the trailer up to here is also encrypted.
So, an attacker can, for example, not read what protocol is
in the payload data. The ESP trailer may end with optional
authentication data. The authentication data consist in a
message authentication code (MAC) computed by a secure
hash function. The input of the hash is a secret key, the
ESP header, the ESP payload, and the rest of the ESP
trailer. The MAC does not protect the initial IP header.

ESP supports nearly any kind of symmetric encryption.
The default standard built into ESP, which assures basic
interoperability, is 56-bit DES. ESP also supports some
authentication (as does AH — the two options have been
designed with some overlap).

3.2.2. The Authentication Header. The IANA has
assigned the protocol number 51 for the IPSec authen-
tication header. AH authenticates the packet so that a
receiving IPSec peer can know for sure that the packet
originates from the sending peer. Furthermore, the packet
integrity is guaranteed. The receiver can verify that
nobody has changed the packet while it was in transit
between the peers. AH ensures this by calculating authen-
tication data with a secure one-way hash function. The
calculation also includes the secret key.

An attacker not knowing this key is neither able to forge
a valid packet nor to authenticate the packet. Figure 7
depicts the AH part of an IP packet transformed by
AH in transport mode. The AH header includes the next
header field and encodes the payload length. The length is
necessary because the authentication data are variable in
length. The AH header, just like the ESP header, contains
a security parameter index and a sequence number.
Finally, there is the authentication data (the secure hash
value). The authentication of AH also covers the original
IP header, in contrast to the optional authentication of
ESP. However, some fields of the IP header are excluded

Security parameter index (SPI)

Sequence number

Authentication data (variable length)

Pad length Next header Reserved

Figure 7. AH part of an IPSec packet.

from the authentication, because their values may change
during the forwarding of the packet. These exceptions
are the time-to-live field that is decremented by each
router and the Differentiated Services Code Point (DSCP)
protocol.

The design of the authentication header protocol makes
it independent from the higher-level protocol. It can be
used with or without ESP. The different fields of the
AH are

• The next header field that specifies the higher-level
protocol following the AH.

• The pad length field is an 8-bit value specifying the
size of the AH.

• The reserved field is reserved for future use and is
currently always set to zero.

• The SPI identifies a set of security parameters to be
used for this connection.

• The sequence number is incremented for each packet
sent with a given security parameter index (SPI).

• Finally, the authentication data are the actual
integrity check value (ICV), or digital signature, for
the packet. It may include padding to align the header
length to an integral multiple of 32 bits (in IPv4) or
64 bits (in IPv6).

To guarantee minimal interoperability, all IPSec imple-
mentations must support at least HMAC-MD5 (Keyed-
Hash Message Authentication Code for the Message Digest
5 Algorithm) and HMAC-SHA-1 (Keyed-Hash Message
Authentication Code for Secure Hash 1 Algorithm) for
AH. IPSec, including AH and ESP, has been designed for
both IPv4 and IPv6.

3.2.3. Transport and Tunnel Mode. Both ESP and AH
have two modes: the transport mode and the tunnel
mode. Transport mode just encrypts and authenticates
the payload and a part of the IP header. It extends the
IP headers by adding new fields. Transport mode allows
the user to run IPSec from end-to-end (Fig. 8), while the
tunnel mode is ideal for implementing a VPN tunnel at
Internet access routers (Fig. 9).

The tunnel mode adds a complete new IP header (plus
extension fields). In tunnel mode both AH and ESP can be
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used to implement IP-VPN tunnels. AH and ESP dispose
of a small standardized set of cryptographic algorithms
to ensure authenticity and privacy. Tunneling takes the
original IP packet and encapsulates it within the ESP.
Then it adds a new IP header to the packet containing the
address of the IPSec gateways. This mode allows passing
nonroutable IP addresses or other protocols through a
public network as the addresses of the inner header are
hidden. Privacy is also given by hiding the original network
topology.

3.2.4. Security Association and Security Policy Data-
base. At some point in the network, both AH and ESP
perform a transformation to IP packets. The IPSec-
compliant nodes always form sender–receiver pairs,
where the sender performs the transformation and the
receiver reverses it. The relation between sender and
receiver is described as a security association (SA).
Note that the security association describes just one
transformation and its inverse. Concatenated AH and ESP
transformations are described by concatenated SAs. SAs
can be seen as descriptions of ‘‘open’’ IPSec connections.
Both IPSec peering machines store representations of
security associations.

Under IPSec, the SA specifies the mode of the authen-
tication algorithm used in the AH and the keys of
that authentication algorithm. Also, it specifies the ESP
encryption algorithm mode and the respective keys, the
presence and size or absence of any cryptographic synchro-
nization to be used in that encryption algorithm, how to
authenticate traffic (protocols, encrypting algorithm and
key), how to make communication private (again, algo-
rithm and key), how often those keys need to be changed
and the authentication algorithm, mode and transform for
use in ESP, and the keys to be used by that algorithm.

Finally it specifies the key lifetimes, the lifetime of the
SA itself, the SA source address, and a sensitivity-level
descriptor.

A SA is uniquely identified by a triple consisting
of a security parameter index (SPI) (a 32-bit number),
the destination IP address, and the IPSec protocol (AH
or ESP). The sending party writes the SPI into the
appropriate field of the IP protocol extension. The receiver
uses this information to identify the correct security
association. In that way the receiver is able to invert the
transformation and to restore the original packet. Each
IPSec-compliant machine may be involved in an arbitrary
number of security associations.

Accordingly, a SA is a management construct used
to enforce a security policy in the IPSec environment.
The policy specifications are stored locally in every IPSec
node’s security policy database (SPD), which is consulted
each time when processing inbound and outbound IP
traffic, including non-IPSec traffic. The SPD contains
different entries for inbound and outbound traffic. The SPD
determines if traffic must be encrypted or can remain clear
text or if traffic must be discarded. If traffic is encrypted,
the SPD must point to the respective SA by a selector,
a set of IP and upper-layer protocol field values to map
traffic to a policy.

3.2.5. The Internet Key Exchange Protocol. If two
parties would like to communicate using authentication
and encryption services, they need to negotiate the
protocols, encryption algorithms, and keys to use.
Afterward they need to exchange keys (this might include
changing them frequently) and keep track of all these
agreements.

The Internet Key Exchange (IKE) protocol allows two
nodes to securely set up a security association by allowing
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Figure 10. IKE main mode: (a) first step;
(b) second step; (c) third step.

these peers to negotiate the protocol (AH or ESP), the
protocol mode, and the cryptographic algorithms to be
used. Furthermore, IKE allows the peers to renew an
established security association.

IKE uses the Internet Security Association and Key
Management Protocol (ISAKMP) [10] to exchange mes-
sages. ISAKMP provides a framework for authentication
and key exchange but does not define a particular key
exchange scheme. IKE uses parts of the key exchange
schemes Oakley [11] and SKEME [12].

IKE operates in two phases. In phase 1 the two peers
establish a secure authenticated communication channel
(also called ISAKMP security association). In phase 2
security associations can be established on behalf of other
services (most prominently IPSec security associations).
Phase 2 exchanges require an existing ISAKMP SA.
Several phase 2 exchanges can be protected by one
ISAKMP SA, and a phase 2 exchange can negotiate several
SAs on behalf of other services.

ISAKMP SAs are bidirectional. The following attributes
are used by IKE and are negotiated as part of the ISAKMP
SA: encryption algorithm, hash algorithm, authentication
method, and initial parameters for the Diffie–Hellman
algorithm [13].

3.2.5.1. Phase 1 Exchange. IKE defines two modes for
phase 1 exchanges: main mode and aggressive mode. The
main mode consists of three request–response message

pairs. The first two messages negotiate the policy (e.g.,
authentication method) (Fig. 10a); the next two messages
exchange Diffie–Hellman public values and ancillary
data necessary for the key exchange (Fig. 10b). The last
two messages authenticate the Diffie–Hellman exchange
(Fig. 10c). The last two messages are encrypted and
conceal the identity of the two peers.

The aggressive mode of phase 1 consists of only
three messages (Fig. 11). The first message and its
reply negotiate the policy. Moreover, they exchange
Diffie–Hellman public values, ancillary data necessary
for the key exchange, as well as identities. In addition
the second message authenticates the responder. The
third message authenticates the initiator and provides
a proof of participation in the exchange. The final message
may be encrypted. Aggressive mode securely exchanges
authenticated key material and sets up an ISAKMP SA,
but it reveals the identities of the ISAKMP SA peers to
eavesdroppers. Note, that the choice of the authentication
method influences the specific composition of the payload
of this exchange. Note also, that IKE assumes security
policies that describe what options can be offered during
the IKE negotiation.

3.2.5.2. Phase 2 Exchange. A phase 2 exchange nego-
tiates security associations for other services and is pro-
tected (encrypted and authenticated) based on an existing
ISAKMP security association. The payloads of all phase 2
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messages are encrypted. A phase 2 exchange consists of
three messages. The initiator sends a message containing
a hash value, the proposed security association parameters
and a nonce. The hash value is calculated over ISAKMP
SA key material and proves authenticity.

The nonce prevents replay attacks. Optionally, the
initial message can also contain key exchange material.
Such optional phase 2 key exchange generates key
material that is independent from the key material of
the ISAKMP SA. If the new SA should be broken, the
ISAKMP SA is thus not compromised. The initial message
may also contain identifiers in case the new SA is to be
established between peers different from the ISAKMP SA
peers.

The responder replies with a message of the same
structure as the initial message: an authenticating hash
value, the selected SA parameters, and a nonce. If
the initial message contained optional parameters, then
these are also part of the reply. Finally, the initiator
acknowledges the exchange with a third and final message
containing yet another hash value.

3.2.5.3. Authentication. IKE establishes authenticat-
ed keying material. IKE supports four authentication
methods to be used in phase 1: preshared secret keys, two
forms of authentication with public key encryption, and
digital signatures. Today’s IKE implementations support
X.509 certificates. Two computers not knowing each other
can initialize a security association through the help
of the commonly trusted third party that verified the
certificates.

4. OUTLOOK

The move from legacy-technology-based VPNs such
as frame relay and ATM to IP-based VPNs will go
on and thereby accelerate the deployment of newer
VPN techniques such as generalized MPLS (G-MPLS).
GMPLS is being considered as an extension to the
MPLS framework to include optical, non-packet-switched
technologies. A more recent traffic engineering technology
development in the context of G-MPLS is multiprotocol

lambda switching (MPλS). The major difference lies in the
replacement of the traditional numeric MPLS labels by
wavelengths (lambda).

Another trend are mobile devices. Mobile users, as
described above, move around and connect through fixed
wire dialup lines for example. These users are called
‘‘nomadic’’ users because the from the IP network view
they remain locally immobile during a connection time.
Roaming users that connect by mobile IP (MIP) require
special solutions in the VPN area as with each handover of
the mobile node the VPN tunnels need to be reestablished
within very short timeframes. An interesting combination
of the IPSec suite and the MIP protocols has been
described [14] in which, where mobile hosts are allowed
access to VPNs that are protected by firewalls from the
public Internet.
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1. FUNDAMENTALS

The Viterbi algorithm is a computationally efficient
technique for determining the most probable path taken
through a Markov graph. The graph and underlying
Markov sequence is characterized by a finite set of
states {S0, S1, . . . , Sn, . . .}, state-transition probabilities
Pr(Sj → Si), and the output (observable parameter)
probabilities p(y/Sj → Si) for all i and j, where the
observables y are either discrete or continuous random
variables. An example of a four-state Markov graph
is shown in Fig. 1, where only the nonzero probability
transitions are shown. Thus, for example, from S1 the only
nonzero transition probabilities are those to S2 and S3,
while from S3 they are those to itself, S3, and to S2.

It is also convenient for the description of the algorithm
to view the multistep evolution of the path through the
graph by means of a multistage replication of the Markov
graph known as a trellis diagram. Figure 2 is the trellis
diagram corresponding to the four-state Markov graph
of Fig. 1.

S1 S2

S3

S0

Figure 1. Markov graph example.
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Figure 2. Trellis diagram for Markov graph of Fig. 1.

At the top of Fig. 2 are shown the successive
observables y(1), y(2), . . . , y(k), . . ., each of which may
be vectors corresponding to multiple observations per
branch. Henceforth we use the notation y(k) to denote
the observable(s) for the kth successive branch. Similarly,
S(k) will denote any state at the kth successive node level
(and we shall dispense with subscripts until necessary).

The goal, then, is to find the most probable path
through the trellis diagram. A fundamental assumption is
that successive Markov state probabilities Pr[S(k − 1) →
S(k)] are mutually independent for all k, as are the
conditional output probabilities p[y(k)/S(k − 1) → S(k)].
For any given path from the origin (k = 0) to an arbitrary
node n, S(0), S(1), . . . , S(n), the relative path probability
(likelihood function) is given by

L =
n∏

k=1

Pr[S(k − 1) → S(k)] p[y(k)/S(k − 1) → S(k)]
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For computational purposes it is more convenient to
consider its logarithm, which is given by the sum

ln (L) =
n∑

k=1

m[y(k); S(k − 1), S(k)]

where

m[y(k); S(k − 1), S(k)]

= ln{Pr[S(k − 1) → S(k)] + ln p[y(k)/S(k − 1) → S(k)]}
which is denoted the branch metric between any two states
at the (k − 1)th and kth node levels. We next define the
state metric, MK(Si), of the state Si(K) to be the maximum
over all paths leading from the origin to the ith state at
the Kth node level. Thus, again inserting subscripts where
necessary, we obtain

MK(Si) = max
all paths S(0),S(1),...,S(K−1)

{
K−1∑
k=1

m[y(k); S(k − 1), S(k)]

+ m[y(K); S(K − 1), Si(K)]
}

It then follows that to maximize this sum over K terms,
it suffices to maximize the sum over the first K − 1 terms
for each state Sj(K − 1) at the (K − 1)th node and then
maximize the sum of this and the Kth term over all states
S(K − 1). Thus

MK(Si) = max
Sj(K−1)

{MK−1(Sj) + m[y(K); Sj(K − 1), Si(K)]}

This recursion is known as the Viterbi algorithm. It is most
easily described in connection with the trellis diagram. If
we label each branch (allowable transition between states)
by its branch metric m[ ] and each state at each node level
by its state metric M[ ], the state metrics at node level
K are obtained from the state metrics at the level K − 1
by adding to each state metric at level K − 1 the branch
metrics that connect it to states at the Kth level, and for
each state at level K preserving only the largest sum that
arrives to it. If additionally at each level we delete all
branches other than the one that produces this maximum,
there will remain only one path through the trellis leading
from the origin to each state at the Kth level, which is the
most probable path reaching it from the origin. In typical
(but not all) applications, both the initial state (origin) and
the final state are fixed to be S0 and thus the algorithm
produces the most probable path through the trellis both
initiating and ending at S0.

2. APPLICATIONS

Numerous applications of this algorithm have appeared
since the 1960s or so. The following list represents the
most prominent in approximate chronological order:

1. Decoders for convolutional codes on various wireless
channels

2. Maximum-likelihood sequence estimation (MLSE)
demodulators for intersymbol interference and
multipath fading channels

3. Decoders for recorded data
4. Optical character recognition
5. Voice recognition
6. DNA sequence alignment

We shall describe each in the order indicated above.

2.1. Convolutional Codes

The earliest application, for which the algorithm was
originally proposed in 1967, was for the maximum
likelihood decoding of convolutionally coded digital
sequences transmitted over a noisy channel. Currently the
algorithm forms an integral part of the majority of wireless
telecommunication systems, both involving satellite and
terrestrial mobile transmission. The convolutional encoder
and channel combination, as shown in Fig. 3, gives rise
directly to the Markov graph representation. In the
simplest case, one bit at a time enters the L-stage shift
register and the n linear combiners, each of which is a
modulo-2 adder of the contents of some subset of the L
shift register stages, generate n binary symbols. These are
serially transmitted, for example, as binary amplitude
(x = +1 or −1) modulation of a carrier signal. At the
receiver, the demodulator generates an output y, which
is either a real number or the result of quantizing the
latter to one of a finite set of values. The conditional
densities p(y/x) of the channel outputs are assumed to
be mutually independent, corresponding to a ‘‘memoryless
channel.’’ A commonly treated example of such is the
additive white Gaussian noise (AWGN) channel for which
each y is the sum of the encoded symbol x and a Gaussian
random noise variable, with all noise variables mutually
independent. This channel model is closely approximated
by satellite and space communication applications and,
with appropriate caution, it can also be applied to
terrestrial communication design.

Figure 3. Convolutionally encoded mem-
oryless channel.

n (modulo−2)
linear combiners

Channel
p(y |x)

L stages

1
2

n

x y
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The communication system model just described gives
rise naturally to the Markov graph representation. The
2L states correspond to the states of the contents of the
L-stage register. Thus S0 corresponds to the contents being
all zeros, S1 to the first stage containing a one and all the
rest zeros, and so on. Since only one input bit changes
each time, each state has only two branches both exiting
and entering it, each from two other states. For the exiting
branches, one corresponds to a zero entering the register
and the other to a one. Figure 1 could be used to represent a
two-stage encoder, where the state indices are the decimal
equivalents of the binary register contents. It is generally
assumed that all input bits are equally likely to be a zero or
a one, so the state transition probabilities, P(Sj → Si) = 1

2
for each branch. Hence the first term of the branch metric
m can be omitted since it is the same for each branch.
As for the second term of m, the conditional probability
density p(y/Sj → Si) = p(y/x), where x is an n-dimensional
binary vector generated by the n modulo-2 adders for each
new input bit, which corresponds to a state transition,
while y is the random vector corresponding to the n noise-
corrupted outputs for the n channel inputs represented by
the vector x. For the AWGN, ln p(y/x) is proportional to
the inner product of the two vectors x and y.

The convolutional encoder and its Markov graph just
described represent a rate 1/n code, since each input
bit generates n output symbols. To generalize to any
rational rate m/n < 1, m input bits enter each time
and the register shifts in blocks of m. The Markov
graph changes only in having each state connected to
2m other states. Another generalization is to map each
binary vector x, not into a vector of n binary values,
+1 or −1, but into a constellation of points in two or
more dimensions. An often employed case is quadrature
amplitude modulation (QAM). For example, for n = 4, 16
points may be mapped into a two-dimensional (2D) grid
and the value in each dimension modulates the amplitude
of one of the two quadrature components of the sinusoidal
carrier. Here x is the 2D vector representing one of the 16
modulating values and y is the corresponding demodulated
channel output. Multiple generalizations of this approach
abound in the literature and in real applications. In most
cases this multidimensional approach is used to conserve
bandwidth at the cost of a higher channel signal-to-noise
requirement.

An interesting footnote on this first application is
that the Viterbi algorithm was proposed not so much
to develop an efficient maximum-likelihood decoder for a

convolutional code, but primarily to establish bounds on
its error correcting performance.

2.2. MLSE Demodulators for Intersymbol Interference and
Multipath Fading Channels

In the previous application, the convolution operation is
employed in order to introduce redundancy for the purpose
of increasing transmission reliability. But convolution also
occurs naturally in physical channels whose bandwidth
constraints linearly distort the transmitted digital signal.
Treating the channel as a linear filter, it is well known
that the output signal is the convolution of the input
signal and the filter’s impulse response. A discrete
model of the combination of signal waveform, channel
effects, and receiver filtering is shown in Fig. 4. This
combination produces, after sampling at the symbol

rate, the discrete convolution xk =
m∑

j=0

hjuk−j, where the

variables u are the input bit sequence, generally taken
to be binary (+A or −A). The hj terms are called the
intersymbol interference coefficients, since except for the
h0 term, all the other terms of the sum represent
interference by preceding symbols on the given symbol.
To the output of the discrete filter xk must be added
noise variables nk to account for the channel noise.
While generally these noise variables are not mutually
independent, they can be made so by employing at the
receiver a so-called whitened matched filter prior to
sampling.

A related application with a very similar model is that
of multipath fading channels. Here the taps represent
multiple delays in a multipath channel. Their relative
spacings may be less than one symbol period, in which
case each symbol of the input sequence must be repeated
several times. Most important, because of random
variations in propagation, the multipath coefficients h
are now random variables, so the conditional densities of
y depend on the statistics of both the additive noise and
the multiplicative random coefficients.

Comparing Fig. 4 with Fig. 3, we note that the principal
difference is that modulo-2 addition is replaced by real
addition and there is one rather than n outputs for each
branch. Otherwise, the same Markov graph applies, with
two branches emanating from each state when the input
sequence is binary (+A or −A). Generation of the branch
metrics, ln p(y/Sj → Si), is slightly more complex because
besides depending on the noise, the y variables depend on
a linear combination of the h variables, with their signs

m stages

uk

nk

yk

h0 h1 hm−1 hm× ×

×

×

×

×

× ×
Figure 4. Intersymbol interference or
multipath fading channel model.
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determined by the register contents involved in the branch
transition.

2.3. Partial-Response Maximum-Likelihood Decoders for
Recorded Data

A filter model for the magnetic recording medium and
reading process is very similar to the intersymbol
interference model. The simplest version, known as the
‘‘partial response’’ channel results, when sampled at the
symbol rate, in an output depending on just the difference
between two input symbols, xk = uk − uk−2, with additive
noise samples also being mutually independent. Note
that since inputs u are +1 or −1, the outputs x (prior
to adding noise) are ternary, +2, 0, or −2. This then
reduces to the model of Fig. 4 with just two nonzero
taps, h0 = +1 and h2 = −1. Often this is described by
the polynomial whose coefficients are the tap values; in
this case h(D) = (1 − D2). This can be modeled by a two-
stage shift register that gives rise to a four-state Markov
graph, as in Figs. 1 and 2. But actually, a simpler model
can be used based on the fact that all outputs for which
k is odd depend only on odd-indexed inputs, and similarly
for even. Thus a two-state Markov graph suffices for each
of the odd and even subsets, as shown in Fig. 5. When
the recording density is increased, the simple partial-
response channel model is replaced by a longer shift
register. A generally accepted model has tap coefficients
represented by the polynomial h(D) = (1 − D)(1 + D)N ,
where N > 1. For example, for the case of N = 2, known as
‘‘extended partial response,’’ an eight-state Markov graph
applies.

The Markov nature of the preceding three applications
is obvious from the system model. For the next three, it
is not as obvious and often it is only a tentative model
of the phenomenon derived from observations. In such
cases the term hidden Markov model (HMM) is used. Such
models are often empirically derived based on experience
in the given discipline. Since background in each field
is a prerequisite for full understanding, we give only a
superficial description of each of the following.

2.4. Optical Character Recognition

The algorithm has been applied to the automatic character
recognition of hand-printed text. For many decades,
statistical analysis of English (and other languages) has
led to a Markov model whose states are the single letters,
digrams, trigrams, or generally N-grams, of English text,
as measured by their relative frequency in numerous
published texts. Thus given 27 letters, including space

as a letter, a Markov graph of 27N states can be created.
Unlike the previous applications, here the branch metric

m[y(k); S(k − 1), S(k)]

= ln{Pr[S(k − 1) → S(k)] + ln p[y(k)/S(k − 1) → S(k)]}

depends as much on the first term as on the second. The
first term, of course, is determined, as just noted, from
the predetermined N-gram transition relative frequencies.
(The transitions will involve just a change of a single
letter as, e.g., transition from THA to HAT.) As for the
observables y(k), these may be as simple as the character
recognizer’s preliminary estimate (without benefit of the
Markov character) to measurements on a grid of points,
possibly including gray levels, which will result in better
performance. In any case, the conditional density of the
measurement values given the letter causing the branch
transition must also be predetermined to implement the
second term.

2.5. Voice Recognition

An increasingly popular application has been to voice
recognition for automated dialing or response systems.
The situation is very similar to character recognition,
except that the language text characters are replaced
by phonemes, which are voiced fragments of speech. So
the states may be the phoneme N-grams and the first
term of the branch metrics are the predetermined relative
frequencies of transitions between phonemes. The second
term then depends on measurements of the recorded voice
phoneme and its conditional probability relative to the
actual phoneme causing the given transition.

2.6. DNA Sequence Analysis

The most recent and most surprising application has
been to the alignment of strands of DNA sequences
involved in mapping the genome. DNA sequences consist
of four types of nucleotides labeled A, C, G, and T. In
addition, in analyzing similarities among sequences, one
must accept the possibility of insertions and deletions.
Thus the states of the hypothetical hidden Markov
model each involve nucleotides, insertions, or deletions
or some combination thereof. The Markov state-transition
probabilities are initially assigned arbitrarily or based
on previous experience. After the maximum-likelihood
alignments are found by means of the algorithm, the
relative frequencies of the state transitions are counted
and used as the transition probabilities for a second
iteration of the algorithm. This process may continue

Figure 5. Markov graph and Trellis diagram for even
(odd) partial-response states.
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through several iterations until the measured relative
frequencies of a given iteration provide a good match
to those of the hypothesized model from the previous
iteration. In this way the accuracy and reliability of
the HMM is refined along with the maximum-likelihood
alignments.

2.7. Other Applications

Given the pervasiveness of Markov models for a variety
of fields, there have been numerous other applications
of the Viterbi algorithm throughout the engineering and
scientific literature, and there will likely continue to be
more. The list is too lengthy and some applications are too
obscure to identify. We have provided here the six most
often cited.
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1. INTRODUCTION

Vocoder is a term that is formed from the concatination of
the words voice and coder. Although originally it became
associated with a specific class of analysis/synthesis
systems for speech bandwidth reduction, such as the
channel vocoder, it is now used for a wider class of

algorithms for the compression of bit rate of speech signals.
Strictly speaking, vocoders as opposed to waveform coders
represent a subcategory of speech coders that make heavy
use of speech spectral properties and rely on a source
system model for the representation and parametrization
of speech. More recently the term vocoder has been used
more loosely, and essentially it became associated with the
speech coding algorithms that are used in cellular phones,
streaming speech applications, Internet telephony, secure
communications, digital answering machines, portable
digital voice recorders, and other applications.

Vocoder algorithms are embedded in several interna-
tional standards formed for telephony and multimedia
applications. The standardization section of the Interna-
tional Telecommunications Union (ITU), formerly CCITT,
has been developing compatibility standards for tele-
phony and more recently for Internet and multimedia
applications. Other standardization committees, such as
the European Telecommunications Standards Institute
(ETSI) and the International Standards Organization
(ISO), have also drafted requirements for speech (GSM)
and audio/video coding (MPEG) standards. In addition
to these organizations there are also committees form-
ing standards for private or government applications such
as secure telephony, satellite communications, and emer-
gency radio applications. Standard specifications have
driven much of the research and development in the
speech coding area and several speech and audio coding
algorithms have been developed and eventually adopted
in international standards. A series of competing speech
signal models based on linear predictive coding (LPC)
[1–7] and transform-domain analysis–synthesis [8–10]
have been proposed since the mid-1980s. On the other
hand, high-end audio coding relied heavily on sub-band
and transform coding algorithms that use psychoacoustic
signal models [11,12].

Speech coding for low-rate applications involves
parametric representation of speech using analysis
synthesis systems. Analysis can be open-loop or closed-
loop. In closed-loop analysis, also called analysis-by-
synthesis, the parameters are extracted and encoded
by minimizing the perceptually weighted difference
between the original and reconstructed speech. Speech
coding algorithms are evaluated based on speech quality,
algorithm complexity, delay, and robustness to channel
and background noise. Moreover in network applications
coders must perform reasonably well with nonspeech
signals such as DTMF tones, voiceband data, and
modem tones. Standardization of candidate speech coding
algorithms involves evaluation of speech quality using
subjective measures such as the Mean Opinion Score
(MOS), which involves rating speech according to a 5-level
quality scale, as shown in Table 1.

A MOS of 4–4.5 is associated with network or toll
quality (wireline telephone grade), and scores between 3.5
and 4 imply communications quality (cellular grade). The
simplest coder that achieves toll quality is the 64 kbps
(kilobits per second) ITU G.711 pulse code modulation
(PCM), which has a MOS of 4.3. Several of the new general-
purpose algorithms, such as the 8 kbps ITU G.729 [13] and
6.3 kbps G.723.1 [38], also achieve toll quality. Algorithms
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Table 1. The MOS Scale

MOS Subjective Quality

5 Excellent
4 Good
3 Fair
2 Poor
1 Bad

for the cellular standard such as the TIA IS54 [14], the full-
rate ETSI GSM 6.10 [15] achieve communications quality,
and the old Federal Standard 1015 (LPC-10e) [16] is
associated with synthetic quality. More recent algorithms
for cellular standards have near-toll quality performance.
Such algorithms include the adaptive multirate (AMR)
coder for the GSM system [42,43] and the selectable
mode vocoder (SMV) [52] for use in wideband CDMA
applications. The new frontier in vocoder standardization
targets toll quality at 4 kbps. In fact, ITU is currently
evaluating several algorithms [45–51] that aim for toll
quality at 4 kbps.

In this article, we will focus on speech coding
algorithms. Section 2 presents an introduction to speech
properties and the opportunities for bit rate reduction.
Section 3 discusses source system representations of
speech and the use of linear prediction in speech coding.
Section 4 presents open-loop algorithms and the classical
LPC-10 algorithm. Section 5 presents closed-loop LP
algorithms, and Section 6 focuses on code-excited linear
prediction (CELP) and three generations of standardized
algorithms based on CELP. Section 7 concludes with a
summary of this article.

2. THE SPEECH SPECTRAL PROPERTIES AND VOCODERS

Before we begin our presentation of vocoder algorithms, we
discuss some of the important speech spectral properties
that provide opportunities for speech parametrization
and compression. First, in digital telephony applications
speech is typically band-limited to 3.2 kHz and sampled
at 8 kHz. The bandwidth of 3.2 kHz preserves both
speech intelligibility and the speaker identity. Speech
is a nonstationary random signal and is considered
as quasistationary only over short segments, typically
5–20 ms. Speech can generally be classified as voiced
(e.g., /a/, /i/), unvoiced (e.g., /sh/), or mixed. We note
that this course classification into voiced/unvoiced/mixed
segments is adequate only for coding applications. Speech
recognition and voice synthesis algorithms used a finer
and much more precise phonemic classification. Time-
domain plots for sample voiced and unvoiced segments
are shown in Fig. 1. A segment of voiced speech from
an uttered steady vowel is quasiperiodic in the time
domain and harmonically structured in the frequency
domain. Unvoiced speech is randomlike and broadband. In
addition, the energy of voiced segments is generally higher
than the energy of unvoiced segments.

The short-time spectrum of voiced speech is character-
ized by its fine and formant structure. The fine harmonic
structure is due to the periodicity of voiced speech and

Time domain (0−32 ms) Frequency domain (0−4 kHz)

Figure 1. Voiced (top) and unvoiced (bottom) waveforms and
their short-time spectra.

is attributed to the activity of the vibrating vocal chords.
The formant structure (spectral envelope) is due to the
interaction of the source and the vocal tract. The spectral
envelope shown in Fig. 2 ‘‘fits’’ the short-time spectrum of
voiced speech and is associated with the transfer charac-
teristics of the vocal tract and the spectral tilt (6 dB/octave)
due to the glottal pulse. The spectral envelope is charac-
terized by a set of peaks called formants. The formants
are the resonant modes of the vocal tract. For the average
vocal tract there are three to five formants below 5 kHz.

The amplitudes and locations of the first three
formants, which usually occur below 3 kHz, are quite
important in both speech synthesis and perception. Higher
formants are also important for wideband and unvoiced
speech representations. The properties of speech are
related to the physical speech production system as
follows. Voiced speech is produced by exciting the vocal
tract with quasiperiodic glottal air pulses generated by
the vibrating vocal chords. The frequency of the periodic
pulses is referred to as the fundamental frequency or
‘‘pitch.’’ Unvoiced speech is produced by forcing air through
a constriction in the vocal tract. Nasal sounds (e.g., /n/)
are due to the acoustical coupling of the nasal tract to the
vocal tract, and plosive sounds (e.g., /p/) are produced by
abruptly releasing air pressure that was built up behind a
closure in the tract.

3. SOURCE SYSTEM MODELS AND SHORT-TERM LINEAR
PREDICTION

Speech is produced by the interaction of the vocal
tract with the vocal chords in the glottis. Engineering
models (Fig. 3) for speech production typically model the
vocal tract as a time-varying digital filter excited by
quasiperiodic waveform when speech is voiced (e.g., as
in steady vowels) and random waveforms for unvoiced
speech (e.g., as in consonants). The vocal tract filter is
estimated using linear prediction (LP) algorithms [17,18].

Linear prediction algorithms are part of several speech
coding standards, including ADPCM systems [19–21],
open-loop linear predictive coders [16], and code-excited
linear prediction (CELP) algorithms and other analysis-
by-synthesis linear predictive coders [21–26]. In linear
prediction the most recent sample of speech is predicted
by a linear combination of past samples. This is done using
a finite-length impulse response (FIR) filter (Fig. 4) whose
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Figure 2. (a) Spectral envelope and
(b) formants.
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Figure 4. Linear prediction analysis.

output e(n) is minimized. The output of the linear predictor
analysis filter is called the linear prediction residual.

The LP coefficients are chosen to minimize the mean
square of the LP residual

ε = E[e2(n)] (1)

where the error is the difference of the current speech
sample and a linear combination of past samples:

e(n) = s(n) −
p∑

k=1

aks(n − k) (2)

Because only short-term delays are considered in (2), the
linear predictor in Fig. 4 is also known as a short-term
linear predictor. The inverse of the LP analysis filter is an
all-pole filter called the LP synthesis filter. The frequency
response associated with the short-term synthesis filter
captures the formant structure of the short-term speech
spectrum. The all-pole filter or vocal tract transfer function
is given by

H(z) = g

1 −
M∑

k=1

akz−k

(3)

The minimization of ε yields a set of equations involving
autocorrelations [rss(m)] of speech and the LP coefficients

are found by inverting an autocorrelation matrix using the
Levinson–Durbin algorithm [24].
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There are many efficient algorithms [17,18] for inverting
this matrix including algorithms tailored to work well
with finite-precision arithmetic [33]. Preconditioning of the
speech and autocorrelation data using tapered windows
improves the numerical behavior of these algorithms.
In addition, bandwidth expansion or scaling of the LP
coefficients is very typical in LPC as it reduces distortion
during synthesis.

In short-term LP the analysis window is typically
20 ms long. In order to avoid transient effects from large
changes in the LP parameters from one frame to the next,
the frame is usually divided into subframes (typically
5 ms long), and subframe parameters are obtained by
linear interpolation. The direct form LP coefficients
ak are not adequate for quantization and transformed
coefficients are typically used in quantization tables. The
reflection or lattice prediction coefficients are a byproduct
of the Levinson recursion and have better quantization
properties than do direct-form coefficients. Some of the
early standards such as the LPC-10 [16] and the IS54
VSELP [14] encode reflection coefficients for the vocal
tract. Transformation of the reflection coefficients can also
lead to a set of parameters that are less sensitive to
quantization. In particular, the log area ratios (LARs) and
the inverse sine transformation have been used in the early
GSM 6.10 algorithm [15] and in the skyphone standard
[22]. Most recent LPC-related cellular standards [23–25]
quantize line spectrum pairs (LSPs). The main advantage
of the LSPs is that they relate directly to frequency-
domain information and hence they can be encoded using
perceptual criteria. In most recent toll-quality standards
such as the wideband CDMA SMV [52], the GSM adaptive
multirate vocoder [42,43], the ITU G.723.1 [38], and the
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ITU G.729 [13] the LSPs are encoded using split-vector
quantization.

3.1. Linear Prediction and ADPCM

One of the simplest scalar quantization schemes that
uses short-term LP is the adaptive differential pulse code
modulation (ADPCM) coder [19,20]. ADPCM algorithms
encode the difference between the current and the
predicted speech samples. The prediction parameters are
obtained by backward estimation, namely, from quantized
data, using a gradient algorithm. The ADPCM 32-kbps
algorithm in the ITU G.726 standard (formerly known
as CCITT G.721) uses a pole-zero adaptive predictor
(Fig. 5). ITU G.726 also accommodates 16, 24, and
40 kbps with individually optimized quantizers. The ITU
G.727 has embedded quantizers and was developed for
packet network applications. Because of the embedded
quantizers, G.727 has the capability to switch easily to
lower rates in network congestion situations by dropping
bits. The MOS for 32 kbps G.726 is 4.1, and complexity is
estimated to be 2 million instructions per second (Mips)
on special-purpose chips and about 10 Mips on generic
fixed-point DSP chips.

The International Mobile Satellite B (INMARSAT-B)
standard [27] uses also a 10MIPS ADPCM coder with a
long-term predictor (discussed later) in addition to short-
term LP. The INMARSAT-B algorithm operates at 12.8
and 9.6 kbps.
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Figure 5. The ITU G.726 ADPCM encoder.

4. SPEECH ANALYSIS–SYNTHESIS USING LINEAR
PREDICTION

Unlike waveform ADPCM coders that use LP only for
differential quantization, this class of algorithms use
LP to represent the vocal tract and make explicit use
of the synthesis model shown in Fig. 3. Our discussion
of linear prediction is divided in two categories: open-
loop analysis–synthesis LP and closed-loop analysis-by-
synthesis linear prediction. In the following, we describe
two open-loop algorithms, the LPC-10 and the mixed-
excitation LPC. Unless otherwise stated, the input to all
coders discussed in this section is speech sampled at 8 kHz.

4.1. Open-Loop Linear Prediction

This section describes source system algorithms that use
open-loop analysis to determine the excitation sequence.
Open-loop linear predictive vocoders are essentially the
first-generation LP vocoders. The DOD LPC-10 is a good
example of an algorithm that uses open-loop analysis. In
1976 a consortium established by the U.S. Department
of Defense (DoD) recommended an LPC algorithm
for secure communications at 2.4 kbps, (Fig. 6). The
algorithm, known as the LPC-10, eventually became the
original Federal Standard FS-1015 [16,28,29]. The LPC-
10 uses a 10th-order predictor to estimate the vocal tract
parameters. Segmentation and frame processing in LPC-
10 depend on voicing. Pitch information is estimated using
the average magnitude difference function (AMDF) [16].
Voicing is estimated using energy measurements, zero-
crossing measurements, and the maximum to minimum
ratio of the AMDF. The excitation signal for voiced
speech in the LPC-10 consists of a sequence that
resembles a sampled glottal pulse. This sequence is defined
in the standard [16] and periodicity is created by a
pitch-synchronous pulse repetition process. The LPC-10
produces synthetic speech with a MOS of 2.3. Complexity
is estimated at 5–7 Mips.

4.2. Mixed-Excitation Linear Prediction

In 1996 the U.S. government standardized a new 2.4-
kbps algorithm called mixed-excitation LP (MELP) [7].
The development of mixed-excitation models in LPC was
motivated largely by voicing errors in LPC-10 and also
by the inadequacy of the two-state excitation model

Figure 6. The LPC-10 encoder.
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Figure 7. The mixed-excitation LPC
coder.

in cases of voicing transitions (mixed voiced–unvoiced
frames) [7,30]. This problem is solved using a mixed
excitation scheme that combines the lowband impulse
train (buzz) and highband noise (Fig. 7). The excitation
shaping is done using first-order FIR filters H1(z) and
H2(z) with time-varying parameters. The mixed source
model also uses (selectively) pulse position jitter for the
synthesis of weakly periodic or aperiodic voiced speech.
An adaptive pole-zero spectral enhancer is used to boost
the formant frequencies. Finally a dispersion filter is used
after the LP synthesis filter to improve the matching of
natural and synthetic speech away from the formants.
The 2.4-kbps MELP was based on a 22.5-ms frame, and
the algorithmic delay was estimated to be 122.5 ms. An
integer pitch estimate is obtained open-loop by searching
autocorrelation statistics followed by a fractional pitch
refinement process. The LP parameters are obtained using
the Levinson–Durbin algorithm and vector quantized as
LSPs. MELP outperforms the LPC-10 with an estimated
MOS of 3.2 but with higher complexity estimated at
40 Mips.

5. ALGORITHMS BASED ON ANALYSIS-BY-SYNTHESIS
LINEAR PREDICTION

We describe here several speech coding standards based
on a class of modern source-system coders where
system parameters are determined by linear prediction
and the excitation sequence is determined by closed-
loop or analysis-by-synthesis optimization (Fig. 8). The
optimization process determines an excitation sequence
that minimizes the weighted difference between the input
speech and synthesis speech [1–3]. Strictly speaking, this
class of speech coders are not called vocoders but instead
they are called hybrid coders. This is because closed-loop
LP combines the spectral modeling properties of vocoders
with the waveform-matching features of waveform coders.

The system consists of a short-term LP synthesis filter, a
long-term LP synthesis filter for the pitch (fine) structure
of speech, a perceptual weighting filter W(z) that shapes
the error such that quantization noise is masked by the
high-energy formants, and the excitation generator. The
three most common excitation models for analysis-by-
synthesis LPC are the multipulse model [2,3], the regular
pulse excitation model [5], and the vector or code excitation
model [1]. These excitation models are described in the
context of standardized algorithms.

5.1. Long-Term Prediction (LTP)

Almost all analysis-by-synthesis LP algorithms include
long-term prediction in addition to short-term prediction.
Long term prediction, as opposed to the short-term
prediction, is a process that captures the long-term
correlation in the speech signal. The LTP provides a
mechanism for representing the periodicity in speech and
as such it represents the fine harmonic structure in the
short-term speech spectrum. The LTP requires estimation
of two parameters: a delay a↔ and a parameter a↔. For
strongly voiced segments the delay is usually an integer
that approximates the pitch period. A transfer function of
a simple LTP synthesis filter is given below; more complex
LTP filters involve multiple parameters and noninteger
(fractional) delays [26]:

Hτ (z) = 1
1 − aτ z−τ

(5)

The LTP can be implemented as open loop or closed loop.
The open-loop LTP parameters are typically obtained by
searching the autocorrelation sequence over 128 integer
delays (20–147 for speech sampled at 8 kHz). The gain
is simply obtained by a↔ = rss(↔)/rss(0). Closed-loop LTP
searches produce improved speech quality at the expense
of additional complexity. In closed-loop LTP search the
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Figure 8. MPLP for the Skyphone standard.
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signal is synthesized for a range of candidate LTP lags
and the lag that produces the best waveform matching
is chosen. Because of the intensive computations in full-
search closed-loop LTP, more recent algorithms use open-
loop LTP to establish an initial LTP lag, which is then
refined using closed-loop search around the neighborhood
of the initial estimate. In addition, to reduce complexity
further LTP searches are in some cases carried every
other subframe.

5.2. Multipulse Excited Linear Prediction

A 9.6-kbps multipulse excited linear prediction (MPLP)
algorithm is used in skyphone airline applications [22].
The MPLP algorithm forms an excitation sequence that
consists of multiple nonuniformly spaced pulses (Fig. 8).
During analysis both the amplitude and locations of the
pulses are determined (sequentially) one pulse at a time
such that the weighted mean-square error is minimized.
The MPLP algorithm typically uses 4–6 pulses every 5 ms
[2,3]. The weighting filter is given by

W(z) =
1 +

p∑
i=1

γ i
1 ai z−i

1 +
p∑

i=1

γ i
2 ai z−i

0 < γ2 < γ1 < 1 (6)

The role of W(z) is to deemphasize the error energy in
the formant regions. This deemphasis strategy is based
on the fact that in the formant regions quantization
noise is partially masked by speech. Excitation coding
in the MPLP algorithm is more expensive than in
the classical linear predictive vocoder because MPLP
encodes both the amplitudes and the locations of the
pulses. The British Telecom International skyphone MPLP
algorithm accommodates passenger communications in
aircraft. The algorithm incorporates both short- and long-
term prediction. The LP analysis window is updated every
20 ms and the LTP parameters are obtained using open-
loop analysis. The MOS for the skyphone algorithm is 3.4.

5.3. The Regular Pulse Excitation (RPE) Algorithm

RPE coders also employ an excitation sequence which
consists of multiple pulses. The basic difference of the RPE
algorithm from the MPLP algorithm is that the pulses in
the RPE coder are uniformly spaced and therefore their

positions are determined by specifying the location of the
first pulse within the frame and the spacing between
nonzero pulses. The analysis-by-synthesis optimization in
RPE algorithms represents the LP residual by a regular
pulse sequence that is determined by weighted error
minimization [5]. A 13-kbps coding scheme that uses RPE
with long-term prediction (LTP) was adopted in 1990 for
the full-rate ETSI GSM [22] Pan-European digital cellular
standard. The performance of the GSM codec in terms of
MOS was reported to be between 3.47 (min) and 3.9 (max),
and its complexity is 5 to 6 Mips.

6. CODE-EXCITED LINEAR PREDICTION (CELP)
ALGORITHMS

The vector or code-excited linear prediction (CELP)
algorithm [1] (Fig. 9) encodes the excitation using vector
quantization. The codebook used in a CELP coder contains
vector excitation, and in each subframe a vector is chosen
using an analysis-by-synthesis process. The ‘‘optimum’’
vector is selected such that the perceptually weighted
MSE is minimized. A scaled excitation vector is filtered by
the long- and short-term synthesis filters.

This category of analysis-by-synthesis LPC algorithms
proved to be the most successful in terms of standards
and applications. We describe in the following CELP
algorithms as used in a variety of standards. We
divide these algorithms in three categories that are also
consistent with the chronology of their development: first-
generation CELP (1986–1992), second-generation CELP
(1993–1998), and third-generation CELP (1999–present).

6.1. First-Generation CELP Coders

Although the initial development of some of these
algorithms was funded in part by the U.S. Department of
Defense (DoD), the key driving force behind research and
development of CELP coders was the demand for vocoders
for the first generation digital cellular phones. Many of the
first generation CELP algorithms were developed between
1986 and 1992 and work at bit rates of 4.8–16 kbps. These
are generally high complexity algorithms and nontoll
quality. These algorithms include, the FS-1016 CELP, the
IS54 VSELP, the IS96 QCELP, and the G.728 LD-CELP.

A 4.8-kbps CELP algorithm is used by the Department
of Defense for possible use in the third-generation
secure telephone unit (STU-III) [31,32]. This algorithm

Figure 9. The analysis-by-synthesis CELP
algorithm.
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is described in the Federal Standard 1016 (FS-1016)
and was jointly developed by the DoD and the Bell
Labs. Speech in the FS-1016 CELP is sampled at 8 kHz
and segmented in frames of 30 ms, and each frame is
segmented in subframes of 7.5 ms. The excitation in this
CELP is formed by combining vectors from an adaptive
(LTP) and a stochastic codebook. The excitation vectors
are selected in every subframe and the codebooks are
searched sequentially starting with the adaptive codebook.
The term adaptive codebook is used because the backward
estimated LTP lag search can be viewed as an adaptive
codebook search where the codebook is defined by previous
excitation sequences (LTP state), and the lag τ determines
the vector index. The adaptive codebook contains the
history of past excitation signals and the LTP lag search
is carried over 128 integer (20–147) and 128 noninteger
delays. A subset of lags is searched in even subframes
to reduce the computational complexity. The stochastic
codebook contains 512 sparse and overlapping codevectors.
Each codevector consists of sixty samples and each sample
is ternary valued (1, 0,−1) to allow for fast convolution.
Ten short-term prediction parameters are encoded as LSPs
on a frame-by-frame basis. Sub-frame LSPs are obtained
by linear interpolation. The computational complexity of
the FS1016 CELP was estimated at 16 MPS, and a MOS
score of 3.2 has been reported.

Another standardized CELP is the IS54 VSELP,
which uses highly structured codebooks that are tailored
for reduced computational complexity and increased
robustness to channel errors. VSELP excitation is derived
by combining excitation vectors from three codebooks,
namely, an adaptive codebook and two highly structured
stochastic codebooks, (Fig. 10). The 128 Forty-sample
vectors in each stochastic codebook are formed by linearly
combining seven basis vectors. The weights used for
the basis vectors are allowed to take the values of one
or minus one. Hence the effect of changing one bit in
the codeword, possibly due to a channel error, is not
minimal since the codevectors corresponding to adjacent
(gray codewise) codewords are different only by one basis
vector. The search of the codebook is also greatly simplified
because the response of the short-term synthesis filter, to
codevectors from the stochastic codebook, can be formed

by combining filtered basis vectors. The complexity of the
8-kbps VSELP was reported to be around 13.5 MPS, and
the MOS reported was 3.45. The vector-sum-excited linear
prediction (VSELP) algorithm [6] and its variants are
embedded in three digital cellular standards: the 81-kbps
TIA IS54 [14], the 6.3-kbps Japanese standard [33], and
the 5.6-kbps half-rate GSM [34].

One problem in network applications of speech coding
is that coding gain is achieved at the expense of coding
delay. The one-way delay is basically the time elapsed
from the instant a speech sample arrived at the encoder to
the instant that this sample appears at the output of the
decoder. This definition of one-way delay does not include
channel- or modem-related delays. Roughly speaking, the
one-way delay is generally between two and four frames.
The ITU G.728 low-delay CELP coder [35,36] achieves
low one-way delay by short frames, backward-adaptive
predictor, and short excitation vectors (5 samples). In
backward-adaptive prediction, the LP parameters are
determined by operating on previously quantized speech
samples that are also available at the decoder, (Fig. 11).
The LD-CELP algorithm does not utilize LTP. Instead,
the order of the short-term predictor is increased to 50 to
compensate for the lack of a pitch loop.

The frame size in LD-CELP is 2.5 ms, and the
subframes are 0.625 ms long. The parameters of the 50th-
order predictor are updated every 2.5 ms. The perceptual
weighting filter is based on 10th-order LP operating
directly on unquantized speech and is updated every
2.5 ms. In order to limit the buffering delay in LD-CELP
only 0.625 ms of speech data are buffered at a time. LD-
CELP utilizes adaptive short- and long-term postfilters to
emphasize the pitch and formant structures of speech. The
one-way delay of the LD-CELP is less than 2 ms and MOSs
as high as 3.93 and 4.1 were obtained. The speech quality
of the LD-CELP was judged to be equivalent or better
than the G.726 standard even after three asynchronous
tandem encodings. The coder was also shown to be capable
of handling voiceband modem signals at rates as high
as 2400 baud (provided that perceptual weighting is not
used). The coder complexity and memory requirements
were found to be 10.6 MPS and 12.4 kB for the encoder
and 8.06 MPS and 13.8 kB for the decoder.
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Figure 10. The IS54 VSELP algo-
rithm.
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Figure 11. The G.728 low-delay CELP algo-
rithm.
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6.1.1. Variable-Rate CELP Algorithms for CDMA Appli-
cations. The IS96 QCELP [37], (Fig. 12) is a variable bit
rate algorithm and is part of the code-division multiple-
access (CDMA) standard for cellular communications. The
bit rate is variable, with four rates supported’’ 9.6, 4.8, 2.4,
and 1.2 kbps. The rate is determined by speech activity.
Rate changes can also be activated upon command from
the network. The short-term LP parameters are encoded
as LSPs.

Lower rates are achieved by allocating fewer bits to LP
parameters and by reducing the number of updates of the
LTP and random codebook parameters. At 1.2 kbps (rate
1
8 ) the algorithm essentially encodes comfort noise. The
MOS for QCELP at 9.6 kbps is 3.33, and the complexity is
estimated to be around 15 MPS.

6.2. Second-Generation Near-Toll-Quality CELP Algorithms

The second-generation CELP algorithms were developed
between 1993 and 1998 for applications in second-
generation cellular phones, PC Internet streaming appli-
cations, Voice over Internet Protocol (VoIP), and secure
communications. These are also high-complexity algo-
rithms that deliver near-toll-quality speech, with some
of the most successful ones certified for toll quality. The
speech quality enhancement with these coders is because
of the improvement in the coding of excitation, which
is done by algebraic codebooks [13], as well as due to
the coding of the LPC parameters in using line spectral
frequencies and perceptually optimized split-vector quan-
tization. Furthermore interpolative techniques with the
LTP (relaxed CELP) [4] also contribute to improvements.

Algorithms in this category include the G.729 ACELP, the
G.723.1 coder, the GSM EFR, the IS127 RCELP.

6.2.1. CELP Algorithms with Algebraic Codebooks. A
low-delay 8 kbps conjugate structure algebraic CELP (CS-
ACELP) algorithm has been adopted as ITU recommen-
dation G.729 [13]. The G.729 is designed for both wireless
and multimedia network applications. CS-ACELP is a low-
delay algorithm with a frame size of 10 ms, a lookahead of
5ms, and a total algorithmic delay of 15 ms. The algorithm
is based on an analysis-by-synthesis CELP scheme and
uses two codebooks for excitation modeling. The short-
term prediction parameters are obtained every 10 ms and
vector-quantized as LSPs. The algorithm uses an alge-
braically structured fixed codebook that does not require
storage. Each 40-sample (5-ms) codevector contains four
nonzero, binary-valued (−1, 1) pulses. Pulses are inter-
leaved and position-encoded, which allows efficient search.
Gains for the fixed and adaptive codebooks are jointly
vector-quantized in a two-stage, two-dimensional conju-
gate structured codebook. Search efficiency is enhanced
by a preselection process that constrains the exhaustive
search to 32 of a possible 128 codevectors. The algorithm
comes in two versions: the original G.729 (20 MIPS) and
the less complex G.729 Annex A (11 MIPS). The algorithms
are interoperable and the lower complexity algorithm has
slightly lower quality. The MOS for the G.729 is 4.1 and
for the G.729A 3.76. G.729 Annex B defines a silence
compression algorithm allowing either the G.729 or the
G.729A to operate at lower rates, thereby making them
particularly useful in digital simultaneous voice and data
(DSVD) applications. Also extensions to G.729 at 6.4 and
12 kbps are planned.
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6.2.2. CELP Algorithms for PC Videoconferencing
and Voice-over-IP Applications. The ITU G.723.1 [38]
is a dual-rate speech coder algorithm intended for
audio/videoconferencing/telephony over public phone
(POTS) networks. G.723.1 is part of the ITU H.323 and
H.324 audio/videoconferencing standards. The standard
is dual rate 6.3 and 5.3 kbps. The excitation is selected
using an analysis-by-synthesis process, and two excitation
schemes are defined: the multipulse maximum-likelihood
quantization (MP-MLQ) for the 6.3-kbps mode and the
ACELP for 5.3 kbps. Ten short-term LP parameters are
computed and vector-quantized as LSPs. A fifth-order LTP
is used in this standard, and the LTP lag is determined
using a closed-loop process searching around a previously
obtained open-loop estimate. The LTP gains are vector-
quantized. The high-rate MP-MLQ excitation involves
matching of the LP residual with a set of impulses with
restricted positions. The lower-rate ACELP excitation is
similar but not identical to the excitation scheme used
in G.729. G.723.1 provides a toll-quality MOS of 3.98 at
6.3 kbps and has a frame size of 30 ms with a lookahead
of 7.5 ms. The estimated one-way delay is 37.5 mS. An
option for variable-rate operation using a voice activity
detector (silence compression) is also available. The Voice
over IP (VoIP) forum, that is part of The International
Multimedia Teleconferencing Consortium (IMTC), recom-
mended G.723.1 to be the default audio codec for voice of
the network (decision pending).

6.2.3. The ETSI GSM 6.60 Enhanced Full-Rate Stan-
dard. The enhanced full-rate (EFR) encoder was developed
for use in the full-rate GSM standard [23]. The EFR is a
12.2-kbps algorithm with a frame of 20 ms and a 5-ms
lookahead. A tenth-order short-term predictor is used,
and its parameters are transformed to LSPs and encoded
using split-vector quantization. The LTP lag is determined
using a two-stage process where open-loop search provides
an initial estimate which is then refined by closed-loop
search around the neighborhood of the initial estimate.
An algebraic codebook similar to that of the G.729 ACELP
is also used. The algorithmic delay for the EFR is 25 ms
and the MOS estimated to be around 4.1. The standard
has provisions for a voice activity detector and an elabo-
rate error protection scheme is also part of the standard.
The North American PCS 1900 standard uses the GSM
infrastructure and hence the EFR.

6.2.4. The Use of the EFR Algorithm in the IS641 TDMA
Cellular/PCS Standard. The IS641 [25] is a 7.4-kbps EFR
algorithm, also known as the Nokia/USH algorithm, and
it is a variant of the GSM EFR. IS641 is the speech coding
standard that is embedded in the IS136 Digital-AMPS
(D-AMPS) North American digital cellular standard. EFR
offers improved quality for this service relative to IS54.
The algorithm is based on a 20-ms frame and 10th-order
LP whose parameters are split-vector-quantized as LSPs.
An algebraic codebook (ACELP) is used and the LTP lag
is determined using open-loop search followed by closed-
loop refinement with a fractional pitch resolution. The
complexity of this coder is estimated at 14 MPS, and the
Mean Opinion Score is estimated at 3.8.

6.2.5. The Relaxed CELP for the IS127 Enhanced
Variable-Rate Coder (EVRC) for CDMA. The IS127
enhanced variable-rate coder (EVRC) [24] is based on
relaxed CELP (RCELP), which uses interpolative coding
methods [4] as a means for reducing further the bit rate
and complexity in analysis-by-synthesis linear predictive
coders. The EVRC encodes the RCELP parameters using a
variable-rate approach. There are three possible bit rates
for EVRC — 8, 4, and 0.8 kbps — or after error protection,
9.6, 4.8, and 1.2 kbps, respectively. The rate is determined
using a voice activity detection algorithm that is embedded
in the standard. Rate changes can also be initiated on com-
mand from the network. At the lowest rate (0.8 kbps) the
algorithm does not encode excitation information; hence
the decoder essentially produces comfort noise. The other
rates are achieved by changing the number of bits allot-
ted to LP and excitation parameters. The algorithm uses
a 20-ms frame, and each frame is divided in three 6.75-
ms subframes. Tenth-order short-term LP parameters are
obtained using the Levinson–Durbin algorithm and split-
vector encoded as LSPs. The fixed codebook structure is
ACELP. The LTP parameters are estimated using gen-
eralized analysis-by-synthesis where instead of matching
the input speech, a down-sampled version of a modified LP
residual that conforms to a pitch contour is matched. The
pitch contour is established using interpolative methods.
The standard also specifies an FFT-based speech enhance-
ment pre-processor that is intended to remove background
noise from speech. The MOS for EVRC is 3.8 at 9.6 bps,
and the algorithmic delay is estimated to be 25 ms.

6.2.6. The Japanese PDC Full-Rate and Half-Rate Stan-
dards. The Japanese Research and Development Center
for Radio Systems (RCR) has adopted two algorithms for
the personal digital cellular (PDC) full-rate (6.3 kbps) and
the PDC half-rate (3.45 kbps) standards. The full-rate
algorithm [33] is a variant of the IS54 VSELP algorithm
described in a previous section. The half-rate PDC coder
is a high-complexity pitch-synchronous innovation CELP
(PSI-CELP) [39]. As the name implies, the codebooks of
PSI-CELP depend on the pitch period. PSI-CELP defaults
to periodic vectors if the pitch period is less than the frame
size. The complexity of the algorithm is about 50 MIPS
and the algorithmic delay is about 50 ms.

6.3. Third-Generation CELP for 3G Cellular Standards

The effort to establish wideband wireless cellular stan-
dards have driven further research and development
toward algorithms that work at multiple rates and
deliver significantly enhanced speech quality. These third-
generation algorithms are multimodal as they accommo-
date several different bit rates. This is consistent with
the vision on wideband wireless standards [44] that will
operate in different modes, with low mobility, high mobil-
ity, indoors, and so on. At least two algorithms have
been developed and standardized for these applications.
In Europe GSM is looking at the adaptive multirate
coder [42,43], and in the United States the TIA has
tested the selectable mode vocoder (SMV) [45,52] developed
by Connexant.
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6.3.1. The Adaptive Multirate (AMR) Coder for GSM. An
adaptive GSM multirate coder [42,43] has been adopted by
ETSI for use in WCDMA. This is an ACELP algorithm that
operates at multiple rates: 12.2, 10.2, 7.95, 6.7, 5.9, 5.15,
and 4.75 kbps. The bit rate is adjusted according to the
traffic conditions. The AMR is based on ACELP with 20-ms
frame and 5-ms subframes. It uses a 10th-order short-term
LPC and encodes LSPs using split vector quantization. At
the highest bit rate it provides toll quality, and at the half
rate it provides communications quality.

6.3.2. The Selectable Mode Vocoder. The SMV algo-
rithm was developed to provide higher quality, flexibility,
and capacity over the existing IS96C and IS127 EVRC
CDMA algorithms. The SMV is based on 4 codecs: full
rate at 8.5 kbps, half rate at 4 kbps, quarter rate at
2 kbps, and eighth rate at 800 bps. The full rate and
half rate are based on the eXtended CELP (eX-CELP)
algorithm, which is based on a combined closed-loop/open-
loop-analysis (COLA). In eX-CELP the signal frames are
first classified as silence/background noise, nonstation-
ary unvoiced, stationary unvoiced, onset, nonstationary
voiced, and stationary voiced. The algorithm includes voice
activity detection (VAD) followed by an elaborate frame
classification scheme. Silence/background noise and sta-
tionary unvoiced frames are represented by spectrum mod-
ulated noise and coded at rate 1

4 or 1
8 . The SMV uses four

subframes for full rate and three subframes for half rate.
The stochastic (fixed) codebook structure is also elaborate
and uses subcodebooks, each tuned for a particular type of
speech. The subcodebooks have different degrees of pulse
sparseness (more sparse for noise like excitation). SMV
scored as high as 4.1 MOS at full rate with clean speech.

7. SUMMARY

In this article, we provided an overview of some of the cur-
rent linear predictive vocoder methods for speech and audio
coding. Speech coding research has come a long way since
the early 1990s, and several algorithms are rapidly finding
theirway inconsumerproductsranging fromwirelesscellu-
lar telephones to computer multimedia systems. Research
and development in code excited linear prediction yielded
several algorithms that have been adopted, or are strong
candidates for adoption, in international wired and wire-
less communication standards from 16 down to 4.8 kbps.
On the other hand, research activities are concentrating
on the development of toll-quality algorithms that operate
under 4 kbps. ITU has called for proposals for toll quality
at 4 kbps for use in future videophones, personal commu-
nications, and third-generation cellular systems. Several
proposals have been submitted [45–52] with none selected
as of yet. Our coverage focussed on vocoder methods based
on linear prediction because they have been the most pop-
ular in more recent low-rate communications and media
standards. We must mention that in addition to the linear
predictive coders, some frequency-domain methodologies
have also been used in low-rate speech coding. In particu-
lar, sinusoidal analysis–synthesis schemes have been used
as alternative to LPC. The sinusoidal model [8] represents
speechbya linearcombinationof sinusoids.A low-ratesinu-
soidal transform coder (STC) has been considered in fed-
eral and TIA standardization competitions and is currently

considered for scalable wideband and high-fidelity appli-
cations. Another sinusoidal system, the improved multi-
band excitation (IMBE) coder [9,10], became part of the
Australian (AUSSAT) mobile satellite standard and the
International Mobile Satellite (INMARSAT-M) standard.
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GÜNEŞ KARABULUT

ABBAS YONGAÇOĞLU
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1. INTRODUCTION

A signal is an entity that changes with time and contains
some information. If a signal is continuous in both time
and amplitude, it is referred to as an analog signal
(waveform) and can be represented by a physical quantity
(e.g., voltage, current, pressure) proportional to it. If it is
discrete both in time and amplitude, then it is referred
to as a digital signal and can be represented in bits.
Conversion from one form to the other is performed
whenever necessary. For example human speech is an
analog signal but what we hear from compact disks are
digital signals since they are stored and processed as ones
and zeros.

Digital representation of analog signals offers many
advantages. Digital signals are less sensitive to various
transmission impairments and noise, easier to store
and regenerate, and suitable for encryption for greater
security. It is easy to multiplex various forms of digital
information. Digital signals also enable unification of
transmission and switching functions in communications
and permit error protection.

Waveform coding is the process of describing analog
signals in a digital form. It can also be viewed as the
process of associating a mathematical representation with
a waveform. The major goal of waveform coding is to obtain
the minimum data rate for a given amount of distortion; or
conversely, to represent a waveform at a given data rate
while causing the minimum amount of distortion.

The area of waveform coding has been very active
since the early 1940s, and it is still going strong with the
spread of digitization. In this article we will first discuss
the basic principles of sampling and quantization, and
will then present temporal and spectral waveform coding
techniques.

2. DIGITIZATION

A source generates the information to be transmitted. If
a source is producing waveforms, then it is an analog

source, and the source encoder converts those waveforms
to a digital form suitable for transmission or storage.
A waveform encoder follows an analog source, and its
location in a generic digital communication system is
shown in Fig. 1. If the source is already producing
digital symbols, then the source encoder compresses
the information by taking advantage of its statistical
properties.

The source decoder tries to reconstruct the input
waveform from the received digital data. The semblance
of the input signal to its received estimate obtained
from the source decoder determines the performance of
the waveform coding system. This performance depends
mainly on two factors: quantization noise and channel
impairments. Quantization noise is introduced in the
waveform encoder, and it is the result of representing
infinite number of amplitudes an input signal can take by
using only a finite number of amplitudes. The degradation
due to quantization is measured with a quantity called
signal-to-quantization noise ratio (SQNR), as will be
defined in later sections. SQNR depends on the input
waveform properties and the specific source encoding
technique employed.

Channel impairments are experienced while modulated
waveform is transmitted through a noisy communication
channel. A topic that has gained popularity is channel
optimized coding, which factors in the noisy nature of the
channel in the source coding process [1].

Waveforms are continuous in amplitude and time. In
order to produce their digital equivalents, we need to make
them discrete in both amplitude and time. The process
of time discretization (for two-dimensional signals this
corresponds to space discretization) is called sampling,
and the process of amplitude discretization is called
quantization. The circuit that performs sampling and
quantization is often referred to as an analog-to-digital
converter (ADC). Block diagram of an ADC is shown in
Fig. 2. The prefilter shown is added to bandlimit input
waveforms as will be explained later. A waveform x(t),
and the corresponding prefilter, sampler, and quantizer
outputs are shown in Fig. 3. When sampled at or above
the Nyquist rate (defined in the next section), the original
analog signal can always be fully recovered from its
samples.

2.1. Sampling and Reconstruction

2.1.1. Sampling. Sampling is the process of converting
a waveform to a series of samples in time. A sample

Source
Source (waveform)

encoder

Source (waveform)

decoder

Digital

modulator

Digital

modulator
Channel

Transmitter Receiver

Destination

Figure 1. A digital communication system.
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xd(t )x(t ) x

Figure 2. Analog-to-digital converter (ADC).
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Time
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Figure 3. Signal samples of ADC: (a) input signal, x(t) ampli-
tude–time plot; (b) prefilter output that band-limits the input
signal; (c) sampler output xδ(t); (d) quantizer output, x.

is a measure of amplitude of a waveform evaluated
over a period of time. When this period is constant for
each sample (i.e., samples are equally spaced in time),
the process is called uniform sampling. The period is
termed the sampling period or sampling interval, Ts. The
reciprocal of Ts is called the sampling rate or sampling
frequency and denoted by fs.

In the following analysis uniform sampling will
be considered because of its widespread usage and
convenience. To explain the sampling process, we must
first introduce the concept of a band-limited waveform.

2.1.2. Band-Limited Waveform. Let x(t) be a real
valued waveform with finite energy∫ +∞

−∞
|x(t)|2 dt < ∞, (1)

so that x(t) is Fourier transformable. Denoting the Fourier
transform of x(t) as X(f ), the Fourier transform pair

equations are given by

X(f ) =
∫ +∞

−∞
x(t)e−j2π ft dt ⇔ x(t) =

∫ +∞

−∞
X(f )ej2π ft df (2)

A waveform band-limited to W hertz or �W = 2πW radians
per second (rad/s) is defined as

X(f ) = 0; |f | ≥ W = �W

2π
(3)

2.1.3. Sampling Theorem. Let the finite energy signal
x(t) be also band-limited, and let xδ(t) denote the sampled
version of x(t). Defining the Dirac delta function δ(t) as

δ(t) = 0, for t �= 0 and
∫ +∞

−∞
δ(t)dt = 1, the relationship

between x(t) and xδ(t) is given by

xδ(t) =
+∞∑

k=−∞
x(t)δ(t − kTs) (4)

where δ(t − kTs) is the Dirac delta function positioned
at t = kTs. Through the sifting property of Dirac delta
function we can modify Eq. (4) as

xδ(t) =
+∞∑

k=−∞
x(kTs)δ(t − kTs) (5)

This equation represents a modified impulse train with
weights of x(kTs) at t = kTs. Therefore uniform sampling
can be visualized as the multiplication of x(t) by an
infinitely long train of impulse functions that are Ts

seconds apart.
The frequency domain view of the sampled signal

becomes

Xδ(f ) =
+∞∑

k=−∞
x(kTs)e−j2πkfTs (6)

where we can see that the uniform sampling process
results in a periodic spectrum with a period of 1/Ts. If we
choose the sampling rate as Ts = 1/2W, which is named
as the Nyquist rate, we obtain the spectrum as

Xδ(f ) =
+∞∑

k=−∞
x
(

k
2W

)
e−jπkf/W (7)

If we choose a sampling period larger than 1/2W (i.e.,
fs < 2W), we would observe the effect of aliasing. In this
case the sampler output is referred to as undersampled,
and the original waveform x(t) cannot be recovered
from xδ(t). If we choose a sampling period smaller than
1/2W (i.e., fs > 2W), the original waveform x(t) can be
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Frequency

Frequency

Frequency
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2W

2W

2Wfs

2Wfs

Figure 4. Sampling process in frequency domain: (a) frequency
spectrum of x(t), X(f ); (b) sampled at Nyquist rate; (c) under-
sampled, aliasing present; (d) oversampled.

recovered, but we will observe bandwidth expansion due
to oversampling.

In Fig. 4, the effects of the sampling period in the
frequency domain are shown. Frequency spectrum of x(t),
X(f ) is shown in Fig. 4a. The spectrum shown in Fig. 4b
is sampled at the Nyquist rate. In Fig. 4c the signal is
undersampled and we can see the effect of aliasing, and in
Fig. 4d the signal is oversampled.

The fourier transform of x(t) can also be expressed as

Xδ(f ) = fs

+∞∑
k=−∞

X(f − kfs) = fsX(f ) +
+∞∑

k=−∞
k�=0

X(f − kfs) (8)

Hence
Xδ(f ) = fsX(f ), −W < f < W (9)

The reconstruction method of x(t) from this equation will
be explained in the following section.

2.1.4. Reconstruction. To recover x(t) from xδ(t), we
need to use a reconstruction filter, which has the following
properties:

HR(f ) = 1
fs

= Ts |f | ≤ W

HR(f ) = 0 |f | > W (10)

The corresponding impulse response of the reconstruction
filter is

hR(t) = sin(πt/Ts)

πt/Ts
= sinc

(
πt
Ts

)
(11)

The multiplication of Xδ(f ) by HR(f ), is equivalent to
convolution of xδ(t) with hR(t) in the time domain. Thus,
we obtain the interpolation formula as

xδ(t)∗hR(t) =
+∞∑

k=−∞
x(kTs) sinc

(
t

Ts
− k

)
= x(t) (12)

where ∗ denotes the convolution operation.
When x(t) is band-limited and the sampling rate

exceeds 2W, the sampling and reconstruction operations
are error-free. In practice, in order to recover the input
waveform exactly from its samples, the waveform must
be band-limited. To render x(t) band-limited, a prefilter
(also known as the antialiasing filter) can be inserted
before the sampler as shown in Fig. 2. The aim of this
filter is to prevent or minimize the effects of aliasing. The
distortion caused by the prefilter with an appropriately
chosen bandwidth is less objectionable than the effect of
aliasing. For band-limited signals, prefiltering operation
does not have a distorting effect. The input signal x(t)
and its prefiltered version are shown in Figs. 3a and 3b,
respectively. The sampled version of prefiltered signal,
xδ(t), is shown in Fig. 3c. The quantized version of xδ(t), x,
is shown in Fig. 3d.

Another precaution to prevent aliasing and to fully
recover the original signal is sampling at a frequency
slightly higher than the Nyquist frequency of 2W.

2.2. Quantization

The continuous amplitude of a sample can take on a value
from an infinitely large set. However, to represent this
value digitally, a finite set of discrete amplitude values
are used. This process is called quantization. The simplest
form of quantization is rounding off a number. Unlike
sampling, the quantization is an irreversible process; that
is, from a quantized value we cannot go back to the original
value. Hence it can be viewed as a type of lossy data
compression.

Two major parameters in the quantization process
are the data rate and distortion. The unit of data rate
can be bits per second (bps) or bits per sample. To
save transmission and/or storage resources, quantization
at the minimal rate is highly desirable. However, rate
and distortion are limited by Shannon’s rate distortion
theory [2]. Hence the other view of the rate distortion
tradeoff is to achieve the minimum distortion for a
given rate. Distortion can be defined as a subjective
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quantity, involving the ratings that are given by experts
such as mean opinion score, or it can be an objective
quantity defined in mathematical terms. An objective
distortion definition resulting from the quantization of
signal amplitudes is

D =
∫ +∞

−∞
F[xδ(t) − x] dx (13)

where F[·], denotes the desired error function.
A quantizer can be optimized according to the

probability density function (pdf) of the input; therefore it
is waveform specific.

The difference between the input and the output of a
quantization process is defined as the quantization error,
e(t), and is given by

e(t) = xδ(t) − x (14)

Performance of a quantizer is often measured by
the signal-to-quantization noise ratio (SQNR), which is
defined as

SQNR = Px

σ 2
e

(15)

where Px denotes the input signal power and σ 2
e denotes

the variance of the quantization error, e(t).
Two major quantization techniques are scalar quanti-

zation and vector quantization.

2.2.1. Scalar Quantization (SQ). Scalar quantization
(SQ) is the mapping of a sample to the nearest quantization
level. Quantization interval is the range of amplitudes that
are mapped to the same quantization level. The difference
between two quantization levels is referred to as the step
size. These concepts are shown in Fig. 5. A quantization
level should be chosen for each quantization interval. In
an n-bit scalar quantizer each sample is represented by n
bits, and there can be 2n different quantization levels.

2.2.1.1. Uniform Quantization. In uniform quantiza-
tion, the quantization intervals are of equal length, and
each quantization level is chosen as the midpoint of a
quantization interval. The distortion resulting from the

1

2

3

Quantization
interval

4

5

In

Step size

Out

6

7

8

Figure 5. A uniform eight-level midrise quantizer.

quantization process is directly proportional to the square
of the step size and therefore is inversely proportional
to the number of levels, n. A uniform eight-level midrise
quantizer is shown in Fig. 5.

2.2.1.2. Adaptive Quantization. Adaptive quantization
is used for samples with dynamically changing range of
amplitudes. They have uniform step sizes, but the length
of step sizes changes according to the dynamic range of
the input waveform. There are two major approaches [3]:

1. Offline Adaptive (Forward-Adaptive) Approach. In
this type of quantization, source output is first
divided into blocks. Each input block is individu-
ally analyzed and distinct quantizer parameters are
assigned. Quantizer parameters should be transmit-
ted as side information.

2. Online Adaptive (Backward-Adaptive) Approach. In
this method, adaptation is based on the quantizer
output. Since parameters are available both at
the transmitter and receiver, no feedback link is
necessary.

2.2.1.3. Nonuniform Quantization. Uniform quantiza-
tion is optimum when the input signal levels are uniformly
distributed. Often the distribution of the input signal is
nonuniform, and using a nonuniform quantizer instead of
a uniform quantizer results in a considerable performance
improvement. In nonuniform quantization, the quantizer
step sizes are not equal. Usually step sizes close to the
mean signal level are smaller and the step sizes become
larger as the input signal deviates further from the mean.
Having the same number of quantization levels, nonuni-
form quantizers result in a lower average distortion than
uniform quantizers. The expense associated with nonuni-
form quantizers is their more complex structure.

There are various kinds of nonuniform quantization
schemes. One method is to optimize the quantizer levels
to produce minimum quantization error according to the
source statistics. This can be achieved by compressing the
input amplitudes according to a PDF, and then applying
the resulting signal to a uniform quantizer. At the decoder
a corresponding expander is utilized in the reconstruction
process. The mappings that are performed in the blocks
are also shown in Fig. 6. This type of quantizer is termed
compander, because of compressor and expander that exist
in the system. A major application area of companders
is commercial telephony. There are two frequently used
companding techniques named µ law and A law, which are
used in the United States and Europe, respectively [4].

2.2.2. Vector Quantization (VQ). Although Shannon
has stated that given an average distortion D and rate
R(D), a waveform can be reconstructed with a distortion
arbitrarily close to D, this is not practically achievable
with scalar quantization. Vector quantization (VQ) takes
advantage of processing many samples at once for a more
accurate representation of source output. VQ works best
when input blocks are correlated, but even when the
quantized samples are independent VQ performs better
than scalar quantization [4].
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Figure 6. Compander.

In VQ, instead of processing one sample at a time, a
group of samples (called a vector) is mapped to a codebook
index. A codebook is a set consisting of a finite number of
vectors formed in such a way that each input vector has a
corresponding output.

The dimension of a vector quantizer is defined as the
number of samples in the vector. The rate of the vector
quantizer is defined as

R = log2 n
L

bits per sample (16)

where n is the size of VQ codebook and L is the dimension
of the quantizer [3].

VQ structure introduces increased implementation
complexity. To alleviate this problem, tree-structured
VQ can be used. Details of various aspects of vector
quantization can be found in the literature [4–6].

3. CODING TECHNIQUES

Waveform coding techniques can be classified into several
categories. In this article we discuss only major temporal
and spectral coding techniques. Further details on various
coding techniques can be found in the literature [4,5,7].
Another important category is model based coding, which
is not covered here.

3.1. Temporal Coding Techniques

In temporal coding techniques the waveform coding
process is performed in the time domain. In the following
sections we will discuss the basic temporal coding
techniques: pulse code modulation (PCM), differential
PCM (DPCM), and delta modulation (DM). Details on
these and other temporal coding methods can be found in
the literature [4,5,7].

3.1.1. Pulse Code Modulation (PCM). Pulse code modu-
lation (PCM) has gained popularity with digital telephony.
It is the most straightforward method of digitization as
we saw in the last section. Conceptually the encoder
performs three functions: (1) sampling the input wave-
form, (2) quantizing the samples, and (3) representing
each quantizer level with a binary index.

A typical PCM system is shown in Fig. 7. An input sig-
nal is first prefiltered to ensure band limitation, and then
is sampled and quantized. Next, the quantized amplitude
values are mapped to electrical signals suitable for trans-
mission over a particular channel. The received signals are
demodulated and passed through the reconstruction filter.
Finally, an estimate of the input waveform is received by
the destination.

Assuming that the quantization noise is uniformly
distributed over the quantization intervals, it has been
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Figure 7. A typical PCM system.
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shown [3] that the performance with an n-bit uniform
quantizer can be evaluated by

(SQNR)dB = 6.02n + α (17)

where α = 4.07 for peak SQNR and α = 0 for average
SQNR. Hence each additional bit improves the perfor-
mance by about 6 dB.

PCM has several advantages, including immunity to
channel impairments such as noise and interference and
ease of implementation. Because of its widespread use,
PCM has become a standard for comparison of data
compression schemes. PCM systems using companding
generally provide toll quality speech at a rate of 64 Kbps.

3.1.2. Differential Pulse Code Modulation (DPCM).
PCM is designed without taking into account any
correlation between successive samples. In practice
the successive samples of most waveforms are highly
correlated. The key idea behind differential pulse code
modulation (DPCM) is to exploit this correlation.

A typical DPCM system is shown in Fig. 8. In this
system, an estimate of the current sample value is
produced by the predictor through the feedback loop that
is located in the encoder part. Next, this estimate is
subtracted from the current sample value; the difference
is quantized, modulated, and transmitted through the
channel. Then in the receiver, demodulated symbols are
recovered through the second feedback loop located at the
receiver. In this loop, the predicted value is added to the
quantized prediction error. The variance of the difference
between a sample and its estimate is smaller than or
equal to the variance of the original signal. Therefore the
quantization noise power of a DPCM system is smaller
than that of a PCM system. This results in a higher SQNR
than that of a PCM system for the same data rate or the
same SQNR value can be achieved with a lower data rate.
A typical DPCM system provides toll-quality speech at a
rate of 32–48 kbps.

Other versions of the DPCM system where predictor
parameters change according to the statistics of the

input signal and other parameters can provide additional
improvements [5,7].

3.1.3. Delta Modulation (DM). Delta modulation (DM)
is a simplified version of DPCM. DM is also based on
the observation that input signal amplitudes generally do
not make very sudden changes. The key point in DM
is oversampling the input waveform with a sampling
frequency much higher than the Nyquist rate, and
increasing the correlation between the samples. DM can
be visualized as a derivative approximation of an input
waveform.

DM has almost the same structure as DPCM system
shown in Fig. 8. The only change required for DM is to
replace the predictor by a unit delay. In DM, following the
input waveform within a ±� range, a quantized signal is
produced, as shown in Fig. 9. This type of approximation
is known as ‘‘staircase approximation.’’ When the ratio of
step size to sampling period (i.e., �/Ts) is larger than the
maximum slope of the input waveform, then slope overload
occurs. The resulting distortion is named as slope overload
distortion. The second type of quantization noise appears
in DM when � is larger than the slope of the waveform.
This is termed the granular noise. Both noise types are
depicted in Fig. 9. The most crucial parameter in DM is �,
also known as the step size. Large values of � permit the
approximation of rapid changes, whereas smaller values
of � help reduce the effect of granular noise. DM systems
generally provide a rate of 32–64 kbps for toll-quality
speech.

To reduce the effects of the abovementioned quantiza-
tion noise types, adaptive delta modulation (ADM) can be
used. In ADM � varies according to the input waveform.
Details on ADM can be found in the treatise by Jayant [5].

3.2. Spectral Coding Techniques

In temporal coding techniques, the input is a full-band
waveform, that is, not filtered into smaller frequency
bands. In spectral waveform coding techniques, the input
signal is divided into several frequency components and
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2836 WAVEFORM CODING

∆

Quantized
signal

x
Granular

noise

Input
signal
x(t )

Slope
overload

Figure 9. Noise in a DM system.

each component is coded separately. Decomposing the
source output into different frequency bands (subbands) is
performed by digital filters. Each filter output component
is quantized separately so that the resulting quantization
noise is contained within its band.

Spectral coding techniques take advantage of human
perception of signals such as image or speech. Human
senses cannot detect quantization distortion at all frequen-
cies with the same precision. Spectral coding techniques
utilize dynamic bit allocation by assigning more bits to
more important frequency components, and less bits to the
others. Spectral coding techniques also increase efficiency
by removing the redundancy between input samples, thus
providing uncorrelated channel inputs.

Spectral coding techniques can be divided into two
major classes: subband coding (SBC) and transform
coding (TC). In practice SBC is generally used for
audio signals [5], and TC is dominantly used for image
signals [8].

3.2.1. Subband Coding (SBC). Subband coding (SBC)
is a waveform coding method that first decomposes an
input waveform into different subbands and then oper-
ates on them. As shown in Fig. 10, division of the signal
into subbands is performed with the help of an analysis
filterbank. Filter outputs are generally translated to low-
pass signals by an operation equivalent to single-sideband

modulation. Then the outputs are sampled at Nyquist rate
and encoded in the time domain, with the help of one of
the temporal coding techniques such as PCM or DPCM.
The coding technique for each branch is chosen according
to the properties of the corresponding band, or a percep-
tual criterion. The resulting signals are multiplexed and
transmitted through the channel. At the receiver part, the
received signal is demultiplexed and decoded. The result-
ing signal is passed through a synthesis filterbank and the
outputs are summed to form the reconstructed signal.

Quadrature mirror filters (QMFs) are the popular
choice for the filterbanks. These filters obey certain
symmetry conditions and can achieve perfect alias
cancellation.

Depending on the nature of a particular application,
SBC can operate over equal-width subbands or unequal-
width subbands. In speech coding applications usually
four to eight subbands are used. A 32-kbps subband coder
can provide toll-quality speech.

In SBC, since each filter output is encoded and quan-
tized separately, the system can control and distribute
the quantization noise across the spectrum. Therefore the
quantization noise in each band can be adjusted inde-
pendently from that in other bands. Different number of
bits can be assigned to each subband. Also errors due to
channel impairment affect only the outputs of correspond-
ing frequency bands. Combination of subband coding with
adaptive prediction systems can improve system perfor-
mance [5].

3.2.2. Transform Coding (TC). Transform coding (TC)
is also known as block transform coding or block
quantization. As shown in Fig. 11, a transform coder
encodes a block of a discrete input sequence according
to a bit allocation scheme, derived from the perceptual
significance of components. The input to the linear
transformer can be obtained with a high-resolution
temporal coder.

The efficiency of a TC technique depends on the type
of linear transform applied and the bit allocation scheme
used in the quantization of transform coefficients.
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The main objective of the linear transformation in
TC is to provide uncorrelated samples. In this sense,
the Karhunen–Loeve transform (KLT), also known as
the Hotelling transform or the eigenvalue transform,
is optimum since it transforms discrete variables into
uncorrelated coefficients. KLT is based on the statistical
properties of vector representations of the input signal
and minimizes the mean-square error between the input
and its approximation. KLT has the maximum capacity to
perform data compression.

A major disadvantage of the KLT is the high
computational complexity. This problem can be solved by
using a suboptimal but more practical transform method
such as discrete Fourier transform (DFT), discrete cosine
transform (DCT), discrete Hadamard transform (DHT), or
discrete Walsh transform (DWT).

An important design issue in TC is how to implement
the bit allocation scheme. Optimum bit allocation, which
yields the best SQNR, depends on the variance of
quantization coefficients but it is too complex for most
practical purposes.

Zonal sampling is a simple bit allocation method. In
zonal sampling zero bits are allocated to less important
(i.e., out-of the zone) coefficients. In order to obtain a
good performance from zonal sampling, the input power
spectral density should be highly structured.

A more complex version of zonal sampling is threshold
sampling, where a zone is defined as a variable region
depending on the amplitudes of the coefficients.

TC provides a better performance than does SBC at
the expense of increased coding delay and more complex
structure. The number of subbands in TC is typically
greater than the number of subbands used in SBC. This
number is also referred to as the order of the transform.

A more complex version of TC is adaptive transform
coding (ATC). It includes adaptive bit allocation from
window to window while keeping the total data rate
constant. ATC results in a significant increase in the
SQNR with the expense of further increased complexity.
More details on ATC can be found in Refs. 5 and 7.
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1. INTRODUCTION

Communication networks were first developed for provid-
ing voice telephone service. Early networks were deployed
using copper wire as the medium over which traffic was
sent in the form of electromagnetic waves. As demand for
communication increased, networks began to use optical
fiber cables over which information was sent in the form of
lightwaves. Thanks to the relatively low attenuation losses
of optical fiber, transmitting information over fiber allowed
for a significant increase in the transmission capacity of
networks. For example, while transmission over copper
was limited to only a few tens of thousands of bits per sec-
ond (kbps), optical fiber transmission enabled data rates
exceeding hundreds of millions of bits per second (Mbps).
However, the relatively recent development of the Inter-
net has resulted in a tremendous increase in demand
for transmission capacity. More recently, developments in
optical transmission technology have achieved data rates
that exceed many billions of bits per second (Gbps). Even
with these enormous data rates, demand still far exceeds
the available network capacity. As a result, telecommu-
nication equipment companies are constantly trying to
develop new technology that can increase network capac-
ity at reduced costs.

While fiberoptic technology resulted in a significant
increase in a network’s ‘‘bandwidth,’’ or the amount of
information that the network could send, the creation
of the Internet resulted in an even greater demand for
bandwidth. As demand for network capacity increased,
service providers exhausted their available transmission
capacity. One approach to alleviating fiber exhaust is
to deploy additional fiber. This solution, however, is not
always economically feasible. As a result, new technologies
were developed to increase the transmission capacity of
existing fiber.

The simplest approach is to increase the rate of
transmission over the fiber (i.e., sending more bits
per second). Since 1980, fiber transmission rates have
increased from a few Mbps to nearly 100 Gbps. Since
most users rarely need such high data rates, a network
technology called synchronous optical networks (SONET)

was developed to allow users to share the capacity of a
fiber [1].

SONET is a technology for multiplexing a large number
of low-rate circuits onto the high-rate fiber channel.
The ‘‘basic’’ transmission rate of SONET is 64 kbps for
supporting voice communications. SONET multiplexes
large numbers of 64-kbps channels onto higher-rate
datastreams. SONET defines a family of supported data
rates. These data rates are often referred to as (optical
carrier) OC-1, OC-3, OC-12, OC-48, and OC-192; where
OC-1 corresponds to a data rate of 51.84 Mbps, or 672 voice
circuits, OC-3 is 155.52 Mbps or 2016 voice circuits
(3 times OC-1, OC-12 is 12 times OC-1, etc.). SONET
uses time-division multiplexing (TDM) for combining
traffic from multiple sources onto a common output. TDM
multiplexes traffic from different sources by interleaving
small ‘‘slices’’ of data from each source. Thus, if traffic from
three OC-1 sources is being time division multiplexed onto
an OC-3 transmission channel, each source would get
access to the channel for a short period of time in a
round-robin order, as shown in Fig. 1.

However, because of fundamental limits on optical
transmission, the transmission capacity of a fiber cannot
be increased indefinitely. Hence, to further increase the
capacity of a fiber, a technology called wavelength-division
multiplexing (WDM) was developed [1]. Wavelength divi-
sion multiplexing allows transmissions on the fiber to use
different colors of light (each color represents a different
wavelength over which light propagates). Whereas in the
first optical communications networks, light was trans-
mitted through the fiber using a single wavelength, WDM
permits light at multiple, different wavelengths, to be
transmitted through a single fiber simultaneously. WDM
is analogous to frequency-division multiplexing (FDM),
which is often used for transmission over the airwaves.

In WDM systems, incoming optical signals are assigned
a specific wavelength and then multiplexed onto the
fiber. Moreover, such systems are bit-rate- and protocol-
independent, meaning that each incoming signal can be
carried in its native format and at a different rate. For
example, a WDM system may support the transmission of
multiple SONET signals on a single fiber, each operating
at transmission rates of 10 Gbps (OC-192). As shown
in Fig. 2, WDM systems are designed to operate in the
low loss region of optical fiber, around the 1.5-µm band.
Typically, wavelengths are assigned in this region with
a separation of 25–100 GHz; and systems supporting
anywhere from 80 to 160 wavelengths are presently being
deployed.

The simplest approach to using WDM is to treat each
wavelength as if it were on a separate fiber and continue

Figure 1. SONET time-division multi-
plexing.
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Figure 2. Wavelength-division multiplexing allows the trans-
mission on multiple wavelengths within a single fiber.

to design the network using point-to-point links, as shown
in Fig. 3. With this approach the available fiber capacity
would in effect be increased by a factor that equals the
number of wavelengths, and the network architecture
would be largely unchanged. By itself, this approach leads
to significant cost savings. First, in many cases existing
fiber cannot meet demand, and WDM can help alleviate
the fiber exhaust problem. In addition, through the use of
erbium-doped fiber amplifiers (EDFAs), as shown in Fig. 3,
a number of wavelengths can be simultaneously amplified.
This leads to significant cost savings when compared to
pre-WDM systems where each fiber would require its
own amplification. Since the cost of amplification (and or
regeneration) forms a large fraction of the overall network
deployment cost, these cost savings through the use of
EDFAs play a large role in the commercial success of
WDM systems.

As described so far, from a network perspective,
WDM systems are not vastly different from any other
optical transmission systems. However, in addition to
pure transmission technology, a number of WDM network
elements have been developed that make it possible
to design networks that actually route and switch
traffic in the optical domain [2]. While these optical
networking functions are rather limited, they have the
potential of significantly enhancing network performance.
In Section 2, we describe some of the basic WDM
network elements. Subsequently, in Section 3 we describe
architectures for future WDM optical local-area networks
(LANs), and in Section 4 we describe architectural issues

in the design of all-optical WDM wide-area networks
(WANs). Since all-optical networks are not likely to emerge
in the near future, we devote the last section of this
article to discussing future WDM-based networks that use
a combination of optical and electronic processing.

2. WDM NETWORK ELEMENTS

A number of optical network elements have been developed
that allow for simple optical processing of signals. The
simplest such device is a ‘‘broadcast star,’’ shown in Fig. 4.
In a broadcast star, each node is connected using one
input and one output fiber. The fibers are then coupled
or ‘‘fused’’ together so that a signal coming in from any
input fiber will propagate on all output fibers. In this
way, all nodes can communicate with each other. Because
of its simplicity and broadcast property, a star has often
been proposed as a suitable technology for optical LANs.
In Section 3 of this article we describe WDM-based LAN
architectures utilizing a broadcast star.

A somewhat more sophisticated device is a wavelength
router, a passive optical device that combines signals
from a number of input fibers and ‘‘routes’’ those signals
in a static manner, based on the wavelength on which
they propagate, to the output fibers. The operation of
a wavelength router with four input fibers is shown in
Fig. 5. Notice that the signal propagating on wavelength 1
of the first input fiber is routed to the first output fiber,
while the signal propagating on wavelength 2 is routed to
the second output fiber, and so on. Similarly, the signal
propagating on wavelength 1 of the second fiber is routed
directly to the second output fiber, while the signal on
wavelength 2 is routed to the third output fiber, and so
forth. A wavelength router is different from a broadcast
star in that it separates the wavelengths onto different
output fibers. Notice that the signals propagating on the
first input fiber are routed onto the four output fibers so
that the first wavelength is routed to the first output, the
second to the second output, and so on. In this way, a
wavelength router is commonly used in optical networks
as a WDM demultiplexer. WDM demultiplexers can be
used to form optical add/drop multiplexers (OADMs), that
are able to drop or add any number of wavelengths at a
node. OADMs play an important role in a network and can
be designed in a number of ways (not necessarily using a
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wavelength router); the operation of an OADM is shown
in Fig. 6.

WDM demultiplexers can be used in conjunction with
optical switches to form an even more sophisticated optical
switching device known as a frequency-selective switch
(FSS). Unlike a wavelength router that routes wavelength
from input fibers onto output fibers in a static manner, a
FSS is a configurable device that can take any wavelength
from any input fiber and switch it onto any output fiber.
In this way, a FSS allows for some flexibility in the
operation of the network. The basic operation of a FSS
is shown in Fig. 7. The signals traveling on each input
fiber are demultiplexed into the different wavelengths.
Each wavelength is then connected to a switching element
that can switch any of the input fibers onto any of the
output fibers. The outputs of the switch elements are then
connected to WDM multiplexers that combine the signals
onto the output fibers.

While a FSS adds significant functionality to the
operation of the network, it requires the ability to
dynamically switch optical signals from one input fiber
onto another. Such switching can be accomplished
optically using a number of techniques that are beyond
the scope of this article. Optical switching technology,

while rapidly progressing, is still relatively immature
and costly. Alternatively, the signals can be switched
in the electronic domain by first converting the signals
traveling on each wavelength to electronics, switching
the signals electronically, and retransmitting the signal
onto the output fiber. Such optoelectronic switching is
often less costly, and results in faster switching times,
than does optical switching. However, in order to perform
the optoelectronic conversion, the signal format (e.g.,
modulation technique, bit rate) must be known. This
eliminates the signal ‘‘transparency’’ that is so desirable
in optical networks.

A FSS adds flexibility to network operations by allowing
wavelengths to be dynamically switched among the
different fibers. However, notice that wavelength cannot
be switched arbitrarily. For example, it is not possible
for a FSS to route the signal propagating on a given
wavelength from more than one input fiber onto the
same output fiber. This limitation can be overcome by a
wavelength converter, which can convert a signal from one
wavelength onto another. Wavelength converters come in
a number of variations. The simplest is a fixed-wavelength
converter, which can convert a given wavelength onto
another in a predetermined static fashion. More flexible
converters can convert a given wavelength onto one of a
number of wavelengths dynamically; such converters are
known as limited-wavelength converters. The most flexible
wavelength converters can convert any wavelength onto
any other. Wavelength conversion can be accomplished
in either the optical or electronic domain. Optical
wavelength conversion is a rather immature technology
primarily implemented in experimental laboratories;
while electronic wavelength conversion suffers from the
need for optoelectronic conversion and the consequent
loss of transparency. Hence, while desirable, wavelength
conversion in optical networks is still very limited.

Of course, in order to use WDM technology, one must
be able to transmit and receive the signal on the different
wavelengths. Transmission is accomplished using lasers
that operate at a given wavelength, while reception is
accomplished using WDM filters and light detectors.
Typically lasers and filters are designed to operate at
a single, fixed, frequency; such devices are commonly
referred to as fixed tuned devices. Fixed tuned WDM
transmitters and receivers again limit the capability and
flexibility of an optical network because a signal that is
transmitted on a given wavelength must travel throughout
the network, and be received on that wavelength.
Hence, without wavelength conversion, a node that has
a transmitter that operates on a given frequency can

Figure 6. Optical add/drop multiplexer.
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communicate only with nodes that are equipped with
a receiver for that frequency. Tunable transmitters
and receivers are hence very desirable for optical
networks; however, much like wavelength conversion, that
technology is still at its inception. Tunable transmitters
and receivers are often characterized according to the
speed with which they can tune to different wavelengths.
Slow tuning lasers, which can tune on the order of a few
milliseconds, are now becoming commercially available,
while fast lasers that can tune in microseconds are
emerging.

3. WDM LOCAL AREA NETWORKS

Typically, local-area networks (LANs) span short dis-
tances, ranging from a few meters to a few thousands of
meters. Because of the relatively close proximity of nodes,
LANs are typically designed using a shared transmission
medium. In this section we discuss WDM-based LANs,
where users share a number of wavelengths, each oper-
ating at moderate rates (e.g., 40 wavelengths at 2.5 Gbps
each).

Typically WDM-based LANs assume the use of a
broadcast star architecture [3]. An optical star coupler
is used to connect all the nodes. Each node is attached
to the star using a pair of fibers: one for transmission
and the other for reception. The star coupler is a passive
device that simply connects all the incoming and outgoing
fibers so that any transmission, on any wavelength, on
an incoming fiber is broadcast on all outgoing fibers. In
order for nodes to communicate, they must tune their
transmitters and receivers to the appropriate wavelength.

A WDM LAN based on a broadcast star architecture
can provide a transmission capacity that can easily exceed
100 Gbps. Perhaps the greatest reason preventing such
systems from emerging is the cost of WDM transceivers. In
order for a WDM LAN to allow flexible bandwidth sharing,
both transmitter and receiver must be rapidly tunable
over the available wavelengths. Transceiver tuning times
that are smaller than the packet transmission times
are desirable if efficient use of the bandwidth is to be
obtained. With packets that are just a few thousands of
bits in length, this calls for tuning times on the order of
microseconds or faster. Present technology for fast tuning
lasers is largely at the experimental stage; and while such
lasers are slowly becoming commercially available, they

are very expensive. Similarly, fast tuning receivers are
also complex and expensive.

It is reasonable to expect that as the commercial market
for these devices develops, their cost will decrease and
they will become more widely available. However, in the
near future, if WDM-based LANs are to become a reality
they must limit the use of tunable components. WDM-
based LANs are usually classified according to the number
and tunability of the transmitters and receivers [4]. For
example, a system utilizing one tunable transmitter and
one tunable receiver is referred to as a TT-TR system.
Similarly, a fixed tuned system would be referred to
as FT-FR. Obviously, a FT-FR system can only use
one wavelength if full connectivity among the nodes is
desired. In order to provide full connectivity over multiple
wavelengths, it is necessary that either the receivers or
the transmitters be tunable. Systems employing either a
tunable transmitter and a fixed tuned receiver (TT-FR) or
a fixed transmitter and a tunable receiver (FT-TR) have
been proposed in the past for the purpose of reducing the
network costs.

Particularly attractive is the use of a fixed tuned
receiver, because with a fixed tuned receiver all com-
munication to a node is done on a fixed wavelength.
Hence, this eliminates the need for any coordination before
the transmission takes place. Of course, having a fixed
tuned receiver means that nodes will have to be assigned
to wavelengths in some fashion. For example, in an N
node–W wavelengths network, N/W nodes can be assigned
to receive on each wavelength. This, of course, creates a
number of complications. First, when nodes are assigned
to wavelengths in such a fixed manner, it is possible that
certain wavelengths will be carrying a larger load than
others and so, while some wavelengths may be lightly
loaded, others may be overly saturated. In addition, such
a network is complicated to administer because whenever
adding a new node, care must be taken to determine on
which wavelength it must be added, and a transceiver card
tuned to that wavelength must be used.

In order to obtain the full benefit of the WDM
bandwidth, a WDM-based LAN must have a TT-
TR architecture. With this architecture, some form of
transmission coordination is necessary for three reasons:
(1) if two nodes transmit on the same wavelength
simultaneously, their transmissions will interfere with
each other (collide) and so some mechanism must be
employed to prevent such collisions; (2) if two or more
nodes transmit to the same node at the same time (albeit
on different wavelengths), and if that node has only a
single receiver, it will be able to receive only one of the
transmissions; and (3) for a node to receive a transmission
on a wavelength, it must know in advance of the upcoming
transmission so that it can tune its receiver to the
appropriate wavelength.

Most proposed WDM LANs use a separate control
channel for the purpose of pretransmission coordination.
Often, these systems use an additional fixed tuned
transceiver for the control channel. Alternatively, the
control and data channels can share a transceiver, as
shown in Fig. 8.
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Figure 8. User terminals: (a) single turnable trans-
ceiver; (b) two-transceiver configuration.
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In order for one node to send a packet to another, it
must first choose a wavelength on which to transmit, and
then inform the receiving node, on the control channel, of
that upcoming transmission. A number of medium access
control (MAC) protocols have been proposed to accomplish
this exchange [5]. These protocols are more complicated
than single-channel MAC protocols because they must
arbitrate among a number of shared resources: the data
channels, the control channel, and the receivers.

Early MAC protocols for WDM broadcast networks
attempted to use ALOHA for sharing the channels [6].
With ALOHA, nodes transmit on a channel without
attempting to coordinate their transmissions with any
of the other nodes. If no other node transmits at the same
time, the transmission is successful; however, if two nodes
transmit simultaneously, their transmissions ‘‘collide’’ and
both nodes must retransmit their packets. To reduce the
likelihood of repeated collisions, nodes wait a random
delay before attempting retransmission. When the load
on the network is light, the likelihood of such a collision
is low; however, with increased load such collisions occur
more often, limiting network throughput. Single-channel
versions of ALOHA have a maximum throughput of
approximately 18%. A slotted version of ALOHA, where
nodes are synchronized and transmit on slot boundaries,
can achieve a throughput of 36%.

In a WDM system using a control channel, a MAC
protocol must be used both for the control and the
data channels. Early MAC protocols attempted to use
a variation of ALOHA on both the control and the data
channels [7]. In order for a transmission to be successful,
the following sequence of events must take place: (1) the
transmission on the control channel must be successful
(i.e., no control channel collision), (2) the receiving node
must not be receiving any other transmission at the same
time (i.e., no receiver collision), and (3) the transmission
on the chosen data channel must also be successful. In a
system that uses ALOHA for both the control and data
channels, it is clear that throughput will be very limited.
It has been shown that systems using slotted ALOHA for
both the data and control channels achieve a maximum
utilization of less than 10% [7].

In view of the discussion above, a number of
MAC protocols that attempt to increase utilization by
coordinating and scheduling the transmissions more
carefully have been proposed [4]. For example, the protocol
described by Modiano and Barry [8] uses a simple
master/slave scheduler as shown in Fig. 9. All nodes
send their requests to the scheduler on a dedicated
control wavelength, λC. The scheduler, located at the
hub, schedules the requests and informs the nodes on
a separate wavelength, λC′ , of their turn to transmit.

Scheduler/
controller OT

OT

OT
HUB

Σ
lc´

lc

lc,l1..l30

lc,l1..l30

Figure 9. A WDM-based LAN using a broadcast star and a
scheduler.

On receiving their assignments, nodes immediately tune
to their assigned wavelength and transmit. Hence nodes
do not need to maintain any synchronization or timing
information. By measuring the amount of time that nodes
take to respond to the assignments, the scheduler is able
to obtain an estimate of each node’s round-trip delay to the
hub. This estimate is used by the scheduler to overcome
the effects of propagation delays. The system uses simple
scheduling algorithms that can be implemented in real
time. Unicast traffic is scheduled using first-come–first-
serve input queues and a window selection policy to
eliminate head-of-line blocking, and multicast traffic is
scheduled using a random algorithm [9].

We should point out, however, that despite their
appeal, WDM-based LANs still face significant economic
challenges. This is because the cost of WDM transceivers
(especially tunable) is far greater than the typical cost of
today’s LAN interfaces. Since tunable WDM transceivers
are just beginning to emerge in the marketplace, it is
difficult to provide an accurate cost estimate for these
devices, but it is certainly in the thousands of dollars.
While a 100-Gbps LAN is very attractive, few would be
willing to pay thousands of dollars for such LAN interfaces.
Hence, in the near term, it is reasonable to expect WDM
LANs to be used only in experimental settings or in
networks requiring very high performance. However, as
the cost of transceivers declines, it is not unlikely that this
technology will become commercially viable.

4. WDM WIDE-AREA NETWORKS

In the WDM broadcast LAN architecture described
above, nodes communicate by tuning their transmitter
and receiver to common wavelengths. In a wide-area
network (WAN), where a broadcast architecture is
not scalable, traffic must be switched and routed at
various communication nodes throughout the network. In
electronic networks, this switching is accomplished using
either circuit switching or packet switching techniques.
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With packet switching, each network node must process
each packet’s header to determine the destination of
the packet and make suitable routing decisions; with
circuit switching, circuits are set up in advance of the
communication and routing and switching decisions are
predetermined for the duration of the call. Hence, with
circuit switching there is no need for nodes to process the
incoming data.

Optical packet switching involves a number of rather
complex functions, such as header recognition, packet
synchronization, and optical buffering. These technologies
are rather crude and largely experimental at present [10].
Hence most efforts at optical networking have focused on
circuit-switched networks. With WDM, much of the effort
has been on the design of wavelength-routed networks,
where connections between end nodes in the network
utilize a full wavelength. There are a number of challenges
in the design of an optical WDM network including the

choice of a network architecture, performing the functions
of routing and switching wavelengths, as well as assigning
wavelengths to the various connections.

Since optical network elements are relatively expensive
and of limited capabilities, the choice of a network archi-
tecture is particularly critical. Early efforts at designing
all-optical WDM networks have been focused on a hierar-
chical architecture where different network elements are
employed at different levels of the hierarchy. For example,
as shown in Fig. 10, an optical star may be used in the local
areas of the network and frequency-selective switches,
optical amplifiers, wavelength converters, and other com-
ponents may be used in the backbone of the network.

An early prototype of an all-optical-network is the all-
optical network (AON) testbed developed by scientists
at MIT, AT&T, and Digital Equipment Corporation
(DEC) [2]. The AON testbed used the hierarchical
architecture shown in Fig. 11. The lowest level in the
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WDM network.

FSS FSS

FSS FSS

FSS

Level 2

Router
Router

StarStar

OTOT
OTOTOTOTOT OTOT

Star
Star

Star

Router

User User User User

Global

Metro

Local

Figure 11. The AON architecture.



2844 WAVELENGTH-DIVISION MULTIPLEXING OPTICAL NETWORKS

hierarchy was the LAN employing a broadcast star. A
number of wavelengths were allocated for use within
the local area, and those were separated from the other
levels of the hierarchy using a wavelength blocking filter.
Separating the local wavelengths from the rest of the
network allows for those wavelengths to be reused at
different local areas. The next level of the hierarchy
used a wavelength router for connecting (in a static
manner) different local areas. Finally, a FSS was used
for providing connectivity in the wide area. A prototype
of the architecture consisting of the lowest two levels was
deployed in the Boston area connecting between facilities
at MIT, MIT Lincoln Laboratory, and DEC.

The AON testbed supported two primary types of
services: (1) a circuit-switched wavelength service that
can establish wavelength connectivity between different
nodes and (2) a circuit-switched time-slotted service by
which a fraction of a wavelength can be assigned
to a connection. The time-slotted service allows the
flexibility of provisioning at the subwavelength level.
However, implementing such a service requires very
precise synchronization between the nodes so that the
different circuits can be aligned on time-slot boundaries.
The AON testbed demonstrated a 20-wavelength network,
separated by 50 GHz and transmitting at rates of up
to 10 Gbps per wavelength. AON also employed tunable
transceivers. The transmitter was implemented using a
DBR (distributed Bragg reflector) laser that can tune
between wavelengths in 10 ns.

The early wavelength routing networks raised a
number of architectural questions for all-optical networks.
Perhaps the one that received the most attention is
that of dealing with wavelength conflicts. Without using
a wavelength converter, the same wavelength must be
available for use on all links between the source and
the destination of the call. A wavelength conflict may
occur when each link on the route may have some free
wavelengths, but the same wavelength is not available on
all of the links. This situation can be dealt with through
the use of wavelength converters that can switch between
the wavelengths. However, because of the high cost of
wavelength conversion, a number of studies quantifying
the benefits of wavelength conversion in a network
have been published [11,12]. Others have considered the
possibility of placing the wavelength converters only
at some key nodes in the networks [13]. However, the
detailed results of these studies are beyond the scope of
this article.

Another promising approach for dealing with wave-
length conflicts is the use of a good wavelength assignment
algorithm that attempts to reduce the likelihood of a
wavelength conflict occurring. The wavelength assignment
algorithm is responsible for selecting a suitable wave-
length among the many possible choices for establishing
the call. For example, the three calls illustrated in Fig. 12
can be established using three wavelengths (λ1λ2λ3) as
shown on the left or just two wavelengths as shown on the
right. By choosing the assignment on the right, λ3 remains
free for use by future potential calls. A number of wave-
length assignment schemes have been proposed [14,15],
and the subject remains an active area of research.
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Figure 12. Two possible wavelength assignments for three calls
on a ring: (a) bad and (b) good assignments.
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Figure 13. Performance of wavelength assignment algorithms
in a ring network.

Figure 13 compares the performance of some proposed
wavelength assignment algorithms. The simplest algo-
rithm is to randomly select a wavelength from among
the available wavelengths along the path. Clearly such
an algorithm would be very inefficient, and, as can be
seen from the figure, the random algorithm results in the
highest blocking probability. A first-fit heuristic assigns
the first available (i.e., lowest index number) wavelength
that can accommodate the call. The most frequently used
heuristic assigns the wavelength that is used on the most
number of fibers in the network and lastly, the max-
sum algorithm assigns the wavelength that maximizes
the number of paths that can be supported in the net-
work after the wavelength has been assigned [16]. All
of these algorithms attempt to pack the wavelengths as
much as possible, leaving free wavelengths open for future
calls. Also shown in Fig. 12 is the blocking probability
that results when wavelength changers are used. This
represents an upper bound on the performance of any
wavelength assignment algorithm. The significance of this
illustration is that a good wavelength assignment algo-
rithm can result in a blocking probability that is nearly
as low as if wavelength changers are employed. Hence, a
significant reduction in network costs can be obtained by
using a good wavelength assignment algorithm.

Wavelength assignment was the first fundamental
architectural problem in the design of all-optical networks.
It has received much attention in the literature, and
remains an active area of research. Beyond wavelength
assignment, other important areas of research include
the use of wavelength conversion (e.g., where wavelength
converters should be deployed), the use of optical
switching, and mechanisms for providing protection from
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failures. While a meaningful discussion of these topics is
beyond the scope of this article, Ref. 1 provides a recent
overview on most of these topics.

5. JOINT OPTICAL AND ELECTRONIC NETWORKS

Since all-optical networks are not likely to become a
reality in the near future, the current trend in networking
is to design networks that use a combination of optical
and electronic techniques. A simple example would be a
SONET-over-WDM network where the nodes in a SONET
ring are connected via wavelengths rather than point-to-
point fiber links. As we explained in the introduction, this
use of WDM transmission is beneficial because it both
reduces network cost and increases network capacity due
to the large number of wavelengths. In fact, using WDM
at the optical layer also introduces an additional flexibility
in the design of the network.

Consider, for example, the networks in Fig. 14, where
the optical topology consists of optical nodes [e.g., optical
switches or ADMs (add/drop multiplexes)] that are
connected via fiber and the electronic topology consists
of electronic nodes (e.g., SONET multiplexers) that are
connected using electronic links. Without WDM, the
electronic topology shown in the figure cannot possibly
be realized on the optical topology because the optical
topology does not have a fiber link between nodes 1 and 3.
However, with WDM an electronic link can be established
between nodes 1 and 3 using a wavelength that is routed
through node 2. The optical switch (or ADM) at node 2
can be configured to pass that wavelength through to
node 3, creating a virtual link between nodes 1 and 3. This
approach allows for various electronic topologies to be
realized on optical topologies that do not necessarily have
the same structure. Electronic nodes can be connected via
wavelengths that are routed on the optical topology.

This approach can be used to realize a variety of
electronic networks, such as ATM, IP, or SONET [17].
The connectivity of the electronic nodes determines the
required wavelength connection that must be established.
In other words, each link in the electronic topology requires
a wavelength connection (also referred to as lightpath)
between the optical nodes. In order to realize a particular
electronic topology, the corresponding set of wavelength
connections must be realized on the optical topology.
This very practical problem leads to another version of
the routing and wavelength assignment (RWA) problem
known as the batch RWA. Given a set of lightpaths that
must be established, a RWA must be found such that
each lightpath must use the same wavelengths along its
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Figure 14. The electronic (a) and optical (b) topologies of a
network.

route from the source to the destination (assuming no
wavelength conversion) and no two lightpaths can use the
same wavelength on a given link. This problem is closely
related to the well-known NP-complete graph coloring
problem, and in fact Chlamtac et al. [17] showed that the
static RWA problem is indeed NP-complete by suitable
transformation from graph coloring.

WDM allows the electronic (logical) topology to be
different from the physical topology over which it
is implemented. This ability created the interesting
opportunity for ‘‘logical topology design’’; that is, given the
traffic demand between the different nodes in the network,
what is the best logical topology for supporting that
demand. For example, suppose that one is to implement
a ring logical topology as in Fig. 14. If a large amount of
traffic is being carried between nodes 1 and 4, and virtually
no traffic between 1 and 3, it makes more sense to connect
the ring in the order 1–4–3 rather than 1–3–4. In this
way, the length of the path that the traffic must traverse
is reduced, and consequently, the load on the links is also
reduced. Designing logical topologies for WDM networks
has typically been formulated as an Integer Programming
problem, solutions to which are obtained using a variety of
search heuristics [18,19]. Furthermore, with configurable
WDM nodes (e.g., wavelength switches), it is even possible
to reconfigure the logical topology in response to changes
in traffic conditions [20].

6. FUTURE DIRECTIONS

Since their inception, the premise of optical networks has
been to eliminate the electronic bottleneck. Yet, so far,
all optical networks have failed to emerge as a viable
alternative to electronic networks. This can be attributed
to the tremendous increase in the processing speeds and
capacity of electronic switches and routers. Nonetheless,
the enormous capacity and configurability of WDM can be
used to reduce the cost and complexity of the electronic
network, paving the way to even faster networks.

While in the near term optical networking will be used
only as a physical layer beneath the electronic network,
researchers are aggressively pursuing all-optical packet-
switched networks. Such networks may first emerge in
the local area, where a broadcast architecture can be
used without the need for optical packet switching. As all-
optical packet switching technology matures, all-optical
networks may become viable. However, as of this writing,
it is very unclear whether truly all-optical networks will
ever become a reality.

BIOGRAPHY

Eytan Modiano received his B.S. degree in electrical
engineering and computer science from the University
of Connecticut at Storrs in 1986 and his M.S. and Ph.D.
degrees, both in electrical engineering, from the University
of Maryland, College Park, Maryland, in 1989 and 1992,
respectively. He was a Naval Research Laboratory fellow
between 1987 and 1992 and a National Research Council
postdoctoral fellow during 1992–1993, while he was



2846 WAVELETS: A MULTISCALE ANALYSIS TOOL

conducting research on security and performance issues
in distributed network protocols.

Between 1993 and 1999 he was with the Communi-
cations Division at MIT Lincoln Laboratory where he
designed communication protocols for satellite, wireless,
and optical networks and was the project leader for
MIT Lincoln Laboratory’s Next Generation Internet (NGI)
project. Since 1999, he has been a member of the faculty
of the Aeronautics and Astronautics Department and the
Laboratory for Information and Decision Systems (LIDS)
at MIT, where he conducts research on communication
networks and protocols with emphasis on satellite and
hybrid networks, and high speed optical networks.

BIBLIOGRAPHY

1. R. Ramaswami and K. Sivarajan, Optical Networks, Morgan
Kaufmann, San Francisco, CA, 1998.

2. I. P. Kaminow, A wideband all-optical WDM network, IEEE
JSAC/JLT 14(5): 780–799 (June 1996).

3. E. Modiano, WDM-based packet networks, IEEE Commun.
Mag. 37(3): 130–135 (March 2000).

4. B. Mukherjee, WDM-based local lightwave networks part I:
Single-hop systems, IEEE Network 6(3): 12–27 (May 1992).

5. G. N. M. Sudhakar, M. Kavehrad, and N. D. Georganas,
Access Protocols for passive optical star networks, Comput.
Networks ISDN Syst. 913–930 (1994).

6. D. Bertsekas and R. Gallager, Data Networks, Prentice-Hall,
Englewood Cliffs, NJ, 1992.

7. N. Mehravari, Performance and protocol improvements for
very high-speed optical local area networks using a star
topology, IEEE/OSA J. Lightwave Technol. 8(4): 520–530
(April 1990).

8. E. Modiano and R. Barry, A novel medium access control
protocol for WDM-based LAN’s and access networks using a
master/slave scheduler, IEEE J. Lightwave Technol. 18(4):
2–12 (April 2000).

9. E. Modiano, Random algorithms for scheduling multicast
traffic in WDM broadcast-and-select networks, IEEE/ACM
Trans. Network. 7(3): 425–434 (June 1999).

10. V. Chan, K. Hall, E. Modiano, and K. Rauchenbach, Architec-
tures and technologies for optical data networks, J. Lightwave
Technol. 16(12): 2146–2186 (December 1998).

11. R. Barry and P. Humblet, Models of blocking probability in
all-optical networks with and without wavelength changers,
IEEE J. Select. Areas Commun. 14(5): 858–867 (June 1996).

12. S. Subramanian, M. Azizoglu, and A. Somani, Connectivity
and sparse wavelength conversion in wavelength-routing
networks, IEEE INFOCOM 148–155 (1996).

13. R. Ramaswami and G. Sasaki, Multiwavelength optical net-
works with limited wavelength conversion, IEEE INFOCOM
490–499 (1997).

14. R. Ramaswami and K. N. Sivarajan, Routing and wavelength
assignment in all-optical networks, IEEE/ACM Trans.
Network. 489–500 (Oct. 1995).

15. S. Subramanian and R. Barry, Wavelength assignment in
fixed routing wdm networks, ICC ’97, Montreal, June 1997.

16. I. Chlamtac, A. Ganz, and G. Karmi, Lightpath communica-
tions: An approach to high-bandwidth optical WANs, IEEE
Trans. Commun. 40(7): 1171–1182 (July 1992).

17. J. Bannister, L. Fratta, and M. Gerla, Topological design of
WDM networks, Proc. Infocom ’90, Los Alamos, CA, 1990.

18. R. Ramaswami and K. Sivarajan, Design of logical topologies
for wavelength routed optical networks, IEEE J. Select. Areas
Commun. 14(5): 840–851 (June 1996).

19. J. P. Labourdette and A. Acampora, Logically rearrangeble
multihop lightwave networks, IEEE Trans. Commun. 39(8):
1223–1230 (Aug. 1991).

20. A. Narula-Tam and E. Modiano, Dynamic load balancing in
WDM packet networks with and without wavelength con-
straints, IEEE J. Select. Areas Commun. 18(10): 1972–1979
(Oct. 2000).

WAVELETS: A MULTISCALE ANALYSIS TOOL

HAMID KRIM
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Carolina State University
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Raleigh, North Carolina

One’s first and most natural reflex when presented with
an unfamiliar object is to carefully look it over, and hold it
up to the light to inspect its different facets in the hope of
recognizing it, or of at least relating any of its aspects to a
more familiar and well-known entity. This almost innate
strategy pervades all science and engineering disciplines.

Physical phenomena (e.g., earth vibrations) are moni-
tored and observed by way of measurement in the form
of temporal and/or spatial data sequences. Analyzing such
data is tantamount to extracting information useful to fur-
ther understand the underlying process (e.g., frequency
and amplitude of vibrations may be an indicator for an
imminent earthquake). Visual or manual analysis of typ-
ically massive amounts of acquired data (e.g., in remote
sensing) are impractical, causing one to resort to adapted
mathematical tools and analysis techniques to better cope
with potential intricacies and complex structure of the
data. Among these tools figure a variety of functional
transforms (e.g., Fourier transform) that in many cases
may facilitate and simplify an analytical track of a prob-
lem, and frequently (and just as importantly) provide an
alternative view of, and a better insight into, the prob-
lem. (This, in some sense, is analogous to exploring and
inspecting data under a ‘‘different light.’’) An illustration
of such a ‘‘simplification’’ is shown in Fig. 1, where a rather
intricate signal x(t) shown in the leftmost figure may be
displayed or viewed in a different space as two elementary
tones. In Fig. 2, a real bird chirp is similarly displayed as
a fairly rich signal which, when considered in an appropri-
ate space, is reduced and ‘‘summarized’’ to a few ‘‘atoms’’
in the time–frequency (TF) representation. Transformed
signals may formally be viewed as convenient represen-
tations in a different domain that is itself described by a
set of vectors/functions {φi(t)}i={1,2,...,N}. A contribution of a
signal x(t) along a direction ‘‘φi(t)’’ (its projection) is given
by the following inner product

Ci(x) =< x(t), φi(t) >=
∫ ∞

−∞
x(t)φi(t) dt (1)
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Figure 1. A canonical function-based pro-
jection to simplify a representation.
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Figure 2. Bird chirp with a simplified representation in an
appropriate basis.

where the compact notation < ·, · > for an inner product
is used. The choice of functions in the set is usually
intimately tied to the nature of information that we are to
extract from the signal of interest. A Fourier function for
example, is specified by a complex exponential ‘‘ejωt ’’ and
reflects the harmonic nature of a signal, and provides it
with a simple and an intuitively appealing interpretation
as a ‘‘tone.’’ Its spectral (frequency) representation is
a Dirac impulse that is well localized in frequency. A
Fourier function is hence well adapted to represent a
class of signals with a fairly well localized ‘‘spectrum,’’
and is highly inadequate for a transient signal that, in

contrast, tends to be temporally well localized. This thus
calls for a different class of analyzing functions, namely,
those with good temporal compactness. A relatively recent
introduction of a function class that balances between the
two extremes will be the focus of this chapter. The wavelet
transform, by virtue of its mathematical properties, indeed
provides such an analysis framework that in many ways
is complementary to that of the Fourier transform. As the
goal of this article is of a tutorial nature, we cannot
help but provide a somewhat high-level exposition of
this theoretical framework while attempting to provide
a working knowledge of the tool as well as its potential for
applications in information sciences in general.

The remainder of this article is organized as follows.
In Section 1 we review some of the background starting
with a generic functional basis with illustrations from
the familiar Fourier basis. In Section 2 we discuss the
wavelet transform. In Section 3 we define a multiscale
analysis based on a wavelet basis and elaborate on their
properties and their implications, as well as on their
applications. In Section 4 we discuss a specific estimation
technique that is believed to be sufficiently generic and
general to be useful in a number of different applications
of information sciences in general and of signal processing
and communications in particular.

1. SIGNAL REPRESENTATION IN FUNCTIONAL BASES

As noted above, a proper selection of a set of analyzing
functions heavily impacts the resulting representation
of an observed signal in the dual space, and hence the
resulting insight as well.



2848 WAVELETS: A MULTISCALE ANALYSIS TOOL

When considering finite-energy signals [these are also
said to be L2(�)] ∫ ∞

−∞
|x(t)|2 dt < ∞, (2)

a convenient functional vector space is one that is endowed
with a norm inducing inner product, namely, a Hilbert
space, which will also be our assumed space throughout.

Definition 1. A vector space endowed with an inner
product, which in turn induces a norm, and such that
every sequence of functions xn(t) whose elements are
asymptotically close is convergent, (this convergence is in
the Cauchy sense whose technical details are deliberately
omitted to streamline the flow of the article) is called a
Hilbert space.

Remark. An L2(�d
), d = 1, 2 space is a Hilbert space.

Definition 2. A set of vectors or functions {φi(t)}, i =
1, . . . , which are linearly independent and which span a
vector space, is called a basis. If in addition these elements
are orthonormal, then the basis is said to be an orthonormal
basis.

Among the desirable properties of a selected basis in
such a space are adaptivity and a capacity to preserve
and reflect some key signal characteristics (e.g., signal
smoothness). Fourier bases have in the past been at the
center of all science and engineering applications. They
have in addition, provided an efficient framework for
analyzing periodic as well as nonperiodic signals with
dominant modes.

1.1. Fourier Bases

If a canonical function of a selected basis is φ(t) = ejωt,
where ω ∈ �, then we speak of a Fourier basis that yields
a Fourier series (FS) for periodic signals and a Fourier
transform (FT) for aperiodic signals.

A FT essentially measures the spectral content of a
signal x(t) across all frequencies ω:

X̂(ω) =
∫ ∞

−∞
x(t)e−jωt dt. (3)

The latter, also referred to as the Fourier integral, is
defined for a broad class of signals [1], and may also be
specialized to derive the Fourier series (FS) of a periodic
signal. This is easily achieved by noting that a periodic
signal x̃(t) may be evaluated over a period T, which in turn
leads to

x̃(t) = x(t + T) =
∞∑

n=−∞
αx

nejnω0t (4)

with ω0 = 2π/T and αx
n = 1/T

∫ T

0
x(t)e−jnω0t dt. Because

it is an orthonormal transform, the FT enjoys a
number of interesting properties [2], including the energy
preservation in the dual space (transform domain):∫ ∞

−∞
|x(t)|2 dt =

∫ ∞

−∞
|X̂(f )|2 df .

This is referred to as the Plancherel–Parseval property [2].

In applications, however, x(t) is measured and sampled
at discrete times, requiring that the aforementioned
transform be extended to obtain a spectral representation
that closely approximates the theoretical truth and that
remains just as informative. Toward that end, we proceed
to define a discrete-time Fourier transform (DFT) as

X̂(ejω) =
∞∑

i=−∞
x(i)e−jωi (5)

This expression may also be extended for finite-
observation (finite-dimensional) signals via the fast
Fourier transform [2]. While these transforms have been
and remain crucial in many applications, they show lim-
itations in problems requiring a good ‘‘time–frequency’’
localization as often encountered in transient analysis.
This may easily be understood by reinterpreting Eq. (5) as
a weighted transform where each of the time samples is
equally weighted in the summation for X̂(ejω). Gabor [3]
first proposed to use a different weighting window leading
to the so-called windowed FT, which served well in many
practical applications [4].

1.2. Windowed Fourier Transform

As just mentioned, when our goal is to analyze very local
features, such as those present in transient signals, for
instance, it then makes sense to introduce a focusing
window as follows

Wµ,ω(t) = ejωtW(t − µ),

where ||W(µ,ω)|| = 1 ∀(µ, ω) ∈ �2 and where W(·) is typically
a smooth function with a compact support. This yields the
following parameterized transform:

X̂W(ω,µ) = 〈x(t), Wµ,ω(t)〉. (6)

The selection of a proper window is problem-dependent
and is ultimately resolved by the desired spectrotempo-
ral tradeoff which is itself constrained by the Heisenberg
uncertainty principle [4,5]. From the TF (time–frequency)
distribution perspective, and as discussed by Gabor [3] and
displayed in Fig. 3, the Gaussian window may be shown to
have minimal temporal as well as spectral support of any
other function. It hence represents the best compromise
between temporal and spectral resolutions. Its numerical
implementation entails a discretization of the modulation
and translation parameters and results in a uniform par-
titioning of the TF plane as illustrated in Fig. 4. Different
windows result in various TF distribution of elementary
atoms, favoring either temporal or spectral resolution as
may be seen for the different windows in Fig. 5. While
representing an optimal time–frequency compromise, the
uniform coverage of the TF plane by the Gabor trans-
form falls short of adequately resolving a signal whose
components are spectrally far apart. This may easily and
convincingly be illustrated by the study case in Fig. 6,
where we note the number of cycles that may be enumer-
ated within a window of fixed time width. It is readily
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Figure 4. A time–frequency tiling of dyadic wavelet basis by a
proper subsampling of a wavelet frame.
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seen that while the selected window (shown grid) may be
adequate for one fixed frequency component, it is inade-
quate for another lower frequency component. An analysis
of a spectrum exhibiting such a time-varying behavior is
ideally performed by way of a frequency-dependent time
window as we elaborate in the next section. The wavelet
transform described next, offers a highly adaptive window
that is of compact support, and that, by virtue of its dila-
tions and translations, covers different spectral bands at
all instants of time.

2. WAVELET TRANSFORM

Much like the FT, the WT is based on an elementary
function, which is well localized in time and frequency.
In addition to a compactness property, a function has to
satisfy a set of properties to be admissible as a wavelet.
The first fundamental property is stated next.

Definition 3. A wavelet is a finite-energy function ψ(·)
[i.e., ψ(·) ∈ L2(�)] with zero mean [4,6,7]:∫ ∞

−∞
ψ(t) dt = 0. (7)

Commonly normalized so that ||ψ|| =
∫

|ψ|2 dt = 1,

it also constitutes a fundamental building block in
the construction of functions (atoms) spanning the
time–frequency plane by way of dilation and translation
parameters. We hence write

ψµ,ξ (t) = 1√
ξ

ψ

(
t − µ

ξ

)

where the scaling factor ξ1/2 ensures an energy invariance
of ψµ,ξ (t) over all dilations ξ ∈ �+ and translations µ ∈ �.
With such a function in hand, and toward mitigating
the limitation of a windowed FT, we proceed to define a
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Wavelet transform (WT) with such a capacity. A scale-
dependent window with good time localization properties
as shown in Fig. 7 yields a transform for x(t) given by

Wx(µ, ξ) =
∫ ∞

−∞
x(t)

1√
ξ

ψ∗
(

t − µ

ξ

)
dt (8)

where the asterisk denotes complex conjugate. This is, of
course, in contrast to the Gabor transform whose window
width remains constant throughout. A time–frequency
plot of a continuous wavelet transform is shown in Fig. 8
for a corresponding x(t).

2.1. Inverting the Wavelet Transform

Similar to the weighted FT, the WT is a redundant
representation, which, with a proper normalization factor,
leads to a reconstruction formula

x(t) = 1
Cψ

∫ ∞

0

∫ ∞

−∞
Wx(µ, ξ)

1√
ξ

ψ

(
t − µ

ξ

)
dξ

ξ2
dµ (9)

with Cψ =
∫ +∞

0
[ψ(ω̂)/ω] dω.

While the direct and inverse WT have been successfully
applied in a number of different problems [4], their
computational cost due to their continuous and redundant
nature is considered as a serious drawback. An immediate
and natural question arises about a potential reduction
in the computational complexity and hence in the WT
redundancy. Clearly, this has to be carefully carried out to
guarantee a sufficient coverage of the TF plane and thereby
ensure a proper reconstruction of a transformed signal. On
discretizing the scale and dilation parameters, a dimension
reduction relative to a continuous transform is achieved.
The desired adaptivity of the window width with varying
frequency naturally results by selecting a geometric
variation of the dilation parameter ξ = ξm

0 , m ∈ � (set of
all positive and negative integers). To obtain a systematic
and consistent coverage of the TF plane, our choice of the
translation parameter µ should be in congruence with the
fact that at any scale m, the coverage of the whole line
� (e.g.) is complete, and the translation parameter be in
step with the chosen wavelet ψ(t), that is, µ = nµ0ξ

m
0 with

n ∈ �. This hence gives the following scale and translation
adaptive wavelet

ψ(t)m,n = ξ
−m/2
0 ψ

(
t

ξm
0

− nµ0

)
(10)

where the factor ξ
−m/2
0 ensures a unit energy function.

This reduction in dimensionality yields a redundant
discrete wavelet transform endowed with a structure
that lends itself to an iterative and fast inversion or
reconstruction of a transformed signal x(t). The set
of resulting wavelet coefficients {< x(t), ψmn(t) >}(m,n)∈Z2

completely characterizes x(t), and hence leads to a stable
reconstruction [4,5] if ∀x(t) ∈ L2(�) (or finite energy signal)
the following condition on the energy holds:

A||x(t)||2 ≤
∑
m,n

|〈x(t),ψmn(t)〉|2 ≤ B||x(t)||2. (11)

Such a set of functions {ψmn(t)}(m,n)∈Z2 then constitutes a
frame. The energy inequality condition intuitively sug-
gests that the redundancy should be controlled to avoid
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Figure 8. Continuous signal with corresponding wavelet transform with cones of influence around
singularities.
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instabilities in the reconstruction (i.e., too much redun-
dancy makes it more likely that any perturbation of coeffi-
cients will yield an unstable/inconsistent reconstruction).
If the frame bounds A and B are equal, the corresponding
frame is said to be tight, and if furthermore A = B = 1,
it is an orthonormal basis. Note, however, that for any
A �= 1 a frame is not a basis. In some cases, the frame
bounds specify a redundancy ratio that may help guide
one in inverting a frame representation of a signal, since
a unique inverse does not exist. An efficient computa-
tion of an inverse (for reconstruction), or more precisely
of a pseudoinverse, may only be obtained by a judicious
manipulation of the reconstruction formula [4,5]. This is,
in a finite-dimensional setting, similar to a linear system
of equations with a rank-deficient matrix whose column
space has an orthogonal complement (the union of the two
subspaces yields all the Hilbert space), and hence whose
inversion is ill conditioned. The size of this space is deter-
mined by the order of the deficiency (number of linearly
dependent columns), and explains the potential for insta-
bility in a frame projection-based signal reconstruction [4].
This type of ‘‘effective rank’’ utilization is encountered in
numerical linear algebra applications (e.g., signal sub-
space methods [8], model order identification,). The close
connection between the redundancy of a frame and the
rank deficiency of a matrix suggests that solutions avail-
able in linear algebra [9] may provide insight in solving
our frame-based reconstruction problem. A well-known
iterative solution to a linear system and based on a gra-
dient search solution has been described [10] (and in fact
coincides with a popular iterative solution to the frame
algorithm for reconstructing a signal) for solving

f = L−1b

where L is a matrix operating on f and b is the data
vector. Starting with an initial guess f0 and iterating on it
leads to

fn = fn−1 + α(b − Lfn−1) (12)

When α is appropriately selected, the latter iteration may
be shown to yield [4]

lim
n →+∞ fn = f. (13)

Numerous other good solutions have also been proposed
and described in detail in the literature [4,5,11,12].

3. WAVELETS AND MULTIRESOLUTION ANALYSIS

While a frame representation of a signal is of lower
dimension than that of its continuous counterpart, a
complete elimination of redundancy is possible only by
orthonormalizing a basis. A proper construction of such a
basis ensures orthogonality within scales as well as across
scales. The existence of such a basis with a dyadic scale
progression was first shown, and an explicit construction
was given by Meyer and Daubechies [5,13]. The connection
to subband coding discovered by Mallat [14] resulted
in a numerically stable and efficient implementation
that helped propel wavelet analysis at the forefront of

computational sciences. (See Daubechies and Meyer [15]
for a comprehensive historical as well as technical
development [5], which also led to Daubechies’ celebrated
orthonormal wavelet bases.)

To help maintain the smooth flow of this article and
achieve the goal of endowing an advanced undergraduate
with a working knowledge of the multiresolution analysis
(MRA) framework, we give a high-level, albeit comprehen-
sive, introduction, and defer most of the technical details to
the sources in the bibliography. For example, the tradeoff
in time-frequency resolution advocated earlier lies at the
heart of the often technical wavelet design and construc-
tion. The balance between the spectral and temporal decay,
which constitutes one of the key design criteria, has led
to a wealth of new functional bases, and this follows the
introduction of the now classical multiresolution analysis
framework [4,16]. The pursuit of a more refined analysis
arsenal resulted in the nonlinear multiresolution analysis
introduced in 1997 and 1998 [17–19].

3.1. Multiresolution Analysis

The MRA theory developed by Mallat and Meyer [13,20],
may be viewed as a functional analytic approach to
subband signal analysis, which had previously been
introduced in and applied to engineering problems [21,22].
The clever connection between an orthonormal wavelet
decomposition of a signal and its filtering by a bank of
corresponding filters led to an aximonatic formalization
of the theory and subsequent equivalence. This as a
result, opened up a new wide avenue of research in
the development and construction of new functional
bases as well as filter banks [7,23–25]. The construction
of a telescopic set of nested approximation and detail
subspaces {Vj}j∈Z and {Wj}j∈Z each endowed with an
orthonormal basis, as shown in Fig. 9, is a key step of
the analysis. An inter- and intrascale orthogonality of the
wavelet functions, as noted above, is preserved, with the
interscale orthogonality expressed as

Wi ⊥ Wj ∀i �= j. (14)

W1

Nested wavelet subspaces and corresponding bases

W 2V 1

V 2

····

····

····

Figure 9. Hierarchy of wavelet bases.
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By replacing the discrete parameter wavelet ψij(t)
where (i, j) ∈ �2 (set of all positive and negative 2-tuple
integers) respectively denote the translation and the scale
parameters, in Eq. (8) (i.e., µ = 2ji, ξ = 2J) we obtain the
orthonormal wavelet coefficients as

Ci
j (x) = 〈x(t),ψij(t)〉. (15)

The orthogonal complementarity of the scaling sub-
space and that of the residuals and details amount to
synthesizing the following higher-resolution subspace:

Vi ⊕ Wi = Vi−1.

Iterating this property, leads to a reconstruction of the
original space where the observed signal lies and that,
in practice, is taken to be V0: the observed signal at
its first and finest resolution. (This may be viewed as
implicitly accepting the samples of a given signal as
the coefficients in an approximation space with a scaling
function corresponding to that on which the subsequent
analysis is based.) The dyadic scale progression has been
thoroughly investigated, and its wide acceptance and
popularity is due to its tight connection with subband
coding whose practical implementation is fast and simple.
Other nondyadic developments have also been explored
[e.g., 7].

The qualitative characteristics of the MRA we have
thus far discussed may be succinctly stated as follows.

Definition 4. A sequence {Vi}i∈Z of closed subspaces of
L2(�) is a multiresolution approximation if the following
properties hold [4]:

• ∀(j, k) ∈ �2
, x(t) ∈ Vj ↔ x(t − 2jk) ∈ Vj

• ∀j ∈ �, Vj+1 ⊂ Vj

• ∀j ∈ �, x(t) ∈ Vj ↔ x
(

t
2

)
∈ Vj+1

• lim
j→−∞

Vj =
∞⋂

j=−∞
Vj = {0}

• lim
j=−∞

=
∞⋃

j=−∞
Vj = L2(�)

• There exists a function φ(t) such that {φ(t − n)}n∈Z is
a Riesz basis of V0, where the overbar denotes closure
of the space.

3.2. Properties of Wavelets

A wavelet analysis of a signal assumes a judiciously
preselected wavelet and hence a prior knowledge about
the signal itself. As stated earlier, the properties of an
analyzing wavelet have a direct impact on the resulting
multiscale signal representation. Carrying out a useful
and meaningful analysis is hence facilitated by a good
understanding of some fundamental wavelet properties.

3.2.1. Vanishing Moments. Recall that one of the
fundamental admissibility conditions of a wavelet is that
its first moment be zero. This is intuitively understood in
the sense that a wavelet focuses on residuals or oscillating

features of a signal. This property may in fact be further
exploited by constructing a wavelet with an arbitrary
number of vanishing moments. We say that a wavelet has
n vanishing moments if∫

ψ(t)ti dt = 0, i = {0, 1, . . . , n − 1} (16)

Reflecting a bit on the properties of a Fourier Transform
of a function [2], it is easy to note that the number of
zero moments of a wavelet reflects the behavior of its
Fourier Transform around zero. This property is also
useful in applications such as compression, where it
is highly desirable to maximize the number of small
or negligible coefficients, and preserve only a minimal
number of large coefficients. The associated cost with
increasing the number of vanishing moments is that of
an increased support size for the wavelet, hence that of
the corresponding filter [4,5], and hence of some of its
localizing potential.

3.2.2. Regularity and Smoothness. The smoothness of
a wavelet ψ(t) is important for an accurate and
parsimonious signal approximation. For a large class of
wavelets (those relevant to applications), the smoothness
(or regularity) property of a wavelet, which may also be
measured by its degree of differentiability (dαψ(t)/ dtα)
or equivalently by its ‘‘Lipschitzity’’ γ , is also reflected
by its number of vanishing moments [4]. The larger the
number of vanishing moments, the smoother the function.
In applications, such as image coding, a smooth analyzing
wavelet is useful for not only compressing the image but
for controlling the visual distortion due to errors as well.
The associated cost (i.e., some tradeoff is in order) is again
a size increase in the wavelet support, which may in turn
make it more difficult to capture local features, such as
important transient phenomena.

3.2.3. Wavelet Symmetry. At the exception of a Haar
wavelet, compactly supported real wavelet are asymmetric
around their centerpoint. A symmetric wavelet clearly
corresponds to a symmetric filter that is characterized by
a linear phase. The symmetry property is important for
certain applications where symmetric features are crucial
(e.g., symmetric error in image coding is better perceived).
In many applications, however, it is generally viewed as a
property secondary to those described above. When such a
property is desired, truly symmetric biorthogonal wavelets
have been proposed and constructed [5,26] with the slight
disadvantage of using different analysis and synthesis
mother wavelets. In Fig. 10, we show some illustrative
cases of symmetric wavelets. Other nearly symmetric
functions (referred to as symlets) have also been proposed,
and a detailed discussion of the pros and cons of each is
deferred to Daubechies [5].

3.3. A Filter Bank View: Implementation

As noted earlier, the connection between a MRA of a
signal and its processing by a filter bank was not only of
intellectual interest, but was of breakthrough proportion
for general applications as well. It indeed provided a highly
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Figure 10. Biorthogonal wavelets preserve symmetry and symlets nearly do: (a) symmlet;
(b) symmlet spectrum; (c) spline biorthogonal wavelet; (d) spectrum of spline wavelet.
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Figure 11. Filter bank implementation of a wavelet decompo-
sition.

efficient numerical implementation for a theoretically very
powerful methodology. Such a connection is most easily
established by invoking the nestedness property of MR
subspaces. Specifically, it implies that if φ(2−jt) ∈ Vj and
Vj ⊂ Vj−1, we can hence write

1
2j/2

φ(2−jt) = 1
2(j−1)/2

∞∑
k=−∞

h(k)φ(2−j+1t − k) (17)

where h(k) =< φ(2−jt), φ(2−j+1t − k) >, that is, the expan-
sion coefficient at time shift k. By taking the FT of Eq. (17),
we obtain

(2jω) = 1
21/2

H(2j−1ω)(2j−1ω) (18)

which, when iterated through scales, leads to

(ω) =
∞∏

p=−∞

h(2−pω)√
2

(0). (19)

The complementarity of scaling and detail subspaces noted
earlier, stipulates that any function in subspace Wj may
also be expressed in terms of Vj−1 = Span{φj−1,k(t)}(j,k)∈Z2 , or

1
2j/2

ψ(2−jt) =
∞∑

i=−∞

1
2(j−1)/2

g(i)φ(2−j+1t − i). (20)

In the Fourier domain, this leads to

�(2jω) = 1√
2

G(2j−1ω)(2j−1ω) (21)

whose iteration also leads to an expression of the wavelet
FT in terms of the transfer function G(ω), as given for (ω)

in Eq. (19). In light of these equations, it is clear that the
filters {G(ω). This is illustrated for Daubechies wavelet
in Fig. 12. H(ω)} may be used to compute functions at
successive scales. This in turn implies that the coefficients
of any function x(t) may be similarly obtained as they
are merely the result of an inner product of the signal of
interest x(t) with a basis function:

〈x(t),ψij(t)〉 =
∑

〈x(t), g(k)
1

2(j−1)/2
φ(2−j+1(t − 2−ji) − k)〉

= mkg(k)Aj+1
i−k(x) (22)
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Figure 12. A Daubechies- 8 (D-8) function and its spectral properties: (a) D-8 scaling function;
(b) D-8 wavelet function; (c) D-8 scaling Fourier transform; (d) D-8 wavelet Fourier transform.

To complete the construction of the filter pair {H(·), G(·)},
the properties between the approximation subspaces
({Vj}j∈Z) and detail subspaces ({Wj}j∈Z) are exploited to
derive the design criteria for the discrete filters. Specifi-
cally, the same scale orthogonality property between the
scaling and detail subspaces in

∑
k∈Z

(2jω + 2kπ)�(2jω + 2kπ) = 0,∀j (23)

is the first property that the resulting filters should satisfy.
For the sake of illustration, fix j = 1 and use

√
2(2ω) = H(ω)(ω) (24)

Using Eq. (24) together with the orthonormality property
of jth scale basis functions {jk(t)} [4], namely,

∑
|(ω +

2kπ)|2 = 1, where we separate even and odd terms, yields
the first property of one of the so-called conjugate mirror
filters:

|H(ω)|2 + |H(ω + π)|2 = 1. (25)

Using the nonoverlapping property expressed in Eq. (23),
together with the evaluations of �(2ω) and (2ω) and
making a similar argument to that advanced in the
preceding equation yield the second property of conjugate
mirror filters:

H(ω)G∗(ω) + H(ω + π)G∗(ω + π) = 0. (26)

The combined structure of the two filters is referred to as ‘‘a
conjugate mirror filter bank,’’ and their respective impulse
responses completely specify the corresponding wavelets
(see numerous references, e.g., Ref. 6 for additional
technical details). Note that the literature in the MR
studies tends to follow one of two possible strategies:

• A more functional analytic approach, which is mostly
followed by applied mathematicians/mathematicians
and scientists [4,5,16] (we could not possibly do
justice to the numerous good texts now available;
the author cites only what he is most familiar with.)

• A more filtering-oriented approach widely popular
among engineers and some applied mathematicians
[7,24,27].

3.4. Refining a Wavelet Basis: Wavelet Packet and Local
Cosine Bases

A selected analysis wavelet is not necessarily well adapted
to any observed signal. This is particularly the case when
the signal is time-varying and has a rich spectral structure.

One approach is to then partition the signal into
homogeneous spectral segments and by the same token
find it an adapted basis. This is tantamount to further
refining the wavelet basis, and resulting in what is referred
to as a wavelet packet basis. A similar adapted partitioning
may be carried out in the time domain by way of an
orthogonal local trigonometric basis (sine or cosine). The
two formulations are very similar, and the solution to the
search for an adapted basis in both cases is resolved in
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precisely the same way. In the interest of space, we focus
in the following development on only wavelet packets.

3.4.1. Wavelet Packets. We maintained above that
a selection of an analysis wavelet function should be
carried out in function of the signal of interest. This,
of course, assumes that we have some prior knowledge
about the signal at hand. While plausible in some cases,
this assumption is very unlikely in most practical cases.
Yet it is highly desirable to select a basis that might
still lead to an adapted representation of an apriorily
‘‘unknown’’ signal. Coifman and Meyer [28] proposed to
refine the standard wavelet decomposition. Intuitively,
they proposed to further partition the spectral region of the
details (i.e., wavelet coefficients) in addition to partitioning
the coarse and/or scaling portion as ordinarily performed
for a wavelet representation. This, as shown in Fig. 13,
yields an overcomplete representation of a signal, in other
words, a dictionary of bases with a tree structure. The
binary nature of the tree as further discussed below,
affords a very efficient search for a basis which is best
adapted to a given signal in the set.

Formally, we accomplish a partition refinement of, say
a subspace Uj by way of a new wavelet basis which includes
both its approximation and its details, as shown in Fig. 13.
This construction due to Coifman, and Meyer [28] may
be simply understood as one’s ability to find a basis
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Figure 13. Wavelet packet bases structure.

for all the subspaces {Vj}j∈Z and {Wj}j∈Z by iterating the
nestedness property. This then amounts to expressing two
new functions ψ̃0

j (t) and ψ̃1
j (t) in terms of {ψ̃j−1,k}(j,k)∈Z2 , an

orthonormal basis of a generic subspace Uj−1 (which in our
case may be either Vj−1 or Wj−1)

ψ̃0
j (t) =

∞∑
k=−∞

h(k)ψ̃j−1(t − 2j−1k) (27)

ψ̃1
j (t) =

∞∑
k=−∞

g(k)ψ̃j−1(t − 2j−1k) (28)

where h(·) and g(·) are the impulse responses of the
filters in a corresponding filter bank and the combined
family {ψ̃0

j (t − 2jk), ψ̃1
j (t − 2jk)}(j,k)∈�2 is an orthonormal

basis of Uj. This, as illustrated in Fig. 13, is graphically
represented by a binary tree where, at each of the
nodes reside the corresponding wavelet packet coefficients.
The implementation of a wavelet packet decomposition
is a straightforward extension of that of a wavelet
decomposition, and consists of an iteration of both H(·)
and G(·) bands (see Fig. 14) to naturally lead to an
overcomplete representation. This is reflected on the tree
by the fact that, with the exception of the root and bottom
nodes, which have only respectively two children nodes
and one ancestor node, each node bears two children nodes
and one ancestor node.

3.4.2. Basis Search. To identify the best adapted basis
in an overcomplete signal representation, as noted above,
we first construct a criterion that, when optimized, will
reflect desired properties intrinsic to the signal being
analyzed. The earliest proposed criterion applied to a
wavelet packet basis search is the so-called entropy
criterion [29]. Unlike Shannon’s information theoretic
criterion, this is additive and makes use of the coefficients
residing at each node of the tree in lieu of computed
probabilities. The presence of more complex features
in a signal necessitates such an adapted basis to
ultimately achieve an ideally more parsimonious or
succinct representation. As pointed out earlier, when
searching for a wavelet packet or local cosine best basis,
we typically have a dictionary D of possible bases with a
binary tree structure. Each node (j, j′) (where j ∈ {0, . . . , J}
represents the depth and j′ ∈ {0, . . . , 2j − 1} represents the

h

g

x (t )

h

g

h

g

2 

2 

2 

2 

h

g
1

{ }1,kC

0
{ }1,kC

1
{ }3,kC Figure 14. Wavelet packet filter bank

realization.
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branches on the jth level) of the tree then corresponds
to a given orthonormal basis Bj,j′ of a vector subspace of
�2({1, . . . , N}) [�2({1, . . . , N}) is a Hilbert space of finite-
energy sequences]. Since a particular partition p ∈ P
of [0, 1] is composed of intervals Ij,j′ = [2−jj′, 2−j(j′ + 1)],
an orthonormal basis of �2({1, . . . , N}) is given by Bp =
∪{(j,j′)|Ij,j′ ∈P}Bj,j′ . By taking advantage of the property

Span{Bj,j′ } = Span{Bj+1,2j′ }
⊥⊕ Span{Bj+1,2j′+1} (29)

where ⊕ denotes a subspace direct sum, we associate to
each node a cost C(·). We can then perform a bottom–up
comparison of children versus parent costs (thereby, in
effect, eliminating all redundand or inadequate leaves
from the tree) and ultimately prune the tree.

Our goal is to then choose the basis that leads
to the best approximation of {x[t]} among a collection
of orthonormal bases {Bp = {�xip}1≤i≤N |p ∈ P}, where
the term xi emphasizes that it is adapted to {x[t]}.
Trees of wavelet packet bases studied by Coifman and
Wickerhauser [29] are constructed by quadrature mirror
filter banks and constitute functions that are well localized
in time and frequency. This family of orthonormal bases,
partitions the frequency axis into intervals of different
sizes, with each set corresponding to a specific wavelet
packet basis. Another family of orthonormal bases, studied
by Malvar [31], and Coifman and Meyer [28], can be
constructed with a tree of windowed cosine functions,
and correspond to a division of the time axis into intervals
of dyadically varying sizes.

For a discrete signal of size N (e.g., the size of the
WP tableau shown in Fig. 13), one can show that a
tree of wavelet packet bases or local cosine bases has
P = N(1 + log2 N) distinct vectors but includes more than
2N/2 different orthogonal bases. One can also show that
the signal expansion in these bases is computed with
algorithms that require O(N log2 N) operations. Coifman
and Wickerhauser [29] proposed that for any signal {x[m]}
and an appropriate functional K(·), one finds the best basis
Bp0 by minimizing an ‘‘additive’’ cost function

Cost(x,Bp) =
N∑

i=1

K(|〈x,�xip〉|2) (30)

over all bases. As a result, the basis that results from
minimizing this cost function corresponds to the ‘‘best’’
representation of the observed signal. The resulting
pruned tree of Fig. 15 bears the coefficients at the
remaining leaves and nodes.

4. MR APPLICATIONS IN ESTIMATION PROBLEMS

The computational efficiency of a wavelet decomposition
together with all its properties have triggered unprece-
dented interest in their application in the area of infor-
mation sciences [e.g., 32–37]. Specific applications have
ranged from compression [38–41] to signal or image mod-
eling [42–45], and from signal or image enhancement
to communications [46–53]. The literature in statistical
applications as a whole has seen an explosive growth, and
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(2,0) (2,1)
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1.k } k = 1

(2,2) (2,3)

N / 2
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2,k } k = 1

N / 4 {C 1
2,k } k = 1

N / 4

kc1 kc2

Figure 15. Tree pruning in search for a ‘‘best’’ basis.

in the interest of space, we will focus our discussion on
a somewhat broader perspective that may, in essence, be
usefully reinterpreted in a number of different instances.

4.1. Signal Estimation Denoising and Modeling

Denoising may be heuristically interpreted as a quest
for parsimony of a representation of a signal. Wavelets
as described above, have a great capacity for energy
compaction, particularly at or near singularities. Given
a particular wavelet, its corresponding basis, as noted
above, is not universally optimal for all signals and
particularly not for a noisy one; this difficulty may be
lifted by adapting the representation to the signal in
a ‘‘best’’ way possible and according to some criterion.
The first of the two possible ways is to pick an optimal
basis in a wavelet packet dictionary and discard the
negligible coefficients [54]. The second, which focuses on
reconstruction of a signal in noise, and which we discuss
here, accounts for the underlying noise statistics in the
multiscale domain to separate the ‘‘mostly’’ signal part
from the ‘‘mostly’’ noise part [55–57]. We opt here to
discuss a more general setting that assumes unknown
noise statistics and where a signal reconstruction is still
sought in some optimal way, as we elaborate below.
This approach is particularly appealing in that it may
be reduced to the setting in earlier developments.

4.1.1. Problem Statement. Consider an additive noise
model

x(t) = s(t) + n(t) (31)

where s(t) is an unknown but deterministic signal
corrupted by a zero-mean noise process n(t), and x(t) is the
observed, that is, noisy, signal. The objective is to recover
the signal {s(t)} based on the observations {x(t)}.

The underlying signal is modeled with an orthonormal
basis representation

s(t) =
∑

i

Cs
iψi(t)

and similarly the noise is represented as

n(t) =
∑

i

Cn
i ψi(t)
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By linearity, the observed signal can also be represented
in the same fashion, and its coefficients are given by

Cx
i = Cs

i + Cn
i .

A key assumption we make is that for certain values
of i, Cs

i = 0; in other words, the corresponding observation
coefficients Cx

i represent ‘‘pure noise,’’ rather than signal
corrupted by noise. As shown by Krim and Pesquet [58],
this is a reasonable assumption in view of the spectral and
structural differences between the underlying signal s(t)
and the noise n(t) across scales. Given this assumption,
wavelet-based denoising consists of determining which
wavelet coefficients represent primarily signal, and which
mostly capture noise. The goal is to then localize
and isolate the ‘‘mostly signal’’ coefficients. This may
be achieved by defining an information measure as a
function of the wavelet coefficients. It identifies the
‘‘useful’’ coefficients as those whose inclusion improves
the data explanation. One such measure is Rissanen’s
information-theoretic approach [or minimum description
length (MDL)] [59]. In other words, the MDL criterion
is utilized for resolving the tradeoff between model
complexity (each retained coefficient increases the number
of model parameters) and goodness of fit [each truncated
coefficient decreases the fit between the received (i.e.,
noisy) signal and its reconstruction].

4.1.2. The Coding Length Criterion. Wavelet threshold-
ing is essentially an order estimation problem, one of
balancing model accuracy against overfitting, and one of
capturing as much of the ‘‘signal’’ as possible, while leav-
ing out as much of the ‘‘noise’’ as possible. One approach to
this estimation problem is to account for any prior knowl-
edge available on the signal of interest, which usually is of
probabilistic nature. This leads to a Bayesian estimation
approach as developed in Refs. 60 and 61. While generally
more complex, it does provide a regularization capacity
which is much needed in low-SNR environments.

A parsimony-driven strategy, which we expound on
here, addresses the problem of modeling in general,
and that of compression in particular. It provides in
addition a fairly general and interesting framework where
the signal is assumed deterministic and unknown, and
results in some intuitively sensible and mathematically
tractable techniques [54]. Specifically, it brings together
Rissanen’s work on stochastic complexity and coding
length [59,62], and Huber’s work on minimax statistical
robustness [63,64].

Following Rissasen, we seek the data representation
that results in the shortest encoding of both observations
and complexity constraints. As a departure from the com-
monly assumed Gaussian likelihood, we rather assume
that the noise distribution f of our observed sequence is
a (possibly) scaled version of an unknown member of the
family of ε-contaminated normal distributions

Pε = {(1 − ε) + εG : G ∈ F}

where  is the standard normal distribution, F is the
set of all suitably smooth distribution functions, and

ε ∈ (0, 1) is the known fraction of contamination. (This
is no loss of generality, since ε may always be estimated if
unknown.) Note that this study straightforwardly reduces
to the additive Gaussian noise case, by setting the mixture
parameter ε = 0, and is in that sense more general.

For fixed model order, the expectation of the MDL
criterion is the entropy, plus a penalty term that is
independent of both the distribution and the functional
form of the estimator. In accordance with the minimax
principle, we seek the least favorable noise distribution
and evaluate the MDL criterion for that distribution.
In other words, we solve a minimax problem where the
entropy is maximized over all distributions in Pε, and
the description length is minimized over all estimators
in S. The saddle point (provided its existence) yields
a minimax robust version of MDL, which we call the
minimax description length (MMDL) criterion.

Krim and Schick [54], show that the least favorable
distribution in Pε, which also maximizes the entropy, is
one that is Gaussian in the center and Laplacian (‘‘double
exponential’’) in the tails, and switches from one to the
other at a point whose value depends on the fraction of
contamination ε.

Proposition 1. The distribution fH ∈ Pε that minimizes
the negentropy is

fH(c) =



(1 − ε)φσ (a)e(1/σ2)(ac+a2) c ≤ −a
(1 − ε)φσ (c) −a ≤ c ≤ a
(1 − ε)φσ (a)e(1/σ2)(−ac+a2) a ≤ c

(32)

where φσ is the normal density with mean zero and variance
σ 2 and a is related to ε by the equation

2
(

φσ (a)

a/σ 2
− σ (−a)

)
= ε

1 − ε
(33)

4.2. Coding for Worst-Case Noise

Let the set of wavelet coefficients obtained from the
observed signal be denoted by CN = {Cx

1, Cx
2, . . . , Cx

N} as
a time series without regard to the scale, and where
the superscript indicates the corresponding process. Let
exactly K of these coefficients contain signal information,
while the remainder only contain noise. If necessary, we
reindex these coefficients so that

Cx
i =

{
Cs

i + Cn
i i = 1, 2, . . . , K

Cn
i otherwise (34)

By assumption, the set of noise coefficients {Cn
i } is a sample

of independent, identically distributed random variates
drawn from Huber’s distribution fH. It follows, by Eq. (34),
that the observed coefficients Cx

i obey the distribution
fH(c − Cs

i ) when i = 1, 2, . . . , K, and fH(c) otherwise. Thus,
the likelihood function is given by

�(CN ; K) =
∏
i≤K

fH(Cx
i − Cs

i )
∏
i>K

fH(Cx
i )
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Since fH is symmetric and unimodal with a maximum at
the origin, this expression is maximized (with respect to
the signal coefficient estimates {Ĉs

i }) by setting

Ĉs
i = Cx

i

for i = 1, 2, . . . , K. It follows that the maximized likelihood
(given K) is

�∗(CN ; K) =
∏
i≤K

fH(0)
∏
i>K

fH(Cx
i )

Thus, the problem is reduced to choosing the optimal value
of K, in the sense of minimizing the MDL criterion:

L(CN ; K) = − log �∗(CN ; K) + K log N

= −
∑
i≤K

log fH(0) −
∑
i>K

log fH(Cx
i ) + K log N (35)

Neglecting terms independent of K, this is equivalent to
minimizing

L̃(CN; K) = 1
2σ 2

∑
i>K

η(Cx
i ) + K log N

where

η(c) =
{

c2 if |c| < a
a|c| − a2 otherwise

is proportional to the exponent in Huber’s distribution fH.
This can simply be achieved by a thresholding scheme [54].

Proposition 2. When log N > a2/2σ 2, the coefficient |Cx
i |

is truncated if

|Cx
i | <

a
2

+ σ 2

a
log N (case 1)

When log N ≤ a2

2σ 2
, the coefficient |Cx

i | is truncated if

|Cx
i | < σ

√
2 log N (case 2)

Remarks. More ample details may be found in the paper
by Krim and Schick [54]. Note however, when σ 2 → 0,
the thresholding scheme reduces to case 2, and Cx

i is
never truncated; since this represents the no-noise case,
it is reasonable that all coefficients should be retained
in the reconstruction. On the other hand, for large σ 2,
the thresholding scheme reduces to case 1, which is
more conservative. For σ 2 → ∞, the signal-to-noise ratio
becomes zero and the best one can do is to estimate the
signal as identically zero.

Similarly, when a → ∞, the noise distribution becomes
purely Gaussian, and the thresholding scheme reduces
to case 2, as expected. The resulting threshold of this
particular noise case coincides with the results of Donoho
and others [55,56] and is qualitatively similar to that
derived by Saito [57]. On the other hand, when a → 0,
the noise distribution becomes purely Laplacian, and the
thresholding scheme reduces to Case 1.

Finally, when N → 1, the thresholding scheme reduces
to case 2, suggesting that outliers are unlikely to occur in
a small sample, and it is hence more reasonable to assume
purely Gaussian noise. On the other hand, for large N, the
thresholding scheme reduces to case 1, since outliers are
highly likely to occur in a large sample.

It is important to distinguish the minimax error
result obtained by Donoho and Johnstone [55], which
was achieved over a signal smoothness class, from those
discussed here and derived by Krim and Schick [54], which
are obtained over a family of noise distributions.

4.2.1. Numerical Experiments. In the examples that
follow, we demonstrate the performance of the robust
thresholding procedure described above, and compare
it with that of the thresholding scheme based on the
assumption of normally distributed noise.

Example 1. Using WAVELAB (available from the Stan-
ford Statistics Department, courtesy of D. L. Donoho and
I. M. Johnstone), we synthesized a broken ramp signal
of length N = 1024. This signal admits an efficient rep-
resentation in a wavelet basis, that is, one with very few
nonzero coefficients. The noise is additive and independent
identically distributed, obeying a N(0, σ 2) distribution con-
taminated by a fraction ε = 10% of white Gaussian noise
with distribution N(0, 9σ 2). The overall signal-to-noise
ratio (SNR) was maintained at 10 dB (see Fig. 16, top).

We implemented two estimators, the first of which
is based on a purely Gaussian noise assumption (i.e.,
ε = 0), and where the thresholding scheme due to [58,65]
was used. The second was the MMDL robust estimator
described above. The reconstructions based on each
estimator appear in Fig. 16. As may easily be observed,
and in contrast to the MMDL technique, the Gaussian
assumption induces a high susceptibility to outliers.

Monte Carlo simulations were carried out to evaluate
the reconstruction performance over a range of SNRs. At
each value of the SNR, 100 experiments were conducted,
and the cumulative reconstruction error is displayed in
Fig. 17. The robust estimator uniformly outperforms the
classic estimator in both L1 and L2 errors over a wide range
of SNRs. Furthermore, the performances of the Gaussian
and robust estimators become indistinguishable at high
SNRs, that is, with small noise variance, showing that
robustness does not come at the cost of reduced efficiency.

Bounding the Reconstruction Error. Although the
robust estimator-based reconstruction error is much
improved it is still potentially unbounded. As discussed
further by Krim and Schick, [54], and because of the
compactness of wavelets, unbounded noise will still
result in unbounded reconstruction error, a property that
may be considered undesirable. This problem may be
circumvented by making the assumption that the signal
has bounded energy; in that case, one of at least two
alternatives is possible:

1. In practice, the signal is known to be bounded,
and prior knowledge of the physical properties of
the signal may be used to determine the || · ||∞
of the sequence of signal wavelet coefficients {Cs

i }.
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Figure 16. Noisy ramp signal and its Gaussian and robust
reconstructions.
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This information may be used to truncate observed
coefficients {Cx

i } not only below, as discussed earlier,
but also above.

2. In the absence of such prior knowledge, it may still be
possible to bound the reconstruction error through
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Figure 18. Absolute reconstruction error versus outlier ampli-
tude for three thresholding schemes.

an adaptive supremum–secondary thresholding
scheme based on some representation criterion, such
as entropy.

The first of these approaches is illustrated in Fig. 18, which
uses the following modified thresholding. Let α > 0 be an
upper bound on the magnitude of the signal coefficients;
then

C̃s
i =




0 if |Cx
i | ≤ a

2
+ σ 2

a
log N

Ĉs
i = Cx

i if
a
2

+ σ 2

a
log K ≤ |Cx

i | ≤ α

α sgn(Cx
i ) if α ≤ |Cx

i |

provided log N > a2/2σ 2 and α > (a/2) + (σ 2/a) log N. The
graph shows that although the robust estimator’s
reconstruction error initially grows more slowly than that
of the Gaussian estimator, the two errors soon converge
as the variance of the outliers grows. The reconstruction
error for the bounded-error estimator, however, levels off
past a certain magnitude of the outlier, as expected.

Sensitivity Analysis for the Fraction of Contamination.
Although such crucial assumptions as the normality of
the noise or exact knowledge of its variance σ 2 usually
go unremarked, it is often thought that Huber-like
approaches are limited on account of the assumption of
known ε. We demonstrate the resilience and robustness of
the approach by studying the sensitivity of the estimator
to changes in the assumed value of ε.

Figure 19 shows the total reconstruction error as a
function of variation in the true fraction of contamination
ε. In other words, an abscissa of 0 corresponds to an
assumed fraction of contamination equal to the true
fraction; larger abscissas correspond to outliers of larger
magnitude than assumed by the robust estimator, and
vice versa. Clearly, the Gaussian estimator assumes
zero contamination throughout. Figure 19 shows that the
reconstruction error for the Gaussian estimator grows very
rapidly as the true fraction of contamination increases,
whereas that of the robust estimator is nearly flat over a
broad range. This should not come as a surprise: outliers
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Figure 19. Error stability versus variation in the mix-
ture parameter ε.
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are, by definition, rare events, and for a localized procedure
such as wavelet expansion, the precise frequency of
outliers is much less important than their existence at all.

Example 2. Example 1 assumed a fixed wavelet basis.
As discussed above, however, highly nonstationary signals
can be represented most efficiently by using an adaptive
basis that automatically chooses resolutions as the
behavior of the signal varies over time. Using a L2 error
criterion, we search for the best basis of a chirp and show
the reconstruction in Fig. 20 (see Krim et al. [66] for more
details).

5. CONCLUSION

We have given an overview of an already broad area
of research and discussed its application in information

sciences, and more specifically an estimation technique
that we believe captures the essence of many encountered
problems. The article assumes an advanced undergradu-
ate knowledge in electrical engineering applications and
mathematics and may also play a role of a primer for a
first-time reader on the topic and is aimed at providing
a working knowledge of the tools, deferring most of the
technical details to the references. While the bibliography
is certainly incomplete (too large for it to be exhaustive), it
hopefully provides a sufficient overview for the interested
reader who may want to probe further.
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1. INTRODUCTION TO WDM OPTICAL NETWORKS

The role of a telecommunications network is to transmit
information in the most efficient, reliable, and cost-
effective way. To do this, a communications channel with
enough bandwidth to satisfy the traffic demands is needed.
From all the known transmission media, the optical fiber
has the largest available bandwidth (>50 THz) and can
satisfy in the most efficient way the traffic demands.
Therefore, fiberoptic links are the backbone of current
high-speed communication networks.

To take full potential of the available fiber bandwidth,
several multiplexing techniques have been introduced
in optical communication systems in accordance with
conventional digital communications systems. Among all
of them, the most popular is the wavelength-division
multiplexing (WDM) technique [1]. WDM allows multiple
datastreams from various application protocols to be com-
bined and transmitted in parallel at different wavelengths,
thereby multiplying the capacity of a single fiber strand.
The different wavelengths, separated from one another at
a fixed spacing frequency, are multiplexed together using
a WDM multiplexer and are then transmitted over the
same optical fiber. The signals at the output end of the
fiber are demultiplexed and are redistributed into the var-
ious applications. Depending on the application, WDM can
be deployed in a coarse version (CWDM) with 16 or fewer
wavelengths having relatively wide spacing or in a dense
version (DWDM) with up to hundreds of wavelengths.
The state-of-the-art commercially available DWDM sys-
tems utilize 80 10-Gbps (gigabit per second) channels
spaced at 50-GHz-frequency separation. The next genera-
tion of DWDM systems will eventually utilize 160 channels
spaced at 25 GHz.
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The first commercial systems that used fiber to
transmit signals instead of WDM utilized space division-
multiplexing (SDM) through the use of multiple fibers
and single channel transmission per fiber (Fig. 1a).
To overcome losses, optoelectronic (OEO) regenerators
were frequently used, resulting in huge system costs.
Several installed systems based on synchronous optical
network/synchronous digital hierarchy (SONET/SDH) are
still using such a technique. The breakthrough for the
optical transmission technology came with the use of
WDM and the invention of optical amplifiers. Tens of

optical channels can be amplified simultaneously, leading
to an enormous reduction of cost, by eliminating many
fibers and more importantly OEO regenerators (Fig. 1b).

Since the introduction of point-to-point WDM systems,
the potential for WDM all-optical networking, without
the use of optoelectronic conversions, has been exploited
by many research groups [2–6], and is now becoming
a commercial reality. Beyond a higher capacity in a
single fiber, WDM optical networks offer the capability for
transparent wavelength routing [5,6]. Their key network
elements are optical switching devices (optical add/drop

Switch/
terminal

Regen
site #1

Regen
site #2 Regen

site #9
Switch/
terminal

10 spans x 35 km

• 8 Fiber pairs
• 9 Regens per pair
• 72 Regens

1310 nm Regenerators
1310 nm
LTEs

1310 nm
LTEs

2.5 Gb/s per fiber 
20 Gb/s capacity

350 km

Switch/
terminal

350 km

5 spans x 70 km
• 1 Fiber pair
• 5 Repeater pairs
• 2 Power amplifiers
• 4 Fiberring has identical backup system

1550 nm EDFA line amplifiers
LTEs LTEs

Switch/
terminal

Transponder
Mux/ De mux
amplifier

Transponder
Mux/ De mux
amplifier

Island of optical transparency

(a)

(b)

Figure 1. Layout of (a) early systems that used fiber to transmit signals, and (b) WDM
point-to-point systems with optical amplification.
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multiplexers and optical cross-connects) that enable
routing at the wavelength level without the use of OEO
conversion [7].

Optical add/drop multiplexers (OADMs) are used to
add/remove signals from a WDM ‘‘comb’’ transmit-
ted along a fiber connection. (Fig. 2a). The OADM
architectures should introduce minimum impairment to
the passthrough signals while enabling access to all the
channels in the transmitted fiber with minimum cost [8].
The use of OADMs in transparent chains [9] or in single
transparent rings [10] depending on the application, has
been discussed. Optical cross-connects (OXCs) are under
development and in the future will enable transparent ring
interconnection and mesh optical networking [5–7]. OXCs
are a more generalized form of OADMs, and besides their
use for add/drop of individual signals from a WDM comb,
they are used to cross-connect signals coming from differ-
ent fibers (Fig. 2b). The main functions of the OXC will
be to dynamically reconfigure the network — at the wave-
length level — for restoration purposes, or to accommodate
changes in bandwidth demand.

OADM

Add/drop ports

Add/drop ports

(a)

(b)

OXC

Figure 2. Schematic representation of the functionality of an
(a) OADM and (b) OXC.

In the near future, wavelength-routed WDM optical
networks will span across all network segments. In
a general end-to-end connectivity picture, the current
networks consists of three major segments, the long-
haul network, the metropolitan-area network, and the
residential access network. Figure 3 presents a schematic
representation of the layout of the various network
segments. A metropolitan-area network (MAN) is simply
defined as the part of the network that interfaces between
the end users (‘‘residential access’’ or ‘‘last-mile’’ networks)
and the backbone long-haul network [10].

Significant network growth has been observed in
metropolitan areas, mainly due to the increased growth
in data and IP (Internet Protocol) traffic demands enabled
by the introduction of broadband access technologies
(e.g., cable modems, ADSL/VDSL) to end users. Driven
mainly by the increasing traffic demand in metropolitan
areas [11], WDM is now beginning to expand from a
network core technology toward the metropolitan and
access network arenas. The focus of research has shifted
toward WDM metropolitan networks [10–17], with the
goal of bringing the benefits (cost and network efficiency)
of the optical networking revolution toward the end
users. From both technical and economic perspectives,
the ability to provide potentially unlimited transmission
capacity is the most obvious advantage of DWDM
technology. However, the use of WDM as simply a
network infrastructure tool that provides increased system
capacity is not as compelling for short-haul networks,
and must bring more benefits to the operator to
gain acceptance. Bandwidth aside, the most compelling
technical advantages of WDM networking for metro
(MAN) applications can be summarized as follows:

• Transparency. A real catalyst behind the use of
WDM in short-haul networks may be its promise
of ‘‘transparency’’ in offering new high-end wave-
length–based services. Several ‘‘shades’’ of trans-
parency have been envisioned, spanning the spec-
trum from ‘‘full’’ transparency (format, protocol, bit
rate) to some subset. WDM can transparently sup-
port at their native bit rate, both time-division
multiplexing (TDM) and data formats such as asyn-
chronous transfer mode (ATM), Gigabit Ethernet
(GbE), Fiber Distributed Data Interface (FDDI), and

Figure 3. Schematic representation of the layout of
the various networks segments.
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Enterprise System Connectivity (ESCON). Networks
would potentially have the flexibility to transport
any kind of data without regard for the restrictions of
the SONET digital hierarchy. Full (or analog) trans-
parency at this level of the network would ‘‘future-
proof’’ the infrastructure against bit rate increase and
new traffic types, and would reduce the equipment
load in the signal path, resulting in significant cost
advantage.

• Scalability. DWDM can leverage the abundance of
dark fiber in many metropolitan-area networks to
quickly meet demand of capacity on point-to-point
links and on spans of existing SONET/SDH rings.

• Dynamic Provisioning. Fast, simple and dynamic
provision of network connections gives providers
the ability to provide high-bandwidth services to
enterprises/end-users in days rather than months.

• Bandwidth Allocation. Ability to drop individual
wavelengths to the building and utilization of the
available bandwidth more efficiently.

In the following text we review the requirements,
architectures, and performance issues related with
WDM metropolitan area optical networks. We present
our considerations about the evolution of MANs. We
also discuss the optical impairments that limit the
transparency in metropolitan WDM networks and present
the characteristics of MAN-optimized optical amplifiers,
fibers, and architectures of optical add/drop multiplexers
that enable flexible and highly performing metropolitan-
area networks.

2. METROPOLITAN OPTICAL NETWORKS:
CHARACTERISTICS, DEFINITIONS, AND REQUIREMENTS

The main role of the metropolitan-area network segment is
to provide traffic grooming and aggregation of a full range
of client protocols from enterprise/private customers in
access networks to backbone service provider networks.
In addition, since the majority of the traffic stays within
the same area, metro networks need to provide efficient
networking capabilities within the metropolitan-area.

The design of metropolitan-area networks presents
many engineering challenges, especially in light of the
large existing base of legacy SONET/SDH infrastructure
prevalent in current MANs. These traditional TDM
networks were originally designed to transport a limited
set of traffic types, mainly multiplexed voice and
private line services. SONET/SDH systems are not able
to transport efficiently data-optimized protocols (e.g.,
to carry a GbE signal at 1.25 Gbps, a full 2.488-
Gbps SONET/SDH channel is needed — a waste of
bandwidth). However, today’s MAN market is being
driven by the need to streamline network efficiencies
under rapidly growing capacity demands and increasingly
variable traffic patterns. Hence there is a strong
desire to migrate from the current SONET/SDH-based
network architecture into a more proactive (dynamic
and intelligent), multiservice optical network. This will
allow service providers to circumvent the need to perform
forklift upgrades or lay more fiber (which is time- and

cost-intensive), thereby cost-effectively migrating toward
a ‘‘futureproof’’ network.

From an architecture point of view, the conventional
metropolitan networks can be separated in two different
segments with distinct roles: the ‘‘metro-access’’ (or
‘‘collector’’), and ‘‘metro-core’’ [or ‘‘interoffice’’ (IOF)]
networks (Fig. 4). ‘‘Metro-access’’ networks are responsible
for collecting the traffic and forward it to a hub node
of the ‘‘inter office’’ network, which in turn will act to
network the traffic between hub nodes and redirect it to
the backbone long-haul network. The typical length of
longest path in IOF networks is ∼300 km and ∼100 km
in ‘‘metro-access’’ networks. IOF networks are designed
mostly as physical rings with a meshed traffic pattern
as shown in Fig. 4b. The dots on the schematic indicate
network node sites, which perform aggregation of high-
bandwidth optical connections, cross-connect, and handoff
to the core network. Cross-connects at these nodes are
quite likely to employ electronic switch cores to support
subwavelength ‘‘grooming’’ of circuits. Grooming allows
for the most efficient utilization of network bandwidth by
performing a mix of space switching (port-to-port) and
time-domain switching (time slot to time slot), which
cannot be implemented easily in the optical domain.
Metro-access networks are designed mostly as physical
rings with a hubbed traffic pattern as shown in Fig. 4c. The
hub node has access to all traffic present in the network,
representing an aggregation point and a connection to the
IOF network. ‘‘Edge boxes’’ sitting at the access network
edge, perform traffic aggregation and WDM multiplexing
of low-bandwidth services.

Metropolitan networks are subject to specific require-
ments and traffic demands that are quite different from
those of the backbone long-haul network. Therefore, metro
network carriers face additional challenges due to the
distinct characteristics of MANs:

• They are very cost-sensitive, since the overall network
cost is divided into a smaller number of customers
than in the long-haul network.

• They are very sensitive to space and power consump-
tion characteristics of the network equipment, since
the network carriers are struggling to reduce the cost
of operating and maintaining the network.

• They are characterized by more rapidly changing
traffic patterns requiring fast provisioning and
therefore ability for network scalability, modularity,
fast reconfiguration, and availability of capacity.

• Since the metro network interfaces with a wide
variety of end customers, it needs to support very
diverse types of traffic (SONET/SDH, Ethernet,
ESCON, Fiber Channel, ATM, IP, etc.). Therefore
network nodes — especially at the edges of the metro
network should perform traffic aggregation.

• The bit rates of the data tributaries accessing
the ‘‘metro-access’’ network can also vary quite
significantly (e.g., from OC-3 to OC-196 for SONET
and from 100 Mbps to 10 Gbps for Ethernet traffic).
Therefore network nodes should also perform traffic
grooming to improve the efficiency of the transport
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Figure 4. Metro network reference architecture (a) and traffic pattern for the IOF (b) and
metro-access (c) network segments .

network by combining the low-bit-rate signals to
a high-bit-rate wavelength channel. Moreover, the
network should be able to support bandwidth
provisioning with various levels of granularity.

• Metropolitan-area optical networks should transport
information while satisfying the service-layer agree-
ments for quality of service and high signal integrity.

3. SYSTEM OFFERINGS FOR METRO NETWORKS

On the basis of the abovementioned requirements,
we can conclude that the system offerings for metro
networks should

• Utilize cost-effective devices with small size and low
power consumption. The devices may trade these
characteristics for lower performance, since the size
of the metro networks is relatively small and high
signal quality can be preserved.

• Provide many different protocol interfaces and the
capability of traffic grooming and aggregation.

• Utilize technologies (e.g., optical switching) that will
enable the network carriers to move from costly time-
consuming static network provisioning (the step-
by-step process of making an optical connection
between two sites) to fast automated provisioning
that requires minimum cost. With the proper network
management system, the operator should ‘‘see’’ the
network resources from a single screen, change
the connections through software tools, and receive
instant verification that the connection is intact
(point-and-click provisioning).

• Provide network protection and restoration as major
requirements that ensure quality of service [18].
Next-generation optical networks will eventually
need to support optical protection switching capa-
bilities, which have proved to considerably reduce
the network costs as opposed to protection switching
in the electronic domain [19]. The simplest protec-
tion option is called ‘‘dedicated’’ or ‘‘1 + 1,’’ where
two copies of the optical signals are counterpropa-
gated through the network on different fibers and
both are delivered to the customer equipment, where
the signal having the best quality is detected [20].
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More advanced protection schemes perform reuse
of capacity (i.e., wavelengths) [19]. For the imple-
mentation of optical protection there are several
enabling technologies such as fast and reliable opti-
cal switches, signal-quality monitors, and transient
gain-controlled optical amplifiers [19–20].

Several companies are currently researching and
developing systems optimized for use in metropolitan
applications. The system offerings that are considered for
deployment in metro networks can be separated in broad
categories that are listed below:

1. Legacy SONET/SDH. This is the dominant
method of optical transport in metro networks today.
Roughly 80,000 metro SONET rings exist only in North
America today. It is a highly reliable ring-based solution,
which offers service protection within 50 ms in case of
network failure. It was optimized for voice traffic and
is therefore inflexible and inefficient with data traffic.
Network connectivity is established with SONET add/drop
multiplexers (ADMs) and digital electronic cross-connects
(DXCs) for interconnecting the rings (Fig. 4a). The SONET
ADMs and DXCs require optical–electrical–optical (O-
E-O) conversion, which makes the technology costly.
The increasing traffic demands in metropolitan areas
have been satisfied by increasing the SONET channel
bit rate (i.e., from OC-3 to OC-196) or the number of
fibers connecting the nodes, introducing in that case
network overlays.

2. Next-Generation SONET/SDH. This is the response
of SONET/SDH system integrators to the evolving char-
acteristics of metro networks. These are ‘‘data-optimized’’
SONET/SDH systems that are fully interoperable with
legacy SONET/SDH networks. They are very compelling
solutions since they simplify the network provisioning and
improve network efficiency by integrating traffic grooming
and aggregation equipment.

3. Metro-Core Point-to-Point DWDM. These systems
transport multiple streams (32–128 wavelengths) of
optical signals on a single fiber. These conventional WDM
solutions have simply translated the SONET ring model
to a WDM platform with multiple wavelengths per fiber
and possibly optical amplifiers to overcome losses (Fig. 5a).
They are typically used to ‘‘connect’’ large carrier offices
within the metropolitan area in a point-to-point fashion.
The network savings arising from these system offerings
can be translated in a first approximation to a reduction of
the number of required optical fibers and SONET network
overlays that are needed to accommodate the traffic
demands. The additional cost of WDM system offerings are
in the use of multiplexers/demultiplexers, amplifiers, and
devices for signal conditioning management (e.g., variable
optical attenuators, dispersion compensating modules).

4. Metro Core Ring DWDM. These systems utilize
optical add/drop multiplexers, which replace SONET
add/drop multiplexers to build physical rings carrying
WDM signals (Fig. 5b). OADMs, through the wavelength
routing concept, can transform a physical ring topology
into any type of network logical topology (ring, mesh, or
star). These systems are capable to transport multiple

streams (e.g., 32–128 wavelengths) of optical signals on
a single fiber. Some systems also promise the use of
OXC for transparent ring interconnection (Fig. 5c). In
such case, no time-division multiplexing/demultiplexing
will be performed at the XCs. This will result in inability
to perform grooming, as opposed to DXC, and may delay
their introduction in metro networks.

5. Metro-Access WDM. These systems transport optical
signals between large enterprise sites and carrier central
offices. Shorter distance (typically 5–20 km) and lower
capacity requirements mean that these systems need
lower optical performance than do metro-core DWDM
systems. Coarse WDM (CWDM) systems with channel
spacing as high as 20 nm is a suitable technology for such
application. Efficient aggregation and transport of data
traffic is again a key objective.

6. Next-Generation Data Transport Systems. These are
data-only devices (layer 2 switches and layer 3 routers)
that will eliminate SONET/SDH systems altogether. They
achieve more efficient transport of data traffic, at the
expense of limited voice capabilities and questionable
reliability. They are based mostly on Ethernet, although
packet-over-SONET and other transport protocols have
been proposed [21]. Ethernet is a transport solution
that is almost 100% predominant within the local-area
network (LAN) market. Its widespread extension into
the metro area is considered to be quite reasonable in
the near future. New technologies, such as multiprotocol
label switching (MPLS) and resilient packet rings (RPRs),
which have been introduced to deliver efficient routing
and improved quality of service, are showing significant
promise. RPR is a medium-access control (MAC) protocol
designed to optimize bandwidth utilization and facilitate
services over a ring network (unlike Ethernet), while
providing carrier-class attributes such as 50-ms ring-
protection switching. It is worth pointing out that WDM
systems are interoperable with data transport systems
and can be used for network upgrades. For example,
the network operator can keep TDM voice services over
SONET on one wavelength, while deploying the data-
oriented technology on another wavelength.

7. All-Optical Packet Switching. This is a data-
optimized transport technology that promises to provide
high throughput, packet-level switching, rich routing
functionality, and excellent flexibility, making this system
offering ideal for metro networks [22–25]. It will utilize
OADMs and OXCs that, on top of wavelength switching,
will be able to perform packet-level switching. Although
this type of system has been researched extensively in the
past by many groups and consortia [22–25], it remains the
most forward-looking solution.

4. ENGINEERING OF TRANSPARENT METRO NETWORKS

Clearly, optical switching through the use of OADMs
and OXCs is a promising technology for provisioning,
protection, and restoration of high-bandwidth services
in the optical layer. However, the adoption of optical
switching technology and optically transparent network
architectures will not be automatic by all network carriers.
The reduction of O-E-O interfaces presents a special set
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Figure 5. Metro network evolution:
(a) SONET rings, WDM on selected
routes; (b) WDM OADM Rings inter-
connected with opaque digital XC, opti-
cal amplifiers used frequently; (c) WDM
OADM rings interconnected with trans-
parent optical XC, optical amplifiers used
frequently.
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of challenges to network designers. The transparency that
WDM systems offer limits the scalability (in terms of the
number of channels, bit rate, etc.) or geographic extent of
the network. The limitations arise from

• Accumulation of Transmission and Networking
Impairments. Several effects, unique in optical
transmission and networking systems, limit the
maximum physical size of the network that can be
supported [10,14,15,26–32]. In a transparent optical

network the WDM signals pass through many optical
components that may introduce deterioration of
signal quality.

• Difficulty in Engineering the Network. Indeed, the
network would have to be engineered for the ‘‘worst
case’’ [15,26]. As a consequence, the worst path (e.g.,
the longer restoration path) will have to be known
from the outset, and all components must be specified
for this worst path (and the specifications will be
tighter, the greater the network reach). Furthermore,
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transparency requires that the whole network be
engineered at once. And once engineered, the network
cannot be extended beyond its intended design.

• Difficulty in Performance Monitoring. Performance
monitoring of the WDM signals at the bit level is
difficult without optoelectronic conversions [33,34].
Also, in-band management information is difficult to
add and monitor, which makes it difficult to manage
networks with transparent all-optical nodes.

A significant consideration in metro optical DWDM
networks is the total transmission length and number
of cascaded nodes that can be satisfied by system optics
without resorting to the cost and complexity of electrical
regeneration. The use of cost-effective devices (e.g., directly
modulated transmitters) to reduce the overall cost the need
for network reconfiguration render the engineering of a
transparent metro network a nontrivial task. Special care
should be taken to reduce the degradation of the signal
quality due to the use of such cost-effective technologies.
Moreover, depending on the network and network node
architecture, the impact of some of the effects can be more
pronounced. In the following paragraphs we discuss the
main effects that make the design of system offerings for
metro networks not a trivial task.

Signal attenuation from fiber/component loss could be
overcome using optical amplifiers. The noise that these
amplifiers introduce in metropolitan area networks can be
managed since the size of the network is relatively small
and short amplifier spans are used [high optical signal-
to-noise ratio (SNR) can be preserved]. Power divergence
among the WDM channels caused by component ripple
as well as polarization-depended loss/gain effects can
degrade system performance, but they can be combated
using static/dynamic spectral equalization [10,15]. Signal
transients occur in metro networks because of the
increased number of channel add/drops and in the
case of protection switching, but the use of dynamic
gain-controlled amplifiers and loss-controlled attenuators
can reduce their impact [10,20,27]. Filter concatenation-
induced distortion is a more severe problem since, in
most cases, it cannot be compensated [28,29]. In-band
crosstalk might also limit the size of network that can be
supported. However, proper network design can reduce
crosstalk-induced limitations [10,15]. Polarization mode
dispersion is not considered to be a severe degradation, due
to the low bit rates used in metropolitan-area networks [1].
Fiber nonlinearities are seldom probed in metro networks
since the channel spacing is large and the injected power
per channel in the fiber can remain low because of
the small amplifier spacing [1]. Chromatic dispersion is
another degrading effect in metro systems, especially with
the use of low-cost transmitters (e.g., directly modulated
lasers/DMLs and electroabsorption modulator-integrated
DFB lasers/EA-DFBs) [32]. These lasers present high-
frequency chirp (i.e., the optical frequency of the emitted
signal varies rapidly with time depending on the changes
of the optical powers) [1], which limits the uncompensated
reach [32]. The dispersion/chirp impairment can be
overcome by using dispersion-compensating modules or
properly engineered optical fibers with special dispersion
characteristics [16,32].

Some of the abovementioned degrading effects could be
assigned to the transmission line (fiber) and others to the
network node equipment. It is then critical to optimize
the design of the transmission fiber, the network node
architecture and the equipment used in the nodes in order
to achieve optimum performance. In the following, we will
see the specific desirable features that the metro network
requirements impose to equipment (e.g., amplifiers), fibers
and OADMs.

4.1. Metropolitan Amplifiers

The ever-changing traffic demands lead to the requirement
for changes in the total number of WDM channels and
also in the percentage of channels added or dropped
at the OADM network nodes. Such dynamic network
reconfigurations will more likely occur more frequently in
metropolitan than in long-haul networks. Furthermore,
protection and restoration mechanisms may force the
termination of some channels or traffic in the network. The
discussion above indicates that the amplifiers designed
for metropolitan networks should have some unique
requirements. The amplifiers have to deal with very
dynamic networks where a large number of channels can
be added and dropped, which means that amplifiers have
to respond rapidly to these events by keeping their gain,
and consequently the per channel power at the amplifier
output, at a constant level independent of the number of
wavelengths present in the network. Another requirement
for metro amplifiers is operation over a wide gain range,
since they have to deal with extremely wide variations in
span length and node losses.

Consequently, key features for metro amplifiers are
(1) variable-gain operation and (2) fast transient gain
control. Such amplifiers will enable fast provisioning in
dynamically reconfigurable networks, optical protection
switching, and either longer system reach or more OADM
nodes per ring, or larger percentage of add/drop capability
per OADM node. In amplified optical networks, the use of
erbium-doped fiber amplifiers (EDFAs) with dynamic gain-
control capability [35] can significantly reduce the signal
transients, and allow for tunable gain characteristics.
Other amplification technologies based on semiconductor
optical amplifiers (SOAs) have shown potential for use in
metro networks [36].

4.2. MAN-Optimized Optical Fibers

Depending on the size, capacity, application, and terminal
equipment used in metro networks, several different
fiber types could be considered. Although advanced WDM
metropolitan networks borrow heavily from concepts and
practices originally developed and evaluated for their long-
haul cousins, there are significant differences between the
two application spaces, as we have pointed out. Among
these is the necessity to support a broad spectrum of
services and data rates in the MAN while keeping costs
as low as possible. More specifically, metro fibers need
to support:

• 1310-nm operation — since the majority of legacy
SONET systems operate at 1310 nm, the fiber type
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used in metro networks should be able to operate at
that wavelength range.

• Full-spectrum (1260–1630-nm) coarse WDM
(CWDM) — CWDM continues to foster growing
interest as a cost-effective means of enabling efficient
bandwidth usage without the complexity and tight
tolerances on optics associated with DWDM systems.
The ability to have future CWDM compatibility
built into metro networks reflects intelligent and
proactive planning.

• Large uncompensated/unregenerated reach for
DWDM systems at 1550 nm — long uncompen-
sated/unregenerated reach with low-cost transmit-
ters will enable the reduction of OEO regenerators
and dispersion compensation modules and conse-
quently will minimize the cost of the network.

Only selected fiber types can meet all the requirements
for a metro fiber. For example, the most widely deployed
single-mode fiber type (standard ITU G.652 fiber) does
not satisfy all the requirements. Such fiber type has
attenuation and dispersion characteristics, illustrated
in Fig 6. Early versions of this fiber type may not be
used for CWDM because of excess attenuation around
1380 nm. For networks requiring wavelength-band service

differentiation and ability for CWDM, a fiber type with
reduced attenuation at that wavelength range (e.g.,
Corning’s SMF-28e fiber, OFS’s Allwave fiber) should be
the optimum choice.

A fiber with reduced water peak attenuation and opti-
mized dispersion characteristics across the available fiber
bandwidth should enable the use of cost-effective transmit-
ters while ensuring compatibility with both CWDM and
DWDM implementations. For example, the use of fibers
with negative dispersion at the operating wavelength
(Fig. 6b) enables the deployment of cost-effective directly
modulated 10-Gbps transmitters for uncompensated reach
comparable to that achieved by the best externally mod-
ulated sources over standard single-mode fiber [31]. Such
a choice may enable cost-effective long-reach 10-Gigabit
Ethernet transport solutions.

Nonzero dispersion-shifted fibers (NZ-DSF) also have
great potential for use in metro networks. The lower abso-
lute value of dispersion and the low attenuation across the
operating wavelength window (see Fig. 6) will enable long
uncompensated reach, legacy SONET 1310-nm operation,
and simultaneous DWDM and CWDM operation.

4.3. OADM Architectures

Currently most of the metro-system integrators are
building equipment that will support WDM OADM rings.

Figure 6. (a) Attenuation and (b) Dispersion char-
acteristics of nonzero dispersion-shifted fiber, nega-
tive-dispersion fiber, and low-water peak fiber.
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Because of the dynamic nature of data traffic originating in
metro networks, OADM architectures should be designed
for capability of large percentage of traffic add/drop at the
network nodes. Although only a few channels may actually
be added or dropped at each OADM, access to a large
number of channels will allow for mesh connectivity of
many nodes and will help avoid wavelength blocking issues
with minimum pre-planning. Remote reconfiguration of
the OADMs is also desirable [8].

Typically, OADM metro ring networks are built
according to a banded wavelength channel plan [10,12].
The wavelengths are split into individual bands (typically
3–8 wavelengths each), with a guard-band spacing
between the wavelength bands. The channels within
the band can be spaced at frequencies of 25, 50, 100,
or 200 GHz. The use of wavelength banding enables
hierarchical multiplexing/demultiplexing at each network
node, optical node bypassing on a per band basis, and
scalable capacity upgrades and consequently reduced first
installed costs [12]. The idea of node bypassing is very
attractive since demultiplexing every wavelength at each
node can be expensive, especially with many wavelengths
per fiber and possibly many fibers per node. In addition to
cost reduction of switching equipment, the wavelength
banding will result in improved optical transmission
performance since the insertion loss at each node for the
passthrough channels will be reduced and also less filter
concatenation effects are expected. The wavelength band-
layered architecture consists of wavelength-band filters
in combination with single-channel filters, and proper
amplification to compensate for OADM losses (Fig. 7a).
After the signals enter the OADM, some wavelength
bands can be dropped using band-drop filters. The other
bands (passthrough) experience a small loss by the band
filters as they pass transparently through the OADM.
The channels corresponding to the dropped bands are
demultiplexed using single-channel demultiplexers and
are directed to the receivers. In the add path a combination
of single-channel multiplexers and band-add filters is used
to add new traffic to the available channel slots. Variable
optical attenuators (not shown in Fig. 7) can be used to
match the power of the added channels to that of the
passthrough channels. Optical amplifiers are placed at
the input and the output of the OADM to compensate
for losses. Wavelength-band layered OADM architectures
meet most of the requirements of metro networks.
However, when using such OADM architecture once the
network is provisioned, the configuration is fixed, which
induces limitation on the network flexibility. Furthermore,
the wavelength-band layered OADM structure limits the
maximum number of network nodes that can be supported
for mesh connectivity.

More recently, a ‘‘broadcast & select’’ OADM archi-
tecture (Fig. 7b) has been proposed as an alternative to
OADM applications where a large number of channels
must be accessed [8,20]. The B&S OADM architecture con-
sists of a 1 × 1 wavelength-selective device [e.g., Corning’s
PurePath dynamic spectral equalizer (DSE)] in combi-
nation with 1 × 2 power splitters/combiners to perform
traffic add/drop, and proper amplification to compensate

TX RX

G2

TXRX

G1

(a)

DSE

DSE

TX TXRX RX

G1 G2

(b)

Figure 7. (a) Wavelength band layered and (b) broadcast &
select OADM architectures.

for OADM losses. In this architecture (Fig. 7b), all incom-
ing traffic is split into two paths for drop and passthrough.
In the drop path, the dropped traffic is selected by a combi-
nation of a power splitter (1 × N, where N is the number of
simultaneously accessible DWDM channels) and tunable
filters. In the passthrough path, the dropped channels are
blocked by the DSE and the available channel slots can
be filled by signals coming from the add path. The add
path consists of N tunable transmitters and a N × 1 power
combiner. An EDFA is used to compensate for losses in
the add path, and the amplifier noise in the empty chan-
nel slots is then filtered by another DSE. Both DSEs in
this architecture can perform signal blocking for some
of the channels and simultaneous power leveling for the
pass through and added traffic. EDFAs are placed at the
input and the output of the OADM to compensate for
OADM losses. Such architecture has the advantages of
keeping the passthrough loss to a minimum, while adding
flexibility to the number of channels to be accessed. The
B&S OADM architecture allows an arbitrary number of
add/drop channels at each node and is dynamically recon-
figurable [8].

5. SUMMARY

We have presented the characteristics, requirements,
and architectures of optical metropolitan-area networks.
The main features of system offerings proposed for
metro networks were also discussed. We outlined our
considerations regarding the evolution of metropolitan-
area networks from SONET rings, to transparent
wavelength-routed WDM rings. We also described the
major transport impairments that limit the performance
of transparent WDM metropolitan-area networks, and we
presented the characteristics of MAN-optimized optical
amplifiers, fibers, and OADMs. More recent research
results demonstrate that a properly engineered network,
utilizing application-optimized components and fiber, will
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enable the buildup of cost-effective metrooptimized WDM
optical networks that satisfy all the requirements and
demands.
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1. INTRODUCTION

The second-generation (2G) CDMA standard, IS-95, is
a narrowband CDMA standard. The third-generation
(3G) CDMA systems will have a target transmission
rate of 2 Mbps (megabits per second). ITU (International
Telecommunications Union), the international standards
body, has adopted both UMTS/IMT-2000 (Universal

Mobile Telecommunications System/International Mobile
Telecommunications by the year 2000) and CDMA-2000
as 3G network access technologies.

The impetus behind the popularization of wireless
communications is the flexibility it offers for mobile users
to roam. For wireless systems to be economically feasible,
they must be able to deploy low-power transmitters and
offer high system capacity, that is, be able to support a
large population with a high transmission rate. These
are the reasons why radio cells in wireless systems
are relatively small (e.g., microcells) and arranged as a
cellular structure. Communications by mobile users in a
cellular environment encounters a number of challenging
problems. These include the need to (1) expand the
spectral width of the transmission channel, (2) manage
the available resources efficiently, and (3) manage the user
mobility effectively and efficiently. The 3G standards have
specifications to address the above-mentioned problems.
Also, in CDMA systems, there is a need for power control,
at least to combat the near–far effects [6,7,11]. Because of
space limitation, in this article we mainly focus attention
on the network architecture and signaling strategies of
IMT-2000 wideband CDMA (WCDMA).

2. NETWORK ARCHITECTURE OF IMT-2000

The UMTS/IMT-2000 architecture is shown in Fig. 1. The
symbols used in Fig. 1 are listed in Table 1. The core
network (CN) includes at least the circuit-switched mobile
switching center (MSC) and the packet-switched packet
radio service support node [2].

2.1. Functional Characteristics

In the UMTS/IMT-2000 system, the functional layering
introduces the concepts of access stratum and nonaccess
stratum. All the functional blocks in the UTRAN belong to
the access stratum. The UTRAN handles all radio-specific
procedures, whereas the core network handles the service-
specific procedures, including mobility management and
call control. The other functional characteristics are as
follows:

• The link Uu (see Fig. 1) connects the two physical
layers (UE and UTRAN) to provide a transparent
digital signal path to the upper layers. The physical
layer occupies certain bandwidth, and is responsible
for synchronization.

• The MAC layer resolves the contention resulting from
the radioband sharing between a number of users. It
also maps the data from the link control layer to the
physical layer, and vice versa.

• The RLC provides reliable data packet transmission
over the radio link. The signaling from the control
plane can be regarded as a special data packet
requiring higher priority and short delay.

• The LAC provides protection to the user data.
• The RRC performs the radio resource management,

and allocates the transmission speed and power for
each connection.
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Figure 1. UMTS/IMT2000 system architecture and protocol layering.

Table 1. Definitions of Symbols Used in Fig. 1

Symbol Description

UE User equipment
UTRAN UMTS terrestrial radio-access network
CN Core network
Uu Radio interface between UTRAN and UE
Iu Interface between UTRAN and CN
CPS C plane, signaling
UPD U plane, data
UPS U plane, speech
CM Connection management
MM Mobility management
LAC Link-access control
RLC-C Radio-link control for the control plane
RLC-U Radio-link control for the user plane
RRC Radio resource management and rate allocation
MAC Medium-access control

• The MM maintains a record of the positions of all the
users in the system and provides the updated user
position information during a call.

• The CM grants or rejects an incoming call, either
newly generated or handed over from an adjacent
cell, based on the channel resources available at the
time of call arrival.

3. PRINCIPLE OF CDMA

3.1. Orthogonal Spreading

It is well known [9] that in CDMA, if the spreading signals,
φi(t) ∈ L2(T), i = 1, 2, . . . , M, are orthogonal:

∫ T

0
φk(t)φl(t) dt = δkl

�=
{

1 k = l
0 k �= l

(1)

where T is the signal duration; the spread signals xiφi(t),
i = 1, 2, . . . , M, will also be orthogonal to each other. Here
xi is the data bit of the ith user, which is kept constant
during T. Consequently, the interference from any other

signal, say, xjφj(t), on the wanted signal, say, xiφi(t), is
theoretically zero after despreading:

Iij =
∫ T

0
xjφj(t)φi(t) dt = xj

∫ T

0
φj(t)φi(t) dt = 0, i �= j (2)

where φi(t) is the despreading function used to extract the
desired data sequence, {xi}, transmitted by the ith user.

It is not difficult to design a set of orthogonal functions
or codes. Some good examples are Hadamard–Walsh
codes [4]. However, when these codes are not properly
aligned, the cross-correlation of these codes will be
nonzero, and may be relatively large compared to
the autocorrelation; that is, the signals are no longer
orthogonal.

Thus, to eliminate the interference from unwanted
signals, the local despreading code is required to be
accurately aligned with the arriving wanted code. This
demands that all the signals arriving at every receiver
be synchronized at the bit level and with the spreading
code. In other words, if it is desired to avoid interferences
from other users using the orthogonality property, all
the received signals must be bit-synchronized with the
local timing that is locked to the spreading code of the
incoming wanted signal. For practical systems in which
mobile terminals are constantly in motion, this is obviously
a very costly requirement. It is desirable to have a type
of code that can separate channels and yet requires no
synchronization.

To date, no orthogonal code requiring no synchroniza-
tion has been found. In frequency diversity methods such
as FDMA, if a certain amount of interference from adja-
cent bands is tolerable, a less sharp cutoff filter can be
employed, which can greatly simplify the filter design.
Similarly, in CDMA if nonperfect channelization is tolera-
ble, nonorthogonal codes that require no synchronization
may be used.

3.2. Nonorthogonal Spreading

The nonorthogonal codes when used for spreading must
require no synchronization at the bit level and with the
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spreading code. To reduce the interference from other
transmissions to a minimum, the cross-correlation, �c,
between any pair of codes of the code set at any time shift
should be small; thus, we require

�c =
∫ T

0
φk(t)[φl(t − T + τ ) + φl(t + τ )] dt � 1 0 ≤ τ < T

(3)

Besides, for reasons to be explained in the next section, the
codes are required to be balanced; that is, the number of
ones must approximately equal the number of zeros. Gold
codes and Kasami codes have such properties [4,5,10].
Kasami codes consist of two classes: the large Kasami code
sets and the small Kasami code sets. The large Kasami
code sets are of more interest to 3G CDMA applications.

3.3. Two-Layer Spreading

In two-layer spreading, the transmitter signal is spread in
the first layer using orthogonal codes. The output from the
first layer is then spread again using nonorthogonal codes.
Orthogonal codes are used in the first layer spreading
for reasons that synchronization between channels can be
easily maintained. Nonorthogonal codes are used for the
second layer to reduce implementation complexity.

Two-layer spreading is illustrated in Fig. 2, where the
set of parallel signals, {xi(t), i = 1, 2, . . . , K}, belongs to
one transmitter. All the channels originating from a sin-
gle transmitter can be readily synchronized. Therefore,
orthogonal codes (Co1, Co2, . . . , CoK), are used to separate
these channels. These channels are then linearly com-
bined and multiplied by a transmitter-specific nonorthog-
onal code.

Σ

x1(t )

Co1

Co2

CoK

Cs

y(t)
x2(t )

xk(t )

Figure 2. Two-layer spreading.

In two-layer spreading, every transmitter uses the same
orthogonal code set. Let the data signal on the kth channel
from the mth transmitter be represented by

xmk(t) =
∑

i

bmkigTb (t − iTb) (4)

where Tb is the bit duration, bmki ∈ {−1, 1} is the ith bit of
the kth channel from the mth transmitter, and gTb (t) is a
rectangular pulse of duration Tb:

gTb (t) =
{1 0 ≤ t < Tb

0 elsewhere
(5)

Let cokj ∈ {−1, 1} be the jth chip of the kth orthogonal
code. Then, the orthogonal spreading code used for the kth
channel can be expressed as

cok(t) =
N∑

j=1

cokjgTc (t − jTc) (6)

where Tc is the chip width and N is the code length.
Normally, the values of Tb and Tc are chosen to
yield Tb/Tc = N, resulting in the same code repeatedly
multiplied onto each data bit of the channel.

The length of the nonorthogonal codes is normally many
times the length of orthogonal codes. They can be a set of
codes, or a set of segments of some long code. Their chip
rate is the same as that of the orthogonal code: 1/Tc. The
nonorthogonal signal can be written as

csm(t) =
N′∑
l=1

csmlgTc (t − lTc) (7)

where csml ∈ {−1, 1} is the lth chip of the nonorthogonal
code for the mth transmitter and N ′ is the code length.
The output from the two-layer spreading is then given by

ym(t) =
∑
k,i

bmkicok(t − iTb)
∑

p

csm(t − pT′) (8)

where T′ = N ′Tc is the nonorthogonal code duration.
Figure 3 shows the timing of the waveforms in a two-
layer spreading system, where xmk(t) is the kth channel
signal from the mth transmitter.

Σp csm (t − pT' )

Σi cok (t − iTb)

cok (t )
{0,1,1,0}

Tb

Tc

xmk (t )
{0,1,0,0,1}

csm (t ) (Gold, N = 31)

Figure 3. Timing of two-layer spread-
ing.
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In a CDMA system, many users transmit signals in the
same band. The received signal (in the absence of channel
impairments and background noise) is given by

r(t) =
∑

m

∑
k,i

bmkicok(t − τm − iTb)
∑

p

csm(t − τm − pT′)

(9)

where τm is the transmission delay from the mth
transmitter to the target receiver.

To receive the desired signal, say, x1(t) of transmitter
1, the receiver must be synchronized to the nonorthogonal
code frame; that is, when the receiver achieves syn-
chronization, τ1 = 0. The output from the nonorthogonal
despreading is

z′(t) = r(t)
∑

p

cs1(t − pT′)

=
∑
k,i

b1kicok(t − iTb)

+
∑
m �=1

∑
k,i

bmkicok(t − τm − iTb)

×
∑

p

csm(t − τm − pT′)cs1(t − pT′) (10)

After orthogonal despreading, the output becomes

z(t) = z′(t)
∑

i

co1(t − iTb)

=
∑

i

b11i +
∑
k�=1,i

b1kicok(t − iTb)co1(t − iTb)

+
∑
m �=1

∑
k,i

bmkicok(t − τm − iTb)co1(t − iTb)

·
∑

p

csm(t − τm − pT′)cs1(t − pT′) (11)

The first term on the RHS of the second equality in (11)
is the wanted signal. The second term represents the
interferences arising from the other channels of the same
transmitter, which vanishes after integration due to the
orthogonality between co1(t − iTb) and cok(t − iTb), k �= 1.
The third term is the interference contribution from
the other transmitters. Since the transmitters are not
synchronized, the first part of the product may not be
zero after integration; it may even be 1 (suppose k = 1
and τm = iT). This is equivalent to that, at any time t,
the probability of the signal being 1 and being −1 is not
equal. But if csm(t − τm − pT′) and cs1(t − pT′) have small
correlation values and are balanced, namely, at any time
t, the probability of the signal being 1 is approximately
the same as it being −1. After multiplication, the
product is approximately balanced and approaches zero
after integration. This is the scrambling technique
normally used in data transmission. For this reason,
the nonorthogonal codes are called scrambling codes.
Similarly, the orthogonal codes are called channelization
codes.

It can be seen from Fig. 3 that when the spreading
factor is small, there is a possibility that the segment of

the scrambling code corresponding to a bit interval (or
a channelization code period) is far from balanced. If we
assume that the number of interfering transmitters is
large and the interferences are independent of each other,
the statistics of the interferences can still be regarded
as random noise. It is certain, however, that a smaller
spreading factor will give a worse scrambling effect than
will a larger spreading factor.

3.4. Spreading in IMT-2000

UMTS/IMT-2000 employs two-layer spreading. For the
downlink, every base station uses the same set of
Hadamard codes or OVSF (orthogonal variable spreading
factor) codes as its channelization codes. Each cell uses a
cell-specific Gold code as its scrambling code.

For the uplink, every active mobile UE establishes
a connection with the base station. The connection
may consist of one or several channels. Every UE or
connection uses the same Hadamard/OVSF codes as its
channelization code. Each connection is then distinguished
by using a user-specific Gold code or Kasami code as its
scrambling code.

Obviously, since there are many more downlink
channels from a single base station than uplink channels
from a single UE, a much larger set of channelization codes
for the downlink transmission is needed. Similarly, since
the number of UEs in a cellular system is much larger
than that of base stations, a larger scrambling code set for
the uplink transmission is required.

In UMTS/IMT-2000, the same OVSF codes are used
for both links. Since the maximum capacity of OVSF
codes has been proved to be bounded by the transmission
rate, special attention must be paid to the downlink
channelization code usage, so that more connections can
be accommodated by the given channelization code set.
This has led to different structures for the uplink and
downlink physical channels (see Section 4.2).

The scrambling codes used for the downlink is a set of
computer-selected 10-ms segments of a (218 − 1)-chip-long
Gold sequence. Each segment is equivalent to 40,960 chips
for the recommended 4.096-Mchip/s1 transmission rate at
a carrier spacing of 5 MHz. For the uplink, a larger number
of scrambling codes is required. They can be either a
set of the extended 256-chip-long large Kasami codes, or
optionally, a set of 10 ms (40,960 chips) segments selected
from a (241 − 1)-chip-long Gold sequence [4].

4. PHYSICAL CHANNELS

4.1. Physical Channel Types

UMTS/IMT-2000 defines the following physical channel
types (see Fig. 1 for references to protocol layers):

1 The originally recommended chip rate for IMT-2000 was
4.096 Mchips/s at a bandwidth of 5 MHz. In the move toward har-
monized global 3G (G3G), ITU adopted a compromised chip rate
of 3.84 Mchips/s for 3G. For the purpose of discussing IMT-2000
spreading in this article, we continue to use 4.096 Mchips/s as the
reference. For the 3.84-Mchip/s rate, proper scaling can easily be
accommodated.
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• Synchronization channel (SCH) — used for initial cell
search and link synchronization by the UE so that the
data and control channels can be properly despreaded
(downlink only).

• Dedicated physical data/control channel (DPDCH/
DPCCH) — each connection between a dedicated UE
and the network is allocated one DPCCH and zero,
one, or several DPDCHs. The DPDCH is used to carry
the data generated at layer 2 and above, dedicated
to a single UE; the DPCCH is used to carry layer 1
control information relevant to the DPDCH.

• Common control physical channel (CCPCH) — used
to broadcast common control information from
layers 2 and 3 to all UEs of a cell or the whole
system (downlink only).

• Physical random-access channel (PRACH) — provi-
des the UEs fast access of short data packets to the
network. This is a supplement to the DPDCH/DPCCH
and is particularly valuable for control information
and signaling transmission (uplink only).

4.2. Dedicated Physical Data/Control Channels

The frame structures of IMT-2000 are shown in Figs. 4 and
5, with the following parameter values:

• Data sequence is divided into frames of length
Tf = 10 ms.

• Each frame is further divided into 16 slots of equal
duration Ts = 0.625 ms.

• The uplink DPDCH and DPCCH each occupies a
separate channel, or one frame per 10 ms. Each slot of
the DPCCH is divided into three fields, for the known
pilot bits, transmit-power-control (TPC) command,
and transport format indicator (TFI), respectively, as
shown in Fig. 4. The pilot bits are used for downlink
channel estimation. The reason for a dedicated pilot
instead of a common pilot is to support the use of
adaptive antenna arrays. The TPC is used to perform
closed-loop power control at a frequency of 1600 Hz.
The TFI (optional) is used to inform the receiver
which transmit format the layer 2 data is used in the
current DPDCH.

• The downlink DPDCH and DPCCH are multiplexed
within each radio frame as shown in Fig. 5. The main
purpose of this multiplexing is to let the two channels
share a single channelization code.

DPDCH Data

Pilot TPC [TFI]DPCCH

one frame = 10 ms

one slot = 0.625 ms

Slot 1 . . . . . .Slot i Slot 16

Figure 4. Uplink DPDCH/DPCCH frame structure.

DPDCH/
DPCCH DataPilot TPC [TFI]

one frame = 10 ms

one slot = 0.625 ms

Slot 1 . . . . . .Slot i Slot 16

Figure 5. Downlink DPDCH/DPCCH frame structure.

4.2.1. Variable Orthogonal Spreading

• On the uplink (Fig. 6), the allowable data bits car-
ried by each slot are nsu = 10,20,40,80,160,320,640
(10 × 2k, k = 0, 1, . . . , 6) bits. These correspond to
channel data rates Rbu = nsu/Ts = 16,32,64,128,
256,512,1024 (16 × 2k, k = 0, 1, . . . , 6) kbps (kilobits
per second). The spreading output is kept at
a constant rate Rc = 4.096 Mchips/s, resulting
in variable spreading factors (SF) of Rc/Rbu =
256,128,64,32,16,8,4 (256/2k, k = 0, 1, . . . , 6).

• On the downlink, since the DPDCH and DPCCH are
multiplexed in each slot (see Fig. 5), the number of
bits carried by each slot must be doubled in order to
offer the same transmission capacity for both links.
Consequently, the allowable data bits carried by each
slot should be nsd = 20,40,80,160,320,640,1280 (20 ×
2k, k = 0, 1, . . . , 6) bits. These correspond to channel
data rates Rbd = nsd/Ts = 32,64,128,256,512,1024,
2048 (32 × 2k, k = 0, 1, . . . , 6) kbps. The spreading
output rate is constant: Rc = 4.096 Mchips/s. To
obtain the same spreading factors as in the uplink,
the serial datastream is first converted to two
parallel sequences (see Fig. 7) before being sent
for spreading. The resulting variable spreading
factors are again Rc/(Rbd/2) = 256,128,64,32,16,8,4
(256/2k, k = 0, 1, . . . , 6).

• The channelization codes available for each connec-
tion on the uplink and for each base station on the
downlink are the same set of OVSF codes. Within
an uplink connection, each DPDCH or DPCCH
requires a unique channelization code for orthogo-
nal spreading. On the downlink, each multiplexed
DPDCH/DPCCH requires a unique channelization
code. These codes are assigned by the network and

Σ

Σ

−

+

+

+

Cc

Q
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Cscramb

cos (wt)

p(t )

− sin (wt)

I

DPCCH

DPDCH

Channeli-
zation

User-specific complex
scramble spreading

Filtering and
modulation

p(t )

Figure 6. Uplink spreading and modulation.
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Figure 7. Downlink spreading and modulation.

may be changed dynamically, frame by frame, during
the connection.

4.2.2. Scrambling Code Spreading. For the uplink,
complex (m phase and quadrature) scrambling code
spreading, as shown in Fig. 6, is used. The reason for using
the complex spreading is to balance the loads on the I and Q
branches. To control the amount of overhead introduced by
using the DPCCH, the power of the DPCCH is to be kept
to a minimum. Consequently, the power of the DPCCH
is normally smaller than that of the DPDCH. Besides,
this difference can vary with the traffic type carried on
the DPDCH. For instance, the relative power difference
between the DPCCH and DPDCH for speech and 384-kbps
data are 3 and 10 dB, respectively. Another advantage of
this complex spreading is that additional DPDCH can be
easily added to the connection by adding it to both I and Q
branches after the independent channelization spreading.

The scrambling code for both I and Q branches is the
same code. It can be either 256-chip-long extended codes
from the VL Kasami set2 of length 255, or a 40,960-chip
(10-ms) segment of a Gold code of length 241 − 1 (when an
ordinary RAKE receiver is used). The scrambling code on
the uplink is user-specific. It is assigned by the network
and may be changed dynamically during the connection.

For the downlink, because of the scarcity of channeliza-
tion codes, the DPDCH and DPCCH are first multiplexed,
as shown in Fig. 5, and then spread by a single channeliza-
tion code, as shown in Fig. 7. The serial DPDCH/DPCCH
datastream is converted into two parallel paths, I and Q
paths, so that the data rate on each path is halved, result-
ing in the same data rates as in the uplink case. The two
branches are then spread by the same channelization code
and scrambling code.

The scrambling code for the downlink is a 40,960-chip
(10-ms) segment of a Gold code of length 218 − 1. There are
512 different segments, which are divided into 32 groups,
each consisting of 16 codes. Each cell is assigned a specific
downlink code at the initial deployment [3].

4.2.3. Filtering and Modulation. The filter p(t) is
a root-raised cosine function with a rolloff factor of

2 The VL Kasami code is simpler and the cross-correlation
properties are maintained between symbols, but has worse
interference averaging properties. Its use is more appropriate
when multiuser detection is used.

0.22. The modulation scheme is quaternary phase shift
keying (QPSK).

4.3. Synchronization Channels

To access the network, a mobile UE must be synchronized
to the desired cell to detect the information. From
the description in the last section, the UE must first
establish the scrambling code timing in order to decode the
information sent from the cell site. Since the scrambling
code boundary is aligned with the bit or channelization
code boundary, orthogonal despreading timing can be
readily obtained, once the scrambling code timing is
derived.

The most straightforward method of acquisition of the
scrambling code timing is to correlate the locally generated
scrambling sequence with the incoming signal. The search
can be performed by shifting the local sequence phase
one-half a chip at a time, until the complete period is
searched. In the worst case, the mobile UE may need to
search all the possible scrambling codes used by the base
stations. Since the scrambling codes must be sufficient
to provide cell-site separation, the number of scrambling
codes is usually very large. This makes the above searching
algorithm extremely time-consuming, usually too slow to
be acceptable for normal operation. To cope with the
difficulty, a special mechanism has been developed for
UMTS/IMT-2000.

4.3.1. Synchronization Channel Types. The system
employs two types of synchronization channels (SCHs):
the primary SCH and the secondary SCH. The primary
SCH transmits a 256-chip-long Gold sequence, called
the primary synchronization code (PSC), in each slot (see
Fig. 8). The sequence is system-specific and is predeter-
mined for the whole system; that is, it is transmitted by
every base station in the system. It is not spread further
by any other spreading code but is superimposed on the
scrambled downlink datastream. At the start of a slot,
the channel transmits 0.0625 ms of this 256-chip sequence
(256 bits/4096 kbps), pauses, and transmits the code again
when the next slot starts. The code is transmitted time-
aligned with the slot boundary so that by acquiring the
PSC, the mobile UE acquires slot synchronization to the
target base station.

The system allocates 16 Gold codes of 256 chip
length, called the secondary synchronization code (SSC),
for indicating the 16 scrambling code groups used for
downlink data and control channels (see Section 4.2.1).

Secondary
SCH

Primary
SCH

d1Csi

Cp

d2Csi

Cp

d16Csi

Cp

one frame (10 ms)

one slot
(0.625 ms)

. . .

. . .

Figure 8. Synchronization channel frames (key: Cp — primary
synchronization code; Csi — the ith code of the 16 possible
secondary synchronization codes; dj — the jth bit of the 16-bit
sequence).
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Each base station is assigned a SSC by the network. The
code is transmitted once per slot on its secondary SCH.
As in the primary SCH, each code occupies 0.0625 ms (see
Fig. 8). The SSC is further modulated by a 16-bit system-
specific sequence in such a way that each 256-chip code
in a slot is modulated by one bit of the 16-bit sequence,
resulting in a repeat pattern every 16 slots or one frame.
By correlating the local code to the SSC, the UE can
determine which code group the target cell uses, and by
demodulating the 16-bit sequence, the frame timing is
obtained.

4.3.2. Initial Cell Search and Synchronization. The
process of the initial cell search and synchronization by a
mobile UE is done in three steps:

1. The UE receiver has a matched filter, matched
to the primary SCH code, Cp. The output of the
filter responding to the Cp sent from any cell is
therefore a sequence of narrow peaks spaced one slot
(0.625 ms) apart. Since all the cells in the system are
transmitting the same Cp, the matched-filter output
is a superposition of many such sequences. The UE
selects the one with the largest peak, and takes the
corresponding cell as its working base-station cell.
This peak sequence also provides the UE with the
slot timing for that cell.

2. With the local slot boundary aligned to the cell
slot boundary obtained in step 1, the UE tries to
correlate each of the 16 possible secondary SCH
codes, Csi, i = 1, 2, . . . , 16, with the received signal.
The correlation is carried over a frame, and for
each possible SSC the searching process is done by
shifting one slot at a time. This results in a maximum
of 16 correlations per code, or 256 correlations in
total, for the UE to search through all the possible
SSCs and the possible 16-bit sequence phases. When
the code selected by the UE is matched to the
secondary SCH code used by its working cell, and
the local 16-bit sequence is matched to the incoming
one, the search is complete. The code group that the
cell uses for its downlink data and control channels
is determined from the matched Gold code, while
the frame timing is obtained by the 16-bit sequence
phase.

3. Once the code group used by the cell for its
downlink data and control channels is determined,
the UE tries all the 32 codes within the group.
(Note: These are 40,960-chip segments of a Gold
code, which should not be confused with the 16
codes used by the secondary SCH, see the last
section.) This is done by correlating each code with
the primary CCPCH. The primary CCPCH uses a
system-specific channelization code and has a fixed
predefined data rate, which makes the scrambling
code detection the simplest task among all the
data and control channels. The search is performed
through symbol-by-symbol correlation over a frame.
Once the correlation operation is finished, the
downlink scrambling code used by the target cell is
determined and information can then be retrieved.

4.4. Common Control Physical Channels

There are two types of common control physical channels:
the primary common control physical channel (primary
CCPCH) and the secondary common control physical
channel (secondary CCPCH). The primary CCPCH is
used to broadcast system-specific information, while
the secondary CCPCH is used to broadcast cell-specific
information.

The framing, channelization, and scrambling for the
CCPCHs are done in the same way as for the downlink
time-multiplexed DPDCH/DPCCH, but with the following
exceptions:

• There is no TPC field (see Fig. 5). Since it is a common
point-to-multipoint broadcast channel, no closed-loop
power control can be applied. Also, since both the
primary and secondary CCPCHs have a fixed data
rate and transport format, there is also no need for
TFI. As a result, the layer 1 control information of the
downlink CCPCHs (equivalent to the DPCCH of the
dedicated physical channel) conveys pilot bits only.

• The primary CCPCH uses a predefined system-
specific channelization code of length 256 chips
common to all cells. The secondary CCPCH uses
a cell-specific code. A cell can have one or several
secondary CCPCHs. The data rate for each channel
is fixed during the transmission but may vary for
different secondary CCPCHs within the cell and
between cells. The channelization code used and
the data rate carried by each secondary CCPCH
is indicated by the information broadcast on the
primary CCPCH (instead of on the TFI field of the
layer 1 control information channel).

4.5. Physical Random-Access Channels

The physical random-access channel (PRACH) is used
to carry random-access bursts and short packets in the
uplink [2]. It is a common channel shared among all
users in the cell. The random-access burst structure of
the PRACH is shown in Fig. 9.

The preamble part is a 16-bit word spread by a cell-
specific 256-chip-long Gold code that is indicated on the
primary CCPCH. The rest is called the data part of the
burst consisting of a UE ID, a ‘‘requested service’’ field,
an optional user data packet, and a CRC field. Spreading
and modulation of the data part is similar to the uplink
dedicated channels. (So the length of the whole burst
is preample +n × 10 ms = 16 × 256/4096 + 10n ms = 1 +
10n ms.) The operation of the PRACH will be described in
Section 5.3.

5. TRANSPORT CHANNELS

5.1. Transport Channel Types

The physical layer offers information transfer services
to the MAC layer. These services are accomplished by

Preamble Requested
service User packet CRCMobile

station ID

Figure 9. Ransom-access burst structure of the PRACH.
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conveying MAC layer channels on the physical channels.
These MAC layer channels, including those listed below,
are denoted as transport channels (TrCh’s).

• Broadcast channel (BCCH) — used for downlink only.
With a fixed rate, it is used to broadcast system
information to all the mobile UEs in its cell.

• Paging channel (PCH) — used for downlink only; also
used for paging in the whole cell.

• Forward-access channel (FACH) — employed for
downlink only. It is used to convey data to one or
more UEs, which may be over a part of the cell using
beamforming.

• Random-access channel (RACH) — used for uplink
only. It is used by the UE to transmit short user
data packets and control packets (e.g., for initiating
packet transfer on the DCHs).

Transport Channels Physical Channels

Primary SCH

Primary CCPCH

Secondary SCH

Secondary CCPCH

PRACH

BCCH

PCH

FACH

RACH

DCH

downlink

downlink

uplink

bidirectional
DPCCH

DPDCH

Figure 10. Mapping of transport channels to physical channels
in IMT-2000.

• Dedicated channel (DCH) — a bidirectional channel.
It is a point-to-point channel used to convey
data to/from a UE. Beamforming can be used to
achieve this.

5.2. Mapping of Transport Channels to Physical Channels

5.2.1. Mapping Relation. The mapping relation of the
transport channels and the physical channels is shown
in Fig. 10. The SCH is provided solely for physical
layer use. One or more DCHs can be mapped onto
a DPDCH/DPCCH pair. Two multiplexing schemes are
proposed in Sections 5.2.2 and 5.2.3.

5.2.2. Coded Composite TrCh (CC-TrCh). In this
scheme (see Fig. 11) several TrCh’s are coded and inter-
leaved individually and then multiplexed to form a coded
composite TrCh (CC-TrCh). The physical layer allocates a
DPDCH for the CC-TrCh and generates additionally an
associated DPCCH for the connection.

5.2.3. Code-Multiplexed TrCh. In this scheme (see
Fig. 12) each TrCh is coded and interleaved, and the
result is sent to the physical layer which occupies a single
DPDCH. So multiple DPDCHs and a single DPCCH will
be generated at the physical layer for the connection.

Obviously, the coded composite TrCh is more efficient
in channelization code usage but has poorer performance
because it produces a high data rate, which results in a
smaller spreading factor. As explained before, it is more
suitable for downlink transmission. In contrast, the code
multiplexed TrCh is less efficient in channelization code
usage but has better performance, so it is more favorable
in uplink transmission.

The processing of each block in Figs. 11 and 12 is as
follows [2]:

1. Channel Coding and Interleaving. Depending on the
specific requirements in terms of error rates, delay,
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Figure 11. Coded composite TrCh in the IMT-2000.
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Figure 12. Code-multiplexed TrCh’s in the IMT-2000.
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and other factors, the coding can take one of the
following forms:
Rate- 1

3 convolutional coding for low-delay services
with moderate error-rate requirements, such as
voice.
A concatenation of rate- 1

3 convolutional coding and
outer Reed–Solomon coding + interleaving for high-
quality services, such as data.
Turbo codes for high-rate high-quality services, such
as data.

2. Rate Matching. Rate matching, which can be fixed
or dynamic, is used to match the bit rate of the
CC-TrCh to one of the available bit rates of the
physical channels.
Static rate matching is carried out only when we
add, remove, or redefine a TrCh. It is applied
after channel coding, and uses code puncturing
(decreasing rate) to adjust either the uplink or
downlink rate to the physical channel rate in such
a way that approximately the same SIR is achieved.
But on the downlink, the rate should be adjusted to
the closest lower physical channel rate to avoid the
overallocation of the orthogonal codes.
Dynamic rate matching is carried out every 10 ms
to match the TrCh rate to the physical channel rate
by symbol repetition (increasing rate). It applies to
the uplink only. For the downlink, discontinuous
transmission within each slot is used when the
instantaneous rate of the CC-TrCh does not exactly
match the physical channel rate. When the data to
be sent in a slot are sent off, the transmission stops
until the next slot starts.

The parameters of all these processings are contained in
the TFI field of each slot of the DPCCH. All the preceding
processings are performed at the physical layer, but under
the control of the radio-resource controller at the RRC
layer (see Fig. 1).

5.3. Random Access

To facilitate burst data packet transmission, The
UMTS/IMT-2000 has special arrangement for random-
access capability.

5.3.1. Random-Access Procedure. The random-access
procedure is based on slotted ALOHA and works as follows:

1. The UE acquires chip and frame synchronization
with the target cell using the initial cell-search
procedure described in Section 4.3.

2. The BCCH is read to retrieve information about
the random-access scramble code and channelization
code(s) used in the target cell.

3. The downlink path loss is estimated from the pilot
bits of the primary CCPCH (see Section 4.4). The
result is used to calculate the required transmit
power of the random-access burst.

4. A random-access burst is transmitted on the RACH
with a random time offset. The time offset is a

multiple of 1.25 ms relative to the received frame
boundary.

5. The base station responds with an acknowledgment
on the FACH.

6. If the UE receives no acknowledgement, it selects a
new time offset and tries again.

5.3.2. Random-Access Services. There are three differ-
ent service classes:

1. Packet Data Services. The packet data can be
transmitted in three different ways:
a. If a small amount of data is to be sent, the data is

simply appended to the access burst (see Fig. 13).
b. If the data packet is large, the access burst is sent

on the RACH while the data are transmitted on
the DCH. The UE first sends a ‘‘resource request’’
(Res Req) message on the RACH, which indicates
the message type to be transmitted. If the network
has the necessary resource, it transmits on the
FACH a ‘‘resource allocation’’ (Res All) message
which contains a set of TFs. Exactly which TF the
UE may use on the DCH and at what time the
UE may initiate its transmission is indicated by
a ‘‘capacity allocation’’ (Cap All) message, which
may be sent together with the Res All message (if
traffic is light), or in a separate Cap All message
at a later time (if traffic is heavy). The TF can
be changed within the given TF set during the
connection and this change is indicated by a
TF Change message, which contains the new TF
to be used, on the DCH.

c. A third method is used when the UE already
has a dedicated channel at its disposal. In case
when the UE has only a small amount of data to
transmit, it can just start transmitting. If the UE
has a large amount of data to transmit, it sends a
Cap Req message on the DCH before transmitting
the data.

2. Real-Time Services. The real-time data transmis-
sion is very similar to the second way of packet data
transmission, but with the following exceptions:
a. The UE starts transmitting immediately after

the Res All message is received. In contrast,
in the case of packet data, a further Cap All
message must be received before the UE can start
transmission.

b. Any TF in the TF set allocated in the Res All
message is allowed to be used by the UE. This
makes the UE capable of supporting variable bit
rate services.

c. The TF set can be limited to a smaller subset
by a ‘‘resource limit’’ (Res Limit) message if the

Access
burst Data Access

burst Data

Arbitrary
time

Figure 13. Packet random access on the RACH.
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network resources are insufficient. The set can be
made fully available again when later the network
resources become sufficient.

3. Mixed Services. For the mixed services, such as
data and voice, two TF sets are assigned to the
UE. The UE uses the voice TF set the same way
as in the single-service case, while the data TF is
adapted to the voice TF usage in such a way that
the aggregate output power and rate should never
exceed the threshold set by the MAC.

6. SUMMARY

Wideband CDMA is a de facto air interface for third-
generation mobile communications systems. The IMT-
2000 WCDMA adopted by ITU has many salient features:

1. It employs a two-layer spreading; no synchronization
is required between different transmitters.

2. It provides a wide range of services such as voice,
video, data, image, and multimedia. The bit rate per
channel can vary from a few kbps to 2 Mbps, either
constant bit rate or variable bit rate. The information
can be real-time or non-real-time. The transfer mode
can be circuit-, packet-, STM-, or ATM-switched.

3. It provides high quality of services: toll quality
for speech; BER less than 10−6 for data; low
packet loss, delay, and delay jitter; soft handoff
and macro diversity performance. Physical random-
access channels are provided for fast access of short
data packets from UE to the network.

4. It is flexible in system deployment and service
provision, requiring simplified frequency planning;
allowing macro-, micro-, picocell and employing
advanced approaches of soft handoff.

In this article, because of space limitation we have
focused attention mainly on signal transmission and
reception strategies in the physical layer. Managing radio
resources, handoff procedures, call admission control, and
so on in the link layer is equally important for 3G
deployment. IMT-2000 also has specifications in place to
address these issues.
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1. INTRODUCTION

This section is reprinted from Ref. 1, pp. 221–225,  2001
Addison Wesley Longman, Inc., by permission of Pearson
Education, Inc.

1.1. The Notion of the Ad Hoc Networks

A mobile ad hoc network (MANET) is a network
architecture that can be rapidly deployed without relying
on preexisting fixed network infrastructure. The nodes in
a MANET can dynamically join and leave the network,
frequently, often without warning, and possibly without
disruption to other nodes’ communication. Finally, the
nodes in the network can be highly mobile, thus rapidly
changing the node constellation and the presence or
absence of links. Examples of the use of the MANETs are

• Tactical operation — for fast establishment of mili-
tary communication during the deployment of forces
in unknown and hostile terrain

• Rescue missions — for communication in areas with-
out adequate wireless coverage

• National security — for communication in times of
national crisis, where the existing communication
infrastructure is nonoperational due to a natural
disaster or a global war

• Law enforcement — for rapid establishment of com-
munication infrastructure during law enforcement
operations

• Commercial use — for setting up communication in
exhibitions, conferences, or sales presentations

• Education — for operation of wall-free (virtual) class-
rooms

• Sensor networks — for communication between intel-
ligent sensors [e.g., microelectromechanical systems
(MEMS)] mounted on mobile platforms

Nodes in the MANET exhibit nomadic behavior by freely
migrating within some area, dynamically creating and
tearing down associations with other nodes. Groups of
nodes that have a common goal can create formations
(clusters) and migrate together, similar to military units
on missions or to guided tours on excursions. Nodes can
communicate with each other at any time and without
restrictions, except for connectivity limitations and subject
to security provisions. Examples of network nodes are
pedestrians, soldiers, or unmanned robots. Examples of
mobile platforms on which the network nodes might reside
are passenger cars, trucks, buses, tanks, trains, planes,
helicopters, or ships.

MANETs are intended to provide a data network that
is immediately deployable in arbitrary communication
environments and is responsive to changes in network
topology. Because ad hoc networks are intended to be
deployable anywhere, existing infrastructure may not
be present. The mobile nodes are thus likely to be the
sole elements of the network. Differing mobility patterns
and radio propagation conditions that vary with time
and position can result in intermittent and sporadic
connectivity between adjacent nodes. The result is a time-
varying network topology.

MANETs are distinguished from other ad hoc networks
by rapidly changing network topologies, influenced by the
network size and node mobility. Such networks typically
have a large span and contain hundreds to thousands of
nodes. The MANET nodes exist on top of diverse platforms
that exhibit quite different mobility patterns. Within a
MANET, there can be significant variations in nodal speed
(from stationary nodes to high-speed aircraft), direction
of movement, acceleration/deceleration, or restrictions on
paths (e.g., a car must drive on a road, but a tank does not).
A pedestrian is restricted by built objects, while airborne
platforms can exist anywhere in some range of altitudes. In
spite of such volatility, the MANET is expected to deliver
diverse traffic types, ranging from pure voice to integrated
voice and image, and even possibly some limited video.

1.2. The Communication Environment and the MANET
Model

The following are a number of assumptions about the
communication parameters, the network architecture, and
the network traffic in a MANET:

• Nodes are equipped with portable communication
devices. Lightweight batteries may power these
devices. Limited battery life can impose restrictions
on the transmission range, communication activity
(both transmitting and receiving) and computational
power of these devices.

• Connectivity between nodes is not a transitive
relation; if node A can communicate directly with
node B and node B can communicate directly with
node C, then node A may not, necessarily, be able to
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communicate directly with node C. This leads to the
hidden-terminal problem [2].

• A hierarchy in the network routing and mobility
management procedures could improve network
performance measures, such as the latency in
locating a mobile. However, a physical hierarchy may
lead to areas of congestion and is very vulnerable to
frequent topological reconfigurations.

• We assume that nodes are identified by fixed IDs
(e.g., based on IP [3] addresses).

• All the network nodes have equal capabilities. This
means that all nodes are equipped with identical
communication devices and are capable of performing
functions from a common set of networking services.
However, all nodes do not necessarily perform the
same functions at the same time. In particular, nodes
may be assigned specific functions in the network,
and these roles may change over time.

• Although the network should allow communication
between any two nodes, it is envisioned that a large
portion of the traffic will be between geographically
close nodes. This assumption is clearly justified
in a hierarchical organization. For example, it is
much more likely that communication will take place
between two soldiers in the same unit, rather than
between two soldiers in two different brigades.

A MANET is a peer-to-peer network that allows direct
communication between any two nodes, when adequate
radio propagation conditions exist between these two
nodes and subject to transmission power limitations of
the nodes. If there is no direct link between the source
and the destination nodes, multihop routing is used. In
multihop routing, a packet is forwarded from one node
to another, until it reaches the destination. Of course,
appropriate routing protocols are necessary to discover
routes between the source and the destination, or even
to determine the presence or absence of a path to the
destination node. Because of the lack of central elements,
distributed protocols have to be used.

The main challenges in the design and operation
of the MANETs, compared to more traditional wireless
networks, stem from the lack of a centralized entity, the
potential for rapid node movement, and the fact that all
communication is carried over the wireless medium. In
standard cellular wireless networks, there are a number
of centralized entities [e.g., the base stations, the mobile
switching centers (MSCs), the home location register
(HLR), and the visitor location register (VLR)]. In ad
hoc networks, there is no preexisting infrastructure, and
these centralized entities do not exist. The centralized
entities in the cellular networks perform the function of
coordination. The lack of these entities in the MANETs
requires distributed algorithms to perform these functions.
In particular, the traditional algorithms for mobility
management, which rely on a centralized HLR/VLR, and
the medium access control schemes, which rely on the
base-station/MSC support, become inappropriate.

All communications between all network entities in
ad hoc networks are carried over the wireless medium.
Because the radio communications are vulnerable to

propagation impairments, connectivity between network
nodes is not guaranteed. In fact, intermittent and sporadic
connectivity may be quite common. Additionally, as
the wireless bandwidth is limited, its use should be
minimized. Finally, as some of the mobile devices are
expected to be handheld with limited power sources,
the required transmission power should be minimized as
well. Therefore, the transmission radius of each mobile
(device) is limited, and channels assigned to mobiles
are typically spatially reused. Consequently, since the
transmission radius is much smaller than the network
span, communication between two nodes often needs to
be relayed through intermediate nodes; thus, multihop
routing is used.

Because of the possibly rapid movement of the nodes
and variable propagation conditions, network information,
such as a route table, becomes obsolete quickly. Frequent
network reconfiguration may trigger frequent exchanges
of control information to reflect the current state of the
network. However, the short lifetime of this information
means that a large portion of this information may never
be used. Thus, the bandwidth used for distribution of the
routing update information is wasted. In spite of these
attributes, the design of the MANETs still needs to allow
for a high degree of reliability, survivability, availability,
and manageability of the network.

On the basis of the discussion above, we require the
following features for the MANETs:

• Robust routing and mobility management algorithms
to increase the network’s reliability and availability
(e.g., to reduce the chances that any network
component is isolated from the rest of the network)

• Adaptive algorithms and protocols to adjust to
frequently changing radio propagation, network, and
traffic conditions

• Low-overhead algorithms and protocols to preserve
the radio communication resource

• Multiple (distinct) routes between a source and a
destination to reduce congestion in the vicinity
of certain nodes, and to increase reliability and
survivability

• Robust network architecture to avoid susceptibility to
network failures, congestion around certain nodes,
and the penalty due to inefficient routing

In this article, we present a survey of techniques used
to establish communications in MANETs. In particular,
we concentrate on four areas: the medium access control
(MAC) schemes, the routing protocols, the multicasting
protocols, and the security schemes.

2. MAC-LAYER PROTOCOLS FOR AD HOC NETWORKS

Applicability of the existing MAC-layer protocol, in
particular the family of the carrier sense multiple
access (CSMA), to the radio environment is limited by
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Figure 1. An example of the hidden-terminal problem.

the following two interference mechanisms: the hidden-
terminal and the exposed-terminal problems.

The hidden-terminal problem occurs because the radio
network, as opposed to other networks, such as a LAN, for
instance, does not guarantee a high degree of connectivity.
Thus, two nodes, which maintain connectivity to a third
node, cannot, necessarily hear each other. Consider the
situation in Fig. 1. Node α is in communication with node
β. Node α is currently transmitting. Node γ wishes to
communicate with node β as well. Following the CSMA
protocol, node γ listens to the medium, but since there is
an obstruction between node α and node γ , node γ does not
detect node’s α transmission, declaring the medium is free.
Consequently, γ accesses the medium, causing collisions
at β.

The second problem, the exposed-terminal problem, is
depicted in Fig. 2. In the figure, node α is transmitting to
node β, while node γ wants to transmit to node δ. Following
the CSMA protocol, node γ listens to the medium, hears
that node α transmits and defers from accessing the
medium. However, there is no reason why node γ cannot
transmit concurrently with the transmission of node α, as
the transmission of node γ would not interfere with the
reception at node β due to the distance between the two.
The culprit here is, again, the fact that the collisions occur
at the receiver, while the CSMA protocol checks the status
of the medium at the transmitter.

In general, the hidden-terminal problem reduces the
capacity of a network due to increasing the number of
collisions, while the exposed-terminal problem reduces
the network capacity due to the unnecessarily deferring
nodes from transmitting.

Several attempts have been made in the literature
to reduce the adverse effect of these two problems. The
necessity of a dialog between the transmitting and the
receiving nodes that preempts the actual transmission
and that is referred to as the RTS/CTS dialog, has been
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Figure 2. An example of the exposed-terminal problem.
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Figure 3. The RTS/CTS dialog reduces the chances of collision.

generally accepted. The RTS/CTS dialog is depicted in
Fig. 3. A node ready to transmit a packet, sends a short
control packet, the request to send (RTS), with all nodes
that hear the RTS defer from accessing the channel for
the duration of the RTS/CTS dialog. The destination, on
reception of the RTS, responds with another short control
packet, the clear to send (CTS). All nodes that hear the CTS
packet defer from accessing the channel for the duration of
the DATA packet transmission. The reception of the CTS
packet at the transmitting node acknowledges that the
RTS/CTS dialog has been successful and the node starts
the transmission of the actual data packet. Although the
RTS/CTS dialog does not eliminate the hidden- and the
exposed-terminal problems, it does provide some degree of
improvement over the traditional CSMA schemes.

In what follows, we present a number of attempts
to further improve the performance of the MAC-layer
protocols for ad hoc networks.

2.1. The Multiple Access Collision Avoidance (MACA)
Scheme

In multiple access collision avoidance (MACA), Karn [4]
proposed the use of RTS/CTS dialog for collision avoidance
on the shared channel. Through the use of the RTS/CTS
dialog, the MACA scheme reduces the probability of data
packet collisions caused by hidden terminals.

The function of the RTS packet in the MACA scheme
is similar function to that of the packet preamble in the
receiver initiated busy-tone multiple access (RI-BTMA)
scheme [4.5]. The RI-BTMA scheme does not have the
CTS packet, because it uses a ‘‘busy’’ tone to notify the
communication initiator. Since the CTS packet may suffer
from packet collisions, the notification from CTS packets
is not as safe as that from the busy tone in the RI-
BTMA scheme. An example is the reception failure of CTS
packet at some hidden nodes because of transmissions
from other nodes. These hidden nodes, without receiving
any CTS packet notification, may transmit new RTS
packets when the CTS packet sender is receiving its data
packet. This leads to data packet collisions. It is clear that
additional continuous notification is necessary to protect
data packets.

2.2. The Multiple Access Collision Avoidance Wireless
(MACAW) Scheme

Bharghavan [5] suggested the use of the RTS-CTS-
DS-DATA-ACK message exchange for a data packet
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transmission in the MACAW protocol. Two new control
packets were added to the packet train: DS and ACK
packets. When the transmitter receives the CTS packet
from its intended destination, it sends out a DS (data
sending) packet before it transmits the data packet. The
DS packet notifies neighbor nodes of the fact that a
RTS/CTS dialog has been successful and a data packet
will be sent. The ACK packet was implemented for
immediate acknowledgment and the possibility of fast
retransmission of collided data packets instead of upper-
layer retransmission.

A new backoff algorithm, the multiple increase and
linear decrease (MILD) algorithm, was also proposed in
the paper to address the unfairness problem in accessing
the shared channel. In the MILD backoff algorithm,
successful nodes decrease their backoff interval by one
step and unsuccessful nodes increase their backoff interval
by multiplying them with 1.5. Backoff interval is also
put into the header of the transmitted packet, so that
the nodes overhearing successful packet transmission can
copy the backoff interval on the packet into a local variable.
Compared with the binary exponential backoff algorithm,
the MILD algorithm has milder oscillation of the backoff
intervals. Additional features of the MILD algorithm, such
as multiple backoff intervals for different destinations,
further improve the fairness performance of MACAW.
The drawback of the MACAW scheme is inherited from
the MACA scheme: the RTS/CTS packet collisions in a
network with hidden terminals degrade its performance.

2.3. The Floor Acquisition Multiple Access (FAMA)
Schemes

Fullmer and Garcia-Luna-Aceves [6] proposed the floor
acquisition multiple access (FAMA) scheme. In FAMA,
each ready node has to acquire the channel (the ‘‘floor’’)
before it can use the channel to transmit its data packets.
FAMA uses both carrier sensing and RTS/CTS dialog to
ensure the acquisition of the ‘‘floor’’ and the successful
transmission of the data packets. FAMA performs as well
as MACA, when hidden terminals are present and as
well as CSMA otherwise. In Ref. 7, FAMA was extended
to FAMA-NPS (FAMA nonpersistent packet sensing)
and FAMA-NCS (FAMA nonpersistent carrier sensing).
FAMA-NPS requires nodes sensing packets to backoff.
FAMA-NCS uses carrier sensing to keep neighbor nodes
from transmitting while the channel is being used for
data packet transmission. The length of the CTS packet
is longer than that of the RTS packet, maintaining the
dominance of CTS packets in the situation of collisions.
Nodes can sense the carrier of the CTS packet when there
is a collision between an RTS and a CTS packet and keep
quiet; hence the data packet is protected at the receiver.

It was quantitatively shown [7] that FAMA-NPS did not
perform well in situations with hidden terminals present,
unless multiple transmissions of the CTS packet are used.
The reason is the possible packet collisions resulting
from hidden terminals. FAMA-NCS, by combining the
carrier sensing and floor acquisition schemes together,
outperforms nonpersistent CSMA and previous FAMA
schemes in multihop networks.

2.4. The Dual-Busy-Tone Multiple Access (DBTMA) Scheme

In the DBTMA scheme [8], in addition to the use of an
RTS packet, two out-of-band busy tones are used to notify
neighbor nodes of the channel status. When a node is ready
to transmit, it sets up its transmit busy tone and sends
out an RTS packet to its intended receiver. On reception
of the RTS packet, the receiver sets up a busy tone (the
receive busy tone) and waits for the incoming data packet.
The receive busy tone operates similarly to the busy tone
of the RI-BTMA scheme. However, with the help of the
second busy tone (the transmit busy tone), the probability
of RTS packets colliding is decreased and the performance
is improved.

The DBTMA scheme completely solved the hidden-
terminal problems and the exposed-terminal problems. It
forbids the hidden terminals to send any packet on the
channel while the receiver is receiving the data packet. It
allows the exposed terminals to initiate transmission by
sending out the RTS packets. Furthermore, it allows the
hidden terminals to reply to RTS packets by setting up the
receive busy tone and initiate data packet reception.

3. ROUTING PROTOCOLS FOR AD HOC NETWORKS

Traditionally, the network routing protocols could be
divided into proactive protocols and reactive protocols.
Proactive protocols continuously learn the topology of the
network by exchanging topological information among
the network nodes. Thus, when there is a need for a
route to a destination, such route information is available
immediately. The early protocols that were proposed
for routing in ad hoc networks were proactive distance
vector protocols based on the Distributed Bellman–Ford
(DBF) algorithm [9]. To address the problems of the DBF
algorithm — convergence and excessive control traffic,
which are especially an issue in resource-poor ad hoc
networks — modifications were considered [10–12]. Yet
another approach taken to address the convergence
problem is the application of the link-state protocols
to the ad hoc environment. An example of the latter
is the optimized link-state routing protocol (OLSR) [13].
Yet another approach taken by some researchers is the
proactive path-finding algorithms. In this approach, which
combines the features of the distance vector and link-
state approaches, every node in the network constructs
a minimum spanning tree (MST), using the information
of the MSTs of its neighbors, together with the cost of
the link to its neighbors. The path-finding algorithms
allow to reduce the amount of control traffic, to reduce
the possibility of temporary routing loops, and to avoid
the ‘‘counting-to-infinity’’ problem. An example of this
type of routing protocols is the wireless routing protocol
(WRP) [14,15].

The main issue with the application of proactive
protocols to the ad hoc networking environment stems
from the fact that as the topology continuously changes,
the cost of updating the topological information may be
prohibitively high. Moreover, if the network activity is low,
the information about the actual topology may even not
be used and the investment of limited transmission and
computing resources in maintaining the topology is lost.
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On the other end of the spectrum are the reactive
routing protocols, which are based on some type of
‘‘query–reply’’ dialog. Reactive protocols do not attempt
to continuously maintain the up-to-date topology of the
network. Rather, when the need arises, a reactive protocol
invokes a procedure to find a route to the destination; such
a procedure involves some sort of flooding the network
with the route query. As such, such protocols are often
also referred to as on-demand. Examples of reactive
protocols include the temporally ordered routing algorithm
(TORA) [16], the dynamic source routing (DSR) [17], and
ad hoc on-demand distance vector (AODV) [18]. In TORA,
the route replies use controlled flooding to distribute the
routing information through a form of a directed acyclic
graph (DAG), which is rooted at the destination. The
DSR and the AODV protocols, on the other hand, use
unicast to route the reply back to the source of the routing
query, along the reverse path of the query packet. The
reversed path is ‘‘inscribed’’ into the query packet as
‘‘accumulated’’ route in the DSR and is used for source
routing. In AODV, the path information is stored as the
‘‘next hop’’ information within the nodes on the path.
Although the reactive approach can lead to less control
traffic, as compared with proactive distance vector or link-
state schemes, in particular, when the network activity is
low and the topological changes frequent, the amount of
traffic can still be significant at times. Moreover, due to the
networkwide flooding, the delay associated with reactive
route discovery may be considerable as well.

Thus, both of the routing ‘‘extremes,’’ the proactive
and the reactive schemes, may not perform best in a
highly dynamic networking environment, such as in ad
hoc networks. Although proactive protocols can produce
the required route immediately, they may waste too much
of the network resources in the attempt to always maintain
the updated network topology. The reactive protocol, on
the other hand, may reduce the amount of used network
resources, but may encounter excessive delay in the
flooding of the network with routing queries. Another
approach to address the routing problem is through the
hybrid protocols, which incorporate some aspects of the
proactive and some aspects of the reactive protocols. The
zone routing protocol (ZRP) [19] is an example of the
hybrid approach. In ZRP, each node proactively maintains
the topology of its close neighborhood only, thus reducing
the amount of control traffic relative to the proactive
approach. To discover routes outside its neighborhood, the
node reactively invokes a generalized form of controlled
flooding, which reduces the route discovery delay, as
compared with purely reactive schemes. The size of the
neighborhood is a single parameter that allows optimizing
the behavior of the protocol based on the degree of nodal
mobility and the degree of network activity.

In what follows, we present a number of examples
of routing protocols that were developed for the ad hoc
networking environment.

3.1. Single-Scope Routing Protocols

3.1.1. Advantages and Disadvantages. The main advan-
tage of the single-scope routing protocols, in comparison

with the multiscope routing protocols, is their lower com-
plexity. There is no distinction of nearby or faraway nodes,
and there is no need to maintain a hierarchical structure.
Therefore, they are generally simpler to implement, both
in simulations and in practical systems. The current activi-
ties within the IETF MANET group predominantly involve
single-scope routing.

However, inefficient resource management can result
from treating nodes equally, regardless of their relative
location. For example, it may not be necessary for a node to
maintain very accurate link-state tables or route caching
information of faraway nodes. Therefore, the single-scope
routing protocols may not scale well as the network size
increases.

The single-scope routing protocols can be categorized
into reactive (or on-demand) and proactive (or table-
driven) ones. The main advantage of the reactive protocols
is that no routing-table updating is required, unless a route
is used. Therefore, battery power and wireless bandwidth
can be conservatively utilized. However, when a route
is needed, the source node needs to query for the route.
That can lead to routing delay. Furthermore, an efficient
route querying mechanism is required in order to prevent
overloading the network with query packets.

On the other hand, the proactive protocols generally
provide a source node with readily available routes to all
other nodes. They incur no routing delay or query traffic.
The disadvantage of the proactive protocols is that they
may incur unnecessary control traffic in maintaining up-
to-date topology information, whether that information is
needed for routing or not.

3.1.2. Reactive/On-Demand Routing Protocols

3.1.2.1. Ad Hoc On-Demand Distance Vector Rout-
ing (AODV). AODV [19] incorporates the destination
sequence number technique of destination-sequenced dis-
tance vector (DSDV) routing into an on-demand protocol.
(DSDV is discussed in the sequel.)

Each node keeps a next-hop routing table containing
the destinations to which it currently has a route. A route
expires, if it is not used or reactivated for a threshold
amount of time.

If a source has no route to a destination, it broadcasts
a route request (RREQ) packet using an expanding ring
search procedure, starting from a small time-to-live value
(maximum hop count) for the RREQ, and increasing it
if the destination is not found. The RREQ contains the
last seen sequence number of the destination, as well
as the source node’s current sequence number. Any node
that receives the RREQ updates its next-hop table entries
with respect to the source node. A node that has a route
to the destination with a higher-sequence number than
the one specified in the RREQ unicasts a route reply
(RREP) packet back to the source. Upon receiving the
RREP packet, each intermediate node along the RREP
routes updates its next-hop table entries with respect
to the destination node, dropping the redundant RREP
packets and those RREP packets with a lower destination
sequence number than one seen previously.

When an intermediate node discovers a broken link
in an active route, it broadcasts a route error (RERR)
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packet to its neighbors, which in turn propagate the RERR
packet upstream toward all the nodes that have an active
route using the broken link. The affected source can then
reinitiate route discovery, if the route is still needed.

3.1.2.2. Dynamic Source Routing (DSR). DSR [17] is a
source routing on-demand protocol with various efficiency
improvements. In DSR, each node keeps a route cache that
contains full paths to known destinations. If a source has
no route to a destination, it broadcasts a route request
packet to its neighbors. Any node receiving the route
request packet and without a route to the destination
appends its own ID to the packet and rebroadcasts the
packet. If a node receiving the route request packet has
a route to the destination, the node replies to the source
with a concatenation of the path from the source to itself
and the path from itself to the destination. If the node
already has a route to the source, the route reply packet
will be sent over that route. Otherwise, depending on the
underlining assumption of the directionality of links, the
route reply packet can be sent over the reversed source-
to-node path, or piggybacked in the node’s route request
packet for the source.

When an intermediate node discovers a broken link in
an active route, it sends a route error packet to the source,
which may reinitiate route discovery if an alternate route
is not available.

DSR has efficiency improving features. One such
feature is the promiscuous mode, in which a node listens
to route request, reply, or error messages not intended to
itself and updates its route cache correspondingly. Another
DSR feature is the expanding ring search procedure, in
which the route request packets are sent with a maximum
hop count, which can be increased if the destination is not
found within the hop-count limit. Finally, adding jitter
in sending the route reply messages to prevent route
reply storms and packet salvaging to extract correct routes
from route error packets, are yet two other features that
improve DSR performance.

3.1.2.3. Temporally Ordered Routing Algorithm
(TORA). TORA [20] is a merger of the proactive
link-reversal algorithm for destination-oriented direc-
tional acyclic graph creation [21] and the on-demand
query–reply mechanism of lightweight mobile routing
(LMR) [22].

In TORA, routes to a destination are defined by a
directional acyclic graph (DAG) rooted at the destination.
Each link in the network is assumed to be bi-directional,
but in order to form the DAG with respect to a destination,
a logical direction of the link is defined by giving height
values to the two nodes at the ends of the link. Since time
is part of the height value, TORA requires synchronized
clocks across all nodes.

If a source has no route to a destination (i.e., the source
node has no outgoing edge in the DAG), it broadcasts a
route query packet (QRY), which is propagated outward by
its neighbors. After receiving the QRY, a node that has a
route to the destination broadcasts a route update packet
(UPD) containing its own height. Receiving the UPD, each
node that doesn’t have a route to the destination updates
its height to reflect the creation of an outgoing edge.

Route maintenance is achieved through height adjust-
ment and UPD exchange. Network partition can be
detected by a node receiving UPDs reflected from the
partition boundary, in which case a clear message (CLR)
is used to update all routes within the partition.

TORA also supports a proactive mode, in which
the destination initiates the route creation process by
sending a packet that is processed and forwarded by the
neighboring nodes.

3.1.3. Proactive/Table-Driven

3.1.3.1. Destination-Sequenced Distance-Vector Routing
(DSDV). DSDV [12] provides improvements over the
conventional Bellman–Ford distance vector protocol. It
eliminates route looping, increases convergence speed, and
reduces control message overhead.

In DSDV, each node maintains a next-hop table, which
it exchanges with its neighbors. There are two types of
next-hop table exchanges: periodic full-table broadcast and
event-driven incremental updating. The relative frequency
of the full-table broadcast and the incremental updating
is determined by the node mobility.

In each data packet sent during a next-hop table
broadcast or incremental updating, the source node
appends a sequence number. This sequence number is
propagated by all nodes receiving the corresponding
distance vector updates, and is stored in the next-hop
table entry of these nodes. A node, after receiving a new
next-hop table from its neighbor, updates its route to a
destination only if the new sequence number is larger
than the recorded one, or if the new sequence number is
the same as the recorded one, but the new route is shorter.

In order to further reduce the control message overhead,
a settling time is estimated for each route. A node updates
its neighbors with a new route only if the settling time of
the route has expired and the route remains optimal.

3.1.3.2. Wireless Routing Protocol (WRP). This proto-
col [15] provides improvements over the Bellman–Ford
distance vector protocol. It reduces the amount of route
looping, and has a mechanism to ensure the reliable
exchange of update messages.

In WRP, each node maintains a distance table matrix,
which contains all destination nodes, and, for each desti-
nation node, all neighbors through which the destination
node can be reached. For each neighbor–destination pair,
if a route exists, the route length is recorded. Also recorded
is the predecessor, the last node along a route before the
destination node.

Each node’s neighbor broadcasts its current best route
to selected destinations on an event-driven incremental
basis. After a broadcast, acknowledgments are expected
from all neighbor nodes. If some acknowledgments are
missing, the broadcast will be repeated, with a message
retransmission list specifying the subset of neighbors that
need to respond. A node, after receiving the route updating
packets from a neighbor, updates its own routing table
only if the consistency of the new information is checked
against the predecessor information from all its neighbors.
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3.2. Multiscope Routing Protocols

3.2.1. Advantages and Disadvantages. The multiscope
routing protocols distinguish nodes by their relative
positions. More resource is devoted to maintaining
the topology information of more nearby, and hence
more frequently used, parts of the network. Therefore,
scalability is the main advantage of the multiscope routing
protocols.

Their disadvantage is their relative complexity in com-
parison with the single-scope routing protocols. Ranking
mechanisms that distinguish the nodes are required. Fur-
thermore, they generally need to be reconfigurable, in
order to adapt to the changing network topology and the
varying node traffic and movement patterns.

Multiscope routing can be categorized into the flat
protocols and the hierarchical protocols. The main
advantage of the flat protocols, in comparison with the
hierarchical ones, is that they do not require specialized
nodes. All nodes serve the same set of functions. Therefore,
they are relatively simple to implement, and they avoid
the control message overhead and nonuniform loading
involved in node specialization. However, since the flat
structure does not have special nodes that can provide
locally centralized functionality, the nodes between nearby
local scope exchange link information in a strictly
distributive manner. Thus, the lack of coordination can
lead to inefficiency.

On the other hand, the hierarchical protocols utilize
specialized nodes, such as the cluster heads, group leaders,
or the route gateways, to coordinate the dissemination of
local link information. Furthermore, the relative position
of the specialized nodes can provide directional guidance to
routing between the regular nodes. However, the dynamic
maintenance of the hierarchy can potentially consume a
large amount of the battery power and wireless bandwidth
from routing itself, especially when the network is highly
mobile. Furthermore, mechanisms are needed to avoid
overloading the local controllers and to alleviate the traffic
hot spots.

3.2.2. Flat Routing Protocols

3.2.2.1. Zone Routing Protocol (ZRP). This proto-
col [18] provides a hybrid routing framework that is locally
proactive and globally reactive. Each node proactively
advertises its link state within a fixed number of hops,
called the zone radius. These local advertisements give
each node an updated view of its routing zone — the col-
lection of all nodes and links that are reachable within
the zone radius. The routing zone nodes that are at the
minimum distance of the zone radius are called peripheral
nodes. The peripheral nodes represent the boundary of
the routing zone and play an important role in zone-based
route discovery. Each node has an associated routing zone,
and routing zones of neighboring nodes overlap.

ZRP uses the knowledge of the routing zone connectivity
to guide its global route discovery. Rather than blindly
broadcasting route queries from a node to all its neighbors,
ZRP employs a service called bordercasting, which directs
the route request from a node to its peripheral nodes via
multicast. Special query control mechanisms are used to

identify those peripheral nodes that have been covered
by the route query (i.e., that belong to the routing zone
of a node that already has bordercast the query) and
prune them from the bordercast’s query distribution tree.
This encourages the query to propagate outward, away
from its source and away from covered regions of the
network.

Routing zones also help improve the quality and
survivability of discovered routes, by making them more
robust to changes in network topology. Once routes have
been discovered, routing zones offer enhanced, real-time,
route maintenance. Multiple hop paths within the routing
zone can bypass link failures. Similarly, sub optimal route
segments can be identified and traffic can be rerouted
along shorter paths.

3.2.2.2. Optimized Link State Routing (OLSR). OLSR
[23] is a link-state protocol, where the link information is
disseminated through an efficient flooding technique.

The key concept in OLSR is multipoint relay (MPR).
A node’s MPR set is a subset of its neighbors, whose
combined radio range covers all nodes two hops away.
Heuristics are proposed for each node to determine its
minimum MPR set based on its two-hop topology. Each
node obtains the two-hop topology through its neighbors’
periodic broadcasting of ‘‘Hello’’ packets containing the
neighbors’ lists of neighbors.

As with a conventional link-state protocol, a node’s
link information update is propagated throughout the
network. However, in OlSR, when a node forwards a link
updating packet, only those neighbors in the node’s MPR
set participate in forwarding the packet (similar to ZRP’s
border-casting with one-hop zone radius).

Furthermore, a node only originates link updates
concerning those links between itself and the nodes in its
MPR set. Therefore, routes are computed using a node’s
partial view of the network topology.

3.2.2.3. Fisheye State Routing (FSR). The fisheye rout-
ing concept is based on the premise that changes in a
network region’s topology have less effect on a router’s
packet forwarding decisions as the distance (in hops)
between the router and the network increases. This rela-
tionship can be exploited in order to reduce routing traffic
by relaying topology updates for distant regions less often
than updates for nearby regions. Given an approximate
view of the distant parts of the network, a node can forward
a packet in the proper direction toward the destination. As
the packet progresses toward the destination, the view of
the destination’s region becomes more accurate, providing
for more precise packet forwarding.

This fisheye technique is applied in the fisheye state
routing (FSR) protocol [24], an adaptation of the global
state routing (GSR) [25]. In the original GSR protocol,
link-state information is propagated through the network
by periodic link state table exchanges between neighbors.
In FSR, a node exchanges individual link state table
entries at different rates, depending on the distance to
the link’s source. In particular, FSR defines scopes of
increasing radii (in hops) around each node. A node relays
a link state table entry if the link’s source lies within
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the largest scope covered by the current table exchange.
The first level (innermost) scope is covered by every table
exchange. The kth-level scope is covered by every Xkth
interval, where Xk is an integer multiple of Xk−1. This
relationship ensures that an exchange covering a level kth
scope coincides with the more frequent updates of all the
interior scopes.

3.2.3. Hierarchical Routing Protocols

3.2.3.1. Core-Extraction Distributed Ad Hoc Routing
(CEDAR). CEDAR [26] employs a set of core nodes, at least
one of which is within one hop of each node, in its routing
mechanism. The core nodes are selected using a highest-
degree scheme. A core node dominates each noncore node.
Through periodic updating, the noncore nodes maintain
a list of the IDs of their neighbors and their neighbors’
respective dominators. The state information of each link
is disseminated toward the core nodes away from the link,
and the higher is the capacity of link, the further the
information travels. Each core node keeps a local link-
state table containing only the stable, high capacity, and
nearby links.

Global route search is carried out reactively. Similar
to CBRP, the dominator of a source node determines
a core path to the dominator of the destination node
by an efficient flooding over the core. Using its local
link state, the dominator of the source computes a
‘‘shortest–widest–furthest’’ QoS-admissible path to an
intermediate node, along the core path toward the
destination. It then sends a route forwarding request
to the dominator of the intermediate node, which then
starts the same QoS-admissible path search using its own
local link-state table. The process continues until the QoS-
admissible path reaches the destination. Source routing is
then carried out to forward the data packets.

3.2.3.2. Zone-Based Hierarchical Link State (ZHLS). In
ZHLS [27], the system coverage area is divided into
nonoverlapping physical zones. The nodes are equipped
with geographic location devices such as the GPS receivers,
so that each node can determine its zone membership
by comparing its physical location with the zone map.
Furthermore, if the nodes within a zone are partitioned,
logical subzones are created, each containing one of the
partitions. Every node maintains an intrazone routing
table and an interzone routing table. The intrazone routing
table enables a node to reach all the other nodes within the
zone. Interzone communications are carried out through
the gateway nodes near the zone edges. The gateway nodes
broadcast the status of the virtual links between zones
to the entire network. A node aggregates all gateway
broadcasts to form the interzone routing table.

When a source node needs to transmit data to a
destination node outside the source node’s zone, global
zone query is used to determine the zone identity of the
destination node. Using its interzone routing table, the
source node sends the query to all zones in the network.
After receiving the query message, the gateway nodes,
whose zone contains the destination node sends back
to the source node the destination node’s zone identity.
The source node then sends out the data packets with

the destination node’s zone ID and node ID specified
in their headers. The packets are then forwarded to
the destination node according to both the interzone
and the intrazone routing tables at the intermediate
nodes.

3.2.3.3. Landmark Ad Hoc Routing (LANMAR). The
original landmark scheme for wired networks was
proposed by Tsuchiya [28]. LANMAR [29] adopts that
scheme for ad hoc network routing. In LANMAR, the
network consists of predefined logical subnets, each with a
preselected landmark. All nodes in a subnet are assumed
to move as a group, and they remain connected to each
other via fisheye state routing.

The routes to the landmarks, and hence the corre-
sponding subnets, are proactively maintained by all nodes
in the network through the exchange of distance vectors.
Every node has a lifetime hierarchical address, identify-
ing the subnet where it belongs. A source node specifies
the hierarchical address of a destination node in the data
packet headers. The packets are then forwarded toward
the landmark of the subnet, where the destination node
belongs. When a packet reaches a node in the subnet,
where the destination node belongs, the node forwards the
packet to the destination node using its subnet routing
table.

3.3. Geographically Routed Protocols

3.3.1. Location-Aided Routing (LAR). In LAR [30], a source
node estimates the range of a destination’s location, based
on the destination’s last reported velocity, and broadcasts
route request only to nodes within a geographically
defined request zone. LAR requires each node to obtain
its geographic location through external devices such
as GPS.

3.3.2. Distance Routing Effect Algorithm for Mobility
(DREAM). In DREAM [31], each node obtains its geo-
graphic location through external devices such as GPS,
and periodically transmits its location coordinates to other
nodes in the network. The period of location transmission
depends on the node’s velocity and the geographic distance
to nodes to which the location information is intended.

A source sends a data packet to a subset of its neighbors
in the direction of the destination. The intermediate nodes
similarly forward the data packet towards the destination.

4. MULTICASTING PROTOCOLS FOR AD HOC
NETWORKS

Multicasting is an efficient communication tool for use in
multipoint applications. Many of the proposed multicast
routing protocols, both for the Internet and for ad
hoc networks, construct trees over which information is
transmitted. Using trees is evidently more efficient than
brute-force approach of sending the same information from
the source individually to each receiver. Another benefit
of using trees is that routing decisions at the intermediate
nodes become very simple; a router in a multicast tree
that receives a multicast packet over an in-tree interface
forward the packet over the rest of its in-tree interfaces.
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Multicast routing algorithms in the Internet [32] can
be classified into three broad categories:

• Shortest-path tree algorithms [9]
• Minimum-cost tree algorithms [33,34]
• Constrained tree algorithms [35,36]

There are two fundamental approaches in designing
multicast routing — one is to minimize the distance (or
cost) from the sender to each receiver individually (shortest
path tree algorithms), and the other is to minimize
the overall (total) cost of the multicast tree. Practical
considerations lead to a third category of algorithms,
which try to optimize both constraints using some
metric (minimum cost trees with constrained delays). The
majority of multicast routing protocols in the Internet
is based on shortest-path trees, because of their ease of
implementation. Also, they provide minimum delay from
sender to receiver, which is desirable for most real-life
multicast applications. However shared trees are used in
some more recent protocols (e.g., PIM [37] and CBT [38]),
in order to minimize the state stored in the routers.

Multicasting in ad hoc networks is more challenging
than in the Internet, because of the need to optimize the
use of several resources simultaneously: (1) nodes in ad
hoc networks are battery-power-limited and data travel
over the air where wireless resources are scarce; (2) there
is no centralized access point or existing infrastructure (as
in the cellular network) to keep track of the node mobility;
and (3) the status of communication links between nodes
is a function of their positions, transmission power levels,
and so on. The mobility of routers and randomness of other
connectivity factors lead to a network with a potentially
unpredictable and rapidly changing topology. This means
that by the time a reasonable amount of information
about the topology of the network is collected and a tree
is computed, there may be very little time before the
computed tree becomes useless.

Work on multicast routing in ad hoc networks gained
momentum in the mid-1990s. Some early approaches to
provide multicast support in ad hoc networks consisted
of adapting the existing Internet multicasting protocols;
for example, Shared Tree Wireless network Multicast [39].
On the other hand, ODMRP [40], AMRIS [41], CAMP [42],
and others [43–51] have been designed specifically for
ad hoc networks. ODMRP is a mesh-based, on-demand
protocol that uses a soft state approach for maintenance
of the message transmission structure. It exploits the
robustness of mesh structure to frequent route failure and
gains stability at the expense of bandwidth. The core-
assisted mesh protocol (CAMP) attempts to remedy this
excessive overhead, while still using a mesh by using
a core for route discovery. AMRIS constructs a shared
delivery tree rooted at a node, with ID numbers increasing
as they radiate from the source. Local route recovery is
made possible due to this property of ID numbers, hence
reducing the route recovery time and also confining route
recovery traffic to the region of link failures.

In what follows, we present a number of examples of
multicasting protocols that were developed for the ad hoc
networking environment.

4.1. Core Assisted Mesh Protocol (CAMP)

CAMP [42] builds and maintains a multicast mesh for
information distribution within each multicast group. A
router is allowed to accept unique packets coming from any
neighbor in the process of forwarding packets through the
mesh. Because a member router of a mesh has redundant
paths to any other router in the mesh, this protocol is more
resilient to topology changes than tree based protocols.

Cores are used to limit the control traffic needed
for receivers to join multicast groups. In contrast to
CBT [38], one or multiple cores can be defined for each
mesh and cores need not be part of the mesh of their
group. Routers can join a group even if all associated
cores become unreachable using an expanded ring search.
CAMP ensures that all reverse shortest paths between
sources and receivers are part of groups mesh by means
of ‘‘heartbeat’’ messages. In the event of link failure and
partition, the operation of mesh components continues.
Different components merge by sending join requests to
cores as soon as connectivity with a core is reestablished.

CAMP is designed to support very dynamic ad
hoc networks. According to the performance analysis
presented in [42], this article, CAMP performs better than
the on-demand multicast routing protocol (ODMRP) in
terms of percentage of packets lost by routers, average
packet delay, and total number of control packets received
by each router. (ODMRP is described below.)

4.2. Multicast Operation of Ad Hoc On-Demand Distance
Vector Routing Protocol

This is an extension of AODV to support multicasting
and it builds multicast trees on demand to connect group
members. Route discovery in MAODV [43] follows a route
request/route reply discovery cycle. As nodes join the
group, a multicast tree composed of group members is
created. Multicast group membership is dynamic and
group members are routers in the multicast tree. Link
breakage is repaired by downstream node broadcasting a
route request message. The control of a multicast tree is
distributed, so there is no single point of failure. One big
advantage claimed is that since AODV offers both unicast
and multicast communication; route information, when
searching for a multicast route can also increase unicast
routing knowledge and vice versa.

In [43], an ad hoc network consists of laptops in
a room (50–100 m wide, 10-m range) talking to each
other, moving at a rate of 1 m/s. The results presented
only verify working of AODV and do not compare
performance with other multicasting protocols. [43] shows
that AODV attains a high output ratio and is able to
offer this communication with a minimum of control
packet overhead. It also demonstrates its operation under
frequent network partitions.

4.3. AMRIS: A Multicast Protocol for Ad Hoc Wireless
Networks

AMRIS [41] is an on-demand protocol that constructs a
shared delivery tree to support multiple senders and
receivers within a multicast session. Each participant
in the multicast session has a session-specific multicast
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session member id (msm-id). These msm-ids increase in
numerical value as they radiate away from a central node
known as SID. Tree initialization is done by the SID
broadcasting a new session message. All nodes of the
network calculate their msm-id to be larger than the msm-
id of the node they received the new session message from.
There are beacon messages exchanged between nodes,
which help a node to calculate its new msm-id after it
moves to a new location.

AMRIS does not depend on the unicast routing protocol
to provide routing information to other nodes, since
it maintains a neighbor-status table. It is the child’s
responsibility to reconnect to the tree if a link failure
occurs. If it has potential parents, that is, neighboring
nodes with lower msm-ids, it sends a join request to them,
which in turn try to join the tree in the same way. If there
are no potential parents, the node transmits a join request
message.

In the simulation given by Wu and Tay [41], the authors
vary membership from 50 to 100 and the speed of nodes
is up to 20 m/s. The simulation results presented study
various performance parameters in terms of network
conditions. The paper studied the effect of beacon intervals,
membership sizes and mobility on packet delivery ratio
and concludes that there is an optimum beacon interval.
Control overhead is verified to be higher, when the beacon
interval is small. They also show that the relationship
between end-to-end packet delay and packet delivery ratio
is robust with respect to membership.

4.4. AMRoute: Ad Hoc Multicast Routing Protocol

AMRoute [44] presents an approach for robust IP
multicast in ad hoc networks by exploiting user-multicast
trees and dynamic logical cores. It creates a bidirectional
shared tree for data distribution using only group senders
and receivers as tree nodes. Unicast tunnels are used as
tree links to connect neighbors in the user-multicast tree.
Hence the AMRoute protocol does not need to be supported
by other nodes in the network. Also the tree structure does
not change even in the case of dynamic network topology
and hence reduces signaling. Each node is aware of its tree
neighbors only and forwards data on the tree links to its
neighbors. This saves node resources.

Certain tree nodes are designated by AMRoute as
logical cores and are responsible for initiating and
managing the signaling component of AMRoute, such
as detection of group members and tree setup. Unlike
CBT and PIM-SM, they are not a central point for
data distribution and can migrate dynamically among
member nodes. Hence there is no single point of
failure. Like DVMRP, AMRoute provides robustness by
periodic flooding for tree construction. However, AMRoute
periodically floods a small signaling message instead
of data.

AMRoute simulations were done with TORA as
the underlying unicast protocol. The mobility of the
network was emulated by keeping the node location
fixed and breaking/connecting links between neighbors.
The simulation results show that broadcasting signaling
traffic generated by AMRoute is independent of the group
size and inversely proportional to the network mobility.

Unicast signaling traffic is proportional to the group size
and inversely proportional to the network mobility. Total
signaling traffic is independent of the data rate. Both
signaling traffic and join latency are relatively low for
typical group sizes. They verify that group members
receive a high proportion of data multicast by a sender,
even in the case of a dynamic network.

4.5. ODMRP: On-Demand Multicast Routing Protocol

ODMRP [40] is a mesh based, rather than a conventional
tree based, scheme and uses a forwarding group concept
(only a subset of nodes forwards the multicast packets via
scoped flooding). By maintaining a mesh instead of a tree,
the drawbacks of multicast trees in ad hoc networks, like
frequent tree reconfiguration and non–shortest path in
a shared tree, are avoided. ODMRP applies on-demand
routing techniques to avoid channel overhead and to
improve scalability.

The source starts a session by flooding a ‘‘join data’’
control packet with data payload attached, which is
subsequently broadcast at regular intervals to the entire
network to refresh membership information and update
the routes. The mesh is created by the replies of receivers
to this packet received via various paths. When receiving
a multicast data packet, a node forwards it only when it is
not a duplicate, hence minimizing traffic overhead.

Because the nodes maintain soft state, finding the opti-
mal flooding interval is critical to ODMRP performance.
ODMRP uses location and movement information to pre-
dict the duration of time that routes will remain valid.
With the predicted time of route disconnection, a ‘‘join
data’’ packet is flooded, when route breaks of ongoing data
sessions are imminent. Lee et al. [40] compare DVMRP
with ODMRP and show that the latter is better suited for
ad hoc networks in terms of bandwidth utilization.

4.6. MCEDAR: Multicasting Core-Extraction Distributed Ad
Hoc Routing

This scheme [50] is a multicast extension of CEDAR, which
was a routing scheme proposed for unicast communication
in ad hoc networks. MCEDAR relies on the core extraction
and the core broadcast components of the CEDAR
architecture. The core-extraction algorithm used is a
distributed heuristic for finding a good approximation
to a minimum dominating set. Each core node has the
following state stored in it: its nearby core nodes and the
nodes it dominates (i.e., each core node has enough local
information to reach the domain of its nearby nodes and
set up virtual links). Core broadcast is used instead of
flooding in order to discover a route to the destination.
This is done by making each node cache every RTS and
CTS packet that it hears on the channel for core broadcast
packets. So a node knows whether a packet has been
received by the destination already. If it has, it does not
transmit the packet and hence suppresses the duplicate
transmission.

The infrastructure for a multicast group resides entirely
within the core broadcast mechanism, which is used to
perform data forwarding. Each multicast group extracts a
subgraph of the core graph to function as ‘‘mgraph.’’ Data
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forwarding is done on the mgraph using the core broadcast
mechanism. In this way the forwarding is tree-based,
although the structure is robust, because it is a mesh.

5. SECURITY OF AD HOC NETWORKS

The provision of security services in the MANET
context faces a set of challenges specific to this new
technology. The insecurity of the wireless links, energy
constraints, relatively poor physical protection of nodes in
a hostile environment, and the vulnerability of statically
configured security schemes have been identified in the
literature [52,53] as such challenges. Nevertheless, the
single most important feature that differentiates MANET
is the absence of a fixed infrastructure. No part of the
network is dedicated to support individually any specific
network functionality; routing (topology discovery, data
forwarding) is the most prominent example. Additional
examples of functions that cannot rely on a central service,
and that are also of high relevance to this work, are
naming services, certification authorities (CAs), directory,
and other administrative services.

Even if such services were assumed, their availability
would not be guaranteed, due either to the dynamically
changing topology that could easily result in a partitioned
network, or to congested links close to the node acting
as a server. Furthermore, performance issues, such as
delay constraints on acquiring responses from the assumed
infrastructure, would pose an additional challenge.

The absence of infrastructure and the consequent
absence of authorization facilities impede the usual
practice of establishing a line of defense, separating nodes
into trusted and nontrusted. Such a distinction would
have been based on a security policy, the possession of the
necessary credentials and the ability for nodes to validate
them. In the MANET context, there may be no ground
for an a priori classification, since all nodes are required
to cooperate in supporting the network operation, while
no prior security association can be assumed for all the
network nodes. Additionally, in MANET, freely roaming
nodes form transient associations with their neighbors;
join and leave MANET sub-domains independently and
without notice. Thus it may be difficult in most cases to
have a clear picture of the ad hoc network membership.
Consequently, especially in the case of a large-size
network, no form of established trust relationships among
the majority of nodes could be assumed.

In such an environment, there is no guarantee that
a path between two nodes would be free of malicious
nodes, which would not comply with the employed
protocol and attempt to harm the network operation. The
mechanisms currently incorporated in MANET routing
protocols cannot cope with disruptions due to malicious
behavior. For example, any node could claim that it is one
hop away from the sought destination, causing all routes
to the destination to pass through itself. Alternatively, a
malicious node could corrupt any in-transit route request
(reply) packet and cause data to be misrouted.

The presence of even a small number of adversarial
nodes could result in repeatedly compromised routes, and,
as a result, the network nodes would have to rely on cycles

of timeout and new route discoveries to communicate. This
would incur arbitrary delays before the establishment of
a noncorrupted path, while successive broadcasts of route
requests would impose excessive transmission overhead.
In particular, intentionally falsified routing messages
would result in a denial-of-service (DoS) experienced by
the end nodes.

Despite the fact that security of MANET routing
protocols is envisioned to be a major roadblock in
commercial application of this technology, only a limited
number of works has been published in this area. Below,
we review some schemes related to the problem of
incorporating security provisions within the context of
ad hoc communication.

5.1. Overview of Security Schemes for Ad Hoc Networks

Efforts to incorporate security measures in the ad hoc
networking environment have concentrated mostly on
the aspect of data forwarding, disregarding the aspect
of topology discovery. On the other hand, solutions that
target route discovery have been based on approaches
for fixed-infrastructure networks, defying the particular
MANET challenges.

For the problem of secure data forwarding, two
mechanisms that (1) detect misbehaving nodes and report
such events and (2) maintain a set of metrics reflecting the
past behavior of other nodes [54] have been proposed to
alleviate the detrimental effects of packet dropping. Each
node may choose the ‘‘best’’ route, composed of relatively
well behaved nodes, namely, nodes that do not have
history of avoiding forwarding packets along established
routes. Among the assumptions of the abovementioned
work [54] are a shared medium, bidirectional links, use
of source routing (i.e., packets carry the entire route
that becomes known to all intermediate nodes), and no
colluding malicious nodes. Nodes operating in promiscuous
mode overhear the transmissions of their successors
and may verify whether the packet was forwarded to
the downstream node and check the integrity of the
forwarded packet. On detection of a misbehaving node,
a report is generated and nodes update the rating of the
reported misbehaving node. The ratings of nodes along
a well-behaved route are periodically incremented, while
reception of a misbehavior alert dramatically decreases
the node rating.1 When a new route is required, the source
node calculates a path metric equal to the average of the
ratings of the nodes in each of the route replies and selects
the route with the highest metric.

The detection mechanism exploits two features that
frequently appear in MANET: the use of a shared channel
and source routing. Nevertheless, the plausibility of this
solution could be questioned for several reasons, and,
indeed, the authors provide a short list of scenarios of
incorrect detection. The possibility of falsely detecting
misbehaving nodes could easily create a situation with

1 The initial rating, 0.5, is increased by 0.01 every 200 ms.
Suspected nodes have a rating equal to −100, with the option
for a long timeout period after which the negative rating is
changed back to a positive value.
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many nodes falsely suspected for a long period of time. In
addition, the metric construction may lead to a route choice
that includes a suspected node, if, for example, the number
of hops is relatively high, so that a low rating is ‘‘averaged
out.’’ Finally, the most important vulnerability is the
proposed feedback itself; there is no way for the source,
or any other node that receives a misbehavior report
to validate its authenticity or correctness. Consequently,
the simplest attack would be to generate fake alerts and
eventually disable the network operation altogether. The
protocol attempts new route discoveries, when none of
the route replies is free of suspected nodes, with the
excessive route request traffic degrading the network
performance. At the same time, the adversary can falsely
accuse a significant fraction of nodes within the timeout
period related to reinstating from a negative rating and,
essentially, partition the network.

A different approach [55] is to provide incentive to
nodes, so that they comply with protocol rules to properly
relay user data. The concept of fictitious currency is
introduced, in order to endogenize the behavior of the
assumed greedy nodes, which would forward packets in
exchange for currency. Each intermediate node purchases
from its predecessor the received data packet and sells it to
its successor along the path to the destination. Eventually
the destination pays for the received packet.2 This scheme
assumes the existence of an overlaid geographic routing
infrastructure and a public key infrastructure (PKI).
All nodes are preloaded with an amount of currency,
have unique identifiers, are associated with a pair of
private/public keys, and all cryptographic operations
related to the currency transfers are performed by a
physically tamper-resistant module. The applicability of
the scheme, which targets wide-area MANET, is limited
by the assumption of an online certification authority
in the MANET context. Moreover, nodes could flood the
network with packets destined to nonexistent nodes and
possibly lead nodes unable to forward purchased packets to
starvation. The practicality of the scheme is also limited by
its assumptions, the high computational overhead (hop-by-
hop public key cryptography, for each transmitted packet),
and the implementation of physically tamper-resistant
modules.

The protection of the route discovery process has
been regarded as an additional Quality-of-Service (QoS)
issue [56], by choosing routes that satisfy certain quantifi-
able security criteria. In particular, nodes in a MANET
subnet are classified into different trust and privilege lev-
els. A node initiating a route discovery sets the sought
security level for the route; the required minimal trust
level for nodes participating in the query/reply propaga-
tion. Nodes at each trust level share symmetric encryption
and decryption keys. Intermediate nodes of different lev-
els cannot decrypt in-transit routing packets, or determine
whether the required QoS parameter can be satisfied, and
simply drop them. Although this scheme provides pro-
tection (e.g., integrity) of the routing protocol traffic, it

2 An alternative implementation, with each packet carrying a
purse of fictitious currency from which nodes remove their reward,
faces different challenges as well.

does not eliminate false routing information provided by
malicious nodes. Moreover, the proposed use of symmet-
ric cryptography allows any node to corrupt the routing
protocol operation within a level of trust, by mounting
virtually any attack that would be possible without the
presence of the scheme. Finally, the assumed supervising
organization and the fixed assignment of trust levels does
not pertain to the MANET paradigm. In essence, the pro-
posed solution transcribes the problem of secure routing
in a context, where nodes of a certain group are assumed
to be trustworthy, without actually addressing the global
secure routing problem.

An extension of the ad hoc on-demand distance vector
(AODV) [18] routing protocol has been proposed [57]
to protect the routing protocol messages. The secure
AODV (S-AODV) scheme assumes that each node has
certified public keys of all network nodes, so that
intermediate nodes can validate all in-transit routing
packets. The basic idea is that the originator of a
control message appends an RSA signature [58] and the
last element of a hash chain [59] (i.e., the result of n
consecutive hash calculations on a random number). As
the message traverses the network, intermediate nodes
cryptographically validate the signature and the hash
value, generate the kth element of the hash chain, where k
is the number of traversed hops, and place it in the packet.
The route replies are provided either by the destination or
intermediate nodes having an active route to the sought
destination, with the latter mode of operation enabled by
a different type of control packets.

The use of public key cryptography imposes a high
processing overhead on the intermediate nodes and can
be considered unrealistic for a wide range of network
instances. Furthermore, it is possible for intermediate
nodes to corrupt the route discovery by pretending that
the destination is their immediate neighbor, advertising
arbitrarily high sequence numbers and altering (either
decreasing by one or arbitrarily increasing) the actual
route length. Additional vulnerabilities stem from the
fact that the IP portion of the S-AODV traffic can be
trivially compromised, since it is not (and cannot be,
due to the AODV operation) protected, unless additional
hop-by-hop cryptography and accumulation of signatures
is used. Finally, the assumption that certificates are
bound with IP addresses is unrealistic; roaming nodes
joining MANET sub-domains will be assigned IP addresses
dynamically (e.g., DHCP [60]) or even randomly (e.g., zero
configuration [61]).

A different approach is taken by the secure message
transmission (SMT) [62] protocol, which, given a topology
view of the network, determines a set of diverse paths
connecting the source and the destination nodes. Then,
it introduces limited transmission redundancy across
the paths, by dispersing a message into N pieces, so
that successful reception of any M out of N pieces
allows the reconstruction of the original message at the
destination. Each piece is equipped with a cryptographic
header that provides integrity and replay protection,
along with origin authentication, and is transmitted
over one of the paths. Upon reception of a number
of pieces, the destination generates an acknowledgment
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informing the source of which pieces, and thus routes,
were intact. In order to enhance the robustness of the
feedback mechanism, the small-sized acknowledgments
are maximally dispersed (i.e., successful reception of at
least one piece is sufficient) and are protected by the
protocol header as well. If less than M pieces were
received, the source retransmits the remaining pieces over
the intact routes. If too few pieces were acknowledged
or too many messages remain outstanding, the protocol
adapts its operation, by determining a different path set,
reencoding undelivered messages and reallocating pieces
over the path set. Otherwise, it proceeds with subsequent
message transmissions.

The protocol exploits MANET features such as
the topological redundancy, interoperates widely with
accepted techniques such as source routing, relies on
a security association between the source and the
destination, and makes use of highly efficient symmetric
key cryptography. It does not impose processing overhead
on intermediate nodes, while the end nodes make the
routing decisions based on the feedback provided by the
destination and the underlying topology discovery and
route maintenance protocols. The fault tolerance of SMT
is enhanced by the adaptation of parameters such as the
number of paths and the dispersion factor (i.e., the ratio
of required pieces to the total number of pieces). SMT can
yield 100% successful message reception, even if 10–20%
of the network nodes are malicious. Moreover, algorithms
for the selection of path sets with different properties,
based on different metrics and the network feedback, can
be implemented by SMT. SMT provides a flexible, end-
to-end, secure traffic engineering scheme, tailored to the
MANET characteristics.

It is noteworthy that SMT provides a limited protection
against the use of compromised topological information,
although its main focus is to safeguard the data forwarding
operation. The use of multiple routes compensates for
the use of partially incorrect routing information [52],
rendering a compromised route equivalent to a route
failure. Nevertheless, the disruption of the route discovery
can still be the most effective way for adversaries to
consistently compromise the communication of one or more
pairs of nodes.

Another approach to secure the route discovery
procedures, the secure routing protocol (SRP), has been
proposed [63]. The scheme guarantees that a node
initiating a route discovery will be able to identify and
discard replies providing false topological information,
or avoid receiving them. The novelty of the scheme, as
compared with other MANET secure routing schemes,
is that false route replies, as a result of malicious node
behavior, are discarded partially by benign nodes while
in transit toward the querying node, or deemed invalid
on reception. The security goals are achieved with the
existence of a security association between the pair of end
nodes only, without the need for intermediate nodes to
cryptographically validate control traffic.

The widely accepted technique in the MANET context
of route discovery based on broadcasting query packets is
the basis of the SRP protocol. More specifically, as query
packets traverse the network, the relaying intermediate

nodes append their identifier (e.g., IP address) in the query
packet header. When one or more queries arrive at the
sought destination, replies that contain the accumulated
routes are returned to the querying node; the source then
may use one or more of these routes to forward its data.

Reliance on this basic route query broadcasting
mechanism allows SRP to be applied as an extension
of a multitude of existing routing protocols. In particular,
the dynamic source routing (DSR) [17] and the IERP [64]
of the zone routing protocol (ZRP) [65] framework are
two protocols that can be extended in a natural way to
incorporate SRP. Furthermore, other protocols such as
ABR [66], for example, could be combined with SRP with
minimal modifications to achieve the security goals of the
SRP protocol.

In SRP, only the end nodes have to be securely
associated, and there is no need for cryptographic
validation of control traffic at intermediate nodes; two
factors that render the scheme efficient and scalable. SRP
places the overhead on the end nodes, an appropriate
choice for a highly decentralized environment, and
contributes to the robustness and flexibility of the scheme.
Moreover, SRP does not rely on the state stored in
intermediate nodes, thus is immune to malicious acts
not directed against the nodes that wish to communicate
in a secure manner. Finally, SRP provides one or more
route replies, whose correctness is verified by the route
‘‘geometry’’ itself.

6. SOME CONCLUDING THOUGHTS

The ad hoc networking technology has stimulated
substantial research activity since the early 1990s. The
rather interesting fact is that although the military has
been experimenting and even using this technology since
1970s, the research community has been coping with the
rather frustrating task of finding a ‘‘killer’’ nonmilitary
application for ad hoc networks. A major challenge that has
been perceived as a possible ‘‘show stopper’’ for technology
transfer is the fact that commercial applications do not
necessarily conform to the ‘‘collaborative’’ environment
that the military communication environment does. In
other words, why should a user forward someone else’s
transmission, depleting his/her own battery power and,
thus, possibly restricting his/her use of the network in the
future? This question may relate to the issue of billing — if
billing is possible (and, in fact, desirable), then nodes that
serve as ‘‘good citizens’’ could be rewarded. But billing is,
by itself, a significant challenge in ad hoc networks.

Other challenges in deployment of ad hoc networks
relate to the issues of manageability, security, and
availability of communication through this type of
technology.

Realizing that technology transfer has not been the
motivating factor, the most recent research interest in
ad hoc networks could be, most probably, attributed to
the intellectual challenges that are part of this type of
communication environment.

Nevertheless, we believe that there is substantial com-
mercial potential of ad hoc networks. Future extensions of
the cellular infrastructure could be carried out using this
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type of technology and may very well be the basis for the
fourth-generation (4G) of wireless systems. Other possible
applications include sensing systems (also referred to as
sensor networks) or augmentation to the wireless LAN
technology.
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1. INTRODUCTION

It is expected that within a few years the number of mobile
devices accessing the Internet will exceed the number of
personal computers (PCs). The use of mobile terminals
is becoming attractive, since they allow the access on
the move and require a shorter setup time than the initial
power-on of a PC. However, Internet services have not been
developed for mobile devices, as they are not suitable for
small displays and they are not personalized or location-
dependent. A solution to these needs is represented by
the Wireless Application Protocol (WAP), which is an
open, global specification that empowers mobile users with
wireless devices for easy Internet access [1,2].

WAP is the result of the WAP Forum’s efforts to promote
industrywide specifications for developing applications
and services that operate over wireless communication
networks [3]. The WAP Forum was formed after a U.S.
network operator, Omnipoint, issued a tender for the
supply of mobile information services in early 1997. It
received several responses from different suppliers using
proprietary techniques for delivering the information such
as Smart Messaging from Nokia and Handheld Device
Markup Language (HDML) from Phone.com. Omnipoint
informed the tender responders that it would not accept
a proprietary approach and recommended that various
vendors get together to explore defining a common
standard. After all, there was not a great deal of
difference between the different approaches, which could
be combined and extended to form a powerful standard.
These events triggered the development of WAP, with
Ericsson and Motorola joining Nokia and Phone.com as
the founder members of the WAP Forum. At present, the
WAP Forum encompasses more than 500 members.

WAP is the de facto standard for porting Internet
services to wireless devices, such as mobile phones
and Personal Digital Assistants (PDA). WAP contains a
lightweight protocol stack (based on the Internet one)
well suited for the wireless scenario and an application
environment that allows delivering information services
to mobile phones. WAP can be built on many mobile
phone operating systems, including: PalmOS, EPOC,
Windows CE and JavaOS [3]. WAP also contains a
microbrowser according to which the information received
is interpreted in the handset and presented to the
user. WAP is designed to work with most wireless
networks such as CPDC, CDMA, GSM, PDC, PHS,
TETRA, and DECT [3]. WAP devices, despite the current
rather limited user interface, provide a valuable means
to access corporate and public services. Examples of
applications are

• Use of a corporate application in less time than it
takes to boot the laptop

• Availability of the device on the move
• Access to services from several countries
• Mobile browsing and mobile access to email

2. WAP SYSTEM BUILDING BLOCKS

The WAP network architecture envisages both WAP
servers, hosting pages designed in a suitable markup
language and WAP gateways between the wireless
network and the wireline Internet (see Fig. 1) [4]. WAP 1.0
was based on Wireless Markup Language (WML), a subset
of the eXtensible Markup Language (XML). The basic
markup language in WAP 2.0, namely, WML2, is based on
the eXtensible HyperText Markup Language (XHTML), as
defined by the World Wide Web Consortium (W3C) [5].
By using the XHTML modularization approach, the
WML2 language is very extensible, permitting additional
language elements to be added as needed.

The WAP protocol architecture is based on a
client/server model, as sketched in Fig. 2, where we can
see the mobile client, that is the mobile user, the WAP
proxy and the Web server. The client Web browser makes
a request for a Webpage. This request is sent to the
WAP proxy that acts as a gateway for the Internet [6].
Through a protocol conversion, a HyperText Transfer Pro-
tocol (HTTP) request is thus sent to the appropriate Web

Binary WML

Binary
WML

Binary
WML

Web
server

Filter
WAP proxy

WML

WML

FilterHTML

HTML

WAP
proxy

Wireless
network

WTA
server

Figure 1. WAP system architecture.
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Figure 2. The interoperation of the WAP
elements.
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Figure 3. WML compiling and encoding.

server. The response is a bytestream of ASCII text, which
is a HyperText Markup Language (HTML) Webpage. The
use of Common Gateway Interface (CGI) programs or Java
servlets allows for the dynamic creation of HTML pages
using content stored in a database. The Webpage is sent
to the WAP proxy that first translates it from HTML to
the WML language (see Fig. 3, step 2). Finally, a page
conversion is performed in a compact binary represen-
tation that is suitable for wireless networks (see Fig. 3,
step 3) [7]. In the case that there is a WAP server (i.e.,
hosting pages in the WML format) in the mobile network,
the mobile client directly receives WML pages from the
server without involvement of the WAP gateway.

The infrastructure required to deliver WAP services
to the mobile terminal is similar to that of the existing
WWW model. The Web server is the same product; the one

most commonly used is Apache. The Web server needs to
be configured to serve the pages written in WML as well
as HTML.

Although reusing of existing Internet content by means
of on-the-fly adaptations and translations is an explicit
goal, test realizations of the WAP gateway and proxy
servers show that the creation of new content that is
explicitly designed for presentation using WML is a more
effective option.

Since a mobile user cannot use a QWERTY keyboard
or a mouse, WML documents are structured into a set
of well-defined units of user interactions called cards.
Each card may contain instructions for gathering user
input, information to be presented to the user, and similar
(see Fig. 4). A single collection of cards is called a deck,
which is the unit of content transmission, identified by
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Navigation
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<CARD NAME=''eCard''>
<DO TYPE=''ACCEPT''>

</DO>
Enter name: <INPUT KEY=''N''/>

Choose speed:

<SELECT KEY=''S''>
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<GO URL=''#eCard''/>
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Figure 4. Internal organization of a
WML page (=deck) in cards, with
different tags.

a Uniform Resource Locator (URL) [8]. After browsing a
deck, the WAP-enabled phone displays the first card; then,
the user decides whether to proceed to the next card of
the same deck. WML content is scalable from a two-line
text display on a basic device to a full graphic screen
on the latest smart phones and communicators. WML
supports:

• Text (bold, italics, underlined, line breaks, tables)
• Black-and-white images (wireless bitmap format,

WBMP)
• User input
• Variables
• Navigation and history stack
• Scripting (WMLScript), a lightweight script lan-

guage, similar to JavaScript

In particular, WML includes support for managing user
agent state by means of variables and for tracking the
history of the interaction. Moreover, WMLScripts are sent
separately from decks and are used to enhance the client
man–machine interface (MMI) with sophisticated device
and peripheral interactions.

The Wireless Telephony Application (WTA) of WAP
contains a client-side WTA programming library and a
WTA server (see Figs. 1 and 2); together they allow the
WAP session to control the voice channel. WTA and
its interface, WTA-Interface (WTAI), provide the access
and the programming interface to telephony services.
The WTA server generates WTA events interpreted
by the WAP gateway that sends the resulting WML
to the WAP mobile phone. The WTA server then
initiates and controls any voice connections that are
required.

3. WAP PROTOCOL STACK

WAP protocol and its functions are layered similarly to the
OSI Reference Model [9]. In particular, the WAP protocol
stack is analogous to the Internet one (see Fig. 5). Each
layer is accessible by the layers above, as well as by other
services and applications. The WAP layered architecture
enables other services and applications to utilize the
features of the WAP stack through a set of well-defined
interfaces. Figure 6 compares Internet and WAP protocol
stacks. A brief survey of the protocols at the different WAP
layers is provided below.

3.1. Wireless Application Environment (WAE)

WAE specifies an application framework for wireless
devices such as mobile phones, pagers, and PDAs. WAE
specifies the markup languages and acts as a container for
applications such as a microbrowser. In particular, WAE
encompasses the following parts:

• WML Microbrowser
• WMLScript Virtual Machine
• WMLScript Standard Library
• Wireless Telephony Application Interface (i.e., tele-

phony services and programming interfaces)
• WAP Content Types

The two most important formats defined in WAE are the
WML and WMLScript byte-code formats. A WML encoder
at the WAP gateway, or ‘‘tokenizer,’’ converts a WML
deck into its binary format (see Fig. 3, step 3) [7] and a
WMLScript compiler takes a script into byte-code. This
process allows a significant compression of the data to
be transmitted on the air interface, thus making more
efficient the transmission of WML and WMLScript data.
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Figure 5. WAP 1.0 protocol stack.

Wireless application
environment (WAE)

Other services and
applications

Session layer (WSP)

Transaction layer (WTP)

Security layer (WTLS)

Transport layer (WDP)

Bearers:

SMS USSD CSD IS-136 CDMA CDPD PDC-P Etc.

Figure 6. Internet and WAP 1.0 protocol
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3.2. Wireless Session Protocol (WSP)

WSP provides the application layer of WAP (i.e., WAE)
with a consistent interface for two-session services.
The first is a connection-oriented service above the
Wireless Transaction Protocol (WTP). The second is
a connectionless service operating above a secure or
nonsecure datagram service [Wireless Datagram Protocol
(WDP)]. WSP is the equivalent of the HTTP protocol in
both the Internet and WAP 2.0 release that supports the
TCP/IP levels in the protocol stack.

3.3. Wireless Transaction Protocol (WTP)

WTP runs on top of a datagram service [such as
the User Datagram Protocol (UDP)] and provides a
lightweight transaction-oriented protocol that is suitable
for implementation in mobile terminals. WTP offers three
classes of transaction services: unreliable one-way request,
reliable one-way request and reliable two-way request
respond.

3.4. Wireless Transport Layer Security (WTLS)

WTLS is a security protocol based on the industry-
standard Transport Layer Security (TLS) protocol. WTLS
is intended for use with the WAP transport protocols and
has been optimized for wireless communication networks.
It includes data integrity checks, privacy on the WAP
gateway-to-client leg, and authentication.

3.5. Wireless Datagram Protocol (WDP)

WDP is transport-layer protocol in WAP [10]. WDP
supports connectionless reliable transport and bearer
independence. WDP offers consistent services to the
upper-layer protocols of WAP and operates above the
data-capable bearer services supported by various air
interface types. Since the WDP protocols provide a common
interface to upper-layer protocols, the security, session,
and application layers are able to operate independently of
the underlying wireless network. At the mobile terminal,
the WDP protocol consists of the common WDP elements
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plus an adaptation layer that is specific for the adopted air
interface bearer. The WDP specification lists the bearers
that are supported and the techniques used to allow WAP
protocols to operate over each bearer [3]. The WDP protocol
is based on UDP. UDP provides port-based addressing,
and IP provides Segmentation And Reassembly (SAR) in
a connectionless datagram service. When the IP protocol
is available over the bearer service, the WDP datagram
service offered for that bearer will be UDP.

3.6. Bearers on the Air Interface

Let us refer to the Global System for Mobile communica-
tions (GSM) network, where the following bearer services
can be adopted to support WAP traffic [11]:

• Unstructured Supplementary Services Data (USSD)
• circuit-switched Traffic CHannel (TCH)
• Short Message Service (SMS)
• General Packet Radio Service (GPRS), plain data

traffic
• Multimedia Messaging Service (MMS) over GPRS

Let us compare these different options to support WAP
traffic. TCH has the disadvantage of a 30–40s connection

delay between the WAP client and the gateway, thus
making it less suitable for mobile subscribers. SMS
and USSD are inexpensive bearers for WAP data with
respect to TCH, leaving the mobile device free for voice
calls. SMS and USSD are transported by the same air
interface channels. SMS is a store-and-forward service
that relies on a Short Message Service Center (SMSC),
whereas USSD is a connection-oriented (no store-and-
forward) service, where the Home Location Register (HLR)
of the GSM network receives and routes messages from/to
the users. The SMS bearer is well suited for WAP push
applications (available from WAP release 1.2), where the
user is automatically notified each time an event occurs.
USSD is particularly useful for supporting transactions
over WAP. Finally, GPRS radio transmissions allow a
high capacity [≤170 kbps (kilobits per second) using all
the slots of a GSM carrier with the lightweight coding
scheme] that is shared among mobile phones according to
a packet-switching scheme. Hence, GPRS can provide an
efficient scheme for WAP contents delivery.

The WAP protocol layers at the client, at the gateway,
and at the Web server are detailed in Fig. 7. Figure 8
gives further details on different WAP protocol stack
possibilities on the client side. In particular, the leftmost
stack represents a typical example of a WAP application,
namely, a WAE user agent running over the complete

WAP device WAP gateway WAP server

WAE WAE

WSP WSP

WTP WTP

WTLS WTLS SSL SSL

WDP WDP TCP TCP

Bearer Bearer IP IP

HTTPHTTP

Figure 7. WAP 1.0 protocol architecture at dif-
ferent interfaces.
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Figure 8. Different possibilities for the WAP protocol stack on the client side.
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portfolio of WAP technology. The middle stack is intended
for applications and services that require transaction
services with or without security. The rightmost stack
is intended for applications and services that only require
datagram transport with or without security.

4. COMPARISON BETWEEN WAP PROTOCOL RELEASES

The differences between the different releases of the WAP
protocol are detailed below:

• WAP 1.0: first version of software for mobile clients,
first adoption of WML, WBMP image format

• WAP 1.1: WTAI — ‘‘clickable’’ phone numbers, sup-
port of tables, boldface types, encrypted communica-
tion

• WAP 1.2: support of push applications, telephone
identification, certificate handling

• WAP 2.0: latest WAP release, WML replaced by
XHTML, colour screens, banners, MP3 and MP4
audio files, Internet radio, Bluetooth, remote control,
integration with Mobile Positioning System (MPS) for
locating the users (location-aware services)

5. TOOLS AND APPLICATIONS

The WAP programming model is similar to the WWW
programming one. This fact provides several benefits to
the application developer community, including a proven
architecture and the ability to leverage existing tools (e.g.,
Web servers, XML tools). Optimizations and extensions
have been made in order to match the characteristics of
the wireless environment. Different WAP browsers can be
found in Ref. 12; they are useful tools for developing WAP-
based services for mobile users. WAP allows customers
to easily reply to incoming information on the phone by
adopting new menus to access mobile services.

Existing mobile operators have added WAP support to
their offering by either developing their own WAP interface
or, more often, partnering with one of the WAP gateway
suppliers. WAP has also given new opportunities to allow
the mobile distribution of existing information contents.
For example, CNN and Nokia teamed up to offer CNN
Mobile. Moreover, Reuters and Ericsson teamed up to
provide Reuters Wireless Services.

New mobile applications that can be made available
through a WAP interface include:

• Location-aware services
• Web browsing
• Remote local-area network access
• Corporate email
• Document sharing/collaborative working
• Customer service
• Remote monitoring such as meter reading
• Job dispatch
• Remote point of sale
• File transfer

• Home automation
• Home banking and trading on line

Another group of important applications are based on
the WAP push service that allows contents to be sent or
‘‘pushed’’ to devices by server-based applications via a push
proxy. Push functionality is especially relevant for real-
time applications that send notifications to their users,
such as messaging, stock prices, and traffic update alerts.
Without push functionality, these types of applications
would require the devices to poll application servers for
new information or status. In cellular networks such
polling activities would cause an inefficient and wasteful
use of the resources. WAP push functionality provides
control over the lifetime of pushed messages, store-and-
forward capabilities at the push proxy, and control over
the bearer choice for delivery.

Interesting WAP applications are made possible by the
creation of dynamic WAP pages by means of the following
different options:

• Microsoft ASP
• Java and servlets or Java Server Pages (JSPs) for

generating WAP decks
• XSL Transformation (XSLT) for generating WAP

pages adapted for displays of different characteristics
and sizes

Alternative approaches to the use of WAP for mobile
applications could be as follows:

• Subscriber Identity Module (SIM) Toolkit — the use
of SIMs or smart cards in wireless devices is already
widespread.

• Windows CE — a multitasking, multithreaded oper-
ating system from Microsoft designed for including
or embedding mobile and other space-constrained
devices.

• JavaPhone — Sun Microsystems is developing Per-
sonalJava and a JavaPhone Application Program-
ming Interface (API), which is embedded in a Java
virtual machine on the handset. Thus, cellular phones
can download extra features and functions over the
Internet.

SIM Toolkit and Windows CE are present days technolo-
gies as well as WAP. SIM Toolkint implies the definition of
a set of services ‘‘embedded’’ on the SIM that allow users
to contact several service providers through the mobile
phone network. The Windows CE solution is based on an
operating system developed for mobile devices and that
may support different applications. Finally, JavaPhone
will be the most sophisticated option for the development
of device-independent applications.

Within the European Telecommunications Standards
Institute (ETSI) and 3rd Generation Partnership Project
(3GPP), standardization activities are in progress for
the realization of mobile services. Accordingly, a new
standard, called Mobile station application Execution
Environment (MExE), has been defined [13]. In order to
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ensure the portability of a variety of applications, across
a broad spectrum of multivendor mobile terminals, a
dynamic and open architecture has been standardized
for both the Mobile Station (MS) and the SIM, that is
a common set of APIs and development tools. MExE
is based on the idea to specify a terminal-independent
execution environment on the client device (i.e., MS and
SIM) for nonstandardized applications and to implement
a mechanism that allows the negotiation of supported
capabilities (taking into account available bandwidth,
display size, processor speed, memory, MMI). The key
concept of the MExE service environment to make
applications mobile-aware (i.e., aware of MS capabilities,
network bearer characteristics, and user preferences) is
the introduction of MExE classmarks that have been
standardized as follows:

• MExE classmark 1 — service based on WAP; requires
limited input and output facilities (e.g., as simple as a
3-line × 15-character display and a numeric keypad)
on the client side and is designed to provide quick
and cheap information access even over narrow and
slow data connections.

• MExE classmark 2 — service based on PersonalJava;
provides and utilizes a run-time system requiring
more processing, storage, display, and network
resources, but supports more powerful applications
and more flexible MMIs. MExE classmark 2 also
includes support for MExE classmark 1 applications
(via the WML browser).

6. CONCLUSIONS

With the advent of the information society there is a
growing need for network operators to support the mobile
access to the Internet and its most popular applications
such as Web browsing, email, file transfer, and remote
login. The WAP protocol proposed by the WAP Forum is
a first solution for allowing mobile access to the Internet.
Despite its limitations, due to both the use of inadequate
radio bearers (i.e., circuit-switched traffic channels) and
the inefficient translation from HTML to WML (WAP 1
releases), WAP permits the mobile provision of services
and contents. WAP can make available to users many
information services that will be adequately supported
by future-generation packet-switched bearers on the air
interface.
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1. INTRODUCTION

Broadband and mobile communications are presently the
two major drivers in the telecommunications industry.
Asynchronous transfer mode (ATM) is considered the
most suitable transport technique for the Broadband
Integrated Services Digital Network (BISDN), because
of its ability to flexibly support a wide range of services
with quality-of-service (QoS) guarantees. These services
are categorized in five classes according to their traffic
generation rate pattern: constant bit rate (CBR), real-time
variable bit rate (RTVBR), non-real-time variable bit rate
(NRTVBR), available bit rate (ABR), and unspecified bit
rate (UBR). On the other hand, wireless communications
are enjoying a large growth in the last decade. Wireless
local-area networks (LANs) in particular are becoming
popular for indoor data communications because of their
tetherless feature and increasing transmission speed.
The combination of wireless communications and ATM,
referred to as wireless ATM, aims at providing freedom of
mobility with service advantages and QoS guarantees.

Wireless ATM is mainly considered for wireless access
to a fixed ATM network; in this sense, it is applicable
mostly to wireless LANs. A typical wireless ATM network
(Fig. 1) includes the following main components:

• Mobile terminals (MTs), the end user equipment,
which are basically ATM terminals with a radio
adapter card for the air interface

• Access points (APs), the base stations of the cellular
environment, which the MTs access to connect to the
rest of the network

• An ATM switch (SW) to support interconnection with
the rest of the ATM network

• A control station (CS), attached to the ATM switch,
containing mobility specific software, to support
mobility related operations, such as handover,1 which
are not supported by the ATM switch

In many proposals, the CS is considered integrated with
the ATM switch in one network module, referred to
as switch workstation (SWS). Even though this is the
most common architecture, other schemes are possible.
For example, APs could be equipped with switching
and buffering capabilities, as proposed by Veeraraghavan
et al. [1]. This, in principle, could expedite mobility and
call control operations, but could also increase the overall
cost of the system significantly, since the APs need to be
more complicated, implementing the full signaling ATM
stack.

The main challenge for wireless ATM is to harmonize
the development of broadband wireless systems with
BISDN/ATM, and offer similar advanced multimedia,
multiservice features for the support of time-sensitive
voice communications, LAN data traffic, video, and
desktop multimedia applications to the wireless user.
A sensible quality degradation is unavoidable, due to
the reduced bandwidth of the wireless channel and the
presentation capabilities of the MTs, but the network
should be able to guarantee a minimum acceptable quality.
Toward this direction, there are several problems to be
faced, mainly because of the incompatibilities of the ATM
protocol and the wireless channel:

1. ATM was originally designed for reliable, point-to-
point optical fiber links. On the contrary, the wireless
channel is a multiple access channel that suffers
from high, time-varying, bit error rates, mainly due
to fading and interference. This leads to the need for
advanced multiple access control and error control
mechanisms, for the efficient and reliable sharing
of the scarce available bandwidth of the wireless
channel, among different kinds of connections.

2. ATM was also designed for large bandwidth
environments, following a bandwidth consuming
policy to attain simplicity and fast switching of data
packets. This leads to a packet header (ATM cell
header, in the ATM terminology), which consumes
approximately 10% of the available bandwidth (5
of 53 bytes). For gigabit-per-second (Gbps) optical
fibers used in BISDN, this is not considered a
drawback, compared to fast switching and packet
delivery. But for a wireless channel of tens of
megabits per second (Mbps), this can be vital for the
overall performance. As shown later in this article,
the usual practice is to perform header compression
to reduce overhead as much as possible.

1 Mobility issues will be explained in detail later in this article.
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Figure 1. A typical wireless ATM net-
work.

3. ATM signaling enhancements are definitely an
important subject for wireless ATM, mainly for
mobility. To support it, several additional functions
and signaling need to be added in traditional ATM,
for registration, location update, handover, and
other applications. Particularly for handover, the
comparatively high transmission speed, combined
with the requirements of some real-time applications
(e.g., videoconference), ask for fast and efficient
handover techniques.

All these mobility-related functions are usually imple-
mented in the CS shown in Fig. 1 to leave the conventional
ATM switches intact. Mobility issues are discussed in
detail later in this article. Additionally, some standard call
control procedures of fixed ATM need also to be enhanced
to cover the particularities of the wireless channel. Espe-
cially connection setup requires advanced call admission
control algorithms that consider the instabilities of the
wireless channel.

The rest of the article is organized in two main
sections. Section 2 describes the basic issues and solutions
for the medium access control, concluding with the
most important standards. Some important protocols
are discussed, and their effectiveness in servicing ATM
traffic is analyzed. In Section 3, the required signaling
enhancements for call and mobility control are discussed.
The section starts with a basic signaling architecture, and
continues with connection setup (especially call admission
control), and handover. Finally, Section 4 contains our
conclusions.

2. MEDIUM ACCESS CONTROL (MAC)

2.1. MAC Protocol Structure

In wireless ATM networks, an advanced MAC protocol
is required, able to provide adequate support to the
traffic classes defined by ATM standards, together with
efficient use of the scarce radio bandwidth. Additionally,
this protocol should be adaptive to frequent variations of
channel quality.

MAC protocols can be grouped, in general, into
five classes [2]: (1) fixed assignment, (2) random access,
(3) centrally controlled demand assignment, (4) demand
assignment with distributed control, and (5) adaptive

strategies. Fixed-assignment techniques permanently
reserve one constant capacity subchannel for each con-
nection for its whole duration and they perform very
well with constant bit rate connections in terms of both
service quality and channel efficiency. However, their per-
formance decreases dramatically when they are asked to
support many infrequent users with variable-rate con-
nections. In such cases, random-access protocols usually
perform better. A typical example of such a protocol is
Aloha, which permits users to transmit at will; when-
ever a collision occurs, collided packets are retransmitted
after some random delay. It is well known that, although
ALOHA-type protocols are easy to implement and attain
minimum delays under light load, they suffer from long
delays and instability under heavy traffic load. Enhance-
ments of ALOHA include collision resolution techniques
that increase the maximum achievable stable throughput.
Centrally controlled demand assignment protocols reserve
a variable portion of bandwidth for each connection,
adjustable to its needs. Unlike random-access techniques,
these protocols operate in two phases: reservation and
transmission. In the reservation phase, the user requests
from the system the portion of bandwidth required for its
transmission needs, and the system responds by reserving
the bandwidth and informing the user, while in the sec-
ond phase the actual transmission takes place. Demand
assignment protocols are usually complex, but are also
stable and perform well under a wide range of con-
ditions, although the reservation phase results in time
and bandwidth consumption. With distributed control, the
users themselves schedule their transmissions, based on
broadcast information. Finally, adaptive schemes combine
elements from techniques 1–4, and aim at supporting
many different types of traffic [3].

Concerning the multiple access technique, the proposed
protocols for the radio interface of wireless ATM networks
are in general based on frequency-division multiple access
(FDMA), code-division multiple access (CDMA), or time-
division multiple access (TDMA), or combinations of these
techniques. The scarcity of available frequencies, and the
requirement for dynamic bandwidth allocation, especially
for VBR connections render the use of FDMA inefficient.
On the other hand, CDMA limits the peak bit rate of a
connection to a relatively low value, which is a problem
for broadband applications (>2 Mbps). Accordingly, most
of the proposed protocols use an adaptive TDMA scheme,
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due to its ability to flexibly accommodate a connection’s bit
rate needs, by allocating a variable number of time slots,
depending on current traffic conditions.

Beyond this general choice of a TDMA-based scheme,
the MAC protocols proposed in the literature differ in the
technique used to build the required adaptivity in the
TDMA scheme. The three main techniques used, alone or
in combinations, are contention, reservation, and polling.

Contention-based random-access protocols are simple
and require minimal scheduling. An example is the slot-
ted ALOHA with exponential backoff protocol presented by
Porter and Hopper [4]. Functionality that can be omitted
from the MAC layer, such as handover and wireless call
admission control, is pushed to the upper layers. These
protocols, attain good delay performance under light traf-
fic, and fit well with the statistical multiplexing philosophy
of ATM. Nevertheless, their performance is questionable
under heavy traffic conditions, or when multiple traffic
classes must be supported with guaranteed QoS.

Another group of protocols uses reservation techniques,
mainly through reservation/allocation cycles, to dynam-
ically allocate the available bandwidth to connections,
based on their current needs and traffic load. A well-
designed representative protocol of this group can be
found in the article by Raychaudhuri et al. [5]. It is a
TDMA time-division duplex (TDD) protocol, where time is
divided in constant length frames and every frame is sub-
divided in a request subframe and a data subframe. The
request subframe is accessed by MTs, through a simple
slotted-ALOHA protocol, in order to declare their trans-
mission needs, while the data subframe is used for user
data transmission. The allocation of data slots is per-
formed by the AP, based on a scheduling algorithm, and
the MTs are informed through broadcast messages. These
protocols are more complex and introduce some extra
delays, due to the required reservation phase; on the
other hand, they are stable under a wide range of traffic
loads and can guarantee a predictable quality of service,
which is very important in wireless ATM networks. Their
performance depends to a large extent on the schedul-
ing mechanism used for the allocation of the available
bandwidth. A number of scheduling algorithms has been
proposed in the literature, which try to separate real-time
and non-real-time connections. For example, a minimum
bandwidth can be allocated to non-real-time connections,
while real-time connections are served as soon as possi-
ble. A delay-oriented scheduling algorithm, referred to as
prioritized regulated allocation delay oriented scheduling
(PRADOS), has been proposed to meet the requirements
of the various traffic classes defined by the ATM architec-
ture [6]. In order for PRADOS to maximize the fraction
of ATM cells that are transmitted before their deadlines,
each ATM cell is initially scheduled for transmission as
close to its deadline as possible. After that, a packetization
process ensures that no time slots will be left empty.

A third group of protocols uses adaptive polling to
distribute bandwidth among connections [e.g., 7]. A slot
is given periodically to each connection, without request,
based on its expected traffic. Compared to reservation-
based protocols, these protocols are simpler, since there is
no reservation phase, but their performance depends on

the algorithm that determines the polling period for each
connection. If the polling period is shorter than needed,
then such protocols might suffer from low utilization, since
many slots will be empty. On the other hand, if the polling
period is longer than needed, they result in increased
delays and poor QoS. The problem becomes more difficult
for variable-bit-rate bursty connections. Several proposals
suggest an adaptive algorithm to decide on the polling
period of each connection, based on total traffic load,
expected traffic for each connection, and required QoS [7].

Finally, to improve performance, a combination of
the abovementioned schemes is possible; for example,
a protocol that is based mainly on reservation, but
has also a random-access part for urgent traffic. A
typical representative of this category is mobile access
scheme based on contention and reservation for ATM
(MASCARA) [8]. The multiple access technique used in
MASCARA for uplink (from the MTs to the AP of their
cell) and downlink (from the AP to its MTs) is based
on TDMA/TDD, where a time slot is equal to the time
required to transmit an ATM cell. The MASCARA time
frame is divided into a DOWN period for downlink data
traffic, an UP period for uplink data traffic, and an
uplink CONTENTION period used for MASCARA control
information. Each of the three periods has a variable
length, depending on the traffic to be carried on the
wireless channel. The AP schedules the transmission of
its uplink and downlink traffic and allocates bandwidth
dynamically, based on traffic characteristics and QoS
requirements, as well as the current bandwidth needs of
all connections. The current needs of an uplink connection
from a specific MT are sent to the AP through MT
‘‘reservation requests,’’ which are either piggybacked
in the data MPDUs (mobile power distribution units),
where the MT sends in the UP period, or contained in
special ‘‘control MPDUs’’ sent for that purpose in the
CONTENTION period. Protocols belonging to the same
category can be found in the literature [5,9].

To minimize overhead added by the ATM header,
header compression techniques can be used. A straight-
forward solution is the replacement of the 3-byte-long
VPI/VCI (virtual path identifier/virtual channel identi-
fier), used for addressing in ATM, with a shorter MAC
specific identifier (MAC ID), whose length is at most
1 byte, depending on the environment. The MAC ID is
used only for wireless channel transmission, and after
this it is replaced with the original VPI/VCI.

2.2. Error Control

In wireless ATM, fulfilling the strict QoS requirements of
ATM over an unreliable wireless channel is a challenging
problem, and error control is very important. The error
control mechanisms used can be thought of as belonging
to a sublayer of the MAC layer (usually the upper part),
referred to as wireless data-link control (WDLC) sublayer.
WDLC is responsible for recovering from occasional
quality degradations of the wireless channel, and for
providing an interface to the ATM layer in terms of frame
format and required QoS.

Error control techniques, in general, can be divided
in two main categories: automatic repeat request (ARQ)
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and forward error correction (FEC). In ARQ techniques,
the receiver detects the erroneously received data and
requests retransmission from the transmitter. Since
retransmissions imply increased delays, ARQ is efficient
for non-real-time data. ARQ techniques are conceptually
simple and provide high system reliability at the expense
of some extra delay and bandwidth consumption due
to retransmissions. FEC, on the other hand, is efficient
for real-time data. A number of bits is added in every
transmitted data unit, using a predetermined error-
correction code, which allows the receiver to detect and
correct errors up to a predetermined number per data
unit, without requesting any additional information from
the transmitter. It is clear that FEC techniques are fast at
the expense of lower bandwidth utilization because of the
transmission of additional bits.

In wireless ATM, where both real-time and non-real-
time data must be supported, a hybrid scheme combining
ARQ and FEC is usually used. According to this, for
real-time connections (e.g., CBR, RTVBR) FEC bits are
included in the header of every MAC data unit, to allow
the receiver (AP or MT) to correct most of the errors. For
non-real-time connections (e.g., NRTVBR), no extra bits
are included, and the AP (MT in the downlink) requests
from the MT (AP in the downlink) the retransmission of
erroneously transmitted MAC data units.

2.3. MAC Standards

Currently, the MAC technology for wireless ATM is served
mainly by two standards, both based on TDMA. The
802.11 standard [10], developed by the IEEE 802 LAN
standards organization, and the high-performance radio
LAN type 2 (HIPERLAN/2) [11], defined by the European
Telecommunications Standards Institute (ETSI) RES-10
Group. Although both standards were designed mainly
for conventional LAN traffic, they can definitely serve
as a medium for passing ATM traffic, with the proper
QoS guarantees. Here we focus more on HIPERLAN/2
because it provides more flexibility for ATM traffic.
IEEE 802.11 operates at 2.4 GHz and considers data
traffic up to 2 Mbps. The medium can alternate between
a contention mode, known as the contention period
(CP), and a contention-free mode, based on polling,
known as the contention-free period (CFP). IEEE 802.11
supports three different kinds of frames: management,
control, and data. A management frame is used for MT
association/deassociation, timing, synchronization, and
authentication/deauthentication. A control frame is used
for handshaking and positive acknowledgments during a
CP, and to end a CFP. Finally, a data frame is used for
transmission of data during a CP or CFP. On the horizon
there is the need for higher data rates, for applications
requiring wireless connectivity at 10 Mbps and higher.
This will allow 802.11 to match the data rates of most wired
LANs. There is no current definition of the characteristics
for the higher data rate signal. However, for many of the
options available to achieve it, there is a clear upgrade path
for maintaining interoperability with 2-Mbps systems,
while providing higher data rates as well.

HIPERLAN/2 systems, on the other hand, operate at
the 5.2 GHz unlicensed band and attain transmission

rates ranging from 6 to 54 Mbps (a typical value is
25 Mbps). In that sense, it serves better the desired
transmission speed for ATM applications. The MAC
protocol of HIPERLAN/2 is based on a TDMA/TDD
scheme. Time is divided in MAC frames, which are further
divided into time slots. Time slots are allocated to the
connections dynamically and adaptively depending on
the current needs of each connection. Slot allocation is
performed by a MAC scheduler that takes into account
QoS requirements of each connection. A MAC scheduling
algorithm has not yet been specified by the HIPERLAN/2
standards. An efficient algorithm that will be able to
meet the requirements of different connections should
be developed. The duration of each MAC frame is fixed
to 2 ms. Each frame comprises transport channels for
broadcast control, frame control, access control, downlink
and uplink data transmission, and random access. All
data between the AP and the MTs are transmitted in the
dedicated time slots, except for the random access channel
where contention for the same time slot is allowed. The
length of the broadcast control field is fixed, while the
length of the other field may vary according to the current
traffic needs.

HIPERLAN/2 error control entity supports three dif-
ferent modes of operation: acknowledged mode, repetition
mode, and unacknowledged mode. Acknowledged mode
provides for reliable transmissions using retransmissions
to compensate for the poor link quality. The retransmis-
sions are based on acknowledgments from the receiver.
The ARQ protocol that is used is selective-repeat (SR)
allowing various transmission window sizes to be used
depending on the requirements of each connection. In
order to support QoS for delay critical applications (e.g.,
voice, real-time video), error control may also utilize a
discard mechanism for discarding data units that have
exceeded their lifetime. Repetition mode provides for reli-
able transmission by repeating data units. In repetition
mode, the transmitter transmits new data units consecu-
tively, and is allowed to make arbitrary repetitions of each
data unit. No feedback is provided by the receiver. Finally,
unacknowledged mode provides for unreliable, low-latency
transmissions. In unacknowledged mode, data flow only
from the transmitter to the receiver. No ARQ retransmis-
sion control or discard messages are supported.

From the above short description of the two standards,
it is clear that HIPERLAN/2 provides more alternatives
to better satisfy the requirements of different ATM
connections. Nevertheless, we should note that, mainly as
a result of increased complexity, HIPERLAN/2 products
are not yet available in the market, while there is a wide
range of 802.11 equipment from a number of vendors.

3. SIGNALING ENHANCEMENTS

Terminal mobility in wireless ATM requires a number
of additional operations not supported in fixed ATM
networks. These operations include the following:

Registration/Deregistration. When a MT is switched
on, it needs to inform the network and be accepted
by it to be able to send and receive calls. This
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operation is called registration. An important part
of registration is authentication, where the MT
is recognized as authentic and it is permitted
to continue registering. The operation opposite to
registration, when the MT is switched off, is called
deregistration, and informs the network that the MT
is no longer available.

Location Update. When a MT has no active connec-
tions, it is practically untraceable by the network. So
a passive operation is required, in which the system
periodically records the current location of the MT
in some database that it maintains, in order to be
able to forward an incoming connection, when a new
connection setup request arrives.

Handover. (Also referred to as ‘‘handoff.’’) It is the
operation that allows a connection in progress to
continue as the MT changes channels in the same
cell, or moves between cells. In a multichannel
system, handovers within the same cell, where the
connections are transferred to new radio channels,
are referred to as intracell handovers. The case
where the MT connections are transferred to an
adjacent cell is referred to as an intercell handover.
One of the key issues in wireless ATM is maintaining
the QoS of different connections during a handover.

Connection Setup. Standard protocols for connection
setup in fixed ATM networks assume that the ter-
minal’s address implicitly identifies its attachment
point to the network. However, this is not the case in
wireless ATM. Thus, the ATM connection setup pro-
tocols must be augmented to dynamically resolve
a MT endpoint location. Additionally, connection
admission control (CAC), as part of the connection
setup process, is much more difficult in wireless
ATM. This is because the wireless channel qual-
ity varies in time, due to temporary interference or
fading, so the available resources are not fixed. A
proposal for wireless ATM CAC can be found in Yu
and Leung [12].

Registration/deregistration and location update solu-
tions are more or less generic and do not have extra
requirements in a wireless ATM environment. Below we
elaborate on connection setup and handover, and ana-
lyze their requirements and constraints, starting with the
signaling architecture.

3.1. Signaling Architecture

Current trends in designing the access network (AN)
part of fixed BISDN aim at concentrating the traffic of
a number of different user–network interfaces (UNIs)
and routing this traffic to the appropriate service node
(SN) through a broadband V interface (referred to as
VB). The main objective in AN design is to provide
cost-effective implementations without degrading the
agreed QoS, while achieving high utilization of network
resources. This is reflected in both the reduction of the
AN physical equipment and in the limitations imposed
on the AN functionality, such as the inability to interpret
the full ATM layer control information and signaling.

The use of only low-level operations in AN forces the
establishment of several internal mechanisms that are
used to unambiguously identify the connection an ATM
packet belongs to, and to convey only those connection
parameters that are absolutely necessary for traffic
handling.

In this framework, a fast control protocol running over
a universal VB interface can be introduced [13], which
serves a number of AN internal functions while preserving
the highest possible degree of transparency at the SN. The
protocol is based on the local exchange access network
interaction protocol (LAIP), which was developed to
accommodate the SN-to-AN communication requirements,
as identified in the early study and design of the dynamic
VB5.2 interface, namely, the interface between the fixed
ATM AN and the SN. In the relevant standardization
bodies, the presence of such a protocol has been firmly
decided and has been given the name Broadband Bearer
Channel Control Protocol (B-BCCP). The services of the
VB5.2 control protocol enable the dynamic AN operation
by conveying the necessary connection-related parameters
required for dynamic resource allocation, traffic policing,
and routing in the AN, as well as information on the status
of the AN before a new connection is accepted by the SN.

The signaling access architecture for wireless ATM
considered here is an extension of the broadband V
interface, where an enhanced version of the VB5.2 control
protocol is used to enable the dynamic operation of the
AN and to serve the AN internal functions. It is assumed
that a mobility-enhanced version of the existing B-ISDN
UNI call control (CC) signaling is employed to provide the
basic call control function and to support the handover-
related functions. In addition, pure ATM signaling access
techniques, based on metasignaling, are adopted for the
unique identification and control of signaling channels.
These features allow us to minimize the changes required
to the signaling infrastructure used in the wired network,
and, in this respect, they can guarantee the integration
of the wireless ATM access system with fixed B-ISDN.
However, when striving for full integration, the mobile-
specific requirements imposed by the radio access part
need to be taken into account.

In today’s wired ATM environment, the user–network
interface is a fixed port that remains stationary throughout
the lifetime of a connection. The current B-ISDN UNI
protocol stack uses a single protocol over fixed point-
to-point or point-to-multipoint interfaces. On the other
hand, in wireless ATM, mobility causes the user access
point to the wired network to change constantly, and the
mobile terminal connections must be transferred from
access point to access point, through a handover process.
The support of the handover functionality assumes that
the fixed network of the access part has the capability to
dynamically set-up and release bearer connections during
the call. A well-accepted methodology to support these
features is the call and bearer separation at the UNI.
The use of the extended VB5.2 interface control protocol
for wireless ATM access systems serves for the setup and
reconfiguration of fixed bearer connections of the same
call, supporting in this way the call and bearer control
separation in the AN part.
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On the basis of the terminology described above,
the following types of signaling interaction for the
communication of peer entities can be identified [14]:

• Mobile Call Control Signaling (MCCS). This in-
cludes an enhanced B-ISDN call control signal-
ing protocol (denoted as Q.2931*), based on the
ITU (International Telecommunication Union) rec-
ommendation Q.2931, for the setup, modification,
and release of calls between the MT and the CS.
The enhancements required in the current signal-
ing standards are related to the support of the
handover function (e.g., inclusion of handover-specific
messages).

• Mobility Management Signaling (MMS). This is
responsible for the MT registration/authentication
and tracking procedures.

• Bearer Channel Control Signaling (BCCS). This
serves for providing the traffic parameters to
the AP, and handles the establishment, modifica-
tion/reconfiguration, and release of fixed ATM con-
nections between the AP and the CS.

• Radio Channel Control Signaling (RCCS). This deals
with low-level signaling related to the radio interface
consisting of messages between the MT and the AP
(MAC and physical layer specific messages).

At the user plane, the MT has a typical ATM protocol stack
on top of a radio-specific physical layer and a MAC layer.
The AP acts as a simple interworking unit that extracts
the encapsulated ATM cells from the MAC frame, and
forwards them to the CS through a proper ATM virtual
connection. The MAC functionality realized at the AP is
based on a MAC scheduler, which, on the basis of the ATM
connection characteristics declared at connection setup
and current transmission requests, allocates the radio
bandwidth according to the declared QoS requirements
and service type of each connection. As already mentioned,
such a mechanism provides a degree of transparency
to a subset of broadband/ATM services, and achieves
efficient sharing of the scarce radio bandwidth among the
mobile users. The CS realizes the typical B-ISDN protocol
functionality of the U plane.

3.2. Connection Setup

Connection setup procedures used in traditional ATM
networks assume (1) reliable gigabit links with fixed
capacity and (2) stationary users. Accordingly, CAC
algorithms do not need to be constantly informed about the
available resources and the users’ attachment points. But
this is not the case in wireless ATM. The wireless channel
impairments and MAC layer overheads can result in lower
bandwidth than the theoretically available, while a mobile
users’ attachment point with the network can change
anytime. Below we describe typical connection setup
scenarios in wireless ATM, focusing on the differences
with fixed ATM.

When a MT initiates a new call, its signaling
channel transparently conveys a standard connection
SETUP REQUEST signaling message to the CS. Upon

receipt of this request, the CS identifies the calling MT
and the called terminal, and contacts the location server to
track the location of the calling MT and the called terminal
(if it is mobile). An initial connection acceptance decision
is made, based on the user service profile data and on the
QoS requirements set by the MT.

In case the request is accepted, the AP of the calling MT
should be notified by the CS (using BCCS) on the expected
new traffic so that it can decide on the admission in the
wireless channel, and allocate radio resources accordingly.
To this end, the traffic parameters of the new connection, or
at least a useful subset of them, should be communicated
to the AP of the calling MT. This information makes it
possible to exercise a policing functionality at the AP,
implemented implicitly by its radio bandwidth allocator.
It also protects the CS from the unlikely case where,
although the CS expects availability of radio resources,
these are exhausted due to additional overheads of the
MAC layer, or a temporary reduction in radio link quality.
The latter is useful in case the CAC of the CS does not
take into account issues specific to the wireless access.
Since the final CAC decision is taken at the CS, it is
possible to implement a connection acceptance algorithm
customized to the specific wireless access system. Traffic
characteristics will appear at the AP together with the
QoS requirements, declared as the class of service (CoS)
that the specific connection will support. This enables the
MAC to implement a set of priorities according to the
connection to which an ATM cell belongs. To be able to
recognize the particular connection class, it is necessary
to declare also the VPI/VCI values that will be used.

The task of the AP-CS communication and bearer
channel establishment in the fixed access network is very
important in this case. An ALLOC message is generated
and forwarded to the AP, through BCCS. The AP will
reply with an ALLOC COMPLETE or an ALLOC REJECT
message indicating whether it agrees with the CAC
decision. The latter implies that the call is rejected at
the AP. On receipt of an ALLOC COMPLETE, the CS
returns a CALL PROCEEDING message to the calling
MT and initiates the connection establishment procedures
toward the core network (B-ISUP IAM message) if the
called terminal is a fixed one.

In case the called terminal is another MT (i.e., intra-CS
call), the call processing module of the CS forwards the
setup request towards the AP of the called terminal, where
functions similar to those described above take place.
The signal exchanges for this case are shown in Fig. 2.
In the fixed-to-MT (incoming) connection setup scenario,
the CS receives an incoming SETUP REQUEST message,
identifies the called MT, tracks its location, draws an
initial CAC decision, and asks the corresponding AP of the
called MT [14].

In all cases, the ALLOC message transfers to the
AP all the connection-related information required for
the AP operation. This includes the bandwidth requested
by the connection, the service class, the QoS parameter
values, etc. An improvement, in the case where the
requested bandwidth or the QoS cannot be supported
by the radio part of the communication path, is for the
AP to generate an ALLOC MODIFY message indicating
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Figure 2. Connection setup procedure between two MTs.

this situation and suggesting a QoS degradation needed
for the connection to be accepted. This useful ‘‘fallback’’
mechanism intends to set up connections with the highest
available bandwidth. However, such a capability is useless
if the standard ATM signaling does not support QoS
negotiation to let the CS and the MT negotiate the new
situation. In all scenarios, we have implicitly assumed
that MTs remain stationary at connection setup. If we
assume that a MT may move during connection setup, the
setup might not succeed. In this case, the new location of
MT is determined and another setup should be attempted
following the same procedures. The calling or called party
can initiate the release of a call. On receipt of a RELEASE
message, the CS releases all the resources associated with
that call and triggers the release toward the AP, the core
network, or the MT.

3.3. Handover

Among mobile-specific operations, handover is probably
the most difficult to perform, due to the diversity of
requirements of different kinds of connections, and the
constraints imposed by the wireless channel. In any case,
an unavoidable period of time is required, during which
the end-to-end connection data path is incomplete. This
means that some data might get lost or should be buffered
for later delivery. The effect that this increase of losses or
delays has on each application depends on the nature of
the application and the duration of the disruption. Current
proposed protocols for handover in wireless ATM may be
grouped in four categories [15]:

Full-Connection Rerouting. This is the simplest kind of
handover, where the system establishes a completely
new end-to-end route for each handover — as if it
were a new connection. Clearly, this kind of handover
is simple in terms of implementation, but can result
in unacceptable delays and losses, depending on the
distance between the two parties.

Route Augmentation. In this case, the original
connection is extended with an additional hop to the
MT’s next location. For users with limited mobility,
this solution can result in low delays and very
limited or no losses, since no actual rerouting is
performed. But if the MT begins to change cells
more often, the additional extensions will result in
a very long connection path, increasing delays and
reducing network utilization.

Partial-Connection Rerouting. This kind of handover
attempts to perform a more efficient rerouting, by
preserving as much of the old connection path as
possible and rerouting the rest. The key issue here
is to locate the nearest ATM network node that is
common to both the old and the new data paths. Then
the common node will handle the tearing down of the
old part and establishing the new, also taking care of
the data that are on the way in the old part, when the
switching is performed. Temporary buffering before
switching or temporary rerouting after switching
can be used to minimize losses. Partial connection
rerouting is the most common handover type found
in the literature.
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Multicast Connection Rerouting. In this kind of
handover, more than one connection paths are
maintained at a time, although only one path is
operational. When the MT moves to a new cell,
data can immediately start flowing toward the new
direction. This eliminates the need for establishing a
new path during handover (partial or full) and leads
to lower delays and losses. On the other hand, since
the system cannot maintain a path for every cell a
MT can move to, an intelligent algorithm is required
to predict the MT’s movement and preestablish
paths on the neighboring cells, while at the same
time, paths that are no longer needed are canceled.
An extension of this kind of handover could also
permit the same data to flow in more than one
data path when the MT is at the threshold between
two cells (this is also referred to as macrodiversity).
This allows a MT with multiple receivers (antenna
diversity) to get data from more than one AP, and
keep only the correctly transmitted information,
reducing in this way the bit error rate.

Another categorization in wireless ATM handover is based
on who performs what. In general, a handover mechanism
involves a continuous procedure of channel measurements,
and starts with a handover request initiation. In that
sense, there are three fundamentally different categories
of handover mechanisms: network-controlled, mobile-
assisted, and mobile-controlled. In network-controlled
handover, the MT is completely passive. All measurements
are performed by the network (basically the AP) and the
handover request is initiated by the AP. This is a simple
solution, which does not perform well in the case where the
signal received by the AP is good, while the signal received
by the MT is bad. This weakness is overcome by mobile-
assisted handover, where both the AP and the MT are
measuring the strength of the received signal; however, the
handover request is initiated by the AP. The MT can only
send its measurements to the BS in order for it to have a
better picture of the situation. Finally, in mobile-controlled
handover all measurements and handover requests are
executed at the MT. If the handover request is executed
via the ‘‘old’’ AP (the AP that the MT is leaving), we have
a backward handover, and if it is executed via the ‘‘new’’
AP, we have a forward handover. Backward handovers
are in general more seamless than forward, so the usual
practice is for the MT to prefer backward handover, and,
only if this is not possible (in case of an abrupt signal
strength reduction), to perform forward. Mobile-controlled
handover can operate either alone or in conjunction with
network-controlled or mobile-assisted handover.

No matter what handover algorithm is used, the main
target should be to maintain the QoS of active connections,
not only during, but also after handover in the new cell.
During handover, temporary buffering can be used at
the switching point to ensure delivery of loss-sensitive
data. For delay-sensitive data that cannot be buffered,
the only solution is to ensure simple and fast handover
operation. On the other hand, maintaining QoS in the new
cell is not always possible. In fixed ATM, if an efficient
CAC algorithm decides that a connection can be accepted

with the requested QoS, then the network can guarantee
this QoS throughout the duration of the connection. The
same cannot be said for a connection to a MT, which
can be rerouted when the MT is handed over to a new
cell. For example, if this new cell is overcrowded, there
might not be enough resources to support the QoS of the
connections of the newly arrived MT. In this case, the
smallest possible number of the MT’s connections should
be rejected, to leave enough resources for the rest. This
decision is usually taken by the CS, because it has a more
global view of the system. A more advanced solution is
to renegotiate the QoS in the new cell in order to avoid
connection rejection as much as possible. In this case,
the MT will be asked to reduce its requirements if it
wants to maintain its connections in the new cell. In the
following paragraphs we describe a simple but typical
mobile-controlled handover procedure.

When the MT decides that a handover should be
performed, it sends a HANDOVER REQUEST message
toward the CS, transparently via the old AP. This message
contains identification of the MT, the call, and the target
AP. The MT may have multiple active connections at the
same time, as multimedia applications are to be supported.
If this is the case, during the request for handover the
MT could also indicate the priorities of the different
connections in case the new AP cannot accommodate all
of them.

A fast control protocol between AP and CS is required
for the release/establishment of the old/new bearers in
the fixed network part, and for performing possible
QoS renegotiations during handover. On receipt of the
HANDOVER REQUEST, the CS identifies the MT, and
initiates a state machine for the handover. Similar
procedures to those described for connection setup are
performed between the CS and the new AP. In this way,
the CS informs the target AP about the expected QoS
and bandwidth requirements to allocate radio resources
accordingly.

When the CS receives the response from the
new AP (ALLOC COMPLETE), it sends a HAN-
DOVER RESPONSE message to the MT to inform it
about the handover results and possible QoS modifica-
tions, and reconfigures the ATM connections of the ATM
switch toward the new AP. After receiving the HAN-
DOVER RESPONSE, the MT releases its radio connection
with the old AP, and establishes a radio link with the new
AP. Special ATM (and lower) layer cell relay functions take
place at the MT and the CS to coordinate the switching of
traffic, and to guarantee the transport of user data at an
agreed QoS level in terms of cell loss, ordering, and delay.
Finally, the CS updates the location server about the new
location of the MT, and sends a RELEASE message to the
old AP to notify it that the connection no longer exists and
to de-allocate the corresponding radio resources.

The handover process described above is expected to be
fast. In the unlikely case that a MT moves again before the
handover is accomplished, handover is again attempted to
the current destination AP, until it eventually succeeds.
The forward handover scenario is similar to the backward
one. The MT releases the old radio connection and
communicates directly with the new AP. Since all signaling
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is passed through this new AP, a dynamic signaling
channel allocation scheme is employed, in order for the
MT to obtain a signaling channel for passing the messages
to the CS.

4. CONCLUSIONS

The design of wireless ATM systems to offer ATM services
to wireless users has attracted considerable attention
during the past few years, and a large number of proposals
exist in the literature dealing with specific design issues.
The most important of these issues are the medium access
control and the signaling enhancements.

Medium access control is much more demanding in
wireless ATM than in traditional wireless networks, owing
to the, often conflicting, requirements of the various
ATM traffic types. The current trend is for flexible,
TDMA/TDD protocols with variable time frame, enabled
with a sophisticated traffic scheduling algorithm that
adjusts the bandwidth given to a connection to its time-
varying requirements, without violating the contract made
with other active connections.

On the other hand, enhancements are required to
standard ATM signaling, to cover issues such as wireless
call admission control and handover. Wireless call
admission control is part of the overall call admission
control process, handling available resources in the
wireless link. Since the available wireless bandwidth
is time-varying, due to temporary deterioration of the
radio signal, the procedure should always have up-to-
date information on the current status of the radio link.
Finally, handover is a completely new issue for wireless
ATM signaling. Handover mechanisms should be fast and
efficient, in order to minimize losses or delays, which
could influence the QoS provided to the user. The usual
practice is to introduce a special-purpose control station,
centrally located in the wireless ATM network, which
handles all the extra signaling and implements wireless
call admission control and handover mechanisms.

As a final comment we can say that the future trends
in wireless communications tend to be toward wireless
IP-based systems with QoS provision (i.e., IPv6), rather
than wireless ATM. Nevertheless, the issues and problems
are more or less the same, so techniques and mechanisms
developed for wireless ATM can, with proper adjustments,
be used in wireless IP as well.
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1. INTRODUCTION

The wireless communications industry has been experi-
encing phenomenal annual growth rates exceeding 50%
since the late 1990s. This degree of growth reflects the
tremendous demand for commercial untethered communi-
cations services such as paging, analog and digital cellular
telephony, and emerging personal communications ser-
vices (PCS), including high-speed data, full-motion video,
Internet access, on-demand medical imaging, real-time
roadmaps, and anytime, anywhere videoconferencing. By
2002 subscriber rates for personal wireless services are
expected to reach 70% of the population for industrial
nations, and by 2004 these rates are expected to reach
17% of the population worldwide. Of these subscribers, it
is expected that by 2005 half will have data-capable hand-
sets, creating an even greater demand for wireless data
services. Since wired broadband services such as digital
subscriber loop (DSL) and cable modems have been slow
to market, this will drive even more customers to wire-
less alternatives; by 2003 more than 34% of homes and
45% of businesses in the United States will be served by
wireless broadband services. The first-generation cellular
and cordless telephone networks, which were based on
analog technology with frequency modulation, have been
successfully deployed throughout the world since the early
and mid-1980s. Second-generation (2G) wireless systems
employ digital modulation and advanced call processing
capabilities. Third-generation (3G) wireless systems will
evolve from mature 2G networks, with the aim of provid-
ing universal access and global roaming. Introduction of
wideband packet data services for wireless Internet up to

2 Mbps (megabits per second) will probably be the main
attribute of 3G systems.

To meet this increasing demand, new wireless tech-
niques and architectures must be developed to maximize
capacity and quality of service (QoS) without a large
penalty in the implementation complexity or cost. This
provides many new challenges to system designers, one of
which is ensuring the integrity of the data is maintained
during transmission. The largest obstacle facing design-
ers of wireless communications systems is the nature of
the propagation channel. The wireless channel is non-
stationary and typically very noisy as a result of fading
and interference. The sources of interference could be
natural (e.g., thermal noise in the receiver) or synthetic
(human-made; e.g., hostile jammer, overlay communica-
tion), while the most common type of fading is caused
by multipath effects, in which multiple copies of a signal
arrive out of phase at the receiver and destructively inter-
fere with the desired signal. Another problem imposed by
multipath effects is delay spread, in which the multiple
copies of a signal arriving at different times spread out
each data symbol in time. The stretched-out data sym-
bols will interfere with the symbols that follow, causing
intersymbol interference. All of these effects can signif-
icantly degrade the performance and QoS of a wireless
system. Another critical issue in wireless system develop-
ment is channel capacity. The Shannon channel capacity
may be conveniently expressed in terms of the channel
characteristics as

C = B log2(1 + γ |H|2) (1)

where γ is the signal-to-noise ratio (SNR), B denotes the
channel bandwidth, and |H|2 is the normalized channel
power transfer characteristic. The ratio C/B, called
spectral efficiency, is the information rate per hertz, is
directly related to the modulation of a signal. To illustrate
this, the analog AMPS cellular telephone system has a
spectral efficiency of 0.33 bps/Hz while the digital GSM
system has a spectral efficiency of 1.35 bps/Hz and the IS
54 system has 1.6 bps/Hz.

To overcome the problems mentioned above and
to increase spectral efficiency, many techniques are
employed, including

• The use of a set of signals that fade independently
is referred to as diversity combining. Diversity
techniques include selective combining, switched
combining, maximal ratio combining, and equal gain
combining. The effectiveness of diversity combining
is limited by the degree of independence of fading
within the set of signals. A measure of this can be
obtained from calculating correlations between pairs
of signals.

• Diversity can also be sought through the use of coding
techniques, multiple frequency bands, and multiple
antennas.

• ‘‘Smart’’ or directional antennas allow the energy
transmitted toward the significant scatterers to be
reduced and hence reduce far-out echoes.
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• Adaptive filters and equalizers can be used to flatten
the channel response for wideband fading channels.

• The delay spread affects high-data-rate systems. The
required data can be simultaneously transmitted on
a large number of carriers, each with a low data rate,
and the total data rate can be high. This concept,
which is known as orthogonal frequency-division
multiplexing (OFDM), is used in digital broadcasting.

The system designers need to assess the efficacy of
such techniques to determine the most appropriate choice
of complexity and implementation constraints. One may
use Monte Carlo simulations or develop an analytic
framework for system design. The analytic approach has
three advantages over the Monte Carlo approach; it

• Facilitates rapid computation of the system perfor-
mance

• Provides insight as to how different design parame-
ters affect the overall system performance

• Provides some ability to optimize the design param-
eters

Nevertheless, analytic solutions are governed by a set of
simplifying assumptions needed for analytic tractability,
and hence care must be exercised when extrapolating from
analytic results to real-world designs. However, as this
approach can identify viable design options before further
computer simulations are undertaken, it can be the first
step of the design process of communication systems.

1.1. Fading Channels

A generic communication system is shown in Fig. 1. The
information from the source is converted into a signal
suitable for sending by the transmitter and is then sent
over the channel. The channel is a description of how the
communications medium alters the signal that is being
transmitted. Finally the receiver takes the signals that
have been altered by the channel, and attempts to recover
the information that was sent by the source. The estimate
of this information is passed to the sink as the received
information. The channel modifies the signal in ways that
may be unpredictable to the receiver, so the receiver
must be designed on the basis of statistical principles
to estimate the information and to deliver the information
to the receiver with as few errors as possible. In our case,
the channel is the wireless channel that includes all the
antenna and propagation effects within it.

We now briefly describe the statistical models of fading
multipath channels, which are frequently used in the
analysis and design of wireless communications systems.

1.2. Fading Channel Characterization

In the most general setting, a fading multipath channel
is characterized as a linear, time-varying system having
an (equivalent lowpass) impulse response h(t, τ ) (or a
time-varying frequency response) H(t, f ), which is a wide-
sense stationary random process. Time variations in h(t, τ )

or H(t, f ) result in frequency spreading, which is known
as Doppler spreading, of the signal transmitted through
the channel. Multipath propagation results in spreading
the transmitted signal in time. Consequently, a fading
multipath channel may be generally characterized as a
doubly spread channel in time and frequency.

The channel output y at time t can be found from
the convolution of the input signal x(t) with the impulse
response h(t, τ ) (also known as the input delay spread
function) of the channel at time t. We then have

y(t) =
∫ ∞

−∞
h(t, τ )x(t − τ ) dτ (2)

where τ is the delay variable.
Assuming that the multipath signals propagating

through the channel at different delays are uncorrelated,
we can characterize a doubly spread channel by the
delay Doppler spread function, which is obtained by
transforming h(t, τ ) with respect to time. The scattering
function S(τ, ν) is a measure of the power spectrum of the
channel at delay τ and frequency offset ν (relative to the
carrier frequency). From the scattering function, we obtain
the delay power spectrum of the channel (also called the
multipath intensity profile) by simply averaging over

Sc(τ ) =
∫ ∞

−∞
S(τ, ν) dν (3)

This spectrum expresses the average power received for a
transmitted pulse as a function of time delay, τ . The range
of values over which the delay power spectrum Sc(τ ) is
nonzero is defined as the multipath spread of the channel
Tm. Similarly, the Doppler power spectrum is

Sc(ν) =
∫ ∞

−∞
S(τ, ν) dτ (4)

This spectrum expresses the average power received for a
transmitted pulse as a function of frequency offset, ν.

1.2.1. Doppler Spectrum. When a mobile moves at a
certain velocity, as pathlengths between transmitter and
receiver change, the Doppler effect results in a change of
the apparent frequency of the arriving wave. The amount
of this change is known as the Doppler shift. The maximum
Doppler shift fd is given by

fd = vfc

c

Source Transmitter Channel Receiver Sink

Figure 1. Generic communication model.
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where v is the velocity of the mobile, fc is the communi-
cation frequency, and c is the velocity of propagation of
light.

Example 1. A mobile system operates at 900 MHz.
What is the maximum Doppler shift observed by a mobile
traveling at 80 km/h?

The maximum Doppler shift is

fd = fc
v
c

= 900 × 106 × 80 × 103

60 × 60 × 3 × 108
= 67 Hz

With multipath propagation, the copies of a signal
arrive from several directions and each copy has its own
Doppler frequency. Thus, the exact shape of the resulting
spectrum Sc(ν) depends on the relative amplitudes and
directions of each of the incoming signals. The range
of values over which the Sc(ν) is nonzero is defined
as the Doppler spread fd of the channel. The exact
expression for Sc(ν) cannot be obtained without making
some assumptions of the arrival angle of the multipath
signals. Most commonly, the arriving multipath signals at
the mobile are assumed to be equally likely to come from
any horizontal angle. The classic Doppler spectrum is then
given by

Sc(ν) = 1.5

π fd

√
1 − (ν/fd)2

for |ν| < fd (5)

and Sc(ν) = 0 for |ν| ≥ fd. This function is sharply limited
to ±fd. The width of the Doppler spectrum is known as
the fading bandwidth. This function (Fig. 2) is used as
the basis of many simulators of mobile radio channels.
The assumption of uniform angle-of-arrival distribution
may not hold over short distances where propagation is
dominated by the effect of a particular local scatterers, but
this is a good reference model for the long-term average
Doppler spectrum.

The Doppler power spectrum cannot be measured
accurately in practice. The level crossing rate (LCR) and
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Figure 2. The classic Doppler spectrum.

the average fade duration (AFD) are directly related to
a given Doppler spectrum. These parameters are easier
to measure. The LCR is the number of positive-going
crossings of a reference level r in unit time and the AFD
is the average time between negative and positive level
crossings. For the classic Doppler spectrum, the LCR is
given by

Nr = √
2π fdre−r2

(6)

where r = r/rrms. The average fade duration for a signal
level of r is given by

τr = e−r2 − 1√
2π fdr

(7)

These two parameters are plotted in Figs. 3 and 4. Note
that the signal spends most of its time crossing signal
levels just below rrms, and that fades below this level have
short duration.

1.2.2. Signal Correlation. The Doppler spread provides
a measure of how rapidly the channel impulse response
varies in time. The inverse Fourier transform of
the Doppler power spectrum (5) is the autocorrelation
function (ACF), which expresses the correlation between a
signal at time t and t + τ . For a classic spectrum (5) with
Rayleigh fading, the correlation function is

ρ(τ) = J0(2π fdτ ) (8)

where J0(x) is the Bessel function of the first kind and
zeroth order. This is plotted in Fig. 5. For large fd, the
correlation can decrease rapidly. To express this temporal
relationship, the channel coherence time Tc for a channel is
defined as the time over which the channel can be assumed
constant. This is assured if the ACF remains close to unity
for this duration. The coherence time is therefore inversely
proportional to the Doppler spread of the channel:

Tc ∝ 1
fd

(9)
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Figure 3. The normalized LCR for the classic Doppler spectrum.
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Figure 4. The AFD for the classic Doppler spectrum.
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Figure 5. ACF for the classic Doppler spectrum.

Thus a slowly fading channel has a large coherence time,
and a rapidly fading channel has a small coherence time.
To determine the proportionality constant, a threshold
level of correlation for the complex envelope has to be
chosen. A useful approximation to the coherence time for
the classic channel is

Tc ≈ 9
16π fd

(10)

Example 2. A mobile system operates at 900 MHz. The
maximum speed of a mobile is 80 km/h. What is the min-
imum symbol rate to avoid the effects of Doppler spread?

From the previous example, the maximum Doppler
shift is 67 Hz. The coherence time is therefore

Tc ≈ 9
16π × 67

= 2.7 ms

So the minimum symbol rate for undistorted symbols is,
the reciprocal of this, 500 symbols per second. As most
systems have data rates exceeding this, the correlation
effect is negligible on most practical systems.

The channel coherence bandwidth is defined as the
reciprocal of the multipath spread

Bc = 1
Tm

(11)

If the correlation is examined for two signals at the
same time, then the frequency separation for which the
correlation equals 0.5 is termed the coherence bandwidth
of the channel. This measures the width of the band of
frequencies that are similarly affected by the channel
response, that is, the width of the frequency band over
which the fading is highly correlated.

The product Tmfd is called the spread factor of the
channel. A spread factor smaller than unity results in
an underspread channel. A spread factor greater than
unity results in an overspread channel. For severely
underspread channels (Tmfd � 1), h(t, τ ) can be measured
by the use of nondata symbols. These symbols (pilot
symbols) are known to the receiver and are regularly
spread in time and/or frequency domains. Pilot symbols
constitute an overhead. Channel measurements can be
used at the receiver to demodulate the received signal and
at the transmitter to optimize the transmitted signal.

1.3. Flat Fading

We define the time-varying transfer function of the
channel as

H(f , t) =
∫

h(t, τ )e−j2π f τ dτ (12)

Using this, the channel output (2) for a band-limited input
signal x(t) can be expressed as

y(t) =
∫

f∈fx
H(f , t)X(f )ej2π ft df (13)

where fx denotes the frequency range over which X(f )
is not zero [for f /∈ fx, X(f ) = 0]. If the bandwidth of
the signal is much less than the coherence bandwidth
of the channel, H(f , t) does not change appreciably over
the integration interval above. In other words, all the
frequency components of x(t) are subject to the same
attenuation and phase shift in transmission through the
channel. Such a channel is called frequency-nonselective,
narrowband, or flat fading. The effect of the channel on
the signal is thus multiplicative and the channel output
can be written as

y(t) = α(t)x(t) (14)

where α(t) is the complex fading coefficient at time t.
A frequency-nonselective channel is slowly fading if

the time duration of a transmitted symbol Ts is much
smaller than the coherence time of the channel (Ts � Tc).
Equivalently, Ts � 1/fd or fd � 1/Ts. A slowly fading,
frequency-nonselective channel is normally underspread.
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Table 1. Channel Types

Flat Selective

Slow Ts < 1/fd Ts < 1/fd
Tm < Ts Tm > Ts

Fast Ts > 1/fd Ts > 1/fd
Tm < Ts Tm > Ts

A rapidly fading channel is defined by the condition
Ts ≥ Tc. Table 1 shows several channel types.

Example 3. In the GSM mobile cellular system, which
operates at around 900 MHz, data are sent in bursts
of duration approximately 0.5 ms. The maximum speed
of a mobile is 80 km/hr. Is this a rapidly or slowly
fading channel? The TETRA digital private mobile radio
system, which operates at around 400 MHz, with a burst
duration of around 14 ms. Is this a rapidly or slowly fading
channel?

For the GSM case, Tsfd = 0.5 × 10−3 × 64 = 0.034. For
the TETRA case, the maximum Doppler is 40 Hz. So
Tsfd = 14 × 10−3 × 40 = 0.5.

1.4. Frequency-Selective Fading

When considering mobile/wireless systems for voice and
low-bit-rate data applications, it is customary to use
narrowband channels. But the wideband mobile radio
channel has assumed increasing importance as the
emergence of data rates to support multimedia services.

When the transmitted signal has a bandwidth greater
than the coherence bandwidth of the channel, the signal
suffers frequency-selective fading. Such channels also
include time-selective fading. The standard model for
wideband channel models is a tapped-delay line with
complex-valued, time-varying tap gains. In the most
general model, we have

h(t, τ ) =
∑

n

αn(t)δ(t − τn(t)) (15)

The tap gains αn(t) are usually modeled as stationary
mutually uncorrelated random processes having not
necessarily identical ACFs and Doppler power spectra.
Thus each resolvable multipath component may be
modeled with its own appropriate Doppler power spectrum
(5) and corresponding Doppler spread.

1.5. Fading Distribution Models

A transmitter and receiver are surrounded by objects that
reflect and scatter signals. For a large number of such
objects, we can apply the central limit theorem to model
h(t, τ ) as a Gaussian random process. If this process has a
mean of zero, the envelope of the channel impulse response
at time t has a Rayleigh probability distribution and the
phase is uniformly distributed; that is, the envelope

R = |h(t, τ )| (16)

has the probability density function (PDF)

f (r) = 2r
�

e−r2/�, r ≥ 0 (17)

where � = E(r2). The Rayleigh distribution is charac-
terized by this single parameter. For the frequency-
nonselective channel, the envelope is simply the magni-
tude of the channel multiplicative gain [Eq. (14)]. For the
frequency-selective channel model, each of the tap gains
αn(t) [Eq. (15)] has a magnitude that can be modeled as
Rayleigh fading.

1.5.1. Nakagami m Distribution. The Nakagami dis-
tribution (m distribution) is a versatile statistical dis-
tribution that can accurately model a variety of fading
environments. It has greater flexibility in matching some
empirical data than do the Rayleigh, lognormal, or Rice
distributions owing to its characterization of the received
signal as the sum of vectors with random moduli and
random phases. It also includes the Rayleigh and the
one-sided Gaussian distributions as special cases. More-
over, the m distribution can closely approximate the Rice
distribution. The PDF for this distribution is [10]

f (r) = 2
�(m)

(m
�

)m
r2m−1e−mr2/�, r ≥ 0 (18)

where the parameter m is defined as the ratio of moments,
called the fading figure:

m = �2

E(R2 − �)2)
, m ≥ 1

2
(19)

1.5.2. Rice Distribution. The Rice distribution is used
to characterize the signal in a line-of-sight (LoS) channel.
The received signal consists of a multipath component,
whose amplitude is described by the Rayleigh distribution,
and a LoS component (also called the specular component)
that has constant power. The PDF for the Rice distribu-
tion is

f (r) = r
σ 2

e−(r2+s2)/2σ2
I0

( rs
σ 2

)
(20)

where s2 represents the power in the nonfading (specular)
signal components and σ 2 is the variance of the
corresponding zero-mean Gaussian components. If s is
set to zero, this reduces to the Rayleigh PDF.

2. ANALYSIS TECHNIQUES

In this section, we illustrate several analysis techniques
via examples. We will consider diversity reception, outage
analysis, and trellis codes. We will show how to obtain
theoretical expressions for parameters such as the error
rate, the average output SNR, and the outage probability.

2.1. Diversity Reception

Diversity methods (implemented at either the receiver,
the transmitter, or both) can be effective for combating the
effects of multipath fading. Performance and complexity
can be traded off against each other when implementing



2920 WIRELESS COMMUNICATIONS SYSTEM DESIGN

diversity techniques. For instance, consider the design of
an antenna array receiver for millimeter-wave communi-
cations. Since the wavelength is less than 1 cm, several
tens of array elements can be placed on the surface of
a portable receiver. Classic signal combining techniques
such as maximal-ratio combining (MRC), equal-gain com-
bining (EGC), and selection combining (SC) may not be
used with a large number of antenna elements (say, N)
because of the need for N independent receivers, which
is expensive and obeys the law of diminishing returns.
An alternative is switched diversity combining (SDC),
but the performance is worse. Thus, suboptimal receiver
structures may exploit ordered statistics or a partitioned
diversity combining scheme can be used to achieve the
performance comparable to the optimal receiver but with
considerably fewer electronics (hardware) and power con-
sumption. While performance analysis of such schemes is
beyond the scope of this article, the following techniques
are a good starting point.

The basic premise of diversity is that the receiver
processes multiple copies of the transmitted signal, where
each copy is received through a distinct channel. If these
channels are independent, then the chance of a deep fade
occurring on all the channels simultaneously is small.
Indeed, if a chance of a fade in a channel is p, the chance of
a fade among N independent channels is pN , which can be
very small. This method requires N receiver circuits in the
combiner. Each channel and the corresponding receiver
circuit is called a branch. Two conditions are necessary for
obtaining a high degree of improvement from a diversity
combiner: (1) the fading in individual branches should
have low cross-correlation — if the correlation is high,
then deep fades in the branches can occur simultaneously,
which negates diversity gain; and (2) the mean power from
each branch should be almost equal.

2.2. Selection Combining

We will next show how selection combining can be
analyzed for Rayleigh fading channels. The selection
diversity combiner selects the branch that instantaneously
has the highest SNR. The mathematical expression for the
output SNR is simply

γsc = max(γ1, γ2, . . . , γN) (21)

where γi is the SNR for the ith branch. For Rayleigh fading,
using Eq. (17), the probability that a branch having an
SNR less that γ can be found as

Pr(SNR < γ ) = (
1 − e−γ /�

)
(22)

If all the fading branches are independent, the probability
of the output of the selection combiner having an SNR less
than γ is just the abovementioned probability raised to
the power N. Thus, we have

Pr(γsc < γ ) = (
1 − e−γ /�

)N
(23)

where � is the SNR at the input of each branch, assumed
to be the same for all branches. If γ is very small compared

to the mean input SNR �, we have

Pr(γsc < γ ) ≈
(γ

�

)N
(24)

Hence, the probability of a fade is simply the equivalent
for a single-branch Rayleigh raised to the power N.
Diversity gain is defined as the decrease in mean SNR
to achieve a given probability of signal exceedance with
and without diversity. The preceding shows that diversity
gain increases with N. To further analyze performance, we
need the probability density function (PDF) of the output.
By differentiating (23) with respect to γ , we obtain

fγsc(γ ) = 1
�

N∑
k=1

k(−1)k+1
(

N
k

)
e−kγ /� (25)

This PDF can be used to derive expressions for various
statistical parameters of the output. For example, the
average output SNR is obtained as

γ sc =
∫ ∞

0
γ fγsc(γ ) dγ

= �

N∑
r=1

1
r

(26)

The bit error rate for optimum detection of binary
phase shift keying (BPSK), differential phase shift key-
ing (DPSK), coherent frequency shift keying (CFSK), and
noncoherent frequency shift keying (NCFSK) in Gaussian
noise can be given as

Pe(γ ) = Q
(√

2aγ
){a = 1 BPSK

a = 1
2 CFSK

Pe(γ ) = 1
2

exp (−aγ )

{
a = 1 DPSK
a = 1

2 NCFSK

(27)

where γ is the instantaneous SNR and

Q(x) =
∫ ∞

x

1√
2π

e−t2/2 dt

We model the instantaneous SNR as a random variable
with the PDF in (25). So the average output error rate is
obtained by the formula

Pe =
∫ ∞

0
Pe(γ )fsc(γ ) dγ (28)

Thus, we obtain

Pe = 1
2

N∑
k=1

(−1)k+1
(

N
k

)[
1 −

√
a�

a� + k

]

for BPSK and CFSK

Pe = 1
2

N∑
k=1

k(−1)k+1
(

N
k

)
1

k + a�

for DPSK and NCFSK.

(29)
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This averaging technique can be extended to other higher-
order modulation schemes. We refer the reader to many
papers on such topics.

2.2.1. Unequal Fading Branches. If the power in the
fading branches is unequal (but independent), we need to
modify the above analysis. Thus we can show that

Pr(γsc < γ ) =
N∏

k=1

(
1 − e−γ /�k

)
(30)

where �k is the SNR at the kth input branch. Although
equal branch powers (where �k is constant) are needed
to obtain maximum diversity benefit, better results are
achievable in this case. The error rate performance of the
above modulation methods can be derived similarly.

2.2.2. Dual-Branch SC Performance in Correlated
Rayleigh Fading. The discussion above is premised on the
assumption of independent fading. However, the branch
signals in practical diversity systems can often be corre-
lated. So the effects of correlation in fading among diversity
branches on the error rates of digital receivers is of inter-
est to the designers. Fairly comprehensive results have
been developed for maximal-ratio combining (MRC), with
arbitrary orders of diversity. The performance of MRC
depends on the distribution of a sum

∑
γl of correlated

signals, which is known for many cases. Unfortunately,
performance analysis of selection diversity combiner in
correlated fading is much more difficult.

For the dual-branch case with correlated Rayleigh
fading, we can write the cumulative distribution func-
tion (CDF) of the SC output as

P(γsc ≤ γ ) = 1 − exp
(
−γ

�

) [
1 − Q(a, b) + Q(b, a)

]
(31)

where Q(a, b) is the Marcum Q function, defined as

Q(a, b) =
∫ ∞

b
exp

(
−a2 + x2

2

)
I0(ax) dx

and

a =
√

2γρ

�(1 − ρ)
and b =

√
2γ

�(1 − ρ)

where ρ is the normalized envelope covariance between
the two branches. By differentiating (31) with respect to
γ , we find

fγsc(γ ) = 2
�

exp
(
−γ

�

) [
1 − Q(a, b)

]
(32)

This PDF can be used to obtain performance statistics. For
example, the average output SNR is obtained as

γ sc =
∫ ∞

0
γ fγsc(γ ) dγ

= 2� − �

2
(1 − ρ)2

×
∫ 2π

0

1
(1 − √

ρ cos θ)(1 + ρ − 2
√

ρ cos θ)

dθ

2π
(33)

= �

[
1 + 1

2

√
1 − ρ

]
.

Note that for heavily correlated branches (e.g., ρ ≈ 1), the
average output SNR is simply the single-branch input
SNR; that is, there is no diversity gain.

Using a technique similar to the derivation of (29), we
can show that

Pe = 1
2(1 + a�)

(
1 − a�(1 − ρ)√

[2 + a�(1 − ρ)]2 − 4ρ

)

for DPSK and NCFSK (34)

Again for heavily correlated branches (e.g., ρ ≈ 1), the
average output BER is simply that of the single-branch
case; thus, there is no diversity gain.

2.3. Dual-Branch EGC Performance in Correlated Rayleigh
Fading

EGC is of practical interest because it provides perfor-
mance comparable to the optimal MRC technique but with
greater simplicity. However, analyzing EGC receiver per-
formance in fading is much more difficult. This is due
to the difficulty of finding the PDF of the EGC output
SNR, which depends on the square of a sum of N fading
amplitudes. A closed-form solution to the PDF of this sum
has been elusive for nearly 100 years (dating back to Lord
Rayleigh), and indeed, even for the case of Rayleigh fading
(mathematically simplest distribution), no solution exists
for N > 2.

In an EGC combiner, the output of different diversity
branches are first cophased and weighted equally
before being summed to give the resultant output. The
instantaneous SNR at the output of the EGC combiner is

γegc = γ1 + γ2 + 2
√

γ1γ2

2

= 1
2 (R1 + R2)

2

(35)

where γ1 and γ2 are the SNRs on individual branches
and R1 and R2 denote to the signal amplitudes divided by
the factor

√
2N0 (i.e., normalized with respect the noise

voltage).
We next show how the BER performance of EGC

reception in correlated fading can be analyzed. For exact
analysis of EGC, we need the characteristic function of
R1 + R2 and therefore

φγ (ω) = E
{
ejω(R1+R2)

}
= (1 − ρ)e−ω2(1−ρ)�/4

∞∑
k=1

ρk−1

×
[

(2k − 1)!
2k−1(k − 1)!

D−2k

(
−jω

√
�(1 − ρ)

2

)]2

(36)
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where Dp(z) is the parabolic cylinder function of order p.
The average BER can be expressed as

Pe = E
{
Q
(√

2aγ
)}

= E
{
Q
[√

a(R1 + R2)
]}

(37)

where a = 1 for BPSK and a = 1
2 for CFSK. Using an

infinite series for the error function, we obtain

Pe = 1
2

− 2
π

∞∑
n=1
nodd

exp(−n2ω2
0/2)

n
Im

[
φγ (nω0

√
a)
]

(38)

where ω0 is a suitably small parameter. This is the
exact solution for the performance of EGC reception in
a correlated Rayleigh fading environment.

2.4. Mobile Outage Undershadowing

Consider computing the image function defined as

φα(s) = 1√
π

∫ ∞

−∞

e−x2

1 + seαx
dx (39)

where s, α > 0. The Laplace transform of a Suzuki PDF
is a special case with α = √

2σ/4.34, where σ is the
standard deviation of shadowing in decibels. The range
of interest may be 3 < σ ≤ 12 and 0 < s ≤ 103. This image
function has extensive applications in evaluating the
outage performance of multiuser mobile radio networks.

Using some analytic techniques (see listed references),
we can show that

φα(s) = h√
π

∞∑
n=−∞

e−(nh−ln s/α)2

1 + enhα
+ Ec (40)

where h is a small parameter controlling the correction
term Ec. The value of h should not be too large or too small.
It is found that a h value between 0.2 and 0.4 is sufficient
for this application.

2.5. Outage Probability

Consider evaluating the probability of outage (outage)
in a mobile fading environment. The instantaneous
signal powers are modeled as random variables (RVs) pk,
k = 0, . . . , L, with mean pk. Subscript k = 0 denotes the
desired signal and k = 1, . . . , L are for interfering signals.
The outage is given by

Pout = Pr {qI > p0} (41)

where I = p1 + · · · + pL and q is the power protection ratio,
which is fixed by the type of modulation and transmission
technique employed and the quality of service desired. Typ-
ically, 9 < q < 20 (dB). On introducing γ = qI − p0, we can
readily find the moment-generating function (MGF) φγ (s).

Since the outage probability is pout = Pr(γ < 0), we can
show that

Pout = 1
2n

n∑
i=1

φ̃

[
(2i − 1)π

2n

]
+ Rn (42)

where φ̃(θ) = Re
[
(1 − j tan (θ/2))φγ (c + jc tan (θ/2))

]
and

the remainder term Rn vanishes rapidly. Although c can be
anywhere between 0 and amin, the optimal location ensures
that |φγ (c + jω)| decays as rapidly as possible for |ω| → ∞.
This rapid decay occurs if s = c is the saddle point; thus,
at s = c, s−1φγ (s) achieves its minimum on the real axis.
While this optimal c requires a numerical search, it is
sufficient to use c = amin/2. This formula can be used to
compute the outage probability for various mobile systems
and fading channel configurations.

2.6. Trellis-Coded PSK

The performance of convolutional codes, Turbo codes,
and trellis-coded modulation (TCM) schemes over wireless
channels has received much attention. There are several
methods to analyze the performance of such codes. Here
we describe the evaluation of the union bound.

The union bound technique is based on

Pb ≤ 1
k

∑
z,ẑ∈C

a(z → ẑ)P(z → ẑ) (43)

where k is the number of input bits per encoding interval,
P(z → ẑ) is the pairwise error probability (PEP), a(z → ẑ)

is the number of associated bit errors, and C is the set
of all legitimate code sequences. But the evaluation of
even the union bound is difficult since P(z → ẑ) requires
complex calculations. Thus, bounds on P(z → ẑ) itself
are used to compute (43), resulting in a weaker union
bound. We next show a more general method to evaluate
the union bound exactly, and this method is applicable
to practical schemes such as differential detection and
pilot-tone-aided detection. This approach can also be
extended to schemes such as Turbo coding and spacetime
codes.

2.6.1. System Model. The received complex sample at
time n is

yn = αnzn + vn

where αn is the channel gain and vn is an additive
Gaussian noise sample. The following is used throughout
the presentation:

A1. zn is a q-ary phase shift keying (PSK) symbol (i.e.,
zn ∈ {ej2πk/q | k = 0, 1, . . . , q − 1} and j = √−1).

A2. Each αn is a zero-mean, complex, Gaussian random
variable (RV). The αn terms are independent (i.e.,
ideal interleaving/deinterleaving) and identically
distributed RVs.

A3. Each αn remains constant during a symbol interval
(i.e., nonselective slow fading).

A4. The receiver has some form of channel measure-
ments given by α̂n that is a complex Gaussian RV.
The correlation coefficient between α and α̂n is µ.

If µ = 1, ideal channel measurements exist. For practical
channel estimators |µ| ≤ 1. The more µ deviates from
unity, the larger is the performance penalty.
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2.6.2. Pairwise Error Event Probability. Consider two
codewords z = {z1, z2, . . . , zN} and ẑ = {ẑ1, ẑ2, . . . , ẑN} of
length N. The Viterbi decoder computes the path metrics
and selects z over ẑ according to the path metric difference
D. The characteristic function of D, φ(jω) = E[ejωD], can be
written as

φ(jω) =
∏
n∈η

�n

ω2 − jω + �n
(44)

where �n
�= [1 + (1 − |µ|2)γs]/(|µ|2|zn − ẑn|2γs), η

�= {n | zn

�= ẑn, n = 1, . . . , N}, and γs = Es/N0 is the average signal-
to-noise ratio. It can be shown that

P(z → ẑ) = −1
2π j

∫ ∞+jε

−∞+jε

φ(jω)

ω
dω (45)

where ε is a small positive number. An explicit expression
for P(z → ẑ), which cannot be used with the transfer
function approach, can be obtained by solving for the
residues of the contour integral. However, a transfer
function can be defined with the factors of φ(jω).

2.6.3. Union Bound. Consider the evaluation of the
union bound (43). Let Z = (Z1, Z2, . . .) be a vector of formal
variables. Define the generating function of the form

T(Z, I) =
∑
z,ẑ∈C

Ia(z→ẑ)
∏
n∈η

Zn (46)

where I is another formal variable. Moreover, let

Dn(ω)
�= �n

ω2 − jω + �n
(47)

The number of distinct values that Dn(ω) can take depends
on the size of the signal constellation. The transfer function
T(D(ω), I) can be determined by a signal flow graph with
the branch labels IvDn(ω) for uniform trellis codes. By
contrast, for the union–Chernoff bound, the branches are
labeled with Iv(1 + 1/(4�n))−1.

Combining (43), (45) and (46), and using the standard
analysis, it follows that

Pb ≤ −1
j2πk

∂

∂I

{∫ ∞+jε

−∞+jε

T(D(ω), I)
ω

dω

}∣∣∣∣∣
I=1

(48)

where the partial derivative can be computed. While this
integral has no analytical solution in general, its numerical
computation poses little difficulty. Since |T(D(ω), I)| → 0
as |ω| → ∞, simple techniques such as the Simpson
method are adequate.

Example 4. Consider the performance of the two-
state trellis-coded QPSK (Fig. 6) in Rayleigh fading.
Using branch label gains, Dn(ω), the transfer function
becomes

T(D(ω), I) = I�2�4

(ω2 − jω + �4)(ω2 − jω + (1 − I)�2)

0 0

1

2 1

3

0 0 0

1 1

Figure 6. State diagram.
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where �2 and �4 are obtained with |zn − ẑn|2 equal to 2
and 4, respectively. Substituting this in (48), carrying out
the integration, and evaluating the derivative at I = 1,
one has

Pb ≤ 1 − (1 + (1 − |µ|2)γs)

2|µ|2γs
+ 3(1 + (1 − |µ|2)γs)

2

4|µ|4γ 2
s

− |µ|
√

γs

1 + γs
. (49)

This is the exact union bound for this TCM scheme. If
differential detection is used in a flat fading land mobile
channel, the correlation coefficient µ is given in Ref. 19,
Eq. (32) as a function of the normalized maximum Doppler
frequency fdT. Figure 7 shows Eq. (49) for several fdT
values. Unless fdT = 0, an error floor exists.

Example 5. Consider the trellis-coded 8-PSK scheme
given in Ref. 20, Fig. 5. Its transfer function Ref. 20,
Eq. (19) can be defined with the weight profiles obtained
using Dn(ω). Consider pilot-tone-aided detection with µ

given in Ref. 19, Eq. (40). Assume that the bandwidth
of the pilot tone filter is 2fd and the power-split ratio
is
√

2fdT. Figure 8 shows the simulation results and the
union bound (48). At Pb ≈ 10−4, the simulation results are
within 0.2, 1.0, and 1.5 dB of the union bound for fdT of 0,
0.02, and 0.04, respectively.
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WIRELESS INFRARED COMMUNICATIONS

JEFFREY B. CARRUTHERS

Boston University
Boston, Massachusetts

1. INTRODUCTION

Wireless infrared communications refers to the use of free-
space propagation of lightwaves in the near-infrared band
as a transmission medium for communication [1–3], as
shown in Fig. 1. The communication can be between one
portable communication device and another or between
a portable device and a tethered device, called an access
point or base station. Typical portable devices include
laptop computers, personal digital assistants, and portable
telephones, while the base stations are usually connected
to a computer with other networked connections. Although
infrared light is usually used, other regions of the
optical spectrum can be used (hence the term ‘‘wireless
optical communications’’ instead of ‘‘wireless infrared
communications’’ is sometimes used).

Wireless infrared communication systems can be
characterized by the application for which they are
designed or by the link type, as described below.

1.1. Applications

The primary commercial applications are as follows:

• Short-term cableless connectivity for information
exchange (business cards, schedules, file sharing)
between two users. The primary example is Infrared
Data Association (IRDA) systems (see Section 4).

• Wireless local-area networks (WLANs) provide net-
work connectivity inside buildings. This can either
be an extension of existing LANs to facilitate mobil-
ity, or to establish ad hoc networks where there is
no LAN. The primary example is the IEEE 802.11
standard (see Section 4).

• Building-to-building connections for high-speed net-
work access or metropolitan- or campus-area net-
works.

T

R T
R

Figure 1. A typical wireless infrared communication system.

• Wireless input and control devices, such as wireless
mice, remote controls, wireless game controllers, and
remote electronic keys.

1.2. Link Type

Another important way to characterize a wireless infrared
communication system is by the ‘‘link type,’’ which
means the typical or required arrangement of receiver
and transmitter. Figure 2 depicts the two most common
configurations: the point-to-point system and the diffuse
system.

The simplest link type is the point-to-point system.
There, the transmitter and receiver must be pointed at
each other to establish a link. The line-of-sight (LoS) path
from the transmitter to the receiver must be clear of
obstructions, and most of the transmitted light is directed
toward the receiver. Hence, point-to-point systems are also
called directed LoS systems. The links can be temporarily
created for a data exchange session between two users, or
established more permanently by aiming a mobile unit at
a base station unit in the LAN replacement application.

In diffuse systems, the link is always maintained
between any transmitter and any receiver in the same
vicinity by reflecting or ‘‘bouncing’’ the transmitted
information-bearing light off reflecting surfaces such as
ceilings, walls, and furniture. Here, the transmitter and
receiver are nondirected; the transmitter employs a wide
transmit beam and the receiver has a wide field of view
(FoV). Also, the LoS path is not required. Hence, diffuse
systems are also called nondirected non-LoS systems.
These systems are well suited to the wireless LAN
application, freeing the user from knowing and aligning
with the locations of the other communicating devices.

1.3. Fundamentals and Outline

Most wireless infrared communications systems can be
modeled as having an output signal Y(t), and an input
signal X(t), which are related by

Y(t) = X(t) ⊗ c(t) + N(t) (1)

where ⊗ denotes convolution, c(t) is the impulse response
of the channel and N(t) is additive noise. This article is
organized around answering key questions concerning the
system as represented by this model.

In Section 2, we consider questions of optical design.
What range of wireless infrared communications systems
does this model apply to? How does c(t) depend on
the electrical and optical properties of the receiver and
transmitter? How does c(t) depend on the location, size,
and orientation of the receiver and transmitter? How do
X(t) and Y(t) relate to optical processes? What wavelength
is used for X(t)? What devices produce X(t) and Y(t)? What
is the source of N(t)? Are there any safety considerations?
In Section 3, we consider questions of communications
design. How should a data symbol sequence be modulated
onto the input signal X(t)? What detection mechanism is
best for extracting the information about the data from the
received signal Y(t)? How can one measure and improve
the performance of the system? In Section 4, we consider
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Figure 2. Common types of infrared communication systems: (a) point-to-point system; (b) diffuse
system.

the design choices made by existing standards such as
IRDA and IEEE 802.11. Finally, in Section 5, we consider
how these systems can be improved in the future.

2. OPTICAL DESIGN

2.1. Modulation and Demodulation

What characteristic of the transmitted wave will be
modulated to carry information from the transmitter to
the receiver? Most communication systems are based on
phase, amplitude, or frequency modulation, or some combi-
nation of these techniques. However, it is difficult to detect
such a signal following nondirected propagation, and more
expensive narrow-linewidth sources are required [2]. An
effective solution is to use intensity modulation, where the
transmitted signal’s intensity or power is proportional to
the modulating signal.

At the demodulator (usually referred to as a detector
in optical systems), the modulation can be extracted
by mixing the received signal with a carrier lightwave.
This coherent detection technique is best when the signal
phase can be maintained. However, this can be difficult to
implement and additionally, in nondirected propagation,
it is difficult to achieve the required mixing efficiency.
Instead, one can use direct detection using a photodetector.
The photodetector current is proportional to the received
optical signal intensity, which for intensity modulation, is
also the original modulating signal. Hence, most systems
use intensity modulation with direct detection (IM/DD) to
achieve optical modulation and demodulation.

In a free-space optical communication system, the
detector is illuminated by sources of light energy other
than the source. These can include ambient lighting
sources, such as natural sunlight, fluorescent lamp
light, and incandescent lamp light. These sources cause
variation in the received photocurrent that is unrelated
to the transmitted signal, resulting in an additive noise
component at the receiver.

We can write the photocurrent at the receiver as

Y(t) = X(t) ⊗ Rh(t) + N(t)

where R is the responsivity of the receiving photodiode
[in amperes per watt (A/W)]. Note that the electrical

impulse response c(t) is simply R times the optical impulse
response h(t). Depending on the situation, some authors
use c(t) and some use h(t) as the impulse response.

2.2. Receivers and Transmitters

A transmitter or source converts an electrical signal to an
optical signal. The two most appropriate types of device are
the light-emitting diode (LED) and semiconductor laser
diode (LD). LEDs have a naturally wide transmission
pattern, and so are suited to nondirected links. Eye safety
is much simpler to achieve for an LED than for a laser
diode, which usually has very narrow transmit beams. The
principal advantages of laser diodes are their high energy-
conversion efficiency, their high modulation bandwidth,
and their relatively narrow spectral width. Although laser
diodes offer several advantages over LEDs that could be
exploited, most short-range commercial systems currently
use LEDs.

A receiver or detector converts optical power into
electrical current by detecting the photon flux incident
on the detector surface. Silicon p-i-n photodiodes are ideal
for wireless infrared communications as they have good
quantum efficiency in this band and are inexpensive [4].
Avalanche photodiodes are not used here since the
dominant noise source is background light-induced shot
noise rather than thermal circuit noise.

2.3. Transmission Wavelength and Noise

The most important factor to consider when choosing a
transmission wavelength is the availability of effective,
low-cost sources and detectors. The availability of LEDs
and silicon photodiodes operating in the 800–1000-nm
range is the primary reason for the use of this
band. Another important consideration is the spectral
distribution of the dominant noise source: background
lighting.

The noise N(t) can be broken into four components:
photon noise or shot noise, gain noise, receiver circuit
or thermal noise, and periodic noise. Gain noise is only
present in avalanche-type devices, so we will not consider
it here.

Photon noise is the result of the discreteness of photon
arrivals. It is due to background light sources, such as
sunlight, fluorescent lamp light, and incandescent lamp
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light, as well as the signal-dependent source X(t) ⊗ c(t).
Since the background light striking the photodetector is
normally much stronger than the signal light, we can
neglect the dependency of N(t) on X(t) and consider the
photon noise to be additive white Gaussian noise with
two-sided power spectral density S(f ) = qRPn where q is
the electron charge, R is the responsivity, and Pn is the
optical power of the noise (background light).

Receiver noise is due to thermal effects in the receiver
circuitry, and is particularly dependent on the type of
preamplifier used. With careful circuit design, it can be
made insignificant relative to the photon noise [5].

Periodic noise is the result of the variation of
fluorescent lighting due to the method of driving the lamp
using the ballast. This generates an extraneous periodic
signal with a fundamental frequency of 44 kHz with
significant harmonics to several megahertz. Mitigating
the effect of periodic noise can be done using highpass
filtering in combination with baseline restoration [6], or
by careful selection of the modulation type, as discussed
in Section 3.1.

2.4. Safety

There are two safety concerns when dealing with infrared
communication systems. Eye safety is a concern because
of a combination of two effects. First, the cornea is
transparent from the near violet to the near IR. Hence,
the retina is sensitive to damage from light sources
transmitting in these bands. Secondly, however, the near
IR is outside the visible range of light, and so the eye
does not protect itself from damage by closing the iris or
closing the eyelid. Eye safety can be ensured by restricting
the transmit beam strength according to IEC or ANSI
standards [7,8].

Skin safety is also a possible concern. Possible short-
term effects such as heating of the skin are accounted
for by eye safety regulations (since the eye requires lower
power levels than does the skin). Long-term exposure to
IR light is not a concern, as the ambient light sources are
constantly submitting our bodies to much higher radiation
levels than these communication systems do.

3. COMMUNICATIONS DESIGN

Equally important for achieving the design goals of
wireless infrared systems are communications issues.
In particular, the modulation signal format together
with appropriate error control coding is critical to
achieving power efficiency. Channel characterization is
also important for understanding performance limits.

3.1. Modulation Techniques

To understand modulation in IM/DD systems, we must
look again at the channel model

Y(t) = X(t) ⊗ c(t) + N(t)

and consider its particular characteristics. First, since we
are using intensity modulation, the channel input X(t) is
optical intensity and we have the constraint X(t) ≥ 0. The

average transmitted optical power PT is the time average
of X(t). Our goal is to minimize the transmitted power
required to attain a certain probability of bit error Pe, also
known as a bit error rate (BER).

It is useful to define the signal-to-noise ratio (SNR) as

SNR = R2H2(0)P2
t

RbN0

where H(0) is the DC gain of the channel, i.e., it is the
Fourier transform of h(t) evaluated at zero frequency, so

H(0) =
∫ ∞

−∞
h(t) dt.

The transmitted signal can be represented as

X(t) =
∞∑

n=−∞
san (t − nTs).

The sequence {an} represents the digital information being
transmitted, where an is one of L possible data symbols
from 0 to L − 1. The function si(t) represents one of L
pulseshapes with duration Ts, the symbol time. The data
rate (or bit rate) Rb, bit time T, symbol rate Rs, and symbol
time Ts are related as follows: Rb = 1/T, Rs = 1/Ts, and
Ts = log2(L)T.

There are three commonly used types of modula-
tion schemes: on/off keying (OOK) with non-return-to-
zero (NRZ) pulses, OOK with return-to-zero (RZ) pulses
of normalized width δ (RZ-δ), and pulse position modula-
tion with L pulses (L-PPM). OOK and RZ-δ are simpler
to implement at both the transmitter and receiver than
L-PPM. The pulse shapes for these modulation techniques
are shown in Fig. 3. Representative examples of the result-
ing transmitted signal X(t) for a short data sequence are
shown in Fig. 4.

We compare modulation schemes in Table 1 by looking
at measures of power efficiency and bandwidth efficiency.
Bandwidth efficiency is measured by dividing the zero-
crossing (ZC) bandwidth by the data rate. Bandwidth-
efficient schemes have several advantages — the receiver
and transmitter electronics are cheaper, and the modu-
lation scheme is less likely to be affected by multipath
distortion. Power efficiency is measured by comparing the
required transmit power to achieve a target probability
of error Pe for different modulation techniques. Both RZ-δ
and PPM are more power-efficient than OOK, but at the
cost of reduced bandwidth efficiency. However, for a given
bandwidth efficiency, PPM is more power-efficient than
RZ-δ, and so PPM is most commonly used. OOK is most
useful at very high data rates, say 100 Mbps (megabits per
second) or greater. Then, the effect of multipath distortion
is the most significant effect and bandwidth efficiency
becomes of paramount importance [9].

3.2. Error Control Coding

Error control coding is an important technique for improv-
ing the quality of any digital communication system.
We concentrate here on forward error correction channel
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Figure 3. The pulse shapes for OOK, RZ-0.25,
and 4-PPM.
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Figure 4. The transmitted signal for the sequence 010011 for
OOK, RZ-0.25, and 4-PPM.

coding, as this specifically relates to wireless infrared com-
munications; source coding and ARQ (automatic repeat
request) coding are not considered here.

Trellis-coded PPM has been found to be an effective
scheme for multipath infrared channels [10,11]. The key
technique is to recognize that although on a distortion-
free channel, all symbols are orthogonal and equidistant

in signal space, this is not true on a distorting channel.
Hence, trellis coding using set partitioning designed to
separate the pulse positions of neighboring symbols is an
effective coding method. Coding gains of 5.0 dB electrical
have been reported for rate 2

3 -coded 8-PPM over uncoded
16-PPM, which has the same bandwidth [11].

3.3. Channel Impulse Response Characterization

Impulse response characterization refers to the problem
of understanding how the impulse response c(t) in
Eq. (1) depends on the location, size, and orientation of
the receiver and transmitter. There are basically three
classes of techniques for accomplishing this: measurement,
simulation, and modeling. Channel measurements have
been described in several studies [2,9,12], and these form
the fundamental basis for understanding the channel
properties. A particular study might generate a collection
of hundreds or thousands of example impulse responses
ci(t) for configuration i. The collection of measured
impulse responses ci(t) can then be studied by looking
at scatterplots of path loss versus distance, scatterplots
of delay spread versus distance, the effect of transmitter
and receiver orientations, robustness to shadowing, and
so on.

Simulation methods have been used to allow direct
calculation of a particular impulse response based
on a site-specific characterization of the propagation

Table 1. Comparison of Modulation Schemes on Ideal Channels

Modulation Type Pe ZC Bandwidth

On/off keying (OOK) Q(SNR1/2) Rb

OOK RZ-δ Q(δ−1/2 SNR1/2)
1
δ

Rb

L-PPM Q
(
(0.5L ∗ log2(L))1/2SNR1/2

) L
log2 L

Rb
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environment [13,14]. The transmitter, the receiver, and
the reflecting surfaces are described and used to generate
an impulse response. The basic assumption is that most
interior surfaces reflect light diffusely in a Lambertian
pattern, that is, all incident light, regardless of incident
angle, is reflected in all directions with an intensity
proportional to the cosine of the angle of the reflection
with the surface normal. The difficulty with existing
methods is that accurate modeling requires extensive
computation.

A third technique attempts to extract knowledge
gained from experimental and simulation-based channel
estimations into a simple-to-use model. In Ref. 15, for
example, a model using two parameters (one for path
loss, one for delay spread) is used to provide a general
characterization of all diffuse IR channels. Methods for
relating the parameters of the model to particular room
characteristics are given, so that system designers can
quickly estimate the channel characteristics in a wide
range of situations.

4. STANDARDS AND SYSTEMS

We examine the details of the two dominant wireless
infrared technologies, IRDA and IEEE 802.11, and other
commercial applications.

4.1. Infrared Data Association Standards (IRDA)

The Infrared Data Association [16], an association of about
100 member companies, has standardized low-cost optical
data links. The IRDA link transceivers or ‘‘ports,’’ appear
on many portable devices, including notebook computers,
personal digital assistants, and also computer peripherals
such as printers.

The series of IRDA transmission standards are
described in Table 2. The current version of the physical-
layer standards is IrPHY 1.3. Data rates ranging from
2.4 kbps to 4 Mbps are supported. The link speed is
negotiated by starting at 9.6 kbps.

Most of the transmission standards are for short-range,
directed links with an operating range from 0 to 1 m.
The transmitter half-angle must be between 15◦ and 30◦,
and the receiver field-of-view half-angle must be at least
15◦. The transmitter must have a peak-power wavelength
between 850 and 900 nm.

4.2. IEEE 802.11 and Wireless LANs

The IEEE has published a set of standards for wireless
LANs, IEEE 802.11 [17]. The IEEE 802.11 standard is
designed to fit into the structure of the suite of IEEE
802 LAN standards. Hence, it determines the physical
layer (PHY) and medium-access control layer (MAC)
leaving the logical link control (LLC) IEEE to 802.2. The
MAC layer uses a form of carrier-sense multiple access
with collision avoidance (CSMA/CA).

The original standard supports both radio and optical
physical layers with a maximum data rate of 2 Mbps. The
IEEE 802.11b standard adds a 2.4-GHz radio physical
layer at up to 11 Mbps and the IEEE 802.11a standard
adds a 5.4-GHz radio physical layer at up to 54 Mbps.

The two supported data rates for infrared IEEE 802.11
LANs are 1 and 2 Mbps. Both systems use PPM but
share a common chip rate of 4 Mchips/s, as explained
below. Each frame begins with a preamble encoded using
4 Mbps OOK. In the preamble, a 3-bit field indicates the
transmission type, either 1 or 2 Mbps (the six other types
are reserved for future use). The data are then transmitted
at 1 Mbps using 16-PPM or 2 Mbps using 4-PPM. 16-
PPM carries log2(16)/16 = 1

4 bits/chip, and 4-PPM carries
log2(4)/4 = 1

2 bit/chip, resulting in the same chip time for
both types.

The transmitter must have a peak-power wavelength
between 850 and 950 nm. The required transmitter and
receiver characteristics are intended to allow for reliable
operation at link lengths up to 10 m.

4.3. Building-to-Building Systems

Long-range (>10 m) infrared links must be directed LoS
systems in order to ensure a reasonable path loss. The
emerging products for long-range links are typically
designed to be placed on rooftops [18,19], as this provides
the best chance for establishing line-of-sight paths from
one location to another in an urban environment. These
high-data-rate connections can then be used for enterprise
network access or metropolitan- or campus-area networks.

Several design issues are specific to these systems that
are unique to these long-range systems [3]: (1) atmospheric
path loss, which is a combination of clean-air absorp-
tion from the air and absorption and scattering from
particles in the air, such as rain, fog, and pollutants;

Table 2. IRDA Data Transmission Standards

Version Link Type Link Range (m) Data Rate Modulation

1.3 Point-to-point 1 2.4–115.2 kbps RZ- 3
16

1.3 Point-to-point 1 576 kbps RZ- 1
4

1152 kbps RZ- 1
4

1.3 Point-to-point 1 4 Mbps 4-PPM

VFIRa/1.4 Point-to-point 1 16 Mbps OOK

AIRb/proposed Network 4 4 Mbps —

8 250 kbps —

aVIFR = Very Fast Infrared.
bAIR = Advanced Infrared.
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(2) scintillation, which is caused by temperature varia-
tions along the LoS path, causing rapid fluctuations in the
channel quality; and (3) building sway, which can affect
alignment and result in signal loss unless the transceivers
are mechanically isolated or active alignment compensa-
tion is used.

4.4. Other Applications

Wireless infrared communication has found several
markets in and around the home, car, and office that
fall outside the traditional telecommunications markets
of voice and data networking. These can be classified
as either wireless input devices or wireless control
devices, depending on one’s perspective. Examples include
wireless computer mice and keyboards, remote controls for
entertainment equipment, wireless videogame controllers,
and wireless door keys for home or vehicle access. All
such devices use infrared communication systems because
of the attractive combination of low cost, reliability,
and light weight in a transmitter/receiver pair that
achieves the required range, data rate, and data integrity
required.

5. TECHNOLOGY OUTLOOK

In this section, we discuss how competition from radio and
developments in research will impact the future uses of
wireless infrared communication systems.

5.1. Comparison to Radio

Wireless infrared communication systems enjoy signifi-
cant advantages over radio systems in certain environ-
ments. First, there is an abundance of unregulated optical
spectrum available. This advantage is shrinking some-
what as the spectrum available for licensed and unlicensed
radio systems increases with the modernization of spec-
trum allocation policies.

Radio systems must make great efforts to overcome or
avoid the effects of multipath fading, typically through
the use of diversity. Infrared systems do not suffer
from time-varying fades because of the inherent diversity
in the receiver, thus simplifying design and increasing
operational reliability.

Infrared systems provide a natural resistance to
eavesdropping, as the signals are confined within the
walls of the room. This also reduces the potential for
neighboring wireless communication systems to interfere
with each other, which is a significant issue for radio-based
communication systems.

In-band interference is a significant problem for both
types of systems. A variety of electronic and electrical
equipment radiates in transmission bands of current
radio systems; microwave ovens are a good example.
For infrared systems, ambient light, either human-
made (synthetic) or natural, is a dominant source of
noise.

The primary limiting factor of infrared systems is their
limited range, particularly when no good optical path can
be made available. For example, wireless communication
between conventional rooms with opaque walls and doors

cannot be accomplished; one must resort to using either
a radio-based or a wireline network to bypass the
obstruction.

5.2. Research Challenges

Various techniques have been considered to improve
on the performance of wireless infrared communication
systems.

At the transmitter, the radiation pattern can be
optimized to improve performance characteristics such
as range. Some optical techniques for achieving this
are diffusing screens, multiple-beam transmitters, and
computer-generated holographic images.

At the receiver, performance is ultimately determined
by signal collection (limited by the size of the photodetec-
tor) and by ambient noise filtering. Optical interference
filters can be used to reduce the impact of background
noise; the primary difficulty is in achieving a wide field of
view. This can be done using nonplanar filters or multiple
narrow-FoV receiving elements.

Some recent developments and research programs are
described in Ref. 20, and an on-line resource guide is
maintained in Ref. 21.

6. CONCLUSIONS

Wireless infrared communication systems provide a useful
complement to radio-based systems, particularly for
systems requiring low cost, lightweight, moderate data
rates, and only requiring short ranges. When LoS paths
can be ensured, range can be dramatically improved to
provide longer links.

Short-range wireless networks are poised for tremen-
dous market growth in the near future, and wireless
infrared communications systems will compete in a num-
ber of arenas. Infrared systems have already proved their
effectiveness for short-range temporary communications
and in high-data-rate, longer-range point-to-point sys-
tems. It remains an open question whether infrared will
successfully compete in the market for general-purpose
indoor wireless access.
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WIRELESS IP TELEPHONY

DAVID R. FAMOLARI

Telecordia Technologies
Morristown, New Jersey

1. INTRODUCTION

No two innovations have done more in the 1990s
to advance communications than the wireless cellular
telephone network and the Internet. Wireless cellular
telephony extended access to the Public Switched
Telephone Network (PSTN), the conventional landline
telephone system, to users with small handheld radio
terminals. These users could then establish and maintain
voice calls anywhere within radio coverage, which for
practical purposes in the United States is nationwide.
This ushered in an era of mobile communications that
disassociated a telephone user with a geographic location.
No longer did dialing a particular number ensure that a
caller would find (or not find) the intended recipient ‘‘at
home,’’ ‘‘at work,’’ or elsewhere; with wireless telephony
they could in fact be anywhere. And so could the caller.
The desire to be mobile, coupled with falling subscription
charges and rising voice quality, motivate an increasing
number of customers to flock to the cellular telephone
network. The reliability and quality of wireless phone
service has even prompted some to forego landline
service all together. Simply put, wireless telephony has
made good on the promise of anywhere/anytime voice
communications.

Based on the unifying, packet switching Internet
Protocol (IP) [1], the Internet has had no less a dramatic
impact on how society communicates. Its advent has
interconnected devices over vast distances at limited costs
and made possible rich multimedia content exchanges,
most notably with the emergence of the World Wide Web
(WWW). The open and standard protocols of the Internet
allow equipment vendors to easily produce infrastructure
products that interoperate with other vendor’s products,
increasing competition and fostering economies of scale.
This has led to the pronounced deployment of Internet
architecture throughout the world and, consequently,
extended the reach of the Internet on a global scale.
Because of its reach and its ability to support a variety
of services, the Internet has evolved from a loose
interconnection of computers employed by researchers to
exchange files into a global network infrastructure that is
an essential underpinning to commercial, governmental,
and private communication.

Both the Internet and wireless telephony have
created unprecedented operating freedoms and are forcing
paradigm shifts in business and social communication
practices. Their impact, however, has emerged from
opposite design philosophies. The wireless telephone
network provides ubiquitous access to speech applications;
the Internet, on the other hand, delivers a wide variety
of application types to fixed locations. The freedom and
mobility offered by wireless networks provides a perfect
compliment to the economies of scale and flexibility offered
by the IP-based Internet.
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Now, at the beginning of the twenty-first century,
the two most defining communications breakthroughs of
the late twentieth century are starting to merge. As IP
becomes an important driver of both core and access
networks, it must support wireless voice at comparable
levels of spectrum efficiency and voice quality as cellular
telephony. Similarly, wireless network practices must be
modified to accommodate IP-based packet protocols. It
is our aim here to describe the design challenges and
technical hurdles facing successful deployment of wireless
IP telephony.

2. BACKGROUND AND BASIC CONCEPTS

The design goals of the current breed of wireless
telephony standards, commonly referred to as second-
generation (2G)1 standards, were to carry digital voice
conversations to and from the PSTN with packet data
networking only as an afterthought. As a consequence,
current cellular systems have only limited packet data
capabilities, usually to exchange brief text messages
such as the Short Message Service (SMS). However new
breeds of cellular communications systems are promising
advanced features for packet data networking, along with
faster transmission speeds and higher capacity. These new
communications systems are widely referred to as third-
generation (3G) systems. It is in 3G systems that the first
steps are being taken towards integrating IP transport
with wide-area wireless networks.

The new breed of 3G systems were initiated by
the International Telecommunications Union (ITU), a
United Nations governing body, under a directive
called ‘‘International Mobile Telecommunications for
the year 2000’’ (IMT-2000). IMT-2000 is a family of
guideline specifications and recommendations serving as
an umbrella standard to harmonize the evolution of
the disparate 2G radio technologies currently in place;
most notably the CDMA-based IS95 systems in the
United States and the GSM systems in Europe and
elsewhere. Regionalized activities within the IMT-2000
family emerged based on these two technologies. These
include the Third Generation Partnership Project (3GPP),
centered on evolving the GSM standard under the
name Universal Mobile Telecommunications Service
(UMTS) [2], and the Third Generation Partnership
Project 2 (3GPP2), focused on evolving the IS95 standard,
referred to as ‘‘cdma2000’’ [3].2 Both groups are actively
mapping out architectures and protocol references to
support high-rate packet data services that will be used to
carry IP telephony over their respective networks.

The challenges that these groups will face are to
accommodate three fundamental issues in successful

1 Second-generation systems represented a significant leap from
the first generation Analog Mobile Phone System (AMPS),
including the use of digital modulation techniques, enhanced
security features, better spectral efficiency and longer mobile
terminal battery life.
2 For more detail on 3G wireless standards, the reader is referred
to Ref. 4.

delivery of wireless voice. These issues are service quality
of the perceived voice output stream, efficient use of the
band-limited medium, and mobility of wireless users.

1. Service Quality. Wireless telephone systems have
been efficiently designed to carry one type of application:
voice, a time-sensitive, error-tolerant communication
service. Its perceived quality degrades more rapidly when
the delay characteristics of the underlying delivery change
than as the error characteristics change. The destination
of each call is usually a human being who can compensate
for imperfections in the received signal. This is akin
to deriving the proper meaning of a sentence when a
word or two is mispronounced. When sounds arrive with
noticeable variation in their inter–arrival times (called
jitter), or when there are long lapses in the conversation
(delay), conversation can become tedious. Circuit switched
principles, at the core of wireless telephone systems,
are well suited for voice since they offer timely and
regular access to the transport medium. The Internet,
on the other hand, thrives on the principles of packet
switching. Consequently IP packets often take different
routes through the network and can arrive out of sequence
with variable delays. Therefore the basic IP protocols are
not well suited to deliver time-sensitive applications such
as voice.

2. Efficiency. Wireless telephony contends with limited
spectrum and an unpredictable, time-varying physical
channel that is subject to path loss, fading, and multiple-
access interference. In order to support high capacity and
revenue, service providers must make best utilization
of their given spectrum. To this end, cellular telephony
employs techniques that make best use of scarce,
unreliable resources to deliver near-toll-quality voice.
These techniques include employing low-bit-rate voice
codecs to compress speech and reducing frame sizes to
make voice packets less vulnerable to rapid fluctuations in
the channel. The protocols and architecture of the Internet
give prominence to end-to-end principles over centralized
approaches. While offering flexibility, this demands that
each packet contain a greater degree of control information
than circuit-switched packets. The additional control
information is embedded in the detailed protocol headers
that are included in each IP data packet. Consequently,
squeezing these heavyweight protocol headers into the
relatively small packet sizes of the wireless channel gives
rise to a number of performance problems related to
efficiency.

3. Mobility. A fundamental design concept of wireless
telephony is to allow users to seamlessly change their point
of attachment to the network at any time. This must occur
without explicit reconfiguration or significant performance
loss. IP routing, however, associates an IP address with a
fixed attachment to a router. When this association is no
longer valid, as is the case when wireless users move,
standard IP routing procedures are unable to deliver
packets to and from the mobile terminal. Furthermore,
re-establishing a valid association under the standard
IP procedure may require manual intervention and
explicit reconfiguration that will terminate any ongoing
communications. Therefore these routing protocols require
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extensions and additional control architectures to transfer
associations in midsession. In other words, mobility
solutions for IP will need to offer seamless transfers in
order to support wireless voice effectively.

In the remainder of this chapter we focus on each of
these three principles and discuss modifications to the
IP protocols and architecture to successfully offer IP
telephony services.

3. SERVICE QUALITY FOR WIRELESS IP TELEPHONY

Service quality can be characterized by three parameters;
packet loss, delay, and delay variability. In the wired
network, heavy traffic at ingress points can overload
IP routers, causing packets to be dropped. Even in the
absence of heavy traffic, the detrimental effects of the
wireless channel can corrupt voice packets so that they
cannot be recovered at the receiver and are considered
lost. Packet loss is therefore a considerable problem on
wireless links. One-way delay is the time from when a
voice packet enters the encoder at the source terminal
to when it exits the decoder at the destination terminal.
As mentioned earlier, the variability in packet arrival
times is referred to as jitter. These three parameters are
interdependent and all contribute to the overall service
quality. In wireless networks where packet loss can
be high, delay and jitter will increase correspondingly.
Human perceptions can accommodate reasonable delays,
but service quality becomes degraded when those delays
have a high variation from packet to packet.

Wireless IP telephony service quality is dependent
upon two issues: the service quality that voice receives
over the air interface and the service quality that it
receives while traversing the wired backbone network of
the service provider. Wired IP service quality management
has been a topic of much research. Many efforts have
been geared toward supporting classes of service above
and beyond the best-effort service of the typical Internet.
These technologies attempt to provide more reliable delay
and jitter performance by classifying traffic and giving
priority treatment to certain traffic classes. We focus
here on the service quality aspects particular to wireless
transmission and refer the reader to Refs. 5–7 for more
detailed information on wired service quality measures.

3.1. Wireless Service Quality

3.1.1. Link-Layer Solutions. Information transfer over
wireless links is subject to impairments and environ-
mental constraints that landline communications are free
from. Factors affecting the wireless channel include inter-
ference, shadowing, path loss, and fading. These affects
can have dramatic negative impacts on the signal-to-
interference ratio (SIR). Lower SIR levels lead to increases
in the frame error rates (FERs). Higher FER, in turn,
increases packet loss. Furthermore, these wireless chan-
nel effects vary over small distances making signal quality
very sensitive to terminal mobility. Simply increasing the
bit rate cannot overcome the impediments of the wireless
channel. Though all 3G systems will offer much higher

available bandwidths for packet data [supporting rates
of 144 kbps (kilobits per second) at high mobility rates,
384 kbps at pedestrian mobility rates, and 2 Mbps for
indoor systems], voice service quality is still primarily
dependent on achieving timely delivery of good-quality
voice packets.

In order to improve the quality of the voice packets,
wireless networks have focused on making voice packets
more robust to transmission errors. In addition to physical-
layer solutions that seek to improve the SIR performance
of receivers, wireless system providers employ coding
techniques such as forward error correction (FEC). FEC
allows the receiver to locally reconstruct packets corrupted
by bit errors without forcing retransmissions [8]. This
scheme works by chopping frames into a smaller number
of codewords and inserting a series of parity bits into
each codeword that helps the receiver recover from a
small number of bit errors; the greater the number of
parity bits, the greater the recovery ability. Inherent
in FEC, therefore, is a tradeoff between efficiency and
resiliency. A resilient codeword contains more parity
bits than does a less resilient one and thus has more
transmission overhead, that is, less efficient use of the
limited bandwidth. On the other hand, a less resilient
code has a higher probability of unrecoverable error and
can lead to retransmissions. This is detrimental in both
efficient use of bandwidth and delay performance. Typical
coding rates — the ratios of information bits to the total
size of the codeword — used in wireless systems are usually
on the order of 1

4 to 2
3 . Some systems even offer dynamic

FEC coding strategies that change the coding rate on the
basis of the perceived error characteristics of the channel.
The proper use of FEC techniques, therefore, can improve
the integrity of the transmission sequence and reduce
delays incurred on error-prone wireless links by reducing
retransmissions.

The effectiveness of FEC coding is improved by
interleaving [9]. Often wireless channels do not exhibit
statistically independent error properties from one bit to
the next. This means that bit errors tend to be lumped
together in bursts. FEC codes can correct only a small
number of errors per codeword. As such, they can be
ineffective when dealing with very bursty error channels.
Interleaving works to scramble the bit orderings before
transmission and then place them back in proper order
at the receiver before decoding. Thus bits that travel
consecutively over the air will not be consecutive when
presented to the FEC decoder. When deep fades corrupt
a series of bits in transit, the interleaving process at the
receiver will disperse those errors throughout the frame
over multiple codewords, improving the effectiveness of the
FEC scheme. This again implies that more packets can be
corrected without retransmissions thereby reducing delay.

Another FEC technique employed in wireless voice
systems to ensure good-quality characteristics is unequal
error protection [10]. Unequal error protection is the
practice of classifying certain bits in the voice frame as
more important then other bits. If such essential bits
are corrupted in transmission, then the frame cannot be
used because too much fundamental information about the
voice sample will have been lost. These bits, as a result,
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are protected with FEC codes while the others are not. The
nonessential bits in the voice sample can be delivered to
the higher layers even if they contain bit errors. Although
this reduces the sound quality of the voice sample, the end
effect is still tolerable for the listener. The benefit of this
approach is twofold: (1) the overhead associated with FEC
coding is reduced and (2) usable (albeit less-than-perfect)
voice information is delivered in cases where it would
otherwise have been dropped or retransmitted.

In order to combat jitter and ensure smooth playback,
real-time media systems buffer received voice packets.
This solution to combat poor delay performance exists
in both the wireless and wired telephone systems. With
a buffered voicestream the receiver presents packets to
the decoder at regular intervals even if they arrive
at irregular intervals. Buffering at the receiver also
helps establish correct packet ordering by allowing the
receiver to collect a number of unordered packets and
place them in the proper sequential order before they
are played. This concept is illustrated in Fig. 1. Jitter
buffers, however, add to the one-way delay already
incurred due to packet encoding and transmission. Jitter
buffer lengths must be designed with this delay penalty
in mind. The International Telecommunications Union
(ITU) states that one-way delay for voice samples must
be lower than 400 ms for acceptable voice quality for
almost all applications (with the exception of certain
long-haul satellite communications). Furthermore, the
ITU recommends that delays be below 150 ms [11]. Jitter
buffer lengths are an important piece of the overall delay
budget that includes codec, medium access, network, and
transmission delays.

In addition to these techniques, all 3G systems will
also have advanced methods for guaranteeing dataflows
greater degrees of access to their air interfaces. Most
notably these include forms of traffic classification
and priority scheduling at the MAC layer that can
dedicate resources to real-time packet streams [12]. These
guarantees often provide a minimum bit rate and/or
delay. Additionally, they provide intelligent voice-friendly
queue management policies. The UMTS, in particular,
has specified two real-time traffic classes, conversational
and streaming [13]. The conversational class is the most
delay-sensitive and is expected to handle wireless IP
telephony. Certain deliverability attributes are associated
with each class, such as maximum and guaranteed bit
rates, maximum transfer delays, handling priorities, and
whether packets with errors should be forwarded to
higher layers. Using these attributes to define the service
quality requirements for various traffic flows will allow 3G

5 2 4 3 1 5 4 3 2 1Jitter buffer

Jitter buffer length

Packet stream
delivered to decoder

Received packet
stream

Packet inter-arrival
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Figure 1. Jitter buffering.

wireless systems to service time-sensitive voice packets
before delay-tolerant data packets.

3.1.2. Transport-Layer Solutions. While these link-level
improvements will go a long way toward improving
the service quality of wireless voice, performance is
also highly dependent on the transport protocols used
to deliver samples from the mobile terminal to their
final destination. Reliable end-to-end transport protocols
that promise ordered delivery of error-free packets, such
as Transmission Control Protocol (TCP) [14], respond
to link-level errors by requesting retransmissions. Such
retransmissions hold up the timely delivery of subsequent
packets. Furthermore, TCP operates on a principle that
packet loss is due to congestion in the network and will
thus respond to errors on the channel by generating less
traffic. TCP will at first throttle the bit rate and then slowly
increase it as the signs of congestion dissipate. This has
dire consequences on the performance of voice applications
by slowing down the service unnecessarily and imposing
unacceptable delays. These issues are further exacerbated
in wireless networks where link-level errors are frequent
and seldom the result of congestion. It is clear that the
application and performance characteristics of wireless
voice are at odds with the design goals of TCP. The
emphasis on timely delivery of voice over error-free
reception cannot be reconciled with the TCP design
philosophy, which sacrifices delays to achieve an error-free
result.

As a result, the use of TCP to carry wireless
voicestreams is not likely. User Datagram Protocol
(UDP) [15], the connection-less alternative to TCP, in
conjunction with the Real-Time Transport Protocol
(RTP) [16], will be the most prominent implementation
of voice over IP. UDP requires no retransmissions and is
not session based, meaning that it carries no state and
treats each packet individually independent of packets
before or after it. This statelessness is not necessarily well
suited for isochronous media where many packets are often
carried with similar characteristics in a stream and it is
advantageous to make use of state information. However,
protocols such as RTP, which are used in conjunction with
UDP, provide functionality to real-time voice above what
simple UDP can provide.

RTP was developed to use the basic UDP datagram
in order to provide end-to-end support for time-sensitive
applications. RTP offers no congestion control and no
promises of reliability; however, in the world of voice
this is a boon. Without reliability and congestion control,
the transport protocol will not mistake link-level errors
for congestion and will not delay packets while waiting
for retransmissions. End devices can use the information
provided in RTP packets to determine the real-time
characteristics of the received packet. RTP provides
a timestamp field that allows receivers to determine
whether an incoming packet is ‘‘fresh’’ and should be
played or is ‘‘stale’’ and should be dropped. Sequence
numbers are used to identify gaps in the reception of
packets. This may signal that an error has occurred
or that packets have been received out of order. RTP
provides the necessary information to the receiver to
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reconstruct the original stream when packets are received
out of sequence. RTP is also particularly well suited for
delivering multimedia traffic and provides mechanisms
by which media streams can be synchronized and
multiplexed, such as audio and video for a videoconference.
RTP is by far the most frequently used protocol in the wired
Internet for transferring real-time information. Because
of its widespread use and special features designed for
real-time traffic, RTP is the natural transport protocol for
wireless IP telephony.

Wireless IP telephony providers must strive to offer
service qualities that are comparable to the cellular
voice services that customers are accustomed to. Strict
requirements on delay, jitter, and packet loss create
a challenge in ensuring service quality. In addition to
intelligent service quality management of wired backbone
links, this challenge will have to be met by coordinated
efforts between radio-level mechanisms operating over the
wireless link and transport protocols operating end to end.

4. EFFICIENCY AND WIRELESS IP TELEPHONY

Wide-area wireless channels typically employ bandwidths
much smaller than those found on landline networks.
Furthermore the unpredictable nature of the wireless
channel makes the use of small link-level packet sizes
advantageous. Small packet sizes are less vulnerable to
channel fluctuations and help the radio network recover
more gracefully from packet losses. As an example, typical
cellular systems today, as well as future 3G systems,
employ basic packet sizes that are on the order of 20 ms.

These small packet sizes represent a major challenge
to the use of IP-type protocols that employ large headers.
The resulting overhead can have detrimental effects on the
efficiency of the system. Efficient use of wireless resources
allows service providers to support higher capacities. For

wireless IP telephony providers to match the level of
spectral efficiency of traditional cellular networks, the
resultant overhead of IP transport must be reduced.
Header compression techniques are the most effective
way to reduce IP packet overheads, and several such
compression schemes have been defined for compressing
a variety of protocol types. Below we discuss the most
relevant aspects of header compression to wireless IP
telephony.

4.1. Header Compression

As indicated earlier, voice over IP networks will be
supported by the Real-Time Transport Protocol, which
runs over UDP. Thus the typical protocol layering for IP
voice looks like RTP/UDP/IP.3 Each of these protocols
introduces its own overheads in the form of required
headers. Typically this value totals 40 bytes, including
20 bytes for RTP, 8 bytes for UDP, and 12 bytes for IP.
The protocol header fields for RTP/UDP/IP are shown in
Fig. 2, where the numbers represent bit positions and are
used to indicate the length of the header fields. We discuss
only a few of the header fields below; for more detailed
information on the RTP/UDP/IP header fields the reader
is referred to the literature [1,15,16].

This 40-byte RTP/UDP/IP overhead represents a
significant portion of available wireless bandwidth.
Current wireless voice packetization schemes, including

3 This is taken to mean that RTP is on top of UDP, which is on top
of IP, indicating that a packet must travel down the protocol stack,
traversing first the RTP layer, then the UDP and IP layers. Other
references write the protocol layering as IP/UDP/RTP, indicating
that IP is outside UDP that is outside RTP. This latter notion
emphasizes that IP protocol headers are followed by UDP and
RTP protocol headers.

Source port

Length

Destination port

Data

Time to live Protocol

FlagsIdentification

Ver IHL TOS Total length

16

IP header

1 32

Fragment offset

Header checksum

Options and padding

Destination address

Source address

Checksum

UDP header

Data

16 32

RTP header

Data

CSRC (0-60) bytes

SSRC 4 bytes

Timestamp 4 bytes

Payload typeX

V P X

51 8

CSRC count

Sequence number 2 bytes
1

Figure 2. RTP/UDP/IP protocol headers.
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the ITU standard G.729 [17], employ 8-kbps codecs where
20 bytes of voice information is sent every 20 ms. Therefore
voice packets carried under the RTP/UDP/IP regime will
incur a 200% overhead price. Clearly deep RTP/UDP/IP
header compression is required for wireless IP telephony
to achieve the efficiency that cellular operators need to
service a growing number of subscribers.

4.1.1. Compression State. Header compression works
on the principle that many RTP/UDP/IP packet header
fields change either predictably or very infrequently from
packet to packet. For example, the IP addresses of the
two correspondents never change during the course of
a typical session; however, the 64 bits (8 bytes) used to
denote source and destination IP addresses, is included in
each UDP header. A similar situation exists for the source
and destination port addresses, which account for 2 bytes.
Addressing and port assignments, which remain largely
static over the lifetime of a call, account for roughly 25% of
the total overhead. Header compression schemes leverage
the predictability of packet headers from packet to packet
to achieve compression levels on the order of 95–97%; in
some instances they reduce 40-byte overhead to 1 or 2
bytes.

Header compression schemes are able to achieve
these levels of compression by first eliminating well-
known a priori information or information that can be
inferred from other mechanisms, such as the link layer.
Fields such as the IP and RTP version numbers are
expected to be well known, other values such as the IP
header and payload lengths can be successfully inferred
from the link layer. Moreover, sending non–a priori,
but static, information only once at the onset of the
session reduces overhead considerably. Values such as
the abovementioned 8-byte IP addresses and 2-byte port
numbers, among others, can be sent once and will remain
constant over a large number of packet headers. Sending
these values once helps the compressor and decompressor
establish a context, or compression state, by which future
compressed packets can be evaluated. Compression state
is the knowledge necessary to reconstitute the full header
from a compressed header. After the initial sending, it
is necessary to only provide delta values, or updates,
in header fields that change instead of the absolute
values. This significantly reduces the amount of overhead
transmission.

Figure 3 shows the general architecture of a header
compression scheme where a compressor takes full
RTP/UDP/IP headers and generates compressed headers
that are sent over the wireless channel. On the receiving
side the decompressor attempts to reconstruct the original
header by applying the corresponding decompression
scheme using the current header context. When the
context becomes lost or loses synchronization between
the compressor and the decompressor, as is the result of
link-layer errors, the compression scheme must be able to
restore context.

4.1.2. Error Recovery. An important consideration in
the design of a header compression scheme for the wireless
environment is its ability to recover from errors. Cassner

Header at
destination

De-compressor Context

Feedback Wireless
channel

Compressor

Header at
sender

Context

Figure 3. Header compression architecture.

and Jacobson proposed the earliest header compression
technique for RTP/UDP/IP, compressed RTP (CRTP), [18]
which became a draft standard in 1999. While this scheme
worked well for telephone dialup connections and other
low-loss link layers, its design did not perform well in a
highly variable and error-prone wireless channel. When
packets were received in error, the header compression
states at the compressor and the receiver would lose con-
text and full packet headers had to be transferred to
reestablish synchronized header state. The effect of long
round-trip times, as is the case with wireless IP telephony,
has dramatic effects on the error recovery performance.
When links have long round-trip times the context can-
not be regained as quickly and many compressed packets
will require retransmissions or be dropped. Performance
lags in CRTP over wireless links became evident [19], and
efforts were made to design more robust header compres-
sion schemes that could adapt to imperfections in the
channel and gracefully recover from errors.

4.1.3. Robust Header Compression. To meet the error
performance requirements necessitated by volatile wire-
less links, header compression schemes have to be reli-
able and robust. The robust header compression (ROHC)
scheme [20] was created to make header context less sen-
sitive to packet loss and delay as well as make context
recovery faster. This approach repairs context locally,
thereby eliminating the need to send update information
over the wireless link.

The key factor in ROHC is that cyclic redundancy check
(CRC) codes are computed on the uncompressed headers
and are sent along with the compressed header. CRC codes
are the result of passing a string of bits through a generator
polynomial. The CRC codes are then sent along with the
bits used to generate the codes. The receiver applies the
same function to the received bit string, generating a local
copy of the CRC code. If the local copy and the received CRC
code are not equal, the receiver is sure that a transmission
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error has occurred. CRC codes provide a reliable error-
detection mechanism. The decompressor, after generating
its copy of the full header from the received compressed
header, will perform a CRC check on the full header. This
allows the decompressor to reliably determine whether
the decompression process was successful. In addition
to being able to repair context locally, ROHC is also
capable of withstanding a number of consecutive packet
errors without losing context. This is important as wireless
environments seldom have bit-independent channels and
errors often arrive in bursts. ROHC can support upwards
of 24 consecutive packet errors without losing context [21].

4.1.4. Performance of Header Compression. Header
compression schemes can be evaluated along three
distinct performance attributes: compression efficiency,
robustness, and compression reliability. In terms of
compression efficiency, ROHC can optimally reduce the
40-byte RTP/UDP/IP header to a single byte. Under
bit error rates typical of wireless channels, it can
achieve an average of 2.27 bytes of overhead [22].
Furthermore, compression efficiency is enhanced by
the ability to restore context locally, reducing the
transmission of noncompressed headers over the wireless
link. Compression reliability, the ability to ensure that
decompressed headers are accurate representations of
the uncompressed headers, is achieved through the
use of CRC codes. This provides a highly reliable
way for the decompressor to determine whether the
decompressed packet is correct. Finally, ROHC provides
a high degree of robustness by correcting loss of context
locally and maintaining context in the presence of multiple
consecutive errors. Performance results [22] show that
under a simulated WCDMA channel operating at a BER
of 0.0002 the FER achieved with CRTP is 1.10% while the
FER achieved with ROHC was 0.12%. At a higher BER
value of 0.001, the frame error rates were 4.06% and 0.81%
for CRTP and ROHC, respectively.

It is clear that this new class of robust header
compression will be critical to improving the efficiency
and performance of wireless IP telephony.

5. MOBILITY

Mobility creates problems with IP routing protocols
and can break ongoing sessions. However, wireless IP
telephony must be as seamless as present cellular
telephony. This requires the ability to change points of
attachment to the wireless network while maintaining
connectivity with minimal disruption. Cellular solutions
address mobility by monitoring channel assignments, code
allocations, and received power levels. The introduction
of IP transport, however, requires additional mobility
solutions that are not addressed by the traditional link-
layer cellular mobility techniques. These requirements for
network mobility extend beyond the physical, or link-level,
mobility offered in cellular networks. The basic functions
needed to support mobile access to IP-based networks
include

• Detection — terminals learn when they have entered
new network areas.

• Registration — users indicate their presence and
requirements to the network.

• Configuration — network adapts nodes to the partic-
ular network characteristics, including IP address
assignment and configuration of the default router.

• Authentication, authorization, and accounting
(AAA) — validate users and their permission and
record their usage for billing and management
purposes.

• Dynamic address binding — provides a dynamic
mapping of old network addresses with new network
addresses.

To become a full network participant a user must first have
means of physically detecting and connecting to a network.
This entails establishing a valid link with the appropriate
physical layer protocols, after which a terminal can format
information in a contextually meaningful manner. When
basic connectivity has been established the mobile and the
network can begin to perform parameter negotiations. This
occurs during the registration process where the network
learns of a terminal’s presence and requirements.

Configuration involves fulfilling any registration
requests and providing information to enable the mobile to
properly orientate itself to the new network surroundings.
This may include assigning a new IP address and passing
the locations of default routers and network servers. After
configuration the next step is for the network to grant the
user access to network resources based on AAA measures.
The network arrives at these decisions based on nego-
tiations using credentials passed between the terminal
and/or user, either explicitly or implicitly. Additionally
the network may validate these credentials with third
parties located in outside networks. Finally, once the user
and terminal have been properly authenticated, dynamic
address binding creates an association between the new
configuration and the old configuration. This allows mobile
terminals to be found after they change networks and
allows active sessions to be maintained across different
points of attachment transparently.

5.1. IP Mobility for Wireless Telephony

Current cellular networks have mechanisms in place
to successfully support link-level mobility. Additionally
roaming agreements between service providers allow
mobile subscribers from one provider to access another
provider’s network. In this sense, current cellular
networks already have in place mechanisms to support
registration, configuration, and AAA functions associated
with mobility. However, since mobile telephone numbers
are constant and do not change, there is no need to perform
dynamic address binding. Also since addressing is valid
over the entire network, there is no need to detect when
an address change is required. Therefore detecting when
address changes are required and dynamically binding
those addresses represents a major challenge for current
cellular networks to provide mobility.

Supporting dynamic address binding for wireless IP
telephony users poses some unique challenges. The IP
protocol inherently links physical location with network
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representation. In other words, an IP address represents
a host’s physical location on the network as well as its
identity within the network. IP uses this association to
route packets efficiently to destination addresses. When
this association is broken, or invalid, packets can no longer
reach their destinations.

5.2. Mobile IP

The industry standard regarding IP mobility is called
mobile IP [23] and is actively being designed into the all-
IP architectures of next-generation networks including
the 3GPP and the 3GPP2 [24]. Mobile IP creates a
level of indirection within the network so that on-
going communications are not interrupted due to the IP
address changes of mobile terminals. This is achieved
by associating two addresses for the mobile terminal: a
permanent home address that represents the terminal’s IP
address within its home network and a temporary locally
assigned care-of address that is valid within the visited
network. A home agent (HA) located in the terminal’s home
network keeps an association between a terminal’s home
address and its care-of address. A foreign agent (FA) in the
visited network provides routing and support services to
visiting mobile terminals. The elements of a typical Mobile
IP architecture are depicted in Fig. 4.

Both foreign and home agents can advertise their
presence on their respective local networks by issuing
agent advertisement messages that inform terminals
of their availability. Likewise, a mobile terminal may
solicit these messages by broadcasting agent solicitation
messages on entering a new network to learn about
that network’s mobility support. A mobile terminal can
then use these advertisement messages to detect if it has
migrated into a new IP subnet.

Once a mobile terminal learns that it is on a new IP
subnet, it will attempt to obtain a care-of address for
the visited subnet. This can be done in one of two ways.
It may be given a care-of address by the FA, called a

foreign agent care-of address, which is associated with
a network interface on the FA. The mobile terminal may
also obtain a collocated care-of address associated with one
of its own network interfaces. After receiving the care-of
address, the mobile terminal will then register this address
with its HA via a registration request message. When
this registration is accepted, the HA will respond with a
registration response message and store the association
between the mobile terminal’s home address and care-of
address.

Packets that are destined for the mobile terminal,
that is, those that have the mobile terminal’s home
address in the destination field of the IP header, always
arrive inside the mobile terminal’s home network and are
intercepted by the HA. The packets are then tunneled to
the mobile terminal by the HA. The tunneling process
involves encapsulating [25] the sender’s original IP packet
inside the body of another IP packet generated by the
HA that contains the mobile terminal’s care-of address
in the destination field. Since the outer header of the
encapsulated IP packet contains the care-of address,
it will be forwarded to the visited network where the
mobile terminal currently resides. When foreign agent
care-of addresses are used, the tunneled packets arrive
at the FA who decapsulates them by stripping off the
encapsulated packet header and sends the original IP
packet to the mobile terminal. Mobile terminals that
have collocated care-of addresses will receive incoming
encapsulated packets directly and be responsible for
decapsulating them.

Bandwidth-constricted wireless networks will most
likely support the foreign agent care-of address model,
as is the case with the 3GPP and 3GPP2. This mode
of operation is more spectrally efficient since only the
original IP packet, and not the extra headers associated
with the encapsulated packet, is sent over the air interface.
Additionally this mode conserves IP address space; one FA
can service multiple mobile terminals, and therefore only
one care-of address per FA is needed.

Figure 4. Mobile IP architecture.
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The mobile terminal can send outbound IP packets
on the visited network using normal IP routing without
any modifications. The mobile terminal will insert its
home address into the source address field of all IP data
packets it generates. The mobile IP agents effectively
hide mobility events from correspondent hosts so that
IP address changes are transparent. Thus correspondent
hosts are completely unaware that the mobile terminal
has moved. This feature of mobile IP allows all network
terminals, regardless of whether they support mobile IP,
to communicate with mobile terminals that do.

5.2.1. Route Optimization. Mobility implementations
in wireless IP telephony are judged on their ability to
provide seamless handoffs with minimal interruption to
user sessions. Packet loss and handoff delay therefore
must be minimized in order to provide quality voice
service. A vulnerability of the basic mobile IP approach
discussed above is that traffic streams are required to go to
the mobile terminal’s HA and then to the mobile terminal,
creating what is called the triangular routing problem.
This is particularly problematic when a mobile terminal
is very far from its home network and is communicating
with a correspondent host local to the visited network as
shown in Fig. 5. As an example, consider a New Yorker
visiting a friend in Los Angeles. Packets from the friend’s
terminal would have to travel across the country to the
HA in New York and then be tunneled back to the
present location of the mobile terminal in Los Angeles.
This needlessly introduces two cross-country trip times.

In addition, it consumes unnecessary resources within the
wide-area network, especially when compared to direct
delivery on the local Los Angeles network. Efforts within
the mobile IP community have addressed this problem by
creating a modified mobile IP approach that uses route
optimization [26] and eliminates unnecessary triangular
routing.

Route optimization works by making correspondent
hosts aware of the current care-of address of the mobile
terminal. The host then stores those associations in a
binding cache. Home agents, on receipt of a packet destined
for a mobile host in a visited network, will send the
originator of that packet a message containing the mobile
terminal’s current care-of address. The originator will
then store this association in its binding cache and can
begin to send packets directly to the mobile host without
unnecessary involvement of the HA. This, in turn, reduces
latency and frees network resources. Implementing route
optimization in mobile IP can help drastically eliminate
latencies and improve quality for wireless IP telephony.

5.3. Mobility Architectures

A design challenge for implementing mobile IP in
wireless environments is to define proper placement
and demarcations of areas serviced by the mobile IP
elements. This helps balance signaling overhead and delay
while allowing seamless connectivity. Advertisement and
solicitation messages generated in mobile IP are a
way of determining whether new physical connections
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terminal to the
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Home IP network
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Figure 5. Mobile IP triangular routing.
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require IP-level mobility procedures. However, when cell
radii decrease and terminals travel at higher speeds,
the mobility rate increases. This triggers more and
more solicitation and registration messages that could
begin to have a detrimental overhead effect in the
network. Furthermore, the registration messages must
travel to the mobile terminal’s home network and
may introduce unacceptable delays in establishing new
network connections. Designing wireless networks with
subnets that do not cover a lot of area may lead to an
undesirable amount of signaling and delay in current
mobile IP implementations.

Additionally, mobile agents need to balance the
frequency with which they broadcast advertisements to
suit the signaling capabilities of the wireless network.
More frequent signaling allows for faster detection of
network-layer mobility and therefore shorter handoff
times. It comes, however, at the price of greater signaling
overhead. There exists a design tradeoff that trades
signaling overhead for responsiveness of the mobility
protocol. As radio-level resources are at a premium,
optimal solutions will employ as little signaling overhead
as possible to achieve the required level of responsiveness.

Industry efforts have been focused on this problem,
and new breeds of mobility strategies have emerged that
attempt to reduce the delays and overhead caused by
excessive signaling and frequent mobility [27–29]. Many
of these strategies introduce levels of hierarchy so that
registration messages do not need to travel all the way to
the home network every time there is a mobility event.
These types of strategies help reduce the latencies and
packet losses due to IP mobility.

6. CONCLUSION

Since 1980 wireless voice service has grown into a reliable
mainstay for personal and business communications.
In the same period the Internet has flourished to
unprecedented levels; enjoying economies of scale and
ease of deployment. New wireless network architectures
will take advantage of the service and management
flexibility offered by IP, allowing service providers to
offer multimedia and data content to their wireless
subscribers. As a consequence, voice strategies must be
amended from their traditional circuit-switched roots to
perform comparably over IP. The greatest challenges
facing the successful deployment of wireless IP telephony
are threefold: securing reliable guarantees of service
quality on par with traditional cellular systems, obtaining
spectral efficiencies over the wireless channel that will not
hinder system capacity or service quality, and effectively
providing seamless connections to mobile users.
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1. INTRODUCTION

Since the early 1990s, wireless local-area networks
(WLANs) for the 900-MHz, 2.4-GHz, and 5-GHz ISM
(industrial–scientific–medical) bands have been available
for a range of proprietary products. In June 1997,
the Institute of Electrical and Electronics Engineers
approved an international interoperability standard
(IEEE 802.11 [1]). The standard specifies both medium-
access control (MAC) procedures and three different
physical layers (PHY). There are two radio-based PHYs
using the 2.4-GHz band. The third PHY uses infrared
light. All PHYs support a data rate of 1 Mbps (megabit
per second) and optionally 2 Mbps. The 2.4 GHz band is
available for license exempt use in Europe, the United
States and Japan. Table 1 lists the available frequency

Table 1. 2.4- and 5-GHz Bands

Location
Regulatory Range

(GHz)
Maximum Output

Power

North
America

2.400–2.4835 1000 mW

Europe 2.400–2.4835 100 mW (EIRPa)

Japan 2.400–2.497 10 mW/MHz

USA (UNII
lower band)

5.150–5.250 Minimum of 50 mW or
4 dBm + 10 log10 Bb

USA (UNII
middle
band)

5.250–5.350 Minimum of 250 mW or
11 dBm + 10 log10 B

USA (UNII
upper band)

5.725–5.825 Minimum of 1000 mW or
17 dBm + 10 log10 B

aEIRP = effective isotropic radiated power.
bB is the −26-dB emission bandwidth in MHz.

bands and the restrictions to devices that use this band
for communications.

User demand for higher bit rates and the international
availability of the 2.4-GHz band has spurred the
development of a higher-speed extensions to the 802.11
standard. In 1999, the IEEE 802.11b standard was
finished, and describes a PHY providing rates of 5.5 and
11 Mbps [2]. IEEE 802.11b is an extension of the direct-
sequence 802.11 standard, using the same 11 MHz chip
rate, such that the same bandwidth and channelization
can be used.

In parallel to IEEE 802.11b, the IEEE 802.11a standard
was developed to provide high bit rates in the 5-GHz band.
This development was motivated by an amendment to
Part 15 of the U.S. Federal Communications Commission
in January 1997. The amendment made available
300 MHz of spectrum in the 5.2-GHz band, intended
for use by a new category of unlicensed equipment
called ‘‘unlicensed national information infrastructure’’
(UNII) devices. Table 1 lists the frequency bands and the
corresponding power restrictions.

In July 1998, the IEEE 802.11 standardization group
decided to select orthogonal frequency-division multi-
plexing (OFDM) [3] as the basis for their new 5-GHz
standard, targeting a range of data rates from 6 to
54 Mbps. This standard is the first one to use OFDM
in packet-based communications, while the use of OFDM
previously was limited to continuous transmission sys-
tems like digital audiobroadcasting (DAB) and digital
videobroadcasting (DVB). Following the IEEE 802.11 deci-
sion, the European HIPERLAN type 2 [4] standard and
the Japanese Multimedia Mobile Access Communication
(MMAC) standard also adopted OFDM. The three bodies
have worked in close cooperation since then to mini-
mize differences between the various standards, thereby
enabling the manufacturing of equipment that can be
used worldwide.

Regulatory issues played an important role in the
development of wireless LAN standards. One of the key
factors in the choice of modulation schemes for the 2.4-
GHz band has been the FCC spreading requirement for
unlicensed devices in the ISM bands, where wireless LANs
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are predominantly used. According to the FCC spreading
rules, transmission in the ISM bands have to use either
direct sequence, spread spectrum, or frequency hopping.
Frequency-hopping devices have to use at least 75 hopping
channels with a maximum dwell time of 400 ms. Direct-
sequence devices have to demonstrate at least 10 dB
processing gain in a narrowband jammer test, which
basically shows that there is a gap of at least 10 dB
between signal-to-noise ratio and signal-to-interference
ratio requirements for a certain bit error ratio. In the
early days of wireless LAN, many people interpreted the
spreading rule as a requirement for at least 10 chips per
symbol; hence the 11 chips spreading sequence in the
802.11 standard. Later, a less strict interpretation was
adopted, purely based on meeting the narrowband jammer
test. This is clearly visible in the IEEE 802.11b standard.
The 802.11b standard uses complementary code keying
(CCK), which can be viewed as direct-sequence spread-
spectrum modulation with multiple spreading codes with a
length of 8 chips. Despite the less strict interpretation, the
spreading rule formed a barrier for really high data rates.
It blocked the use, for instance, of OFDM in the 2.4-GHz
band. In order not to avoid further technological progress
in the 2.4-GHz band, in May 2001 the FCC decided
to allow digital transmissions without any spreading
requirement [5]. This opened the way to higher data rates
using OFDM in the 2.4-GHz band. The 802.11 committee
took advantage of this rule change by selecting the OFDM
based 802.11a standard as basis for the 802.11g standard,
extending the data rates in the 2.4-GHz band up to
54 Mbps.

In the following sections we describe the various IEEE
wireless LAN standards, and mention the differences with
HIPERLAN and MMAC. Because of length limitations, the
scope of this article is restricted to the most predominantly
used parts of the standards. More details can be found in
the references listed at the end of this article.

2. IEEE 802.11 MAC

The IEEE 802.11 MAC standard consists of one mandatory
and two optional modes [1]. All modes use time-division
duplex (TDD), so the medium is shared in time between
different users and/or access points. The mandatory part
is the distributed coordination function (DCF), which uses
carrier sense multiple access with collision avoidance
(CSMA/CA). Figure 1 shows the timing diagram of a
DCF packet transmission. Before starting a transmission,
the channel is sensed to see if it is available. If
no other signal is received above a certain defer
threshold, a packet is send. After successful reception,
the recipient sends an acknowledgment back. After
receiving the acknowledgement, the first user has to

wait for a time DIFS plus a random backoff time before
transmitting another packet. DIFS is the distributed
interframe spacing, which is equal to the short interframe
spacing between packet and acknowledgment plus 2
slot times.

Optional modes in the 802.11 MAC are the request-
to-send/clear-to-send (RTS/CTS) protocol, and the point
coordination function (PCF). PCF is a centralized MAC,
where an access point polls stations to see if they have
packets to transmit. PCF can be used to guarantee a
minimum packet delay, but it can do this only in the
absence of interference from other cells. With the RTS/CTS
protocol, prior to a data packet, first a short request packet
is sent. The receiver answers with a CTS packet, which
contains a net allocation vector (NAV) that tells all users
how long the current RTS/CTS cycle will take. The effect
of this is that all users that can receive the CTS packet
will not try to try to compete for the channel for the
duration indicated by the NAV. This solves the hidden-
node problem of DCF without RTS/CTS, because in that
case, only users that can receive the transmitter will stop
competing for the channel. So, it can happen that a packet
from user A to B is interfered by user C, who does not
have a good link to A, but it does have a good link to B.
With RTS/CTS, this situation is avoided, because user C
will hear the CTS coming from B.

3. IEEE 802.11 DSSS

The IEEE 802.11 Direct-Sequence Spread-Spectrum
standard is based on the transmission of 11-chip Barker
codes at a 11 MHz chip rate. Data rates of 1 and 2 Mbps are
achieved using BPSK or QPSK modulation of the Barker
codes, respectively. The 11-chip Barker code is defined
as {1,−1, 1, 1,−1, 1, 1, 1, −1,−1,−1}. Its primary use is
to satisfy the FCC spreading requirements, as well as
providing robustness against multipath propagation and
narrowband interferers. Robustness against multipath is
obtained by the ideal aperiodic autocorrelation properties
that define a Barker code — a Barker code is a code for
which the absolute autocorrelation sidelobes are equal to
or less than one (≤1) for all nonzero delays, compared to
L for a zero delay, where L is the codelength. Because
of the low-autocorrelation sidelobes, effects of intersymbol
interference are greatly suppressed, while a simple RAKE
receiver is able to significantly benefit from multipath
diversity in frequency selective channels.

The 802.11 packet structure is shown in Fig. 2. The
complete packet (PPDU) has three segments. The first
segment is the preamble, which is used for signal detection
and sychronization. The second segment is the header,
which contains data rate and packet length information.
The third segment (MPDU) contains the information bits.

DataPreamble ACKPreambleSIFS DIFS Backoff

Figure 1. Timing diagram of a single-packet transmission using DCF.
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PLCP preamble
144 bits

MPDU
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Scrambled
ones
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DBPSK
barker

1 DBPSK barker
2 DQPSK barker
5.5 or 11 Mbps CCK

192 us

Figure 2. The packet structure used for 802.11 DSSS 1 and 2 Mbps, with the extension to 5.5
and 11 Mbps shown.

The preamble and header are transmitted at 1 Mbps,
while the data portion is sent at one out of four
possible rates.

The preamble is formed from a SYNC field and a
SYNC field delimiter (SFD). The SYNC field is generated
using 128 scrambled ones. The SYNC field is used
for clear channel assessment, signal detection, timing
acquisition, frequency acquisition, multipath estimation,
and descrambler synchronization.

4. IEEE 802.11b

In July 1998, the IEEE 802.11b working group adopted
complementary code keying (CCK) as the basis for the
high-rate physical-layer extension to deliver data rates
of 5.5 and 11 Mbps [6]. This high-rate extension was
adopted in part because it provided an easy path for
interoperability with the existing 1- and 2-Mbps networks
by maintaining the same bandwidth and utilizing the
same preamble and header as shown in Fig. 1. An optional
short preamble with a 56-bit SYNC field is specified to
increase the net data throughput.

Complementary codes were originally conceived by M.
J. E. Golay for infrared multislit spectrometry [7]. How-
ever, their properties also make them useful in radar
applications and more recently for discrete multitone
communications and OFDM [8]. The original publica-
tion [7] defines a complementary series as a pair of
equally long sequences composed of two types of ele-
ments that have the property that the number of pairs
of like elements with any given separation in one
series is equal to the number of pairs of unlike ele-
ments with the same separation in the other series.
Another way to define a pair of complementary codes
is to say that the sum of their aperiodic autocorre-
lation functions is zero for all delays except for a
zero delay.

The CCK codes that were selected as the basis for
IEEE 802.11b were first published in 1996 [8]. More
background information on these codes can be found in
Halford et al. [9]. The following equation represents the 8

complex chip values for the CCK code set, with the phase
variables being QPSK phases:

c = {ej(ϕ1+ϕ2+ϕ3+ϕ4), ej(ϕ1+ϕ3+ϕ4), ej(ϕ1+ϕ2+ϕ4), −ej(ϕ1+ϕ4),

ej(ϕ1+ϕ2+ϕ3), ej(ϕ1+ϕ3), −ej(ϕ1+ϕ2), ej(ϕ1)} (1)

Basically, the three phases ϕ2, ϕ3 and ϕ4, define 64
different codes of 8 chips, where ϕ1 gives an extra phase
rotation to the entire codeword. Actually, the latter phase
is differentially encoded across successive codewords,
equivalent to the 1- and 2-Mbps DSSS differential
phase encoding. This feature allows the receiver to use
differential phase decoding, eliminating a carrier tracking
PLL, if desired. Each of the four phases ϕ1 to ϕ4 represents
2 bits of information, so a total of 8 bits is encoded per
8-chip CCK codeword.

At 5.5 Mbps, the processing is similar. Four information
bits are consumed per 8-chip CCK codeword transmission.
The codeword rate is still 1.375 MHz, since the chip rate
is 11 Mchips/s. Two bits select 1-of-4 CCK subcodes. The
other two information bits quadriphase-modulate (rotate)
the whole codeword. The 4 CCK subcodes are contained in
the larger 64 subcode set of 11 Mbps. At the receiver, the
CCK codes can be decoded by using a modified fast Walsh
transform as described by Grant and van Nee [10].

5. IEEE 802.11a

IEEE 802.11a provides data rates of 6–54 Mbps in
the 5-GHz band using orthogonal frequency-division
multiplexing (OFDM). The basic principle of OFDM is
to split a high-rate datastream into a number of lower-
rate streams that are transmitted simultaneously over
a number of subcarriers. Since the symbol duration
increases for the lower-rate parallel subcarriers, the
relative amount of time dispersion caused by multipath
delay spread is decreased. Intersymbol interference is
eliminated almost completely by introducing a guard
time in every OFDM symbol. In the guard time, the
OFDM symbol is cyclically extended to avoid intercarrier
interference. Figure 3 shows an example of 4 subcarriers
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Figure 3. OFDM symbol with cyclic
extension.
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from one OFDM symbol. In practice, the most efficient
way to generate the sum of a large number of subcarriers
is by using inverse fast fourier transform (IFFT). At
the receiver side, FFT can be used to demodulate all
subcarriers. It can be seen in Fig. 3 that all subcarriers
differ by an integer number of cycles within the FFT
integration time, which ensures the orthogonality between
the different subcarriers. This orthogonality is maintained
in the presence of multipath delay spread, as illustrated
by Fig. 3. Because of multipath, the receiver sees a
summation of time-shifted replicas of each OFDM symbol.
As long as the delay spread is smaller than the guard
time, there is no intersymbol interference nor intercarrier
interference within the FFT interval of an OFDM symbol.
The only remaining effect of multipath is a random
phase and amplitude of each subcarrier, which has to
be estimated in order to do coherent detection. In order to
deal with weak subcarriers in deep fades, forward error
correction across the subcarriers is applied.

5.1. OFDM Parameters

Table 2 lists the main parameters of the IEEE 802.11a
OFDM standard. A key parameter that largely determined
the choice of the other parameters is the guard interval
of 800 ns. This guard interval provides robustness to root-
mean-squared delay spreads up to several hundreds of
nanoseconds, depending on the coding rate and modulation
used. In practice, this means that the modulation is
robust enough to be used in any indoor environment,
including large factory buildings. It can also be used in
outdoor environments, although directional antennas may
be needed in this case to reduce the delay spread to an
acceptable amount and to increase the range.

In order to limit the relative amount of power and time
spent on the guard time to 1 dB, the symbol duration was
chosen to be 4 µs. This also determined the subcarrier
spacing to be 312.5 kHz, which is the inverse of the
symbol duration minus the guard time. By using 48 data
subcarriers, uncoded data rates of 12–72 Mbps can be

Table 2. Main Parameters of the OFDM Standard

Data Rate
6, 9, 12, 18, 24, 36, 48,

54 Mbps

Modulation BPSK, QPSK, 16-QAM, 64-QAM
Coding rate 1

2 , 2
3 , 1

3
Number of subcarriers 52
Number of pilots 4
OFDM symbol duration 4 µs
Guard interval 800 ns
Subcarrier spacing 312.5 kHz
−3-dB bandwidth 16.56 MHz
Channel spacing 20 MHz

achieved by using variable modulation types from BPSK
to 64-QAM. In addition to the 48 data subcarriers, each
OFDM symbol contains an additional 4 pilot subcarriers,
which can be used to track the residual carrier frequency
offset that remains after an initial frequency correction
during the training phase of the packet.

In order to correct for subcarriers in deep fades,
forward error correction across the subcarriers is used
with variable coding rates, giving coded data rates
of 6–54 Mbps. Convolutional coding is used with the
industry standard rate- 1

2 , constraint length 7 code with
generator polynomials (133,171). Higher coding rates of 2

3
and 3

4 are obtained by puncturing the rate- 1
2 code.

5.2. Channelization

For the 200-MHz-wide spectrum in the lower and middle
UNII bands, 8 OFDM channels are available with a
channel spacing of 20 MHz. The outermost channels
are spaced 30 MHz from the band edges in order to
meet the stringent FCC-restricted band spectral density
requirements. The FCC also defined an upper UNII band
from 5.725 to 5.825 GHz, which carries another 4 OFDM
channels. For this upper band, the guard spacing from the
band edges is only 20 MHz, since the out-of-band spectral
requirements for the upper band are less severe than



WIRELESS LAN STANDARDS 2945

those of the lower and middle UNII bands. In Europe,
the same spectrum as the lower and middle UNII band is
available, plus an extra band from 5.470 to 5.725 GHz. In
Japan, a 100-MHz-wide band from 5.15 to 5.25 is available.
This band contains 4 OFDM channels with 20 MHz guard
spacings from both band edges.

5.3. OFDM Signal Processing

The general block diagram of the baseband processing of
an OFDM transceiver is shown in Fig. 4. In the transmitter
path, binary input data are encoded by a standard rate- 1

2
convolutional encoder. The rate may be increased to 2

3 or 3
4

by puncturing the coded output bits. After interleaving, the
binary values are converted into QAM values. To facilitate
coherent reception, 4 pilot values are added to each 48
data values, so a total of 52 QAM values is reached per
OFDM symbol, which are modulated onto 52 subcarriers
by applying the inverse fast Fourier transform (IFFT).
To make the system robust to multipath propagation, a
cyclic prefix is added. Further, windowing is applied to get
a narrower output spectrum. After this step, the digital
output signals can be converted to analog signals, which
are then upconverted to the 5 GHz band, amplified, and
transmitted through an antenna.

The OFDM receiver basically performs the reverse
operations of the transmitter, together with additional
training tasks. First, the receiver has to estimate
frequency offset and symbol timing, using special training
symbols in the preamble. Then, it can do a FFT for every
symbol to recover the 52 QAM values of all subcarriers.
The training symbols and pilot subcarriers are used to
correct for the channel response as well as remaining
phase drift. The QAM values are then demapped into
binary values, after which a Viterbi decoder can decode
the information bits.

Figure 5 shows the time-frequency structure of an
OFDM packet, where all known training values are
marked in gray. It illustrates how the packet starts with 10
short training symbols, using only 12 subcarriers, followed
by a long training symbol and data symbols, with each data
symbol containing 4 known pilot subcarriers that are used

for estimating the reference phase. The preamble, which
is contained in the first 16 µs of each packet, is essential
to perform start-of-packet detection, automatic gain
control, symbol timing, frequency estimation, and channel
estimation. All of these training tasks have to be performed
before the actual data bits can be successfully decoded.
More detailed information on OFDM signal processing as
well as performance results can be found in Ref. 11.

5.4. Differences Between IEEE, ETSI, and MMAC

The main differences between IEEE 802.11 and HIPER-
LAN type 2 — which is standardized by ETSI BRAN — are
in the medium access control (MAC). IEEE 802.11 uses a
distributed MAC based on carrier sense multiple access
with collision avoidance (CSMA/CA), while HIPERLAN
type 2 uses a centralized and scheduled MAC, based on
wireless ATM. MMAC supports both of these MACs. As
far as the physical layer is concerned, there are only a few
minor differences, summarized as follows:

• HIPERLAN uses extra puncturing to accommodate
the tail bits in order to keep an integer number of
OFDM symbols in 54-byte packets [12].

• In the case of 16-QAM, HIPERLAN uses rate 9
16

instead of rate 1
2 — giving a bit rate of 27 instead

of 24 Mbps — in order to get an integer number of
OFDM symbols for packets of 54 bytes. The rate 9

16 is
made by puncturing 2 out of every 18 coded bits.

• HIPERLAN uses different training sequences. The
long training symbol is the same as for IEEE 802.11,
but the preceding sequence of short training symbols
is different. A downlink transmission starts with 10
short symbols as in IEEE 802.11, but the first 5
symbols are different in order to enable detection of
the start of the downlink frame. Uplink packets may
use 5 or 10 identical short symbols, with the last
short symbol inverted.

6. IEEE 802.11g

The IEEE 802.11g standard extends the 802.11b standard
with higher data rates for the 2.4-GHz band [13]. It
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2946 WIRELESS LAN STANDARDS

Figure 5. Time–frequency structure of an
OFDM packet. Gray-shaded subcarriers
contain known training values.
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achieves this by simply allowing IEEE 802.11a OFDM
transmissions in the 2.4-GHz band, while 802.11a was
originally targeted at the 5-GHz band. To remain
coexistent with legacy 802.11b devices, the 802.11 RTS-
CTS mechanism can be used to claim airtime for high-rate
OFDM packets. If no legacy devices are present in a
network, it is possible to transmit 802.11a packets without
the RTS-CTS mechanism to maximize user throughput.
The IEEE 802.11g standard also defines two optional
modulation schemes. The first is CCK-OFDM, where each
OFDM packet is preceded by an 802.11b header to provide
full coexistence with legacy 802.11b devices without the
need for RTS-CTS. The second option is packet binary
convolutional coding (PBCC), which provides a 22-Mbps
raw data rate using coded 8-PSK together with a standard
802.11b header.

With the advent of IEEE802.11g, OFDM has become
the single solution for high data rates in both the 2.4- and
5-GHz bands, thereby facilitating the production of dual-
band devices. While OFDM is ideal for high data rates,
it is expected that the old 1- and 2-Mbps 802.11 rates in
the 2.4-GHz band will remain important for providing the
largest possible coverage range.
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1. INTRODUCTION

Communication plays a vital role in economic development
of nations, and in prosperity and well-being of their
citizens. A communication plant consists of three main
segments: (1) local access plant, the ‘‘last mile’’ of
communication, where a subscriber (home or office) is
connected to the telephone company’s central office;
(2) switching facilities, the mechanism that switches and
routes calls to their final destination; and (3) long-distance
transmission lines, through which calls are transferred
within remote areas of the same nation, or between
different countries. Segments 2 and 3 have undergone
drastic changes in the >125-year history of telephony.
The manual switches of early era were transformed into
the more advanced electromechanical switches, which
then evolved to today’s high-speed electronic (digital)
switches. ‘‘Long distance’’ lines of 100 years ago consisted
primarily of copper wires installed on tens of thousands
of telephone poles between cities. Today, millions of calls
are transferred nationally and internationally every day
by vast and complicated interconnection of high-capacity
microwave lines, fiberoptic networks, and low- and high-
orbit satellites. The local access technology, however,

remains fundamentally unchanged since the times of
Alexander Graham Bell. The dominant local loop up
to the mid 1990s was a twisted pair of copper line
buried underground to connect the home to the nearest
telephone exchange.

Telecommunication systems have gone through three
phases of evolution [1]. In the era of interconnection
(1876–1950) homes and businesses across cities were
wired up to telephone central offices (COs), and COs within
a city were connected by wire. Limited long-distance lines
were established between cities and nations, again, domi-
nantly by copper wire. In the era of networks (1950–1990)
the core network was transformed by expanding, automat-
ing, and expediting the switching, call processing, and
transport functions. Explosive growth of telephony in this
era was fueled by invention and successful deployment of
equipment and systems such as digital computers, digital
switches, satellites, fiberoptics, Integrated Services Digi-
tal Network (ISDN), asynchronous transfer mode (ATM)
switches, and the Internet. These inventions revolution-
ized telecommunications, and drastically changed the way
people live and work. Great expansion of long-distance
telephony, automatic dialing, and introduction of intelli-
gent networking functions are among the achievements of
this era. As an example, only 1% of the ‘‘core network’’
in the United States in 1990 was developed in the first
75 years of ‘‘interconnection era.’’ The balance of 99% was
developed in the 40 years of ‘‘network era’’ [1].

The invention and rapid deployment of cellular radio
systems in the 1980s has paved the way for a new
era in telecommunications, the ‘‘era of access,’’ which
started roughly in 1990. This era is manifested by gradual
replacement of the primitive, costly, and difficult to install
and maintain wired (copper)-based local loops, to the
modern, relatively inexpensive, and easy to install wireless
local loops (WLLs). It is anticipated that in the near future
the majority of telephone services in the world will be
based on wireless access (fixed or mobile). Replacement
of wired local loop in a sense removes the bottleneck
of communications, paves the way for quick, efficient,
and economical introduction of other services such as
data and video, in addition to the traditional speech
communications, a process that expedites transformation
of our society into the Information Age.

Basic principles of WLL, including its technical,
economical, and regulatory aspects, are described in the
literature [1–6].

2. WLL PRINCIPLES

A wireless access system, which is also known as WLL,
fixed cellular radio, fixed wireless access (FWA), radio
in the local loop (RLL), is emerging as a modern access
method. Basic wireline and wireless access system models
are shown in Fig. 1. Inspection of this figure shows that a
multiple access radio system replaces the wires in the loop.

WLL systems consist of four basic building blocks:
(1) a ‘‘radio terminal’’ or ‘‘subscriber station,’’ the visible
transceiver device carried by or located near the user;
(2) a ‘‘radio base station,’’ which provides the ‘‘wireless’’
air interface between the subscriber and the network;
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Figure 1. Basic wireline and wireless access system
models. (Source: Ref. 2.)
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(3) a ‘‘network control subsystem,’’ which controls the
wireless access system; and (4) a ‘‘fixed network,’’ the
wired infrastructure to which the wireless system provides
access.

This scenario can be implemented at each location,
independent of other locations, to provide access to limited
number of subscribers. The large-scale implementation
in an area, however, requires application of spectrum-
efficient techniques. Modern WLL is therefore based on
principles of cellular radio.

2.1. The Cellular Radio Concept

Cellular radio has been developed for mobile telecommu-
nications, out of a need to increase system capacity and at
the same time conserve the scare radio spectrum. The con-
cept is very simple; a large geographic area is partitioned
into smaller local areas called ‘‘cells.’’ The block of radio
spectrum (normally consisting of hundreds of channels) is
also partitioned into smaller subblocks or ‘‘sets.’’ Channel
sets are then assigned to each cell. Two distant cells can
use the same channel sets without excessive interference
with each other. Repeated reuse of the same channel sets
throughout a service area results in drastic increases in
system capacity [7]. A mobile subscriber initializes a call
while moving in a given cell. When he crosses the cell
boundary, calls are ‘‘handed off’’ to the new base station
serving the new cell. This process of changing carrier fre-
quency is performed automatically, without any subscriber
action.

When telephone traffic in a service area increases, the
system capacity can be increased accordingly by ‘‘cell
splitting,’’ where new fixed antennas or base stations
are placed half-way between existing antennas, splitting
large calls into smaller cells. This process increases
frequency reuse and therefore system capacity. The cell
splitting process is gradual and nonuniform to reflect
the nonuniformity of telephone traffic and differences in
growth rate throughout a service area.

Cellular radio, originally developed for providing voice
communication to mobile (vehicular) subscribers, has
evolved since the early 1980s into a sophisticated wireless
engine capable of providing variety of services to both fixed
and mobile users. Basic principles are described by Lee [8]
and Rappaport [9].

2.2. Differences Between Fixed and Mobile Access

Application of cellular radio to WLL is similar to mobile
radio, with the exception that in WLL both ends of
transmission are normally fixed. This brings a number
of advantages [5]:

1. The handoff procedure is not implemented, resulting
in simplifications of system design and resource
management, and in reduction of system controller’s
processing capability requirements. It should be
noted that even if the user moves around moderately,
this advantage still applies since the coverage area
(or cell) does not change.

2. Both antennas are higher, resulting in a line-of-sight
link most of the time. Propagation loss is, therefore,
smaller, and coverage area is larger.

3. Fixed subscriber transceiver makes higher trans-
mission powers (as compared to mobile) possible.

4. Directional antennas can be implemented at sub-
scriber site, as well as at the base station. This
results in higher gain transmission to the desired
location, and limited interference to other sites using
the same frequency. Smaller overall interference
increases frequency reuse and system capacity.

5. Properties 2–4 (above) result in an increase in
coverage area. This reduces number of required
cells in an area, a great advantage for low-density
sparsely populated rural locations where system
capacity is not an issue.

6. Unlike mobile access, the nature of traffic is not
dynamic. This makes frequency planning easier and
more efficient.

7. Stationarity of the subscriber unit results in the
absence of short-term multipath fading channel
impairments. This results in better quality of
service.

In spite of a number of differences between WLL and
mobile wireless access, since both are based on the cellular
concept, a number of standards originally developed for
mobile subscribers have been successfully used for WLL
applications.
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2.3. WLL Subscriber Base and Types of Service

WLL can provide service to both developed industrial
nations, and developing countries.

In developed countries, where a reasonably extensive
wireline-based communication infrastructure is in place
and telephone penetration is high, WLL can be used
to provide cost-effective and easy-to-implement service
to low-density remote areas. It can also provide addi-
tional low-cost, quick-to-implement service to high-density
urban areas.

In developing countries where telephone penetration in
normally very low, building a copper-based infrastructure
is very expensive and time-consuming. WLL can provide
a suitable answer to the basic needs of developing
countries by injecting hundreds of thousands of lines
into each metropolitan area in a short span of time.
Rapid improvements in communication facilities of these
countries improve standards of living and reduce economic
gaps with developed nations [5]. Cellular radio layout
with large cells can also be implemented in remote areas
of developing countries to provide single-line service to
each village lacking telecommunication privileges. This
is the fastest and cheapest method to connect the rural
population to the communication network.

It should be noted that communication requirements
of developing and developed countries are different.
Developing countries mostly need voice telephone lines.
Service requirement emphasizes low cost and high
capacity, even if voice quality is to be sacrificed. In
developed industrial countries emphasis is on quality of
service and capability to provide new services. Although
WLL principles are the same for both, system design
aspects are different [10,11].

Low-capacity WLL systems, not based on cellular, have
been used for many decades to provide telecommunication
(voice) services to isolated and remote areas of both
developed and developing countries. More recently,
however, new communication services such as fax, data,
and video have grown tremendously. The explosive growth
of the Internet technology and services has resulted
in an increase in data transmission requirements of
modern offices and homes. Such services, a number
of which are broadband in nature, have changed
telecommunication needs of the subscribers, and have
brought new requirements on telecommunication facilities
and infrastructure. WLL is also capable of providing
these new services. For broadband applications, however,
availability of spectrum is an issue. Design concepts are
also different.

2.4. Advantages of WLL

Deployment of WLL is gaining momentum for providing
service to densely populated urban areas, as well
as sparsely-populated remote and rural areas [2–5].
Replacing the wires in the ‘‘last mile’’ of communication
with WLL results in the following major advantages:

1. Speed of Implementation. Installation of wired local
loops involves burial of wires underground, a time-
consuming process, especially for longer paths. In
WLL, on the other hand, radio units can be installed
quickly at both ends of transmission. The speed of
implementation within the radio coverage area is
insensitive to distance. WLL can be implemented
5–10 times faster than copper-based systems [2].

2. Small Initial Investment. Wired local loops require
large lumpy investments, as shown in Fig. 2. A
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Figure 2. Costs of wireline and wireless access systems versus time. (Source: Ref. 1.)
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large initial investment is required to lay down
main distribution cables, a capacity that remains
unused for long periods of time. Subsequent major
expansions also involve other lumps of added
investments, which bring no immediate return.
WLL, on the other hand, requires investments in
small increments to match growth in traffic (Fig. 2).
Roughly 20% of installation costs are related to
the infrastructure; the remaining 80% is spent at
the time when subscriber receives service, which
is followed by revenues and immediate return on
investment. These advantages make competition
feasible for small startup companies with limited
capital.

3. Cheap and Easy Maintenance. Operational costs of
WLL are considerably less than those of wireline
loops. One study shows a reduction of 25% per
subscriber per year [2]. This study shows that over
30% of trouble reports for wired networks are
related to distribution cable, drop wires, and in-home
wiring, which all can be eliminated in WLL-based
systems. Theft and vandalism of wired loops are
other types of loss for telephone companies, which
can be avoided by WLL.

4. Fast and Easy Substitution of Faulty Equip-
ment. Telecommunication facilities in WLL-based
systems are located either at the central office (CO)
or in customer premises. In wired loops under-
ground copper wires substitute a major portion of
the hardware. Repairs and substitutions in WLL are
therefore much faster.

5. Possibility of Deinstallation and Redeployment. If
subscriber demand in an environment declines,
wired loops are simply abandoned, with great capital
losses (Fig. 2). In WLL, on the other hand, equipment
consisting of radio units at both ends of transmission
can be removed and redeployed in other places.

6. Insensitivity to Subscriber’s Exact Location. Imple-
mentation of copper loops requires knowledge of
exact subscriber location, in contrast with WLL, in
which the subscriber only needs to be within the
radio coverage area.

7. Mobility of Subscriber. The emphasis of WLL is
on providing service to fixed terminals. The radio
loop, however, results in the added advantage of
subscriber mobility.

8. Variety of Services. The twisted pair of copper is
a primitive, very-low-capacity transmission medium
that has been used traditionally for single-channel
voice communication. Effective line capacity of wired
loops has been increased by introducing sophisti-
cated (and relatively expensive) digital subscriber
loop (DSL) modems at both ends of the loop. Still, the
wired loop provides a bottleneck for delivery of broad-
band video and high bit rate data to subscribers. In
radio loops, however, such broadband services can be
offered by deploying line-of-sight (LoS) transmission
at higher frequencies. Availability of spectrum is, of
course, an issue in WLL.

3. WLL TECHNOLOGY

Since large-scale deployment of WLL is based on cel-
lular radio, most techniques and technologies devel-
oped for mobile radio applications can be successfully
applied to WLL.

3.1. Access Methods

Three major channel access methods for cellular wireless
communications are frequency-division multiple access
(FDMA), time-division multiple access (TDMA), and code-
division multiple access (CDMA) [8,9].

Under an FDMA scheme the allocated band is divided
into a number of distinct channels, each one to be used as
a single-voice channel. Signals are therefore separate in
frequency but mixed in time. In FDMA, when all channels
in a cell are occupied, a new call is blocked. FDMA
with frequency modulated voice was applied successfully
to large-scale mobile telephony in the 1980s. Typically
500–1000 narrowband duplex channels were allocated to
a system.

In TDMA, which should better be labeled FDMA/TDMA,
the allocated band is first divided into a number of dis-
tinct physical channels. Unlike FDMA, however, each
physical channel is now used for time multiplexing of sev-
eral messages. Each user is assigned one of a number of
nonoverlapping time slots during which he/she can send or
receive digitized messages. Signals are therefore separate
in time but mixed in frequency. Transmitter and receiver
should have precise time synchronization to avoid inter-
channel crosstalk. A number of mobile cellular standards
operating on the FDMA/TDMA principle were developed
in the 1980s and implemented in the 1990s.

CDMA is a spread-spectrum technique, and there-
fore benefits from associated antinoise, antiinterference
capabilities. In CDMA signals are mixed both in time
and frequency. Each user in a cell is assigned a dis-
tinct code that has a large bandwidth. Codes have good
orthogonal properties. At the receiver a correlator is used
to correlate the received signal with a replica of the
transmitted code (for that particular user). The original
message is therefore reconstructed. One great advantage
of CDMA is its high capacity. In cellular CDMA, which
is also FDMA/CDMA in nature, every physical channel
is assigned to each cell. This process eliminates the need
for frequency planning, in addition to increasing capacity.
CDMA enjoys a ‘‘soft capacity limit,’’ in which an additional
user can always be accommodated at the expense of small
added interference to all other users in the same cell.
Successful implementation of CDMA requires accurate
synchronization and appropriate power control capabili-
ties. Performance and capacity of CDMA for mobile radio
applications were subjects of intense debate in the 1990s.
Only one major mobile radio standard based on CDMA
emerged in the 1990s. More recently developed wireless
communication standards are, however, based mostly on
CDMA technology.

TDMA and CDMA can each be either narrowband
or wideband. This refers to the width of each physi-
cal channel. Wideband schemes have higher capacities
and are capable of accommodating new high-bit-rate



WIRELESS LOCAL LOOP STANDARDS AND SYSTEMS 2951

nonvoice services. Implementation, however, is more dif-
ficult. Newly emerging wireless standards are wideband-
oriented.

WLL systems can operate in both frequency-division
duplex (FDD) and time-division duplex (TDD) modes.
In FDD a pair of duplex channels, widely separated in
frequency, are assigned to a user for two-way transmission.
In TDD the same physical channel is used for both
downlink (base-to-subscriber) and uplink (subscriber-to-
base) transmissions. Each subscriber using the physical
channel, however, sends and receives messages at
different time slots. With exceptions, most currently
working wireless systems operate on FDD mode. The
emerging systems use both FDD and TDD.

3.2. Resource Management

Successful deployment of large-scale WLL systems
depends on efficient use of scarce radio spectrum, which in
turn requires good channel assignment policies. There are
two major techniques: fixed channel assignment (FCA),
and dynamic channel assignment (DCA). Each technique
contains a number of variations, and a combination of the
two has also been suggested.

In FCA the available channels are partitioned into
blocks or ‘‘sets.’’ During initial planning of the system,
channel sets are assigned to each cell according to
forecast traffic requirements. Although initial planning
of FCA is sophisticated and requires knowledge of
traffic distributions throughout the service area, its later
operation is relatively simple. The great disadvantage of
FCA is its lower capacity (compared to that of DCA). This is
particularly true where traffic distribution is nonuniform.

In DCA all channels are assigned to every cell.
Channel assignment for each call is performed by a
central processor on an individual basis, after taking
interference limitation requirements of the system into
account. The advantage of DCA is minimal initial planning
and high capacity, especially where traffic distribution is
nonuniform in space, and changing with time. The major
disadvantage of DCA is elaborate call supervision, which
puts a heavy burden on the central processor for small-cell
high-capacity systems. With exceptions, current mobile
wireless systems use FCA. The emerging standards,
however, take advantage mostly of DCA.

All currently available wireless (fixed or mobile)
systems are based on circuit switching, where a dedicated
circuit is allocated to a user throughout the connection. The
circuit may be an FDMA channel, a time slot of a TDMA
channel, or a CDMA orthogonal code. On termination of
the call the circuit is marked ‘‘idle,’’ and later assigned to a
new user. The newly emerging standards operate on both
circuit-switching and packet-switching modes. In packet
switching there is no permanent connection for a user. A
number of calls are made using the same channel. This
channel is assigned to a number of users on a temporary
basis. Each user sends its information in ‘‘packets’’ at
assigned intervals. This scheme increases efficiency, and
hence capacity, but requires great call supervision and
sophisticated processing. Although packet switching can
be used for speech, it is more suitable for data transmission
applications, which are bursty in nature.

4. WLL STANDARDS

In principle any wireless personal communication stan-
dard can be used for WLL systems. The standards, how-
ever, are grouped in two major categories: standards based
on existing and emerging digital mobile radio systems, and
those based on proprietary radio technologies. The first
category covers open standards developed by recognized
standardization bodies. They provide network operators
with the freedom of supplying different subsystems from
different manufacturers. In the second category the entire
system is normally developed by a specific manufacturer
based on proprietary-developed standards.

4.1. Mobile-Radio-Based Standards

Wireless mobile communication is the fastest-growing
sector of the telecommunications industry, providing
service to over one billion customers worldwide. The
exponential growth in number of subscribers started in
early 1980s with commercial introduction of systems based
on the cellular radio principles.

Wireless cellular communications has undergone three
distinct phases of expansion, known as first, second, and
third generations:

First-generation (1G) systems, designed in the 1970s,
and commercially introduced in early 1980s, are
based on single-channel analog FM technology
with channel spacings of 25 or 30 kHz. Such
systems, which are still operating in parts of the
world, are used almost exclusively for duplex voice
transmissions.

Second-generation (2G) systems were designed primar-
ily in 1980s and commercially deployed in 1990s.
They are all based on digital technology, mak-
ing compact and power-efficient transceivers fea-
sible. The primarily vehicular-mounted units of the
first generation were, therefore, transformed into
personal portable units of the second generation.
Low-bit-rate data communication services are also
introduced in 2G.

Third-generation (3G) systems also operate on digital
technology principles. Higher bandwidths allocated
to 3G, combined with more sophisticated signal
processing techniques, have greatly improved capac-
ity and capabilities of wireless services. 3G is the
gateway to personal multimedia, in which stan-
dards are capable of providing speech, data, video,
and Internet services to wireless (mobile or fixed)
units. International coordination for standardization
of 3G has been performed by the ITU (Interna-
tional Telecommunications Union) in the framework
of IMT-2000 (International Mobile Telecommunica-
tions) plan. Implementation of 3G systems started
in 2002.

4.1.1. Major Second-Generation Standards. Major sec-
ond-generation mobile radio standards that are also
candidates for WLL are GSM, IS136, IS95 (high-power
systems, originally developed for providing service to high-
speed vehicular subscribers moving in outdoor large cell
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environments), and DECT, PACS, and PHS (low-power
microcellular systems, originally intended to provide
coverage to low-speed outdoor pedestrians, and indoor
users) [2]. Second-generation standards are reviewed by
Black [12].

Detailed evaluations of DECT, PACS, and PHS
standards have shown the suitability of all three for WLL
applications [6]. Basic parameters of second generation
standards are summarized below.

4.1.1.1. GSM (Global System for Mobile Communica-
tion). GSM, developed by CEPT (Conference Europenne
des Postes et Telecommunications) in the 1980s to serve as
a pan-European unified standard, evolved into a ‘‘model’’
digital mobile communications standard with the largest
subscriber base in the world. GSM was standardized
by ETSI (European Telecommunications Standard Insti-
tute). It operated in the FDD mode with 25 MHz band-
width (935–960 MHz for downlink, and 890–915 MHz for
uplink). Each band consists of 125 physical channels, each
200 kHz wide. Every physical channel operates in the
TDMA mode with 8 user channels, each 0.577 ms. wide,
forming 4.615-ms-long frames. Speech coding is RPE-LTP
(regular pulse excited–long-term prediction) with 13 kbps
(kilobits per second) for each subscriber. A combination
of CRC and rate- 1

2 convolution channel coding results in
a gross bit rate per channel of 22.8 kbps. Modulation is
Gaussian minimum shift keying (GMSK). GSM channel
assignment is fixed (FCA).

The success of original GSM standard, and insufficiency
of the original 900-MHz band resulted in introduction of
DCS-1800 (Digital Communication System). This stan-
dard occupies a duplex pair of bands, each 75 MHz
wide (1710–1785 MHz uplink, 1805–1880 MHz down-
link). Each band, therefore, accommodates 375 channels
with channel spacing of 200 kHz. All other parameters of
DCS-1800 are identical to those of GSM. More details on
GSM standard can be found in studies by Black [12] and
Mehrotra [13].

4.1.1.2. North American TDMA Digital Cellular (IS136).
The TDMA-based IS136 standard was developed by
TR45.3, a subcommittee of the EIA/TIA (Electronic Indus-
try Association/Telecommunications Industry Association)
in the United States. IS136 is compatible with the analog,
first-generation system AMPS (advance mobile phone ser-
vice). It operates in two frequency bands (869–894 MHz
uplink, 824–849 MHz downlink). There are 832 physi-
cal channels with a channel spacing of 30 kHz (the same
as analog FM channels used in AMPS). Channel assign-
ment is FCA. Each channel accommodates three users
in TDMA mode with a channel bit rate of 48.6 kbps.
TDMA frame length is 40 ms, speech coding is VSELP
(vector sum excited linear predictive), channel coding is
rate- 1

2 convolution, and modulation is π /4-DQPSK (dif-
ferential quadrature phase shift keying). The standard
provides flexibility to accommodate six users in the same
30-kHz band. Black has reported the details of this stan-
dard [12].

4.1.1.3. North American CDMA Digital Cellular Cdma-
One (IS95). This is the first CDMA digital cellular

standard in the world, developed by Qualcomm Inc. in
the United States, and standardized by Subcommittee
TR45.5 of the EIA/TIA in 1993. The standard uses the
same 800-MHz band as analog AMPS and digital TDMA
IS136 standards. Each duplex band of 25 MHz is, however,
divided into 20 channels, each 1.25 MHz wide. Each
channel provides service to a number of users, which
are each assigned a distinct code. The technique is based
on direct-sequence spread spectrum in which the 9.6-kbps
user data are converted to 1.2288 Mcps (million chips per
second), occupying one 1.25-MHz physical channel. Frame
length is 20 ms, speech coding is QCELP (Qualcomm
code excited linear predictive), channel coding is rate- 1

2 / 1
3

convolution in the downlink/uplink paths, and modulation
is OQPSK (offset QPSK). Channel assignment of IS95
is DCA. More details of the standard are reported by
Black [12].

4.1.1.4. DECT (Digital Enhanced Cordless Telecommu-
nications). DECT is a European standard also developed
by ETSI. It is designed to operate in the 1880–1900-MHz
frequency band, with flexibility to use other close bands.
It is based on the TDMA-TDD principle. The number of
carriers is 10, and carrier separation is 1726 kHz. The
transmission rate is 1152 kbps, and the number of TDMA
channels for each carrier is 12. Therefore, the total num-
ber of voice channels is 120 (10 carriers × 12 time slots per
carrier). Speech coding is 32 kbps ADPCM (adaptive differ-
ential pulse code modulation), and modulation method is
GFSK (Gaussian frequency shift keying). Channel assign-
ment is dynamic. Maximum transmission power of the
base and portable is 250 mW, where dynamic power con-
trol reduces it down to 60 mW. This, however, is peak
power used during the transmission of a time slot. Aver-
age power is ≤10 mW, resulting in long battery usage
before recharge. Normal cell radius in DECT is several
hundred meters. For each voice connection two time slots
are used for two-way transmission. In the other 22 time
slots the portable unit scans and evaluates other channels
for handover to a better channel when available. More
information about DECT can be found in the article by Yu
et al. [14].

4.1.1.5. PACS (Personal Access Communication Sys-
tem). PACS has been developed in the United States
and was standardized by the JTC (Joint Technical Com-
mittee) in 1994. It operates in two wide duplex bands
1850–1910 MHz (uplink) and 1930–1990 MHz (down-
link). These bands were allocated by the FCC (Federal
Communications Commission) in three paired 5-MHz
and three paired 15-MHz bands for licensed wideband
PCS applications. Also a 10-MHz band (1920–1930 MHz)
has been allocated for unlicensed TDD operation. The
air interface of PACS allows FDD operation in the
licensed band and TDD operation in the unlicensed
band [15].

The PACS standard is based on FDD-TDMA
(frequency-division duplex) with 200 channels (carrier
separation of 300 kHz). Modulation and speech cod-
ing are π /4-QPSK (quadrature phase shift keying)
and 32 kbps ADPCM (adaptive pulse code modula-
tion), respectively. Bit rate per channel is 384 kbps.



WIRELESS LOCAL LOOP STANDARDS AND SYSTEMS 2953

Table 1. Basic Parameters of the Second-Generation Wireless Standards

High-Power Macrocellular Low-Power Microcellular

System GSM IS136 IS95 DECT PACS PHS

Frequency band
(MHz)

935–960
890–915

869–894
824–849

869–894
824–849

1880–1900 1850–1910
1930–1990

1895–1918

Standardization
body

ETSI EIA/TIA
TR45.3

EIA/TIA
TR45.5

ETSI JTC ARIB

Duplex method FDD FDD FDD TDD FDD TDD

Access method FDMA/TDMA FDMA/TDMA FDMA/CDMA FDMA/TDMA FDMA/TDMA FDMA/TDMA

Number of carriers 124 832 20 10 200 77

Carrier separation
(kHz)

200 30 1250 1728 300 300

Modulation GMSK π/4-DQPSK QPSK GFSK π/4-QPSK π/4-QPSK

Rate per channel
(kbps)

270.83 48.6 1228.8 1152 384 384

Frame time (ms) 4.615 40 20 5 + 5 2.5 2.5 + 2.5

Slots per frame 8/16 3/6 1 12 + 12 8 4 + 4

Speech coding type
and rate (kbps)

RPE-LTP, 13 VSELP, 7.95 QCELP, 9.6 ADPCM, 32 ADPCM, 32 ADPCM, 32

Channel coding Rate- 1
2

convolution
Rate- 1

2
convolution

1
2 forward

1
3 reverse

CRC CRC CRC

Channel
assignment

FCA FCA DCA DCA QSAFA DCA

Modulation
efficiency
(bps/Hz)

1.35 1.62 0.98 0.67 1.28 1.28

Handoff strategy Mobile-assisted Mobile-assisted Mobile-assisted Mobile-controlled Mobile-controlled Mobile-assisted

Channel assignment is quasistatic autonomous fre-
quency assignment (QSAFA/DCA) [15]. The standard
is designed for low mobility applications. However,
operation at high speed (several tens of kilometers
per hour) is also possible. Maximum transmission
power of the portable unit is 200 mW, and average
power is 25 mW. More details about PACS have been
reported [14,15].

4.1.1.6. PHS (Personal Handy-Phone System). PHS
is the Japanese-developed standard operating in the
1895–1918-MHz band. PHS was envisioned as an effi-
cient low-cost cordless and portable phone system. In late
1993 RCR (Research and development Center for Radio
systems), currently known as ARIB (Association of Radio
Industries and Businesses), approved the RCR STD-28
standard. The interface for connection to the network
was subsequently completed by the TTC (Telecommuni-
cation Technology Committee), and trial systems started
operation. The first commercial system was implemented
in mid-1995. Since then, PHS has experienced explosive
growth in Japan, reaching a market size of over 8 million
in 1999.

PHS is based on the TDMA-TDD principle with 77
channels (carrier separation of 300 kHz). Bit rate is
also 384 kbps, and modulation is π /4-QPSK. Speech
coding is 32 kbps ADPCM and channel assignment is
dynamic. Each physical channel can be used as four traffic

channels in the TDMA mode. Details of PHS are reported
in Ref. 16.

Table 1 summarizes parameters of the six major high-
power and low-power second-generation digital cellular
standards.

4.1.2. Major Third-Generation Standards. The unparal-
leled success and exponential growth in first-generation
mobile communication systems in the early 1980s necessi-
tated initiation of collective efforts in developing standards
that could be used internationally to realize the slogan of
PCS (personal communication services), wireless access of
‘‘any kind, to any one, and at any where.’’ Such efforts
were initiated at the ITU in 1985 in the framework of
FPLMTS (future public land mobile telephone systems),
which was later renamed IMT-2000. The goals set at IMT-
2000 was to provide flexible and spectrum efficient voice
and data services to wireless users. The minimum bit
rate requirements for outdoor high-speed macrocellular,
outdoor pedestrian microcellular, and indoor picocellu-
lar environments are 144 kbps, 384 kbps, and 2 Mbps,
respectively.

To satisfy the needs of a large international subscriber
base requires two-way transmission of low-to-high bit
rate data and video in addition to conventional voice
telephony. The ITU allocated 230 MHz in the 2 GHz
band at WARC’92 (World Administrative Radio Con-
ference). The frequency bands are 1885–2025 MHz and
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2110–2200 MHz. To provide global coverage and roam-
ing capabilities, both terrestrial and satellite links were
considered.

Many proposals were submitted to the ITU, and a
number of standards capable of fulfilling the IMT-2000
vision emerged in the late 1990s. The three major
standards, two of them based on wideband CDMA, and
one on wideband TDMA, are described in this section. The
degree of suitability of each standard for WLL applications
is yet to be determined. However, the anticipated large-
scale deployment of equipment based on these standards,
which results in introduction of economically attractive
systems, coupled with the capability to provide new higher
bit rate services, make these standards suitable candidates
for future WLL systems.

Major third-generation standards have been described
[17,18].

4.1.2.1. European-Based WCDMA (Wideband CDMA).
This standard, which is also supported by the Japanese
wireless industry, has been developed by ETSI in
the framework of the European UMTS (Universal
Mobile Telecommunication Systems) project. UMTS is
the European version of IMT-2000. WCDMA operates
in the paired band of the IMT-2000 spectrum based on
FDD. It uses 5-, 10-, 15-, and 20-MHz-wide channels,
and operates at chip rates of 1.024, 4.096, 8.192, and
16.384 Mcps. Frame length is 10 ms. Provisions are made
for multirate and packet data services. The standard
is backward-compatible with GSM. Yang has described
the basic principles and applications of CDMA [19].
Detailed descriptions of WCDMA are provided by other
authors [20,21].

4.1.2.2. North American WCDMA Standard Cdma2000.
The cdma2000 standard was finalized by the Subcommit-
tee TR45.5 of the TIA Engineering Committee TR45 in the

United States in March 1998. It is backward-compatible
with the cdmaOne (IS95) standard. Provisions for packet
data transmission are provided, channel bandwidths are
N × 1.25 MHz (N = 1, 4, 8, 12, 16), and chip rates are
1.2288, 3.6864, 7.3728, 11.0593, and 14.7456 Mcps. Frame
length is 20 ms.

4.1.2.3. North American UWC-136 (Universal Wireless
Communications). The UWC-136 standard, prepared by
Subcommittee TR45.3 of the TIA, is a family of
technologies based on TDMA. It consists of (1) the IS136
standard with 30-kHz channels for speech and data below
28.8 kbps; (2) IS136+, which again uses 30-kHz channels
for speech and data (bit rates, however, are increased to
64 kbps applying M-ary modulation; (3) IS136 HS (high
speed) for outdoor vehicular applications using 200 kHz
wide channels (data rates of ≤384 kbps are possible;
duplex policy is FDD); and (4) IS136 HS indoor, in which
the 1.6-MHz-wide channels make data rates up to 2 Mbps
feasible. FDD and TDD methods are both used. IS136 HS
is also compatible with GSM, using the same frame length
of 4.615 ms.

The basic parameters of major 3G standards are
summarized in Table 2. Further details can be found in
the literature [17,18].

4.2. Proprietary Radio Interface Standards

These standards are developed by private organizations
to replace the existing wired loops. Such standards
cover a wide range of carrier frequencies, radio interface
technology, transmission rates, range, performance, and
types of service. Major standards cited by the ITU are
Nortel Proximity I-Series, SR Telecom’s SR 500, and
TRT/Lucent Technologies IRT [2]. Other major systems
cited by Webb [3] are Innowave Multigain, Airspan,
Lucent AirLoop, Interdigital Broadband CDMA, and
Granger CD2000. An overview of these standards and

Table 2. Basic Parameters of the Third-Generation Wireless Standards

UWC-136

System WCDMA Cdma2000 IS136+
IS136 HS

Outdoor/Vehicular
IS136HS

Indoor

Backward compatibility GSM CdmaOne (IS95) IS136

Standardization body ETSI EIA/TIA TR45.5 EIA/TIA
TR45.3

Access method WCDMA WCDMA TDMA

Carrier separation 5, 10, 20 MHz 1.25, 5, 10, 15, 20 MHz 30 kHz 200 kHz 1.6 MHz

Maximum user bit rate
per code or channel

480, 960, 1920 Kbps 1.0368 Mbps 64 Kbps 384 Kbps 2 Mbps

Maximum user bit rate
(multicode)

2 Mbps 2 Mbps N/A

Chip rate (Mcps) 1.024, 4.096, 8.192,
16.384

1.2288, 3.6864, 7.3728,
11.0593 direct spread
n × 1.2288
(n = 1,3,6,9,12) for
multicarrier

N/A

Frame length (ms) 10 20 40 4.615 4.615
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details of their basic parameters have been presented by
the ITU [2] and Webb [3].

5. WLL SPECTRUM AND CAPACITY

Large-scale deployment of WLL depends on availability
and efficient use of the radio spectrum. Wireless
access systems, fixed and mobile, operate in the wide
frequency range of 400 MHz–40 GHz. A number of analog
FM systems based on European standards operate at
400 MHz. IS136 mobile cellular uses the 800-MHz band,
while GSM operates at 900 MHz. Point-to-multipoint
radio in the loop has been designed at 1.4 GHz. The
1.8–1.9-GHz bands are used for GSM, DECT, and PHS
standards. A wide band at 2 GHz has been allocated
by the ITU for global implementation of IMT-2000
standards. Multipoint distribution systems (MDSs) and
point-to-multipoint radio also operate at 2.4, 2.5, 2.6, and
10.5 GHz. Finally, 28- and 40-GHz bands are used for
local multipoint communications and distribution systems
(LMCS/LMDS) [2]. Most of these frequencies, especially
lower bands, have been developed for mobile users;
however, they are either being used, or have the potential
of being used for WLL-type applications.

Capacity is the most critical issue in wireless
personal communications, fixed or mobile. Cellular radio
architecture provides high capacities because of its
spectrum efficiencies [22]. It has been shown by an
example that even the relatively low capacity cellular
analog FM standards are capable of providing millions of
fixed WLL-type telephone lines in a metropolitan area if a
reasonably large frequency band is allocated [5]. Capacity
of digital cellular systems is higher than analog because
(1) speech coding reduces bandwidth per subscriber, and
(2) channel coding results in smaller signal-to-interference
requirements, which in turn decreases minimum reuse
distance, and further increases capacity.

Performance and capacity of DECT, PACS, and PHS
standards for WLL applications have been reported [6].
Detailed qualitative and quantitative evaluations indicate
that all three standards provide satisfactory performance
for WLL applications. For low-traffic environments, PACS
which can employ larger cells performs better than the
other two standards. In suburban areas where in addition
to coverage capabilities capacity is an issue, DECT has
better performance. For high-traffic-density urban areas
with great capacity requirements, the three standards all
have good performance [6].

TDMA systems have higher capacity than do FDMA
systems. In CDMA more interference can be tolerated,
which boosts capacity even higher. The CDMA-versus-
TDMA capacity of cellular mobile radio systems was a
subject of intense debate in the 1990s. Real capacity
evaluations are difficult due to a large number of
parameters and assumptions. It has been suggested [3]
that capacity of CDMA for WLL applications is 1.4–2.5
times that of TDMA. Cell sectorization results in even
further CDMA capacity improvements.

Capacities of cellular mobile and fixed WLL have been
compared with reference to detailed calculations [10,11].
In one study, the capacities of the IS136 (TDMA), GSM

(TDMA), and IS95 (CDMA) standards were evaluated in
detail and compared for both fixed and mobile access [10].
CDMA WLL capacity (measured in erlangs per cell per
MHz) was found to be about 2.5 times that of IS136, and
about 5.4 times that of GSM. Detailed analysis [11] has
shown that capacity of WLL is not necessarily higher than
that of mobile if FDMA or TDMA is used. It is higher
if CDMA is applied. For WLL applications alone, CDMA
always provides higher capacity than does TDMA [11].

Many advantages of CDMA have made it the major
access method for the emerging third-generation wireless
mobile standards. CDMA is also expected to be access of
the choice for WLL applications in years to come.

6. ECONOMICS OF WLL

Successful deployment and operation of any communica-
tion system depends on its economic viability. In a typical
system the operator makes an initial capital investment
to build the initial infrastructure for a system that will
grow and provide service to a large number of subscribers
in the future. Interest should be paid on the capital sum
until the network becomes profitable. Revenues increase
as customer base increases. There are also ongoing main-
tenance, upgrade, and marketing costs associated with
operation of the system.

A typical communication system consists of a core
network of switching and transmission equipment for
backhaul connections, and the access part, which connects
the subscriber to the network. The network cost is
approximately the same for wired and wireless loops.
The per subscriber cost of the core network, estimated at
$30–$60 for a large network of half a million users [3], is
insignificant as compared to the cost of access. Detailed
cost evaluations are complex for both wired and wireless
access (especially wired) because of the large number of
interrelated parameters. It is also changing with time as
a result of inflation and changes in technology. However,
one can compare the two by elaborating on the involved
parameters of each, and by looking at their trends.

6.1. Cost of Wired Loops

The copper-based wired loops require lumps of invest-
ments to lay down main cables to support a future large
subscriber base. The cost of unused capacity and the inter-
est payments on the initial large capital makes competition
stiff for small-size new operators. The cost per line of the
access varies greatly, depending on the number of cus-
tomers, length of loop, and type of terrain. As an example,
analysis of cable costs for 30 rural area sites in the United
States in 1990 showed a per line cost as low as $834 and as
high as $50,000. The average per line cost for all 30 sites
covering 8282 subscribers was $3102 [1]. Looking at the
trends, however, it can be shown that cost per access line
increases almost linearly as a function of length of access
line, up to a point where it takes a jump as a result of
required loading coils. From that point it increases almost
linearly, although with a larger slope due to the required
shift to larger gauge cable. Increasing the distance results
in another jump for insertion of additional loading coils,
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and a subsequent exponential increase afterward due to
even larger gauge cable, and due to the fact that very long
loops normally involve higher costs because of difficult
terrain [1].

The per line cost of wired loops in a flat area normally
decreases as penetration (subscriber density) increases.
Simple calculations by Webb [3] indicate that in an
environment where houses are located adjacent to each
other, cost per subscriber increases from $450 to $1650
when penetration decreases from 100% to 20%.

6.2. Cost of Wireless Loops

In wireless local loops, investments are made in small
increments, matching growth in traffic (Fig. 2). The
large idle initial investment can, therefore, be avoided.
Subsequent interest payment on investment is also
considerably smaller. Installation costs are divided
typically 20% on infrastructure (initial investment for
base station equipment) and 80% on subscriber (paid
when the customer receives service, which is immediately
followed by generated revenue). These factors make
WLL particularly attractive for low-capital new-entrant
operators.

The cost of wireless access also depends on a number
of factors, including type of access and subscriber density.
Per subscriber costs are lowest for low-power microcellular
systems operating in dense outdoor urban areas and in
indoor environments. The cost is highest for megacellular
satellite systems providing coverage to low-density rural
areas. The most important aspect of WLL cost is that it is
distance-insensitive. If a subscriber is within the coverage
area of a base station, its distance to the base does not
affect cost.

The cost of WLL can be divided into ‘‘shared’’ and
‘‘dedicated.’’ Shared costs are those allocated to a number
of subscribers, such as base station equipment. Dedicated

costs are per subscriber costs such as terminal transceiver
and antenna. Calhoun [1] subdivided WLL costs into the
following five major categories:

1. Common equipment costs, such as power supplies,
base station antennas, and central processor for
system control. This type of cost does not vary with
the size of the system.

2. Traffic-sensitive equipment costs — costs mainly for
RF channel hardware (base station transceiver or
radio units), the cost of which depends on the number
of subscribers and average traffic statistics.

3. Per subscriber equipment costs — costs related to
equipment purchased one unit per subscriber. This
includes subscriber transceiver, and line card to
interface the central office.

4. Ancillary materials and labor — includes costs for
the pole, antenna, and power supply, all installed
in customer premises, and dedicated to a single
customer, or shared by a number of customers at
the same location.

5. Overhead charges — costs charged as a standard
percentage of the total value of a project.

This cost structure is depicted in Fig. 3. A simple but
effective formula to estimate cost of wireless loops is also
provided by Calhoun [1]. The total project cost R is given by
R = AX + BY + C, where X is the number of subscribers
and Y is the number of radio channels. A, B, and C are
equipment cost of the per subscriber equipment (item 3
above), equipment cost of per RF-channel equipment
(item 2), and cost of the common equipment (item 1),
respectively. The relationship between X and Y is not
fixed; it depends on the user calling habits (average holding
times) and on the grade of service (blocking probability).

Common
equipment

System
controller

and
database

Line/trunk
interface

Trunk facilities
Base
radio

channel
modules

Subscriber
transceiver

Power
supply

Per subscriber
(for line) or

traffic sensitive
(for trunk)

Traffic
sensitive

Traffic
sensitive

Common
equipment

Base
antenna, tower

Per subscriber

Ancillary
subscriber

site
equipment
(antenna,
pole, line)

Figure 3. Major components of WLL for cost categorization. (Source: Ref. 1.)
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Using this approach, one can deduce that total per
subscriber cost is high for small X; it decreases rapidly as
X increases, and reaches a lower limit (saturation point)
where cost of subscriber station plus traffic-sensitive base
station cost are dominant cost factors.

6.3. Comparison Between Wired and Wireless Costs

The costs of wired and wireless loops are both decreasing
functions of subscriber density (number of subscribers
per square kilometer). Comparison of wireless and
wireline systems in terms of capital (installation) cost
is provided in Fig. 4. Cost per subscriber of WLL in
the 1990s was lower than in the 1980s because of
mass production of cellular equipment and the ‘‘negative
inflation’’ phenomena associated with electronics. Figure 4
shows a breakpoint around 100 subscribers per square
kilometer. As time passes, this breakpoint is expected
to shift even further to the right (i.e., WLL becomes
economically superior for even larger subscriber densities).
The reason is that wired loop economy depends on the cost
of raw material (copper) and labor, both of which increase
with time. WLL economy on the other hand, is governed
by the ‘‘negative inflation’’ phenomena associated with
electronics.

A case study comparing economy of two access methods
is provided by Webb [3]. Three flat areas representing a
range of housing densities (high-density, medium-density,
and low-density) were considered. It has been shown
that in each case when penetration (fraction of houses
subscribing to the service) decreases from 25% to 10%,
cost per subscriber of cable access increases almost linearly
with a modest slope. When penetration decreases below
10%, slope of the cost curve rises sharply. The cost of
WLL, however, remains almost the same for penetrations
of 5–25%. This comparative study also indicates that per
subscriber cost of wired loops is much more sensitive to
housing density, as compared to the cost of wireless loops.

Another study shows that a combination of wired
and wireless loops provides best economic solutions for
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Figure 4. Cost versus subscriber density for wireline and
wireless access systems. (Source: Ref. 2.)

a number of cases [1]. In this study relative cost is
plotted as a function of percentage of wireless loops,
ranging from 0 to 100%. There is an optimum percentage
point where the cost is lowest. The optimum point,
however, is very sensitive to the individual case, and
to the governing parameters and assumptions. It is
important to note that capital (installation) cost is only
one aspect of economic feasibility. A valid comparison
of the two access methods should be based on ‘‘annual
lifetime cost,’’ which contains capital cost, operating
cost, and replacement cost. Such analysis points further
at the superiority of WLL [2]. It is estimated that up
to 80% of a telephone company’s total maintenance
cost is allocated to the local loop. WLL represents
great savings in maintenance costs since the expensive
operations associated with digging the ground and
replacing wires are totally eliminated. Operating expenses
can be reduced by as much as 25% per subscriber per
year in WLL [2]. Considering lifetime cost per subscriber
instead of installation costs alone makes WLL superior
to wireline-based networks for subscriber densities below
approximately 200–400 subscribers per square kilometer.
The exact position of the crossover point depends on
specific assumptions, distribution of subscribers, and
traffic levels.

A major conclusion is that ‘‘Wireless access based
systems are cost-effective for the provision of telephony
services to typical residential subscribers, particularly
in rural and suburban areas, or for new entrants
in competitive urban markets’’ [2]. Economic feasibility,
combined with other advantages described before, makes
WLL access the access of choice in most cases. Large-scale
deployment, however, is subject to availability of radio
spectrum.

7. BROADBAND APPLICATIONS OF WLL

For over 100 years telecommunication systems have been
dominated by ‘‘telephony,’’ that is, two-way transmission
of voice. More recently, however, delivery of broadband
services such as high-speed Internet and video to the
home and office has become increasingly important. Fixed
wireline operators are considering digital subscriber tech-
niques such as ADSL (asymmetric digital subscriber line)
to increase capacity of copper lines [23]. Very-high-bit-rate
services to subscribers can also be delivered by fiberoptic-
based techniques such as FTTC (fiber to the curb) and
FTTH (fiber to the home). These techniques, however,
share many disadvantages with the copper-based local
loops.

Subject to allocation of sufficient radio spectrum, WLL
is also capable of providing broadband services. It should
be noted that ‘‘broadband’’ is not a well-defined term. In
voice-oriented mobile telephony, transmission rates above
100 Kbps are considered as ‘‘high bit rates.’’ For cable
operators, broadband is 8 Mbps or higher.

Technical and economical aspects of broadband WLL,
along with a forecast of future are provided by Webb [3].
Third-generation mobile wireless standards provide a
peak data rate of 2 Mbps in indoor picocellular envi-
ronments at the 2-GHz band. This rate provides limited
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multimedia capabilities. The emerging new broadband ser-
vices, however, require higher data rates. As an example,
in 1997 the ETSI established the BRAN (Broadband Radio
Access Network) project in Europe [24]. The purpose of
the project was to utilize broadband LAN (local-area net-
work) technology and broadband fixed radio access to
provide mechanisms for delivery of multimedia services
to subscribers. In the framework of the BRAN project
HiperAccess was suggested for WLL systems. The BRAN
project came to the conclusion that a peak data rate of
25 Mbps is sufficient for most broadband user-oriented
applications (1.5–6 Mbps for video applications, 2 Mbps
for Web browsing, 10 Mbps for corporate access, and up
to 25 Mbps for LAN connections). Such high bit rates,
however, require transmission at much higher frequen-
cies (say, above 10 GHz), for which technology is evolving.
Simple calculations [3] have shown that for economic via-
bility of broadband WLL services, assignment of radio
spectrum at least 10 times the bandwidth offered to a
user is required. A major conclusion is that ‘‘for typi-
cal assignments in the frequency bands of 10 GHz and
above, bandwidths of 10 MHz per subscriber, using WLL
would seem readily achievable’’ [3]. A number of standards
for broadband WLL are being developed, and a number of
broadband proprietary WLL products are being introduced
to the market [3]. It is safe to expect widespread deploy-
ment of broadband WLL-based systems and services in
the near future.

8. CONCLUSIONS

In this tutorial presentation the basic principles and
applications of fixed wireless access, or WLL, were
reviewed. WLL technology, standards, spectrum efficiency,
capacity, and economics were described.

A major conclusion is that WLL is an efficient and
economically feasible alternative for wired local loops.
Major second-generation mobile radio standards, as well
as proprietary radio interface standards, have been
deployed in WLL applications. Third-generation mobile
radio standards and emerging broadband WLL standards,
mostly based on wideband CDMA, are potential candidates
for providing voice and data services to subscribers in high-
density urban areas, as well as sparsely populated rural
areas.

BIOGRAPHY

Homayoun Hashemi received the B.S.E.E. degree from
the University of Texas at Austin in 1972, and the M.S.
and Ph.D. degrees in Electrical Engineering and Computer
Sciences, and the M.A. degree in Statistics, all from the
University of California at Berkeley, in 1974, 1977, and
1977, respectively. He joined Bell Telephone Laboratories,
Holmdel, New Jersey in 1977, where he was involved in
system design for high-capacity mobile telephone systems.
Since 1979 he has been a faculty member at Sharif Univer-
sity of Technology in Teheran, Iran, where he is currently
a full Professor of Electrical Engineering. Dr. Hashemi has

done research on different aspects of wireless communica-
tions, with emphasis on propagation modeling. His chan-
nel simulator package SURP has been used internationally
in the design of digital cellular radio communication sys-
tems. He spent one year at NovAtel Communications Ltd.
in Calgary, Canada in 1990, the summers of 1992 and 1994
at the Electrical Engineering Department of the Univer-
sity of Ottawa, and the summer of 1993 at TRLabs in
Calgary. During these visits he defined and supervised
three major projects; in each of these projects the largest
propagation database of its kind in the world, even to
this date, was set up and analyzed. He received the ‘‘Best
Paper Award’’ at the IEEE, VTC’99 Conference, and the
IEEE Vehicular Technology Society’s Neal Shepherd Best
Propagation Paper Awards in 2000 and 2001.

BIBLIOGRAPHY

1. G. Calhoun, Wireless Access and the Local Telephone Network,
Artech House, Norwood, MA, 1992.

2. International Telecommunications Union, Handbook on Land
Mobile (Including Wireless Access), Vol. I: Wireless Access
Local Loop, Radio Communication Bureau, 1996.

3. W. Webb, Introduction to Wireless Local Loop, 2nd ed.,
Broadband and Narrowband Systems, Artech House, 2000.

4. ITU, Draft Revision of Recommendation ITU-R F.757,
Basic System Requirements and Performance Objectives for
Cellular Type Mobile Systems Used as Fixed Systems (Fixed
Wireless Local Loop Applications of Cellular Type Mobile
Technologies), Document 9B/73, Jan. 1997.

5. H. Hashemi, K. Anvari, and M. Tabiani, Application of
cellular radio to telecommunication expansion in developing
countries, Proc. IEEE GLOBECOM’92 Conf., Orlando, FL,
Dec. 6–9, 1992, pp. 984–988.

6. O. Momtahan and H. Hashemi, A comparative evaluation of
DECT, PACS, and PHS standards for wireless local loop appli-
cations, IEEE Commun. Mag. 39(5): 156–163 (May 2001).

7. V. H. MacDonald, The cellular concept, Bell Syst. Tech. J.
58(1): 15–41 (Jan. 1979).

8. W. C. Y. Lee, Mobile Cellular Telecommunications Systems,
Analog and Digital, McGraw-Hill, New York, 1995.

9. T. S. Rappaport, Wireless Communications, Principle and
Practice, Prentice-Hall, 1996.

10. V. K. Garg and E. L. Sneed, Digital wireless local loop system,
IEEE Commun. Mag. 34: 112–115 (Oct. 1996).

11. W. C. Y. Lee, Spectrum and technology of a wireless local loop
system, IEEE Pers. Commun. Mag. 5: 49–54 (Feb. 1998).

12. U. Black, Second Generation Mobile & Wireless Technologies,
Prentice-Hall, 1998.

13. A. Mehrotra, GSM System Engineering, Artech House, 1997.

14. Ch. C. Yu et al., Low-tier wireless local loop systems — Part I:
Introduction, IEEE Commun. Mag. 35: 84–92 (March 1997).

15. A. R. Noerpel, Y. B. Lin, and H. Sherry, PACS: Personal
communications system — a tutorial, IEEE Pers. Commun.
Mag. 3: 32–43 (June 1996).

16. S. Sampei, Application of Digital Wireless Technologies to
Global Wireless Communications, Prentice-Hall, 1997.

17. P. Stavroulakis, Third Generation Mobile Telecommunication
System: UMTS & IMT-2000, Springer-Verlag, 2000.



WIRELESS LOCATION 2959

18. R. Prasad, Third Generation Mobile Communication Systems,
Artech House, 2000.

19. S. C. Yang, CDMA RF System Engineering, Artech House,
1998.

20. T. Ojanpera and R. Prasad, Wideband CDMA for Third
Generation Mobile Communications, Artech House, 1998.

21. H. Holma and A. Toskala, eds., WCDMA for UMTS, Radio
Access for Third Generation Mobile Communications, Wiley,
New York, 2000.

22. W. C. Y. Lee, Spectrum efficiency in cellular, IEEE Trans.
Vehic. Technol. 38(2): 69–75 (May 1989).

23. P. Kyees et al., ADSL: A new twisted pair access to the
information highway, IEEE Commun. Mag. 33: 52–60 (April
1995).

24. J. Haine, HiperAccess: An access system for the information
age, IEE Electron. Commun. Eng. J. 10(5): 229–235 (Oct.
1998).

WIRELESS LOCATION
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1. DEFINITION

Wireless location refers to obtaining the position infor-
mation of a mobile subscriber in a cellular environment.
Such position information is usually given in terms of geo-
graphic coordinates of the mobile subscriber with respect
to a reference point. Wireless location is also commonly
termed mobile positioning, radiolocation, and geolocation.

2. APPLICATIONS

Wireless location is an important public safety feature
of future cellular systems since it can add a number of
important services to the capabilities of such systems.
Among these services and applications of wireless location
are [e.g., 1–11]:

1. E-911. A high percentage of emergency 911 (E-
911) calls nowadays come from mobile phones [1,2].
However, these wireless E-911 calls do not get the same
quality of emergency assistance that fixed-network E-
911 calls enjoy. This is due to the unknown location
of the wireless E-911 caller. To face this problem, the
Federal Communications Commission (FCC) issued an
order on July 12, 1996 [1], which required all wireless
service providers to report accurate mobile station (MS)
location to the E-911 operator at the public safety
answering point (PSAP). According to the FCC order,
it is mandated that within 5 years from the effective
date of the order, October 1, 1996, wireless service
providers must convey to the PSAP the location of
the MS within 100 m of its actual location for at

least 67% of all wireless E-911 calls.1 It is also
expected that the FCC will further tighten the required
location accuracy level in the near future [3]. This FCC
mandate has motivated research efforts toward developing
accurate wireless location algorithms and in fact has
led to significant enhancements to the wireless location
technology [e.g., 4–11].

2. Location-Sensitive Billing. Using accurate location
information of wireless users, wireless service providers
can offer variable-rate call plans that are based on the
caller location. For example, the cell-phone call rate might
vary according to whether the call was made at home, in
the office, or on the road. This will enable wireless service
providers to offer competitive rate packages to those of
wire-line phone companies.

3. Fraud Protection. Cellular phone fraud has attained
a notorious level, which serves to increase the usage
and operation costs of cellular networks. This cost
increase is directly passed to the consumer in the
form of higher service rates. Furthermore, cellular
fraud weakens the consumer confidence in wireless
services. Wireless location technology can be effective in
combating cellular fraud since it can enable pinpointing
perpetrators.

4. Person/Asset Tracking. Wireless location tech-
nology can provide advanced public safety applications
including locating and retrieving lost children, Alzheimer
patients, or even pets. It could also be used to track valu-
able assets such as vehicles or laptops that might be lost
or stolen. Furthermore, wireless location systems could
be used to monitor and record the location of dangerous
criminals.

5. Fleet Management. Many fleet operators, such
as police force, emergency vehicles, and other services
including shuttle and taxicab companies, can make use of
the wireless location technology to track and operate their
vehicles in an efficient way in order to minimize response
times.

6. Intelligent Transportation Systems. A large number
of drivers on road or highways carry cellular phones while
driving. The wireless location technology can serve to
track these phones, thus transforming them into sources
of real-time traffic information that can be used to enhance
transportation safety.

7. Cellular System Design and Management. Using
information gathered from wireless location systems,
cellular network planners could improve the cell planning
of the wireless network based on call/location statistics.
Improved channel allocation could be based on the location
of active users [9,10].

8. Mobile Yellow Pages. According to the available
location information, a mobile user could obtain road
information of the nearest resource that the user might
need such as a gas station or a hospital. Thus, a cellular
phone will act as smart handy mobile yellow pages on
demand. Cellular users could obtain real-time traffic
information according to their locations.

1 The original FCC requirement was 125 m and was then
tightened to 100 m.
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3. WIRELESS LOCATION TECHNOLOGIES

Wireless location technologies fall into two main cate-
gories: mobile-based and network-based techniques. In
mobile-based location systems, the mobile station deter-
mines its own location by measuring signal parameters of
an external system, which can be the signals of cellular
base stations or satellite signals of the Global Positioning
System (GPS). On the other hand, network-based loca-
tion systems determine the position of the mobile station
by measuring its signal parameters when received at the
network cellular base stations. Thus, in the later type
of wireless location systems, the mobile station plays a
minimal or no role in the location process.

3.1. Mobile-Based Wireless Location

3.1.1. GPS Mobile-Based Location Systems. In GPS-based
location systems, the MS receives and measures the
signal parameters of at least four different satellites of
a currently existing network of 24 satellites that circle the
globe at an altitude of 20,000 km and which constitute the
Global Positioning System. Each GPS satellite transmits
a binary code, which greatly resembles a code-division
multiple-access (CDMA) code. This code is multiplied by
a 50-Hz unknown binary signal to form the transmitted
satellite signal. Each GPS satellite periodically transmits
its location and the corresponding timestamp, which it
obtains from a highly accurate clock that each satellite
carries. The satellite signal parameter, which the MS
measures for each satellite, is the time the satellite
signal takes until it reaches the MS. Cellular handsets
usually carry a less accurate clock than the satellite
clock. To avoid any errors resulting from this clock
inaccuracy, the MS timestamp is often added to the set
of unknowns that need to be calculated, thus making the
number of unknowns equal to four (three MS position
coordinates plus timestamp). This is why four satellite
signal parameters have to be measured by the MS.
Further information on the GPS systems is available in
the literature [12,13].

After measuring the satellite signal parameters, the
MS can proceed in one of two manners. The first is to
calculate its own position and then broadcast this position
to the cellular network. Processing the measured signal
parameter to obtain a position estimate is known as
data fusion. In the other scenario, the MS broadcasts the
unprocessed satellite signal parameters to another node
(or server) in which the data fusion process is performed to
obtain an estimate of the MS position. The later systems
are known as server-aided GPS systems, while the first
are known as ‘‘pure’’ GPS systems [14,15].

A general scheme for server-aided GPS systems is
shown in Fig. 1. The server-aided GPS approach is
successful in a microcell cellular environment, where
the diameter of cellular cells is relatively small (a few
hundred meters to a few kilometers). This environment
is common in urban areas. On the other hand, in
macrocell environments, which are common in suburban
or rural areas, base stations, and thus servers, are
widely spread out. This increases the average distance
between the MS and the server leading to ineffective
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Figure 1. Server-aided GPS location.

correction information. This is why, in many mobile-based
GPS location system designs, handsets have to support
both server-aided GPS and pure GPS location modes of
operation [e.g., 14].

GPS-based mobile location systems have the following
advantages. GPS receivers usually have a relatively high
degree of accuracy, which can reach less than 10 m with
differential GPS server-aided systems [16]. Moreover, the
GPS satellite signals are available all over the globe,
thus providing global location information. Finally, GPS
technology has been studied and enhanced for a relatively
long time and for various applications, and is a rather
mature technology. Despite these advantages, wireless
service providers may be unwilling to embrace GPS fully
as the principal location technology due to the following
disadvantages of GPS-based location systems:

1. Embedding a GPS receiver in the mobile handset
directly leads to increased cost, size, and battery
consumption of the mobile handset.

2. The need to replace hundreds of millions of handsets
that are already in the market with new GPS-
aided handsets. This will directly impact the rates
that the wireless carriers offer their users and can
cause considerable inconvenience to both users and
carriers during the replacement period.

3. The degraded accuracy of GPS measurements in
urban environments, when one or more satellites are
obscured by buildings, or when the mobile antenna
is located inside a vehicle.

4. The need for handsets to support both server-
aided and pure GPS modes of operation, which
increases the average cost, complexity, and power
consumption of the mobile handset. Furthermore,
the power consumption of the handset can increase
dramatically when used in the pure GPS mode.
Moreover, the need to deploy GPS aiding servers
in wireless base stations adds up to the total cost of
GPS-aided location systems.

5. GPS-based location systems face a political issue
raised by the fact that the GPS satellite network is
controlled by the U.S. government, which reserves
the right to shut GPS signals off to any given region
worldwide. This might make some wireless service
providers outside the United States unwilling to rely
solely on this technology.

3.1.2. Cellular Mobile-Based Location Systems. Cellular
mobile-based wireless location technology is similar to
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GPS based location technology, in the sense that the
MS uses external signals to determine its own location.
However, in this type of location systems, the MS relies
on wireless signals originating from cellular base stations.
These signals could be actual traffic cellular signals or
special-purpose probing signals, which are specifically
broadcast for location purposes. Although this approach,
which is also known as forward-link wireless location,
avoids the need for GPS technology, it has the same
disadvantages that GPS location systems have, which
is the need to modify existing handsets, and may even
have increased handset power consumption over that
of the GPS solution. In addition, this solution leads to
lower location accuracy than that of the GPS solution.
This makes cellular mobile-based location systems less
favorable to use by wireless service providers.

3.2. Network-Based Wireless Location

Network-based location technology depends on using
the current cellular network to obtain wireless user
location information. In these systems, the base stations
(BSs) measure the signals transmitted from the MS
and relay them to a central site for processing and
calculating the MS location. The central processing site
then relays the MS location information to the associated
PSAP, as shown in Fig. 2. Such a technique is also
known as reverse-link wireless location. Reverse-link
wireless location has the main advantage of not requiring
any modifications or specialized equipment in the MS
handset, thus accommodating a large cluster of handsets
already in use in existing cellular networks. The main
disadvantage of network-based wireless location is its

BS

BS

BS

MS

Central
processing

point

PSAP

Figure 2. Network-based wireless location.

relatively lower accuracy, when compared to GPS-based
location methods [3].

Network-based wireless location techniques have the
significant advantage that the MS is not involved in the
location-finding process; thus these systems do not require
any modifications to existing handsets. Moreover, they do
not require the use of GPS components, thus avoiding any
political issue that may arise from their use. However,
unlike GPS location systems, many aspects of network-
based location are not fully studied yet. This is due to
the relatively recent introduction of this technology. In
most of the rest of this article, we will focus on network-
based wireless location. First, we will review the MS signal
parameters that need to be estimated by the cellular base
stations and how these signals are combined to obtain a
MS location estimate, in data fusion, defined earlier. We
will also discuss the sources of error that limit the accuracy
of network-based location. Finally, we study different MS
signal parameter estimation techniques along with some
hardware implementation issues. Here, we may add that
although many of the studied aspects apply to both GPS-
based location and forward-link location, we will focus on
reverse link network-based location. From this point on
until the end of the article, we will refer to network-based
wireless location simply as wireless location.

4. DATA FUSION METHODS

Data fusion for wireless location refers to combining signal
parameter estimates obtained from different base stations
to obtain an estimate of the MS location. We will study
the conventional data fusion methods. The MS location
coordinates in a Cartesian coordinate system are denoted
by (xo

0, yo
0), with the superscript ‘o’ used to denote quantities

that are unknown and which we wish to estimate. These
coordinates can be estimated from measured MS signal
parameters, when measured at three or more base stations
(BSs). The coordinates of the nearest three BSs to the MS,
denoted by BS1, BS2, and BS3, are (x1, y1), (x2, y2), and
(x3, y3), respectively. Without loss of generality, the origin
of the Cartesian coordinate system is set to those of BS1:

(x1, y1) = (0, 0)

We will denote the time instant at which the MS starts
transmission as time instant to

0. This MS signal reaches the
three BSs involved in the MS location process at instants
to
1, to

2, and to
3, respectively. The amplitudes of arrival of

the MS signal at the main and adjacent sectors of BSi are
respectively denoted by Ao

i1 and Ao
i2, for i = 1, 2, 3.3 Data

fusion methods obtain estimates for the MS coordinates,
say, (x0, y0), by combining the MS signals through

(x0, y0) = g(t0, ti, Ai1, Ai2) (1)

3 In cellular systems, a sectored antenna structure is very
common. Each BS usually contains three different antennas,
with the main lobe of each antenna facing a different direction,
and with an angle of 120◦ between each of the directions. The
sector whose antenna faces a specific MS is termed the main
sector serving this MS. The sector next to the main sector from
the MS side is termed the adjacent sector.
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where {t0, ti, Ai1, Ai2} are estimates of {to
0, to

i , Ao
i1, Ao

i2} and
the function g depends on the data fusion method. The
resulting location error from the data fusion operation is
thus given by

e =
√

(x0 − xo
0)

2 + (y0 − yo
0)

2 (2)

One performance index, which is used to compare the
accuracy of data fusion methods, is the location mean-
square error (MSE), defined by

MSE = Ee2 = E[(x0 − xo
0)

2 + (y0 − yo
0)

2] (3)

Another performance index for data fusion methods is the
value below which the error magnitude, |e|, lies for 67%
of the time. In other words, it is the value of the error,
e67%, at which the error cumulative density function (CDF)
is equal to 0.67. The 67% error limit is the performance
index that is used by the FCC to set the required location
accuracy. Here we may add that for zero-mean Gaussian
errors of variance σ 2

e , we have

e67% = σe = √
MSE (4)

Several wireless location data fusion techniques have
been introduced since the late 1990s, all of which are based
on combining estimates of the time and/or amplitude of
arrival of the MS signal when received at various BSs.
These methods fall into the following categories:

• Time of arrival (ToA)
• Time difference of arrival (TDoA)
• Angle of arrival (AoA)
• Hybrid techniques

4.1. Time of Arrival (ToA)

The time of arrival (ToA) data fusion method is based on
combining estimates of the time of arrival of the MS signal,
when arriving at three different BSs. Since the wireless
signal travels at the speed of light (C), thus the actual
distance between the MS and BSi, ri, is given by

ro
i = (to

i − to
0)C (5)

where to
0 is the actual time instant at which the MS

starts transmission and to
i is the actual time of arrival

of the MS signal at BSi. Each ToA estimate, ti, serves to
form an estimate of the distance between the MS and the
corresponding BS as

ri = (ti − t0)C (6)

These estimated distances between the MS and each of
the three BSs are then used to obtain (x0, y0) by solving
the following set of equations:

r2
1 = x2

0 + y2
0 (7)

r2
2 = (x2 − x0)

2 + (y2 − y0)
2 (8)

r2
3 = (x3 − x0)

2 + (y3 − y0)
2 (9)

BS1

BS2

MS

Ambiguity resolved

BS3

BS2

MS

BS1
r3

r2

r1

(a) (b)

Figure 3. Some wireless location techniques: (a) TOA and (b)
AOA. The MS is positioned at the intersection of the loci.

Without loss of generality, it can be assumed that
r1 < r2 < r3.

Now, a conventional way of solving this overdetermined
nonlinear system of equations is as follows. First,
equations (7) and (8) are solved for the two unknowns
(x0, y0) to yield two solutions. As shown in Fig. 3a, each
equation defines a locus on which the MS must lie. Second,
the distance between each of the two solutions and the
circle, whose equation is given by (9) is calculated. Finally,
the solution that results in the shortest distance from the
circle (9) is chosen to be an estimate of the MS location
coordinates [4].

Although this method will help resolve the ambiguity
between the two solutions resulting from solving Eqs. (7)
and (8), it does not combine the third measurement r3 in
an optimal way. Furthermore, it is not possible to combine
more ToA measurements from BSs more than three.

This can be solved by combining all the available set of
measurements using a least-squares approach into a more
accurate estimate. This approach can be summarized as
follows. Subtracting (7) from (8), we obtain

r2
2 − r2

1 = x2
2 − 2x2x0 + y2

2 − 2y2y0

Similarly, subtracting (7) from (9), we obtain

r2
3 − r3

1 = x2
3 − 2x3x0 + y2

3 − 2y3y0

Rearranging terms, the previous two equations can be
written in matrix form as[

x2 y2

x3 y3

] [
x0

y0

]
= 1

2

[
K2

2 − r2
2 + r2

1
K2

3 − r2
3 + r2

1

]
(10)

where
K2

i = x2
i + y2

i (11)

Equation (10) can be rewritten as

Hx = b (12)

where

H =
[

x2 y2

x3 y3

]
, x =

[
x0

y0

]
, b = 1

2

[
K2

2 − r2
2 + r2

1
K2

3 − r3
2 + r2

1

]
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The solution of (12) is given by

x = H−1b

If more than three ToA measurements are available, it
can be verified that (12) still holds, with

H =




x2 y2

x3 y3

x4 y4
...

...


 , b = 1

2




K2
2 − r2

2 + r2
1

K2
3 − r2

3 + r2
1

K2
4 − r2

4 + r2
1...




In this case, the least-squares solution of (12) is given by

x = (HTH)−1HTb (13)

The ToA method requires accurate synchronization
between the BSs and MS clocks. Many of the current
wireless system standards only mandate tight timing
synchronization among BSs [e.g., 17]. However, the MS
clock might have a drift that can reach a few microseconds.
This drift directly reflects into an error in the location
estimate of the ToA method.

4.2. Time Difference of Arrival (TDoA)

Another widely used technique that avoids the need for
MS clock synchronization is based on time difference
of arrival (TDoA) of the MS signal at two BSs. Each
TDoA measurement forms a hyperbolic locus for the MS.
Combining two or more TDoA measurements results in a
MS location estimate that avoids MS clock synchronization
errors [e.g., 18–21].

We now illustrate how a closed-form location solution
can be obtained from TDoA measurements in the case
of three BSs involved in the MS location. The TDoA
measurement between BSi and BS1 is defined by

ri,1
�= ri − r1

= (ti − t0)C − (t1 − t0)C = (ti − t1)C (14)

Note that TDoA measurements are not affected by errors
in the MS clock time (t0) as it cancels out when subtracting
two ToA measurements. Equation (8) can be rewritten, in
terms of the TDoA measurement r2,1, as

(r2,1 + r1)
2 = K2

2 − 2x2x0 − 2y2y0 + r2
1

Expanding and rearranging terms, we get

−x2x0 − y2y0 = r2,1r1 + 1
2 (r2

2,1 − K2
2 )

Similarly, we can write

−x3x0 − y3y0 = r3,1r1 + 1
2 (r2

3,1 − K2
3 )

Rewriting these equations in matrix form we get

Hx = cr1 + d (15)

where

c =
[−r2,1

−r3,1

]
, d = 1

2

[
K2

2 − r2
2,1

K2
3 − r2

3,1

]

This equations can be used to solve for x, in terms of the
unknown r1, to get

x = H−1cr1 + H−1d

Substituting this intermediate result into (7), we obtain
a quadratic equation in r1. Substituting the positive root
back into the above equation yields the final solution for x.

If more than three BSs are involved in the MS location,
Eq. (15) still holds with

H =




x2 y2

x3 y3

x4 y4
...

...


 , c =




−r2,1

−r3,1

−r4,1
...


 , d = 1

2




K2
2 − r2

2,1

K2
3 − r2

3,1

K2
4 − r2

4,1...




which yields the following least-squares intermediate
solution

x = (HTH)−1HT(cr1 + d) (16)

Combining this intermediate result with (7), the final
estimate for x is obtained. A more accurate solution can be
obtained as in Ref. 19 if the second-order statistics of the
TDoA measurement errors are known.

4.3. Angle of Arrival (AoA)

In cellular systems, AoA estimates can be obtained by
using antenna arrays. The direction of arrival of the MS
signal can be calculated by measuring the phase difference
between the antenna array elements or by measuring the
power spectral density across the antenna array in what
is known as beamforming (see, e.g., reference [22] and the
works cited therein). Combining the AoA estimates of two
BSs, an estimate of the MS position can be obtained (see
Fig. 3b). Thus the number of BSs needed for the location
process is less than that of ToA and TDoA methods by
one. Another advantage of AoA location methods is that
they do not need any BS clock synchronization. However,
one disadvantage of using antenna-array-based location
methods is that antenna array structures do not currently
exist in second-generation (2G) cellular systems. Deploy-
ing antenna arrays in all existing BSs may lead to high
cost burdens on wireless service providers. The use of
antenna arrays is planned in some third-generation (3G)
cellular systems, such as Universal Mobile Telecommuni-
cations System (UMTS) networks [e.g., 23,24], which will
use antenna arrays to provide directional transmission in
order to improve the network capacity.

AoA estimates can also be obtained using sectored
multibeam antennas, which already exist in current
cellular systems, using the technique described in
reference [25]. In this technique, an estimate of the AoA
(θ̂ — see Fig. 4) is obtained based on the difference between
the measured signal amplitude of arrival (AmpoA) at
the main beam (beam 1) and the corresponding AmpoA
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measured at the adjacent beam (beam 2).4 This difference
is denoted by A1 − A2 in Fig. 5, where A1 and A2 are
the measured amplitude levels in decibels. The measured
AmpoA at the third beam may be used to resolve any
ambiguity that might result from antenna sidelobes. One
main challenge facing this technique is the relatively low
signal-to-noise ratio (SNR) of the received MS signal at the
adjacent beam, especially in cases where the AoA is close
to a null in the adjacent beam field pattern (e.g., θ close
to 0 degrees in Figs. 4 and 5). This significantly limits the
AmpoA estimation accuracy at the adjacent beam.

4.4. Hybrid Techniques

In ToA, TDoA, and AoA methods, two or more BSs are
involved in the MS location process. In situations where
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Figure 4. Sectored-antenna field pattern.
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Figure 5. Measured AmpOA level patterns (in dB) for a
three-beam antenna versus the AOA (θ).

4 Here, main beam denotes the beam with the highest received
signal level and adjacent beam refers to the beam that receives
the second highest signal level.

the MS is much closer to one BS (serving site) than the
other BSs, the accuracy of these methods is significantly
degraded because of the relatively low SNR of the received
MS signal at one or more BSs. Such accuracy is further
reduced due to the use of power control, which requires the
MS to reduce its transmitted power when it approaches a
BS, causing what is known as the hearability problem [26].
Such problems will be discussed in the next section. In
these cases, an alternate location procedure is to obtain
an angle of arrival estimate (AoA) from the serving
site and combine it with a ToA estimate of the serving
site [27]. Combining ToA and AoA estimates from one
BS leads to one well-defined MS position estimate, which
corresponds to the intersection of a circle and a straight
line that starts at the center of the circle. The precision
of this hybrid technique is limited by the accuracy of the
ToA measurement, which is dictated by the accuracy of
the MS clock. Many other hybrid location data fusion
techniques can be used, such as combining TDoA and AoA
measurements [28].

5. SIGNAL PARAMETER ESTIMATION

From the previous discussion, we can see that the wireless
location methods depend on combining estimates of the
ToA and/or AoA of the received signal at/from different
BSs. Although estimating the time and amplitude of
arrival of wireless signals has been studied in many
works since 1990 as it is needed in many cellular systems
for online signal decoding purposes [29], parameter
estimation for wireless location is actually a different
estimation problem in many respects. This makes the
success of using conventional estimation algorithms very
limited in wireless location problems. In this section, we
will illustrate the differences between signal parameter
estimation for conventional signal decoding and wireless
location. We will then discuss some particular system
issues that makes signal estimation for wireless location
different from one cellular system to the other (e.g., GSM,
2G and 3G CDMA systems).

Signal parameter estimation for wireless location
purposes is different than that for online signal decoding
in the following aspects:

1. Lower SNRs. Cellular systems usually suffer from
high multiple-access interference levels that degrade the
SNR of the received signal, thus degrading the signal
parameter estimation accuracy in general. Moreover, for
network-based wireless locations, the ability to detect the
MS signal at multiple base stations is limited by the use
of power control algorithms, which require the MS to
decrease its transmitted power when it approaches the
serving BS. This significantly decreases the received MS
signal power level, when received at other BSs involved
in the location process. This scenario is shown in Fig. 6,
where the received SNRs at BS1 and BS2 are significantly
reduced as the target MS approaches BS3. In a typical
CDMA IS95 cellular environment, the received SNR of the
serving BS is in the order of −15 dB. Conventional signal
estimation algorithms are usually designed to work at this
SNR level. However, the received SNR at BSs other than
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Figure 6. Multiple-access interference among adjacent cells in
cellular systems. The letters BS indicate the base stations and
the letters MS denote the target mobile station.

the main serving BS can be as low as −40 dB, which poses
a challenge for wireless location in such environments.

2. Almost Perfect Knowledge of Transmitted Signals.
In conventional signal parameter estimation for online
signal decoding, the transmitted MS bits are unknown.
This forces signal estimation algorithms to perform a
squaring operation to remove any bit ambiguity. The
squaring operation limits the period over which coherent
signal integration (averaging) is possible to the bit
period. Further signal integration is only possible in a
noncoherent manner, that is averaging after squaring.
In wireless location applications, signal estimation
algorithms can have almost perfect knowledge of the
MS signal in many cases. For example, at the serving
site, the MS signal is decoded with reasonably high
accuracy (within a 1% frame error rate). The decoded
bits become ready for use after a delay that is equal
to the decoded frame period used in the cellular system
(20 ms for IS95 systems). Because of the nature of wireless
location applications, such a delay is not critical. Thus, the
received MS signal can be buffered or delayed until the
decoded bits become available through the conventional
decoding process. Moreover, in many cellular systems,
a cyclic redundancy check (CRC) feature is used. This
enables the decoder to point out the erroneous frames
after the decoding process. These erroneous frames can
be ignored in the signal estimation process. The decoded
bit information, obtained from the main sector of the
serving site, can also be used by other adjacent sectors
of the same site. Furthermore, this bit information can
be transmitted through the network infrastructure to
other BSs involved in locating the MS. This is known
as tape recording of the MS signal. Another technique
that avoids the tape recording process is known as
the powerup function (PuF), which requires the MS
in emergency situations to override the power control
commands and raise its transmitted power level above the
conventional level. Moreover, the MS transmits known
probing bit sequences instead of its regular unknown bit
sequence for a part or all of the transmission period.
Although this solution overcomes many of the difficulties

encountered at far BSs, it requires modifying the existing
handsets or at least the used power control algorithms.
Furthermore, it can cause a decrease in the overall
network capacity [26].

3. Channel Fading. Channel fading is considered
constant during the relatively short estimation period
of conventional signal parameter algorithms for online
signal decoding, and is thus ignored in the design
of such algorithms. This assumption cannot be made
for wireless location applications where the estimation
period could be considerably longer (might reach a few
seconds). Furthermore, coherent integration periods are
no longer limited by the bit duration, much longer coherent
averaging periods could be achieved in wireless location
applications [30,31]. In this case, the coherent integration
period is limited by the received signal phase rotation.
Thus, unlike the case of online channel estimators, channel
fading plays an important role in any successful design of
signal parameter estimators for wireless location. In many
cases, the system parameters have to be adapted to the
available knowledge of the channel fading characteristics.

4. Need to Resolve Overlapping Multipath. Multipath
propagation is often encountered in wireless channels (see,
e.g., the paper [32] and the references cited therein). In
wireless location systems, the accurate estimation of the
time and amplitude of arrival of the first arriving ray
of the multipath channel is vital. In general, the first
arriving (prompt) ray is assumed to correspond to the
most direct path between the MS and the BS. However,
in many wireless propagation scenarios, the prompt ray is
succeeded by a multipath component that arrives at the
receiver within a short delay from the prompt ray. If this
delay is smaller than the duration of the pulse-shape used
in the wireless system, these two rays overlap causing
significant errors in the prompt ray time and amplitude of
arrival estimation. Resolving these overlapping multipath
components becomes rather difficult in low SNR and rapid
channel fading situations. On the other hand, resolving
these overlapping components is not vital for signal
decoding applications as it does not significantly affect
the performance of the signal decoding operation, for
which coarse estimates for the channel time delays and
amplitudes are sufficient.

Figure 7 shows an example for the combined impulse
response of a two-ray channel and a conventional
pulseshape for a conventional CDMA IS95 system in two
cases (a,b). In case (a), the delay between the two channel
rays is equal to twice the chip duration (2Tc). It is clear that
the peaks of both rays are resolvable, by a simple peak
picking procedure, thus allowing for relatively accurate
estimation of the prompt ray time and the amplitude of
arrival. However, in case (b), both multipath components
overlap and are nonresolvable via peak picking. This can
lead to significant errors in the prompt ray time and
amplitude of arrival estimation. These errors cannot be
tolerated for wireless location applications, especially in
the case of a relatively wide pulseshaping waveform.

5.1. Parameter Estimation Schemes

We now elaborate on some schemes that are used to
estimate the wireless signal time and amplitude of arrival.
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Figure 7. Overlapping rays: (a) delay = 2Tc; (b)
delay = Tc/2.
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The aim of such schemes is to estimate an unknown
constant discrete-time delay, τ o, of a known real-valued
sequence {s(n)}. The signal is transmitted over a single-
path time-varying channel, and the designer has access to
a measured sequence {r(n)}K

n=1 that relates to {s(n)} via

r(n) = Axo(n)s(n − τ o) + v(n) (17)

where v(n) is additive white Gaussian noise, and {xo(n)}
accounts for the time-varying nature of the fading channel
gain over which the sequence {s(n)} is transmitted, while
A is a constant unknown received signal amplitude that
accounts for both the gain of the static channel if fading
were not present and the antenna beam gain. Multipath
issues are considered later in this section.

A conventional estimation scheme for τ o for online bit
decoding purposes is shown in Fig. 8. In this scheme,
the received sequence, r(n), is correlated with replicas of
{s(n − τi} over a grid of τ values, say, {τ1, τ2, . . . , τF}. The
coherent averaging period, N, is set to the bit interval. The
outputs of the correlation process are squared to remove
any bit ambiguity and then noncoherently averaged over
the rest of the available estimation period.
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Figure 8. Conventional time-delay estimation for single-path
channels.

Figure 9 shows a block diagram of a wireless location
ToA/AoA estimation scheme [30]. In this scheme, the
received sequence {r(n)} is also multiplied by a replica
of the transmitted sequence {s(n − τ )} for different values
of τ . The resulting sequence is then averaged coherently
over an interval of N samples, and further averaged
noncoherently for M samples to build a power delay
profile, J(τ ). The averaging intervals N and M are positive
integers that satisfy K = NM, and the value of N is picked
adaptively in an optimal manner by using an estimate of
the maximum Doppler frequency of the fading channel (f̂D),
which can be estimated using some suggested techniques
[e.g., 33].

The searcher picks the maximum of J(τ ), which is
given by

J(τ ) = 1
M

M∑
m=1

∣∣∣∣∣∣
1
N

mN∑
n=(m−1)N+1

r(n)s(n − τ )

∣∣∣∣∣∣
2

(18)

and assigns its index to the ToA estimate, according to

τ̂ o = arg max
τ

J(τ ) (19)

The optimal value of the coherent averaging period
(Nopt) is obtained by maximizing the SNR gain at the
output of the estimation scheme with respect to N which
leads to [30]

Nopt−1∑
i=1

iRx(i) = 0 (20)

where Rx(i) is the autocorrelation function of the sequence
{x(n)}. For a Rayleigh fading channel, Rx(i) is given by

Rx(|i|) = J0(2π fDTsi)

where J0(·) is the first-order Bessel function, Ts is the
sampling period of the received sequence {r(n)}, and fD is
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Figure 9. A time-delay estimation scheme for single-path fading channels.

the maximum Doppler frequency of the Rayleigh fading
channel. Equation (20) shows that the coherent averaging
interval N should be adapted according to the channel
autocorrelation function.

It has been shown [30,31] that when coherent/non-
coherent averaging estimation schemes are used for
wireless location applications, where an extended coherent
averaging interval is used, two biases arise at the output
of the estimation scheme. Both biases affect the accuracy
of the amplitude estimate significantly. The first bias is an
additive noise bias that increases with the noise variance
and is given by

Bn = σ 2
v

N
(21)

The second bias is a multiplicative fading bias that
depends on the autocorrelation function and is given by

Bf = Rx(0)

N
+

N−1∑
i=1

2(N − i)Rx(i)
N2

(22)

It is clear that Bf is less than or equal to unity (it is
unity for static channels, which explains why previous
conventional designs ignored this bias as fading was not
considered in these designs [29]; the value of Bf is also
unity for N = 1).

To correct for these biases, the searcher equalizes the
peak value of J(τ ) by subtracting two fading and noise
biases, which are estimated by means of the upper and
lower branches of the scheme of Fig. 9. The output of
this correction procedure is taken as an estimate for the
amplitude of arrival, which is given by

A =
√

Cf [J(τ o) − Bn]

The value of Cf (the fading correction factor) is Cf = 1/Bf :

Cf =
[

Rx(0)

N
+

N−1∑
i=1

2(N − i)Rx(i)
N2

]−1

(23)

For a Rayleigh fading channel, this correction factor
increases with the maximum Doppler frequency of the
fading channel. When fD is estimated, we actually end up

with an estimate for Cf . For the case of CDMA systems,
the quantity Bn can be estimated as follows. Note first
that the noise variance σ 2

v can be estimated directly from
the received sequence {r(n)} since, for CDMA signals, the
SNR is typically very low. In other words, we can get an
estimate for σ 2

v as follows:

σ̂ 2
v = 1

K

K∑
i=1

|r(i)|2

Then, an estimate for Bn is given, from (21), by

B̂n = σ̂ 2
v

N
= 1

NK

K∑
i=1

|r(i)|2 (24)

With {B̂n, Cf } so computed, we obtain an estimate for A via
the expression

Â =
√

Cf [J(τ̂ o) − B̂n] (25)

More details on this scheme and simulation results can be
found in the literature [30,31,34].

5.2. Overlapping Multipath Resolving

As mentioned before, wireless propagation usually suffers
from severe multipath conditions. In situations where the
prompt ray overlaps with a successive ray, a significant
error in both the time and amplitude of arrival estimation
is encountered.

Overlapping multipath components can be modeled by
considering the relation

r(n) = c(n) ∗ p(n) ∗ h(n) + v(n) (26)

where {r(n)} continues to denote the received sequence,
{c(n)} is a known binary sequence, {p(n)} is a known pulse-
shape impulse response sequence, v(n) is additive white
Gaussian noise of variance σ 2

v , and h(n) now refers to a
multipath channel that is described by

h(n) =
L∑

l=1

αl xl(n)δ(n − τ o
l ) (27)
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Here αl, {xl(n)}, and τ o
l are respectively the unknown gain,

the normalized amplitude sequence, and the time of arrival
of the lth multipath component (ray). The above model
assumes that there is a multipath component at each
delay with corresponding amplitude αl. In practice, most
of these amplitudes will be zero or insignificant. For this
reason, a common procedure is to estimate the amplitudes
at all delays and to compare them to a threshold value
that is proportional to the noise variance. If the amplitude
αl, at a specific delay τ o

l , is larger than the threshold, then
it is declared to correspond to a multipath component.
The time and amplitude of arrival are then taken as the
time and amplitude of the earliest ray higher than this
threshold.

In this regard, the required estimation problem is one of
estimating the vector of amplitudes at all possible delays,
which is given by

h �= col[α1, α2, . . . , αL]

Several least-squares-type methods have been suggested
for this purpose [35–37]. These methods exploit the
known transmitted pulse-shape to resolve overlapping
rays. For example, it has been shown [37] that, under
some reasonable assumptions, the vector h can be
estimated by means of the following procedure. The
received sequence is multiplied by delayed replica of the
known transmitted sequence, {s(n − τ )}. Each N sample
of the resulting sequence is coherently averaged and the
resulting averages at all delays are collected into a vector,
say, r. An estimate of h is then obtained from r by solving
a least-squares problem, which leads to

ĥ = (ATA)−1ATr (28)

where A denotes a convolution matrix that is constructed
from the pulse-shaping waveform. A general block diagram
for such least-squares based techniques is shown in Fig.10.
Alternative so-called superresolution techniques are also
available that are based on methods known as ESPRIT and
MUSIC (see the paper [22] and references cited therein).

Least-squares multipath resolving techniques, how-
ever, suffer from noise boosting, which is usually caused
by the ill conditioning of the matrices involved in the
LS operation. This ill-conditioning magnifies the noise
at the output of the LS stage. For wireless location
finding applications, where the received signal-to-noise
ratio (SNR) is relatively low, noise magnification leads
to significant errors in the time and amplitude of arrival
estimates, which in turn result in low location precision.
Other modified LS techniques that attempt to avoid matrix
ill conditioning — such as regularized least-squares, total

least-squares, and singular value decomposition meth-
ods — lack the required fidelity to resolve overlapping mul-
tipath components. Furthermore, applying least-squares
methods may produce unnecessary errors in the case of
single-path propagation.

An adaptive filtering technique for multipath resolving
that avoids the aforementioned difficulties has been
discussed [38]. Although adaptive filters do not suffer
from noise amplification, they can still suffer from slow
convergence and also divergence in some cases. These
problems can be addressed by using knowledge about the
channel autocorrelation and the fact that each channel ray
fades at a different Doppler frequency.

6. HARDWARE IMPLEMENTATION ISSUES

It is clear from the previous considerations that signal
parameter estimation for wireless location purposes often
requires performing an extensive search over a dense
grid of the estimated parameter (e.g., ToA estimation).
The hardware implementation of these search schemes
requires special attention as they might introduce
a dramatic increase in the overall system hardware
complexity and power consumption. In this section we
review two hardware architectures for implementing ToA
estimation schemes. The first scheme depends on combing
the hardware of both channel and location searchers, while
the second involves a Fast Fourier Transform (FFT)-based
estimation scheme. Both architectures aim at reducing the
overall hardware complexity.

6.1. Combined Channel/Location Searchers

A main hardware block in CDMA receivers is the
conventional RAKE receiver, which consists of a dedicated
channel searcher and a minimum of three RAKE fingers.
Channel searchers obtain coarse estimates of the time
and amplitude of arrival of the strongest multipath
components of the MS signal. This information is then
used by the receiver RAKE fingers and delay-locked
loops (DLLs) to lock onto the strongest channel multipath
components, which are combined and used in bit decoding.
Estimates of the time and amplitude of arrival of the
strongest rays are continuously fed from the channel
searcher to the RAKE fingers.

Although the location searcher and RAKE receiver
differ in purpose, structure, and estimation period, several
basic building hardware blocks used in each of them
are common. This fact can be exploited to combine both
searchers into a single architecture that serves to save
hardware blocks with added design flexibility.

Figure 11 shows the scheme, proposed in another
paper [39], for the combined searcher architecture. The

Figure 10. Multipath least-squares searcher.
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Figure 11. Combined architecture for location searcher and RAKE receiver.

scheme is formed from Ll data branches. Each data branch
starts with a correlator over N1 samples (despreader),
where N1 is the number of chips per symbol multiplied
by the number of data samples per chip (4, 8, or
16). The output of the correlator is then multiplexed
between two paths, marked ‘‘1’’ and ‘‘2’’ in Fig. 11. In
path 1, which corresponds to data path of the channel
searcher or RAKE finger branches, the despread signal
is squared and noncoherently averaged over M1 samples,
where M1 is optionally adapted to an estimate of the
maximum Doppler frequency of the fading channel. For
path 2, which is needed for the location parameter
estimation, the despread sequence is delayed for a frame
period, multiplied by an estimate of the transmitted bit
sequence, coherently averaged over N2 samples, squared,
and noncoherently averaged over M2 samples. Both N2 and
M2 are adapted according to an estimate of the maximum
Doppler frequency. The output of either paths is used to
extract the channel multipath parameters.

The dynamic operation of the scheme is as follows.
The received sequence is despread by multiplying by
delayed code replica c(n − τ ) and averaged over N1 samples
after which the N1 register is reset. For online bit
decoding, samples of the despread sequence are squared
and noncoherently averaged. The average of every M1

samples is passed to the multipath parameter extraction
block and the M1 register is then reset. Coarse multipath
rays information are continuously fed to the Lf RAKE
fingers, which use 3Lf branches of the scheme to obtain
early, on-time, and late correlations over M1 symbols. Such
correlations are needed to advance or delay the sampling
timing to lock onto the correct sampling point. This is
done according to the difference between the early and
late correlations [40]. The outputs of these fingers are
combined, and used in bit decoding. Optional DLLs can
be used to further enhance the tracking performance of
the RAKE fingers. For location parameter estimation, the
despread sequence is delayed, multiplied by an estimate

of the transmitted bit sequence b̂(n), and continuously
averaged over N2 symbols. Every N2 symbols, the N2

register is reset and its output is squared using the shared
squaring circuits and averaged over M2 samples. After
the total location estimation period (N2 × M2 symbols),
the time and amplitude of arrival of the prompt ray are
equalized for fading and noise biases and used to extract
needed location parameters.

This architecture has the following advantages:

1. Saving a large number of hardware building blocks
via multiplexing basic hardware blocks between
3Lf + Lc location searcher and RAKE receiver
branches.

2. Improving the performance of the RAKE receiver by
continuously adapting the estimation period M1 to
an estimate of the maximum Doppler frequency. This
period is conventionally adjusted to track a fading
channel in the worst (fastest) case, which restricts
this period to a small value (around 6 symbols for
IS95 systems). Adapting the estimation period of
the channel searcher has two advantages: (a) it will
increase the accuracy of the delay and amplitude
estimates, and (b) it will help save power as it will
reduce the number of times the RAKE fingers need to
change their lock point, especially for low maximum
Doppler frequency cases.

3. Reducing the hardware complexity significantly by
eliminating the need to use DLLs for fine tracking in
the cases where the accuracy of the used combined
architecture is Tc/8 or higher (which is typical for
location applications). In such cases the accuracy
of the RAKE receiver will be adequate for online
bit decoding without the use of DLLs. Hardware
implementation of DLLs is extremely complex,
especially with regard to the analog front end [40].

Further details of the operation of this architecture is
given in [39], along with performance simulation results.
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6.2. FFT-Based Searchers

In mobile-based wireless location systems, a maximum-
likelihood searcher is embedded in the MS handset. It
is very common for such searchers to involve multiple
correlation operations of the received signals, from
cellular BSs or GPS satellites, with local delayed replica
of the transmitted signals. Performing these extensive
correlations in the time domain may be a burden for the MS
hardware. Often these correlations are performed using a
general-purpose DSP processor, which is embedded in the
MS to perform many other tasks, including the correlation
process. DSP processors have many advantages, such as
low cost, versatility, and design flexibility. An efficient
way of implementing correlation operations in this case
is through the use of fast Fourier transform (FFT). FFT-
based location searchers have shown significant efficiency
when implemented on DSP processors [e.g., 15,41].

We now review the basic principles of operation of FFT-
based location searchers. The output of the correlation
operation, say, y(τ ), between two sequences, {r(n)} and
{s(n)}, can be viewed as a sum of the form

y(τ ) =
N∑

n=1

r(n)s(n − τ )

Evaluating this sum requires N multiplication operations
for every value of the delay τ . Thus, computing y(τ ) in the
time domain needs N2 multiplications. On the other hand,
the correlation operation can be viewed as a multiplication
of two sequences in the frequency domain, which has the
form

Y(ω) = R(ω) · S(ω)

where Y(ω), R(ω), and S(ω) are the Fourier transforms of
y(τ ), r(n), and s(n), respectively. Thus, an alternate way
of computing y(τ ), is via

y(τ ) = F−1[R(ω) · S(ω)].

Thus, the total number of multiplications needed to
perform this operation is the number of multiplications
needed to obtain the FFT of the sequences r(n) and s(n),
the product of R(ω) and S(ω), and finally the inverse FFT
of this product. Notice that if the sequence s(n) is perfectly
known, its FFT can also be known and stored instead of
storing the signal s(n) itself. Thus the total number of
multiplications needed is given by (N + N log2 N). When
N is relatively large, this number of multiplications can
be significantly less than N2. For example, correlating
GPS signals of length 1024 using the FFT approach is
faster than performing the correlation in the time domain
by a factor of 64 [15,41]. This directly reflects to a huge
saving in the complexity and power consumption of the
MS handset. We may also note that this procedure works
only for sequences whose length is a power of 2. The
general case can still be efficiently treated using the chirp-
z transform (CZT), which can handle sequences whose
length is not a power of two (See Refs. 15 and 41 for more
details).

7. CONCLUDING REMARKS

As can be inferred from the discussions in the body of
the article, and from the extended list of references below,
wireless location is an active field of investigation with
many open issues and with a variety of possible approaches
and techniques. The final word is yet to come, which
opens the road to much further work and, ultimately, to
tremendous benefits.
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WIRELESS MPEG-4 VIDEOCOMMUNICATIONS∗

MADHUKAR BUDAGAVI

Texas Instruments, Incorporated
Dallas, Texas

1. INTRODUCTION

With the success of personal mobile wireless phones
for voice communications, there is now wide commercial
interest and activity in extending the capabilities of the
mobile phone to support videocommunications. Addition
of video functionality to mobile phones leads to several
new applications of the mobile phone — these include
videotelephony, streaming video, video e-postcards and
messaging, surveillance, and distance learning and
collaboration. Mobile videotelephony enables users to not
only talk to each other anywhere and at any time they
want to, but it also allows them to see each other at the
same time. Streaming video turns the mobile phone into
a mobile entertainment device — it enables users to watch
news and sports clips, music videos, and movie clips at
any place and at any time they want to. It also allows
mobile phone users to watch the video streaming from
their home camera for surveillance purposes. Support
for sending video e-postcards and messages in mobile
phones enables users, for example, to send their vacation
videos and photos directly from their vacation spots itself.
Support for receiving instant video messages enables
users to be immediately notified of any security event
detected on their home surveillance camera. Users can
take a look at the video of the security event enclosed
with the instant video message and decide what action
to take. Users can also use their video-enabled mobile
phones to look at real-time educational lectures and
videos and get trained on their long commute to work on
trains. They can also use the video-enabled mobile phone
to remotely collaborate from a worksite; for instance,
they can use their mobile videophone to send real-time
images of ongoing construction to their colleagues in their
office and collaborate. One can similarly think of many
other applications of a video-enabled mobile phone or
device.

∗ Portions reprinted, with permission, from M. Budagavi,
W. R. Heinzelman, J. Webb, and R. Talluri, ‘‘Wireless MPEG-4
video communication on DSP chips,’’ IEEE Signal Processing
Magazine, Vol. 17, No. 1, pp. 36–53, January 2000.  2000 IEEE.

Wireless videocommunications is a multifaceted prob-
lem covering the fields of signal processing, wireless
communications, data compression, transport protocols,
and microelectronics. Supporting video transmission on
wireless channels involves many technical challenges.
Raw digital video data require a large amount of band-
width; for instance, even a low-resolution (176 × 144-pixel)
color video sequence at 15 frames per second (fps) requires
4.5 megabits per second (Mbps). The bandwidth available
on current wireless channels is limited and also expen-
sive. Hence it becomes important that the video data be
compressed prior to transmission over wireless channels.
Video sequences have redundancies in both the tempo-
ral (i.e., between adjacent video frames) and the spatial
(i.e., within a video frame) domains. Video compression is
achieved by removing these redundancies. Standard video
compression algorithms usually make use of the following
three steps to achieve efficient compression:

1. Predict the current video frame from the previous
video frame (by using motion vectors) to remove
temporal redundancy.

2. Then use the energy-compacting discrete-cosine
transform (DCT) to encode spatial redundancy.

3. Finally, use entropy coding (variable-length coding)
to encode the various parameters resulting from
steps 1 and 2.

Advances in low-bit-rate video coding now enable a
176 × 144-pixel resolution color video sequence at 15 fps
(which requires about 4.5 Mbps to be transmitted in
the uncompressed form) to be compressed to about
32–64 kbps while still maintaining adequate viewing
quality. The amount of compression that can be achieved
is strongly dependent on the content in the video
sequence. Video sequences with low motion can be usually
compressed more efficiently than video sequences with
high motion.

Current second-generation wireless systems provide
data rates of only about 9.6–13 kbps. This amount of
bandwidth is not enough for acceptable quality video-
communications. Advances in wireless technology and
increased spectrum availability have lead to the devel-
opment of third-generation (3G) wireless systems, which
provide bandwidths of ≤384 kbps outdoors and ≤2 Mbps
indoors. With this increased bandwidth availability, wire-
less videocommunications becomes possible. In fact, the
first widely deployed mobile wireless videocommunication
service was started recently in Japan [1]. This service,
called Freedom of Mobile multimedia Access (FOMA), is
based on the International Telecommunications Union
(ITU)’s International Mobile Telephony (IMT) 2000 3G
mobile communication standard. FOMA provides a 64-
kbps circuit-switched wireless connection for videoconfer-
encing and a 384-kbps downlink packet-switched wireless
connection for streaming video.

A concern while transmitting compressed video data
over wireless channels is that the wireless channel is a
noisy channel and error bursts are commonly encountered
on it because of multipath fading. The effect of channel
errors on compressed video data can be deleterious.
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Compressed video data are more sensitive to channel
interference because of the absence of redundancy in the
data. When the video bitstreams get corrupted on the
wireless channel, predictive coding causes errors in the
reconstructed video to propagate in time to future frames
of video, and the variable-length codewords cause the
decoder to easily lose synchronization with the encoder
in the presence of bit errors. The end result is that
the received video soon becomes unusable. Hence it
becomes important that a good transport mechanism
or protocol, one that provides adequate error protection
to the compressed video bit stream, be used while
transmitting the video data. Techniques such as forward
error correction (FEC) channel coding and/or Automatic
Repeat reQuest (ARQ) [2] are usually used for error
protection when transporting video data over wireless
channels. These techniques introduce redundancy in the
transmitted data, thereby giving up some coding efficiency
gains achieved by video compression. They also introduce
additional delays in the system. In practice, depending
on the bandwidth and delay constraints of the system,
channel coding can be used to provide only a certain level
of error protection to the video bit stream and it becomes
necessary for the video decoder to accept some level of
errors in the bit stream. Thus, it becomes essential to
use error resilience techniques in the video coding scheme
so that the video decoder performs satisfactorily in the
presence of these errors.

Another challenge faced in wireless videocommunica-
tions is that compression and decompression of video and
audio data are computationally very complex. Therefore,
the processors used in the mobile phones must have high
performance — they must be fast enough to play out and/or
encode video in real time. Digital signal processors (DSPs)
and application-specific integrated circuits (ASICs) are
well suited for this task. The processors must also have
low power consumption to avoid excessive battery drain
and they must also be small enough to fit into compact
form factors of mobile phones. Progress in microelectronics
has enabled processors to satisfy these conflicting require-
ments. Note that the power consumption of the displays
used to view the video also becomes important and it also
needs to be low enough.

International standardization has also played an
equally important part in facilitating wireless video-
communications. Standardization of video compression
algorithms and communication systems and protocols
allow devices from different manufacturers to interoper-
ate — this brings economies of scale and mass production of
equipment into picture, thereby facilitating cost-effective
services.

In this article, we will focus on describing the
relevant international standards that have made wireless
videocommunications possible. We will cover standards
that specify both the video compression as well as
the systems for wireless videocommunications. In the
next section, we start off by providing an overview
of wireless videocommunication systems. We describe
three categories of wireless videocommunication systems:
messaging video systems, streaming video systems, and
conferencing video systems. Wireless videocommunication

systems are actually wireless multimedia communication
systems since video is usually transmitted along with
speech, audio, other multimedia data such as still
pictures and documents, and control signals. In order
to design a good videocommunication system, it is
important to understand the interplay of video with
the other components in the system. Therefore, we also
provide an overview of the various components of a
wireless multimedia system. The overviews provided in
Section 2 will help in understanding why the various
parts of wireless multimedia communication standards
are required when we explain the standards in a
later section. In Section 3, we talk about the Motion
Pictures Experts Group (MPEG)-4 video compression
standard [3]. MPEG-4 has been standardized by the
International Standards Organization(ISO)/International
Electrotechnical Commission (IEC). The MPEG-4 video
coding standard caters to a wide range of multimedia
applications covering a variety of storage media and
transmission channels. We describe only those parts of
the video coding standard that are suited for mobile
wireless communications — this subset of the MPEG-
4 video coding standard is called the Simple Profile.
In Section 4, we describe systems standards specified
by the Third Generation Partnership Project (3GPP) for
messaging, streaming, and conferencing over 3G wireless
networks. We conclude the article with discussions in
Section 5.

2. OVERVIEW

There are basically three categories of wireless videocom-
munication systems: messaging video systems, streaming
video systems, and conferencing video systems. One of the
main factors that separates these three systems is the
amount of playout delay in the receiver. Playout delay is
the amount of time between the reception of video data
in receiver and the playout of the received video data
in the receiver. The playout delay determines whether a
high-delay or a low-delay wireless connection is required.
Another factor that separates these systems is whether
both the video encoder and decoder or only the video
decoder is used in the mobile phone — this determines
whether a two-way or a one-way wireless video connection
is required.

Figure 1 shows the block diagrams of the three wireless
videocommunication systems. In messaging video systems
(see Fig. 1a), a mobile phone wishing to send a video
message (e.g., a vacation video clip) first creates the video
message by capturing and encoding the video. It then
uploads the complete video message onto a multimedia
messaging service center (MMSC) along with the address
of the mobile phone to which the video message is directed
to. The mmsc then notifies the recipient mobile phone of
the video message that has been sent to it. The recipient
mobile phone then downloads the whole video message
before playing it out. Video email is a variation of the
messaging scheme explained above. In video email, the
recipient mobile phone polls the email server to see if it
has any email. If there is an email on the server, the mobile
phone downloads it fully before playing it out. The playout
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Figure 1. Three basic categories of wire-
less video systems: (a) messaging systems;
(b) streaming systems; (c) conferencing
systems. A solid line indicates a wireline
connection and a dashed line indicates a
wireless connection.
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delay in the case of messaging video systems is the time
taken to download the entire video message. Note that this
playout delay may not be visible to the end user, since the
downloading could be occurring in the background and the
end user could be notified of the message only when the
download is complete. Because of their download-and-play
nature, it is not necessary for video messaging systems to
have a low-delay connection. Also, the video encoder is not
required if the mobile phone wants to have the capability
of only receiving video messages.

In streaming video systems (see Fig. 1b), the video data
received from the video server are buffered for a small
amount of time (e.g., ∼3 s) before being played out. This
small buffer absorbs the delay jitters experienced by the
video data sent on the wireless channel. The end result
is that even if there is delay variation on the wireless
channel, the video playout will still be smooth without
any breakups. The playout delay in the case of streaming
video systems is equal to the initial buffering delay. Note
that streaming video systems require a connection that
has a delay less than the initial buffering delay in order to
have a smooth playout without any breaks. The streaming
video data is sent in only one direction — from the video
server to the mobile phone. In streaming video systems,
a video encoder is not required on the mobile phone. The
streaming video data can come from prestored video clips
on the server, or they can come from live feeds of news and
entertainment events. Note that the video is distributed
from the source location to the video servers using a
content distribution network, which is typically a wireline
network.

Conferencing video systems (see Fig. 1c), which are
used mainly for videoconferencing, have very strict delay
requirements. The end-to-end delay must be less than
150 ms (though somewhat higher delays might still be
acceptable) for the videoconference to be natural. Hence
the video data that are received is played out as soon
as possible. Also because of the two-way nature of the
videoconference, videoconferencing systems require both
the video encoder and decoder, and a two-way wireless
channel for simultaneously transmitting and receiving
the video data.

It is important to note that Fig. 1 illustrates wireless
systems, but not wireless applications. In many cases,
wireless applications can run on one or more of the wireless
systems shown in Fig. 1. For example, a streaming video
player application can be built on top of a conferencing
video system or a streaming video system. The behavior
of the streaming video player application will be different
on the streaming and the conferencing video system. If
the streaming video player application is built on top of a
conferencing video system, since there is a very low-delay
connection, the streamed video can be played out sooner.
The uplink wireless channel (from the mobile phone to the
cellular network) will remain unused in this case.

In each of three wireless video systems, video is
usually transmitted along with speech/audio and other
multimedia data such as images and documents. Therefore
the mobile phone used for wireless videocommunications
consists of various other components as shown in
Fig. 2. The video codec, the audio codec, and the
multimedia data blocks process (compress/decompress)
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Figure 2. Components of a general wireless multimedia phone.

the video, audio, and multimedia data used in the
multimedia communication session. In addition to these
blocks, we have two other important blocks: control and
multiplex–demultiplex–synchronization (MDS) blocks.
The control block is used to initiate and teardown the
multimedia communication session. It is also used to
decide the audio and video compression methods to use
and the data rates to use. The MDS block is used to
combine the audio, video, multimedia data, and control
signals into a single stream before transmission on the
wireless network. In the receiver, it is used to demultiplex
the received stream to obtain the audio, video, multimedia
data, and control signals which are then passed on to their
respective processing blocks. The MDS block is also used
to synchronize and schedule the presentation of audio,
video and other multimedia data.

In the next section, we describe the video codec block
and in Section 4, we will look at the various manifestations
of Fig. 2 as applied to messaging, streaming, and
conferencing systems standards.

3. MPEG-4 SIMPLE PROFILE VIDEO COMPRESSION1

The Simple Profile of the MPEG-4 video standard [3]
uses compression techniques similar to H.263 [5], with

1 This section and the figures appearing in this section have been
taken from Ref. 4 with some modifications
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Figure 3. MPEG-4 simple profile includes error resilience tools
for wireless applications. The core of MPEG-4 simple profile is
the H.263 coder. Resynchronization markers, header extension
code (HEC), data partitioning, and reversible VLCs provide
error resilience support. From Fig. 4 of [4].  2000 IEEE with
permission.

some additional tools for error detection and recovery.
The scope of MPEG-4 simple profile is schematically
shown in Fig. 3. As in H.263, video is encoded using
a hybrid block motion compensation (BMC)/discrete-
cosine transform (DCT) technique. Figure 4 illustrates
a standard hybrid BMC/DCT video coder configuration.
Pictures are coded in either intraframe (INTRA) or
interframe (INTER) mode, and are called I frames or P
frames, respectively. For intracoded I frames, the video
image is encoded without any relation to the previous
image, whereas for intercoded P frames, the current image
is predicted from the previous reconstructed image using
BMC, and the difference between the current image and
the predicted image (referred to as the residual image) is
encoded.
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Figure 4. A standard videocoder based on block motion compensation and DCT. From Fig. 5 of
[4].  2000 IEEE with permission .
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The basic unit of information which is operated on
is called a macroblock and is the data (both luminance
and chrominance) corresponding to a block of 16 × 16
pixels. Motion information, in the form of motion vectors,
is calculated for each macroblock in a P frame. MPEG-
4 allows the motion vectors to have half-pixel resolution
and also allows for four motion vectors per macroblock.
Note that individual macroblocks within a P frame can
be coded in INTRA mode. This is typically done if BMC
does not give a good prediction for that macroblock. All
macroblocks must also be INTRA-refreshed periodically
to avoid the accumulation of numerical errors, but
the INTRA refresh can be implemented asynchronously
among macroblocks.

Depending on the mode of coding (INTER or INTRA)
used, the macroblocks of either the image or the residual
image are split into blocks of size 8 × 8, which are then
transformed using the DCT. The resulting DCT coefficients
are quantized, run-length-encoded, and finally variable-
length-coded (VLC) before transmission. Since residual
image blocks often have very few nonzero quantized
DCT coefficients, this method of coding achieves efficient
compression. For INTER-coded macroblocks, motion
information is also transmitted. Since a significant amount
of correlation exists between neighboring macroblocks’
motion vectors, the motion vectors are themselves
predicted from already transmitted motion vectors, and
the motion vector prediction error is encoded. The motion
vector prediction error and the mode information are
also variable-length-coded before transmission to achieve
efficient compression. In the decoder, the process described
above is reversed to reconstruct the video signal. Each
video frame is also reconstructed in the encoder, to mimic
the decoder, and to use for motion estimation of the next
frame.

Because of the use of VLC, compressed video bit streams
are particularly sensitive to channel errors. In VLC, the
boundary between codewords is implicit. Transmission
errors typically lead to an incorrect number of bits being
used in VLC decoding, causing loss of synchronization with
the encoder. Also, because of VLC, the location in the bit
stream where the decoder detects an error is not the same
as the location where the error has actually occurred.
This is illustrated in Fig. 5. Once an error is detected,
all the data between the resynchronization points are
typically discarded. The error resilience tools in MPEG-4
simple profile basically help in minimizing the amount
of data that has to be discarded whenever errors are
detected.

The error resilience tools included in the simple profile
to increase the error robustness are

• Resynchronization markers
• Data partitioning
• Header extension codes (HECs)
• Reversible variable-length codes (RVLCs)

In addition to these tools, error concealment [6] should
be implemented in the decoder. Also, the encoder can be
implemented to limit error propagation using an adaptive
INTRA refresh technique [7].

3.1. Resynchronization Markers

As mentioned earlier, a video decoder that is decoding
a corrupted bit stream typically loses synchronization
with the encoder due to the use of variable-length
codes. MPEG-4 adopted a resynchronization strategy
referred to as the ‘‘video packet’’ approach. Packetization
allows the receiver to resynchronize with the transmitter
when a burst of transmission errors corrupts too
much data in an individual packet. A video packet
consists of a resynchronization marker, a video packet
header, and macroblock data, as shown in Fig. 6. The
resynchronization marker is a unique code, consisting of
a sequence of zero bits followed by a 1-bit, that cannot be
emulated by the variable-length codes used in MPEG-
4. Whenever an error is detected in the bit stream,
the video decoder jumps to the next resynchronization
marker to establish synchronization with the encoder.
The video packet header contains information that helps
in restarting the decoding process, such as the absolute
macroblock number of the first macroblock in the video
packet and the initial quantization parameter used to
quantize the DCT coefficients in the packet. A third field,
labeled HEC, is discussed in Section 3.4. The macroblock
data part of the video packet consists of the motion
vectors, DCT coefficients, and mode information for the
macroblocks contained in the video packet.
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Macroblock dataQuant HEC

Figure 6. Resynchronization markers help in localizing the effect
of errors to an MPEG-4 video packet. The header of each video
packet contains all the necessary information to decode the
macroblock data in the packet. From Fig. 7 of [4].  2000 IEEE.
with permission.

Figure 5. At the decoder, it is seldom
possible to detect the error at the actual
error occurrence location. From Fig. 6
of [4].  2000 IEEE with permission.
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The predictive encoding methods are modified so that
there is no data dependency between the video packets of
a frame. Each video packet can be independently decoded
irrespective of whether the other video packets of the
frame are received correctly. A video packet always starts
at a macroblock boundary. The exact size of a video packet
is not fixed by the MPEG-4 standard (the standard does
specify the maximum size that a video packet can take);
however, it is recommended that the size of the video
packets (and hence the spacing between resynchronization
markers) be approximately equal.

3.2. Data Partitioning

The data partitioning mode of MPEG-4 partitions the
macroblock data within a video packet as shown in Fig. 7.
For I frames, the first part contains the coding mode
and six dc DCT coefficients for each macroblock (4 for
luminance and 2 for chrominance) in the video packet,
followed by a dc marker (DCM) to denote the end of the
first part, as shown in Fig. 7a. (Note that the zeroeth
DCT coefficient is called the dc DCT coefficient, the
remaining 63 DCT coefficients are called ac coefficients.)
The second part contains the ac coefficients. The DCM
is a 19-bit marker whose value is 110 1011 0000 0000
0001. If only the ac coefficients are lost, the dc values
can be used to partially reconstruct the blocks. For P
frames, the macroblock data is partitioned into a motion
part and a texture part (DCT coefficients) separated
by a unique motion marker (MM), as shown in Fig. 7b.
All the syntactic elements of the video packet that are
required to decode motion related information are placed
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Header Texture information
DCT DC/Mode

information 
DCM

(a)

(b) Resync
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Header Texture information
Motion/Mode
information 
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Figure 7. MPEG-4 data partitioned video packet for (a) I frames
and (b) P frames. Data partitioning uses additional markers
(DCM and MM) and puts the most important information in
the first partition of video packet, for better error concealment.
From Fig. 8 of [4].  2000 IEEE with permission.

in the motion partition and all the remaining syntactic
elements that relate to the DCT data are placed in the
texture partition. The MM indicates to the decoder the
end of the motion information and the beginning of the
DCT information. The MM is a 17-bit marker whose
value is 1 1111 0000 0000 0001. If only the texture
information is lost, data partitioning allows the use of
motion information to conceal errors in a more effective
manner. Data partitioning thus provides a mechanism to
recover more data from a corrupted video packet.

3.3. Reversible Variable-Length Codes (RVLCs)

Reversible VLCs can be used with data partitioning to
recover more DCT data from a corrupted texture partition.
Reversible VLCs are designed such that they can be
decoded both in the forward and the backward direction.
Figure 8 illustrates the steps involved in two-way decoding
of RVLCs in the presence of errors. While decoding the bit
stream in the forward direction, if the decoder detects an
error, it can jump to the next resynchronization marker
and start decoding the bit stream in the backward direction
until it encounters an error. Based on the two error
locations, the decoder can recover some of the data that
would have otherwise been discarded. Because the error
may not be detected as soon as it occurs, the decoder
may conservatively discard additional bits around the
corrupted region. Note that if RVLCs were not used, more
data in the texture part of the video packet would have
to be discarded. RVLCs thus enable the decoder to better
isolate the error location in the bit stream. Note that RVLC
can be used only when data partitioning is enabled.

3.4. Header Extension Code (HEC)

Important information that remains constant over a
video frame, such as the spatial dimensions of the
video data, the timestamps associated with the decoding
and the presentation of these video data, and the type
of the current frame (INTER coded/INTRA coded), are
transmitted in the header at the beginning of the
video frame data. If some of this information is corrupted
due to channel errors, the decoder has no other recourse
but to discard all the information belonging to the current

Resync
marker

Resync
marker

Texture data
reversible VLCHeader

Forward decoding
Errors

localized
&

discarded

Backward decoding

Error detected,
Goto next resync marker

Motion/Mode
information MM ErrorsErrors X X 

1

2

3
4

Figure 8. Reversible VLCs can be parsed in both the forward and backward directions, making
it possible to recover more DCT data from a corrupted texture partition. From Fig. 9 of [4].  2000
IEEE with permission.
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video frame. In order to reduce the sensitivity of this data,
a 1-bit field called HEC is used in the video packet header.
When HEC is set, the important header information that
describes the video frame is repeated in the bits following
the HEC. This duplicate information can be used to verify
and correct the header information of the video frame. The
use of HEC significantly reduces the number of discarded
video frames and helps achieve a higher overall decoded
video quality.

3.5. Error Concealment

The MPEG-4 standard does not specify what action the
decoder should take when an error is detected. Several
error concealment techniques have been developed based
on temporal, spatial, or frequency-domain prediction of
the lost data [6]. The simplest temporal concealment tech-
nique is macroblock copy. Under this procedure, corrupted
macroblocks are replaced with collocated macroblocks
from the previous frame. In practice this technique works
quite satisfactorily when the amount of motion in video
sequences is low, such as the head and shoulder video
sequence type that arises in videoconferencing. More
sophisticated temporal concealment techniques use the
motion vector of the macroblock to copy the motion com-
pensated macroblock from the previous frame. Sometimes
the motion vector is available when data partitioning
is used. In cases where the motion vector of the mac-
roblock is lost, it is estimated from the motion vector of the
neighboring macroblocks. However, temporal concealment
cannot be used for the first frame (which is an I frame),
and may yield poor results for intracoded macroblocks or
areas of high motion. In such cases spatial domain error
concealment techniques, wherein lost blocks are interpo-
lated from correctly received neighboring blocks in the
video frame, have to be used. Concealment in the spa-
tial domain typically involves more computation because
of the use of pixel-domain interpolation. In some cases,
frequency-domain interpolation may be more convenient,
by estimating the dc value and possibly some low-order ac
DCT coefficients.

3.6. Adaptive INTRA Refresh (AIR)

AIR is a standard-compatible encoder technique for lim-
iting error propagation by using nonpredictive INTRA
coding [7]. INTRA refresh forcefully encodes some mac-
roblocks in INTRA mode to flush out possible errors.
INTRA refresh is very effective in stopping the propaga-
tion of errors, but it comes at the cost of a large overhead;
coding a macroblock in INTRA mode typically requires
many more bits than coding in INTER mode. Hence the
INTRA refresh technique has to be used judiciously.

AIR adaptively performs INTRA refresh based on the
motion in the scene. For areas with low motion, simple
temporal error concealment works quite effectively. Since
the high motion areas can propagate errors to many
macroblocks, any persistent error in the high motion area
becomes very noticeable. The AIR technique of MPEG-
4 INTRA refreshes the motion areas more frequently,
thereby allowing the possibly corrupted high motion areas
to recover quickly from errors.

4. WIRELESS VIDEOCOMMUNICATION SYSTEM
STANDARDS

In this section we briefly describe the wireless videocom-
munication system standards recommended by 3GPP for
messaging, streaming, and conferencing. The standards
are Multimedia Messaging Services (MMS) standard [8]
for messaging, the Real-time Streaming Protocol (RTSP)
standard [9,10] for streaming, the Session Initiation Pro-
tocol (SIP) standard [11,12] for videoconferencing over
packet-switched networks, and the 3G-324 standard [13]
for videoconferencing over circuit-switched networks.

It is useful to understand the characteristics of the
network types used for these standards first before
reading about the standards. The MMS, RTSP, and
SIP standards are used over packet-switched networks
whereas the 3G-324 standard is used over circuit-
switched networks. Circuit-switched networks allocate a
dedicated amount of bandwidth to the connection and
hence they provide a predictable-delay connection. On
the other hand, on packet-switched networks, data is
packetized and transmitted over shared bandwidth and
thus a predictable timing of data delivery cannot be
guaranteed. The types of channel impairments observed
on these two types of networks are different. On circuit-
switched networks, the transmission errors experienced
are in the form of bit errors, whereas on packet-switched
networks, the transmission errors experienced are in
the form of packet losses. On packet-switched networks,
the predominantly used network layer protocol is the
Internet Protocol (IP). There are two transport layer
protocols developed for use with IP: the Transmission
Control Protocol (TCP) and the User Datagram Protocol
(UDP). TCP provides a reliable point-to-point service
for delivery of packet information in proper sequence,
whereas UDP simply provides a service for delivering
packets to the destination without guarantee. TCP uses
retransmission of lost packets to guarantee delivery. TCP
is found to be inappropriate for real-time transport of audio
video information because retransmissions may result in
indeterminate delays leading to discernible distortions and
gaps in the real-time playout of the audio/videostreams. In
contrast, UDP does not have the problem of indeterminate
delays because it does not use retransmission. However,
the problem in using UDP for transmitting media is that
UDP does not provide sequence numbers to transmitted
packets. Hence UDP packets can get delivered out-of-order
and packet loss might go undetected.

Before proceeding ahead in this section, it is also useful
to revisit Fig. 2 and Section 2. All the standards follow the
overall architecture of Fig. 2. They all differ in the type
of control and multiplex–demultiplex–synchronization
blocks they use.

4.1. Multimedia Messaging Services (MMS) Standard

Figure 9 shows the MMS [8] protocol stack for multimedia
messaging over wireless IP networks. Each MMS multi-
media message consists of a MMS header and an optional
MMS body. The MMS header is used for signaling infor-
mation between the mobile phone and the multimedia
messaging service center (MMSC), and the MMS body
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Figure 9. MMS protocol stack for multimedia messaging.

is used to carry the actual multimedia message data.
The MMS header includes information on the type of the
MMS message, specifically, whether it is a request from
the mobile phone to the MMSC, a notification from the
MMSC to the mobile phone, or a confirmation response
to a request/notification. The header also contains the
destination address, the date when the multimedia mes-
sage was created, the address of the originating mobile
phone, the version of the MMS protocol, and more such
fields. The MMS body contains the media data and also
the layout information, that is, information on where the
various media components should be displayed on the
screen and also as to when they should be played out
and in what order. The presentation layout is specified
using the Synchronized Multimedia Integration Language
(SMIL) [14]. If audio and video must be played out in a syn-
chronized fashion, then they must be packaged together
using the MPEG-4 file format [15] first. The multiple
media elements and the SMIL description are combined
into a single composite entity using the Multipurpose
Internet Mail Extensions (MIME) multipart format [16].
This final MIME encapsulated data forms the MMS body.
The whole MMS message (MMS headers and the MMS
body) is transmitted using transport protocols used for
emails. The email transport protocols are layered on TCP
which provides a reliable connection. TCP can be used in
messaging systems because messaging systems can tol-
erate delays. At the receiving end, after the entire MMS
message has been received, the mobile phone extracts
the multimedia data and the SMIL description from the
MIME encapsulated MMS body, and plays out the media
according to the presentation information in the SMIL
description.

Comparing Fig. 9 to Fig. 2 at a high level, the MMS
headers forms the control block and the combination
of SMIL, MPEG-4 file format, and MIME forms the
multiplex–demultiplex-synchronization block.

4.2. Real-Time Streaming Protocol (RTSP)

The protocol stack for a RTSP-based [9,10] streaming
media player is shown in Fig. 10. RTSP specifies a text-
based protocol for exchanging control information with the
video server. Control messages are used to establish the
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Figure 10. RTSP protocol stack for streaming video.

streaming session and to signal the type and format of
the media to be used in the streaming session. They are
also used for functions such as pausing, fast forwarding,
and stopping the media playout. At the beginning of the
streaming session, the mobile first sends a RTSP message
to the video server specifying the media clip that it wants
to watch. This is similar to sending a Webpage address
to the Webserver for downloading the Webpage from
the Webserver. The video server replies back, providing
information on the type and format of the media in the
media clip. The Session Description Protocol (SDP) [17]
is used to provide this information. The SDP information
is enclosed in the response from the server. The mobile
phone looks at the enclosed SDP message and decides
if it is able to decode the types of media present in the
media clip. If it can, it then proceeds and issues a RTSP
request to the video server to start streaming the media
clip. The video server then starts streaming the media to
the mobile phone. The mobile phone typically buffers the
media for a short duration of time (e.g., 3 s) before playing
them out. At anytime the streaming has to be stopped or
paused, the mobile phone sends a RTSP request informing
the video server to do so. The RTSP messages are usually
transmitted reliably by using TCP.

The media are usually transmitted using UDP for
prompt delivery. UDP does not provide timestamp
information that is required in the playout of the media.
Also as was stated earlier, by using UDP, media packets
can get lost and can be delivered out-of-order. Hence the
Real-time Transport Protocol (RTP) [18] is used on top
of UDP to overcome the shortcomings of UDP. The RTP
packet headers contain timestamps and sequence number
information. The sequence number enables detection of
packet loss and out-of-order packet delivery, and the
timestamp provides timing information required in the
playout of media.

Comparing Fig. 10 to Fig. 2 at a high level, the
combination of RTSP and SDP forms the control block.
Synchronization is carried out by RTP. There is no explicit
multiplex–demultiplex block since the multiplexing and
demultiplexing is carried out at the network level
below IP.

4.3. Session Initiation Protocol (SIP)

Figure 11 shows the protocol stack for a SIP-based [11,12]
mobile phone for videoconferencing over wireless IP
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Figure 11. SIP protocol stack for two-way videoconferencing over
packet-switched networks.

networks. As in the case of the RTSP streaming media
player, RTP is used for transporting media. The SIP
videoconferencing terminal contains both the encoder and
the decoder for audio/video, unlike the RTSP streaming
media player, which contains only the audio/video
decoders.

The SIP protocol is used for signaling call setup and
teardown. The SIP protocol can be layered on top of TCP or
UDP. SIP also uses textual encoding of control messages.
A SIP-based mobile phone wishing to place a call sends a
message to the remote end inviting it to a call. Along with
the invite message, the mobile phone also sends a SDP
message describing the types and formats of media that it
can receive and transmit during the call. If the remote end
is ready to accept the call, it sends an acknowledgment
to the invite. In the acknowledgment, the remote end
sends back a SDP message indicating the media types
and formats it can receive and transmit. Using the SDP
messages, both endpoints can then decide on the media
format that each will use for transmission and then start
transmitting the media using RTP. Either end can end the
call by sending a ‘‘Bye’’ message.

Comparing Fig. 11 to Fig. 2 at a high level, the
combination of SIP and SDP forms the control block.
Synchronization is carried out by RTP. There is no explicit
multiplex–demultiplex block since the multiplexing and
demultiplexing is carried out at the network level
below IP.

4.4. 3G.324

For videoconferencing over circuit-switched wireless net-
works, 3GPP specifies the use of the 3G-324 stan-
dard [13]. The 3G-324 standard is based on the ITU
standard for circuit-switched multimedia communica-
tions — H.324 [19]. The protocol stack for a 3G-324 video-
conferencing terminal is shown in Fig. 12. Video, audio,

H.245
system control

H.223 adaptation layer

H.223 multiplex layer

Video
encode

Video
decode

Audio
encode

Audio
decode

Circuit switched wireless link (e.g. 3GPP L2)

Figure 12. 3G.324 protocol stack for two-way videoconferencing
over circuit-switched networks.

and the control information are sent on distinct logical
channels. The H.245 standard [20] is used to negotiate
the media to be used in the call and also to set up the
logical channels for the media. The H.223 standard [21]
determines the way in which the logical channels are
mixed into a single bit stream before transmission over
the wireless channel. The H.223 standard was originally
designed for operation over the benign public switched
telephone networks. H.223 was later extended for oper-
ation over error-prone wireless channels. H.223 consists
of two layers: the adaptation layer and multiplex layer.
The adaptation layer allows for the use of both FEC and
ARQ to protect the media being transmitted. This error
protection is in addition to what might be provided by the
wireless network. The multiplex layer is responsible for
multiplexing the various logical channels into a single bit
stream.

Comparing Fig. 12 to Fig. 2 at a high level, H.245
forms the control block and H.223 forms the multi-
plex–demultiplex-synchronization block.

5. DISCUSSION

In this article we provided an overview of wireless video-
communications and described the various international
standards that have made it possible. In addition to video
compression, error resilience techniques for video and effi-
cient mechanisms for video transport are important in
wireless videocommunications. We discussed the Simple
Profile of MPEG-4 video coding standard which introduces
several error resilience tools aimed at containing the effect
of transmission errors in the video bit stream. In practice,
video is usually transmitted along with speech, audio,
multimedia data such as images and documents, and con-
trol signals to form a complete multimedia communication
system. It is important to understand the interplay of
video with the other components of the multimedia com-
munication system. So we also provided an overview of the
following systems standards that have been recommended
by 3GPP for use over third generation wireless networks:
MMS for multimedia messaging, RTSP for streaming,
SIP for videoconferencing over packet-switched wireless
networks, and 3G.324 for videoconferencing over circuit-
switched wireless networks. It should be noted that though
these standards were specifically described for use on wire-
less networks, many of them can be used and are being
used on wireline networks too.

In addition to the standards described in this article,
there are other video coding standards and proprietary
techniques that can/will be used on wireless networks.
ITU has also extended the H.263 to provide support for
error resilience. In 3GPP standards, baseline H.263 is
the mandatory video coder that has to be supported.
Both MPEG-4 and the extensions to H.263 (called
H.263++) are optional. The first commercial wireless video
deployment — FOMA [1] — uses MPEG-4. For wireless
streaming applications, proprietary video compression
standards such as Quicktime, RealVideo and Microsoft
Windows Media Video might also be used because of the
wide availability of existing content in those formats on
the World Wide Web.
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Wireless videocommunications is a relatively new
field, and there is a lot of ongoing research activity for
improving the overall video quality. Techniques such
as joint-source channel coding, where the amount of
bits allocated to source coding and channel coding are
adaptively varied according to channel conditions, and
unequal error protection (UEP), where the level of error
protection is varied per the importance of the data, are
being studied. Layered video coding, where the video is
split into a base layer and several enhancement layers that
provide incremental quality improvement over the layers
below them, can be used in conjunction with UEP with
the base layer being protected the most. Low-complexity
(and hence low-power) video compression is another
important field of research. In addition to research in video
compression, research activities in the fields of low-power
semiconductors and displays, wireless communications
and networking, are all simultaneously enabling wireless
video to become a compelling application on mobile phones.
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1. INTRODUCTION

Wireless packet data is defined as the transfer of infor-
mation over wireless links that are shared dynamically
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by multiple users without dedicating wireless resources to
individual users during periods of inactivity.

In traditional circuit-mode cellular voice services, radio
resources (e.g., frequencies, time slots, or codes) are
assigned exclusively to a single user for the duration
of a call. As a result, resources remain assigned during
periods of inactivity. Circuit mode voice service is fairly
wasteful of network resources. Studies of conversational
patterns, for example, indicate that the amount of time
speakers actually speak accounts for only 40–50% of the
duration of the call. The remaining time is consumed
by pauses in conversation. Due to the bursty nature of
data transmissions, periods of activity for data services
users tend to be much lower (e.g., 10–15%). Under these
traffic assumptions, packet-mode operation allows much
more efficient utilization of radio resources than circuit
mode. In packet mode, a stream of bits is broken down
into smaller units, or packets, which are individually
transferred through the network. The communication
resource may be dynamically shared by multiple users at
any given time. Circuit mode operation wastes resources
during periods of inactivity. With packet mode operation,
the communication resource is shared by multiple users,
and an active user can take advantage of the inactive
periods of other users.

The most commonly used electromagnetic wireless
access media include radio frequency (RF) waves and light-
waves. When the frequency is below 1 THz (terahertz),
the electromagnetic waves are referred to as RF, and
above 1 THz, they are called lightwaves. The most com-
monly used RF band for wireless communications is from
800 MHz to 100 GHz. The most commonly used lightwave
wavelengths for wireless communications are infrared,
with wavelengths ranging from 870 to 900 nm. The range
of RF spectrum less than 800 MHz has been used by radio,
TV broadcast, and transportation. Generally speaking, the
higher the frequency, the more directional the propaga-
tion of electromagnetic waves and the shorter the range
of the signal. At one extreme, lightwaves are usually lim-
ited to short range line-of-sight communications, such as
indoor wireless and point-to-point inter-building commu-
nications. At the other extreme, RF spectrum at about 1 or
2 GHz is widely used for cellular wireless communications
over large coverage areas because this spectrum does not
experience interference from other services and it also pro-
vides good coverage in both rural and urban areas without
any line-of-sight requirements. As a result, multiple users
at different locations can easily share the radio channel.
This is well suited for point-to-multipoint, broadcast or
multicast communication.

The transmission characteristics of wireless channels
are random, time-varying, and difficult to predict.
Consequently, the data rate that can be achieved varies
depending on the prevailing channel quality. Therefore, it
is important to employ link adaptation algorithms that can
measure the channel and quickly adapt to the physical-
layer parameters in order to maximize the throughput
under the prevailing channel conditions. Furthermore,
wireless packet data channels are shared by multiple
users, and the user throughput performance or system
capacity is strongly dependent on the resource allocation

and scheduling schemes employed. In general, resource
allocation, scheduling, and link adaptation schemes should
be carefully designed in order to maximize the user
throughput and/or the system capacity.

Portability and mobility are two major advantages
of wireless packet data. Wireless local area networks
(WLANs), for example, IEEE 802.11 [1], were originally
conceived to serve the purpose of portability within the
office. Most lightwave-based wireless packet data services
are also used to avoid wiring. Unlike WLANs, cellular
packet data systems typically support lower data rates but
provide wide-area coverage and support mobility. Third
Generation (3G) networks will also be able to coarsely
track user locations and provide location based services.
Cellular packet data networks have evolved from cellular
voice networks, and have inherited mobility support from
voice networks. WLANs, however, were conceived in order
to provide Ethernet-like connectivity without wires and
have focused more on providing wireless access to the
wired network. The support of mobility is a task left to
Internet Engineering Task Force (IETF) protocols such as
mobile IP. The distinction between cellular packet data
networks and WLANs may blur and finally disappear as
the convergence of the two types of networks becomes
more evident.

The main purpose of wireless packet data is to connect
mobile users to the fixed network and to connect mobile
users to each other. In the wired network, packets
generated by end users are directly forwarded to the
destination if the destination is within the same local
area network (LAN). Otherwise, packets are forwarded
through a predetermined route or are routed hop by hop
to the final destination. Wireless access usually refers
to the ‘‘last mile’’ connection of the end-user devices
to the network. Wireless access can be provided using
a traditional cellular approach or alternatively, using
wireless LANs. The cellular approach assumes that a
mobile terminal communicates with a base station over
a radio link. The base stations are connected to each
other and to the Internet through a wired network. The
wireless LAN approach assumes a more ad hoc structure,
in which terminals may communicate with each other
directly without the help of a base station or wired
network. However, if a wireless terminal needs access
to the Internet, the wireless LAN should provide an
access point that is connected to the wired network. The
cellular network model and ad hoc wireless LAN model
are illustrated in Fig. 1.

2. GENERIC WIRELESS PACKET DATA SYSTEM
ARCHITECTURE

Figure 2 shows a generic wireless packet data system
protocol stack. Layer 1 represents the physical layer,
which is responsible for radio signal transmission and
reception. Layer 2 includes the medium access control
(MAC) and radio link control (RLC) layers. The MAC layer
allocates airlink resources to mobiles, thus allowing them
to share the wireless link. The RLC protocol provides
reliable in-sequence packet delivery when configured
to operate in an acknowledged mode. Layer 3 provides



WIRELESS PACKET DATA 2983

Gateway and
radio access

control

BS
BS

MS
MS

MS MS

Cellular network Ad-hoc network

MS
MS

MS

MS MS

MS

MS

MS
MS

Internet Figure 1. Two basic network connec-
tion structures. In cellular networks,
mobile stations (MSs) are connected
to the base station (BS) via a wire-
less link. The BS is connected to a
gateway that controls the data trans-
fer between the radio access network
and the rest of the wired network. In
ad hoc networks, MSs are connected
to each other directly through radio or
infrared links. A terminal can route
data to other terminals with which
radio links can be established so that
terminals that are a few hops away can
communicate with each other.

Application (e.g. HTTP)

Transport (e.g. TCP)

Network (e.g. IP) Mobility mgmt. Session mgmt.

Layer 4

Layer 3

Layer 2

Layer 1 

Radio resource controlRadio adaptation or convergence

Radio link control

Medium access control

Physical layer

Figure 2. Protocol stack for wireless
packet data (signaling plane protocols
are shaded).

functions that connect radio access networks to the
wired network, such as radio resource control, mobility
management and routing within and beyond the radio
access networks. In addition, layer 3 may also perform
header and/or payload adaptation. The radius adaptation
or convergence sublayer is also referred to as the logical
link central (LLC) layer. Ciphering may be performed in
layer 2 or in layer 3. Layer 4, the transport layer, provides
reliable end-to-end data transfer and end-to-end flow
control, if desired. The application layer denotes end user
applications (e.g., HTTP for Web browsing).

All four layers of the protocol stack are implemented
in mobile stations. On the fixed network side, however,
portions of the protocol stack are implemented on
different network elements. The choice of how to
partition the protocol stack is influenced by technology
requirements and/or constraints imposed by legacy
systems. In General Packet Radio Service (GPRS) and
Universal Mobile Telecommunications System (UMTS)
systems, for example (Fig. 3) [2], the base station is
responsible for physical-layer functions such as channel
coding/decoding, modulation/demodulation, pulseshaping
and transmission; MAC, RLC, and some radio resource
control functions are in a remote radio network controller,
which controls several base stations. The Serving GPRS
Support Node (SGSN) and Gateway GPRS Support Node
(GGSN) are responsible for session management (i.e.,
packet data service and context activation, authentication,
and charging), mobility management and routing. Any
two mobile stations that are served by the same GGSN
can communicate with each other directly through the

wired backbone (i.e., network of SGSNs) of the wireless
packet data network. In a WLAN configuration, the base
station (or access point) includes all user plane protocols
up to layer 3. There is no dedicated wired backbone
network in this case. Instead, the access point acts like
any IP router within the wired network, and IP-based
protocols specified by the IETF are used for mobility and
session management (mobile IP, AAA (Authentication,
Authorization and Accounting) protocols, etc.).

Ideally, wireless packet data systems should provide at
least the same services that are currently provided over

SGSN

RNC RNC

BSBSBSBSBSBS

GGSNInternet Core network

Figure 3. UMTS system architecture. A radio network controller
(RNC) controls several base stations. Several RNCs are connected
to a Serving GPRS Support Node (SGSN). The wired network
of SGSNs is referred to as the ‘‘backbone’’ or ‘‘core network.’’
The Gateway GPRS Support Node (GGSN) serves as a gateway
between the wired backbone and the Internet or other virtual
private networks.
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wired networks. In addition, there may be services that are
specifically targeted at mobile users. From an application
perspective, wireless packet data systems should be able
to provide these services with acceptable quality. From
a business perspective, it is desirable to provide these
services to as many users as possible. These objectives need
to be satisfied under constraints on spectrum availability,
cost and complexity. Furthermore, services targeted at
mobile terminals should be enabled through small and
inexpensive terminals with long battery life. These issues
pose several challenging problems for wireless packet data
system design, as will be discussed later.

3. QUALITY OF SERVICE REQUIREMENTS

Wireless packet data technologies support data transfer
services with a wide range of quality of service (QoS)
levels. End-to-end QoS requirements (e.g., loss and delay)
can be broken down into corresponding requirements
on the wireless data network (i.e., user equipment to a
wireless gateway node) and on the fixed network. The
QoS classes and attributes employed by the wireless
data network should span a wide range of possible
applications. Because of the limited amount of bandwidth
available at the air interface, support of QoS must not
involve significant overhead or complexity and should
allow efficient utilization of resources.

The third-generation partnership project (3GPP) speci-
fications define four QoS classes [3]:

• Conversational Class. The requirements for this
class are similar to those for conventional telephony.
In order to maintain acceptable quality, there are
strict limits on transfer delay and loss rate (1–3%).
Furthermore, the time relation between information
entities (e.g., speech frames) needs to be preserved.

• Streaming Class. Streaming audio and video appli-
cations fall into this category. Streaming applications
are more tolerant of packet transfer delays than
conversational applications. The time relations (vari-
ation) between information entities (i.e., samples,
packets) within a flow are to be preserved. In addi-
tion, loss rates must be low (1–3%).

• Interactive Class. Web browsing, database queries
and other applications that follow a request/response
pattern are considered interactive. Payload content
must be preserved (i.e., lossless transfer). In addition,
limits are placed on acceptable round-trip delay

• Background Class. This class of traffic is delay
insensitive (i.e., best effort). Examples include
electronic mail (email) and short message service
(SMS). This class requires that the payload content
be preserved but does not have stringent delay
requirements.

Because of signaling and packet transfer delays, airlink
error detection and recovery takes time. The stringent
delay requirements for voice services, however, do not
allow sufficient time for error recovery. Due to advances
in speech coding, the rates demanded by voice services are

quite low (<12–16 kbps). The typical approach is to pad
transmissions with enough redundancy to allow operation
under poor channel conditions. The channel coding is fixed,
and no retransmissions are allowed. This error avoidance
approach is not well suited to the support of data services.
Since the delay requirements for data services are typically
more relaxed than voice, error detection and recovery
techniques can be used. It is inefficient to use a fixed
amount of redundancy independent of the actual delay
requirements and the prevailing channel quality. Higher
data rates can be supported if error recovery is carried out
using an automatic repeat request (ARQ) scheme.

For best-effort data services, the radio link control
(RLC) layer typically allows full recovery [i.e., service data
units (SDUs) are not discarded and there is no limit on the
maximum number of retransmissions] and delivers data
in sequence to the higher layer. This scheme is best suited
to the support of best-effort data services over wireless
links, and not to applications such as streaming where
the time relation between information entities needs to
be preserved. For streaming, a selective ARQ scheme
with SDU discard and limited retransmission (i.e., partial
recovery) capability can achieve better performance.

4. WIRELESS PACKET DATA TECHNOLOGIES

4.1. Performance Measures

4.1.1. Delay. From the user perspective, it is meaningful
to consider measures such as the transfer delay for a
speech frame, file, web object or webpage. The air interface
is often the largest contributor to ‘‘end-to-end delay’’
perceived at the application layer. A widely used measure
of performance for protocol performance in wireless data
systems is the SDU delivery delay over the air interface
(i.e., delay between peer RLC protocol layers).

The RLC SDU delivery delay may be defined as the
time between SDU arrival at the transmitter RLC to in-
sequence delivery by the receiver RLC. The RLC SDU
delivery serves as a good measure of performance over the
air interface for streaming, interactive, and background
data services.

For data traffic with varying SDU sizes, a more
appropriate measure of performance is the ratio of the
SDU delivery delay to SDU size. This is typically known
as the normalized SDU delivery delay.

SDU delay is a random quantity. Delay jitter (variance)
is important when constant delivery rate is required. If the
transmission control protocol (TCP) is used for end-to-end
error detection and recovery, for example, the delay jitter
must kept as small as possible. This will be elaborated on
later. Another metric is delay percentiles, specifying the
percentage of transferred packets that experience a delay
exceeding a certain value. This is often used in the case
when a packet delay exceeds a certain threshold and the
packet is dropped.

4.1.2. Throughput. For a given choice of physical-layer
parameters (coding, spreading, modulation), an upper
bound on the expected user throughput over the air
interface is given by R · (1 − b), where R denotes the peak
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data rate and b denotes the expected error rate of each
RLC packet. Throughput can be improved further when
selective hybrid ARQ (i.e., incremental redundancy, which
will be discussed later) is employed for radio link control.

There are usually two types of throughput measures
mentioned in the literature. One is user-perceived
throughput, which is usually used as one of the metrics to
quantify the quality of service provided to the mobile
user. The user-perceived throughput is the individual
user’s data throughput when the user has data to
transmit. Wireless packet data channels are shared
by multiple users and the user-perceived throughput
computation should additionally account for the queuing
time. In the literature, the data rate quoted for the
system usually refers to user-perceived throughput. The
other type of throughput is aggregated throughput or
system throughput, which is usually used to quantify
the system capacity or system load. The aggregated
throughput is the amount of bits successfully transmitted
per unit time in the whole system that includes
all users. User-perceived throughput usually should
be used together with system aggregated throughput,
because in many cases, system aggregated throughput
is proportional to the system loading and the user-
perceived throughput decreases when the system loading
increases.

4.1.3. Packet Loss and In-Sequence Delivery. Wireless
packet data systems typically require in-sequence SDU
delivery over the air interface. If selective ARQ is
employed, this translates into a requirement on the RLC
protocol. Note that in-sequence delivery does not imply
lossless data transfer.

SDU loss can occur in one of the following ways:

• Buffer overflow at the transmitter.
• SDU discard at the transmitter if the delivery delay

requirements cannot be met.

The loss rate requirement depends on the QoS require-
ments of the application.

4.1.4. Coverage and Mobility Support. It is desirable
to satisfy a minimum throughput or a maximum SDU
delivery delay (or normalized SDU delivery delay) for a
large fraction (90–95%) of users in the network.

Most cellular data networks allow users to roam over a
wide area and attempt to provide an ‘‘always on’’ expe-
rience for the end user (i.e., mobility management is
handled without significant impact on the service). In
addition, for real-time services, handovers should occur
seamlessly as a mobile terminal moves from the coverage
area of one sector to another. This is achieved by impos-
ing very stringent delay requirements on a handover.
Generally speaking, there is a tradeoff between providing
high-throughput service and providing large coverage and
good mobility support. For example, at the time when
this article is written, WLANs provide a data rate as
high as 11 Mbps (with future standards targeting rates
up to 54 Mbps), but coverage is typically limited to indoor
environments with no mobility. On the contrary, the 3G

wireless networks can support only 384 kbps, optimisti-
cally, but with almost seamless coverage and mobility
support.

4.1.5. Security. Wireless packet data systems must
provide safeguards against unauthorized network access
and protect users’ privacy. This is achieved through
security protocols that carry out authentication and
ciphering of user data and protect the integrity of control
information.

To prevent unauthorized access, users need to be
authenticated before they can access the wireless network.
This typically involves comparison of a user-provided
unique equipment ID number with ID numbers stored
and maintained by the network. The network may also
ask for a password to check the user’s identity.

The content of the user’s data, location, identity, and
data usage pattern must all be protected. The use of
wireless links makes it easier for casual eavesdroppers to
infringe on a user’s privacy. The objective of the security
provided through wireless packet data is to provide
security at levels comparable to wireline data service.
This requires that user data be encrypted before they are
sent over the air. In addition, the network should try to
reduce the times that the mobile user sends its unique ID
number over the air. This prevents eavesdroppers from
deriving a user’s location and data usage pattern. Once
a user is registered with the network, the network can
assign a temporary ID for the user and the temporary
ID number can be used for authentication. It should be
emphasized that the wireless data networks do not provide
end-to-end security. Such security must be provided by
the users/applications themselves or IP-based security
protocols (e.g., IPSec).

4.1.6. Energy Efficiency. Many mobile terminals are
powered by batteries and energy efficiency is quite
important. Low mobile terminal power consumption is
critical in order to lengthen communication time and to
prevent mobile devices from overheating.

The definition of energy efficiency is not as simple
as it appears to be. At first glance, energy efficiency
can be defined as the amount of energy expended
per information bit received. But this definition does
not capture the data rate. Generally speaking, the
higher the data rate, the higher the amount of energy
expended per unit of information bits received. This
is due mainly to two effects: (1) the higher data rate
implies higher receiver processing requirements and (2)
increasing data rate over the air interface requires higher
transmission power per bit. According to Shannon theory,
the required transmission power is an exponentially
increasing function of the supported data rate. If the
wireless link is shared by multiple users in certain
ways, increasing one user’s data rate leads to a higher
interference level being experienced by other users.
Therefore, the other users need more transmission power
to combat the increased interference level. From a system
perspective, if multiuser interference is a concern, the
higher the aggregated throughput of the system, the
higher the energy requirement per information bit. A
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good indication of energy efficiency, therefore, is a power
consumption function corresponding to the supported
data rate.

Reduction of power consumption in wireless packet
data involves optimization of all aspects of the system
and circuit design, from hardware and software to
communication protocols. For example, on the RF portion
of a mobile terminal’s circuitry, the use of low peak-to-
average modulation schemes and nonlinear amplifiers
improve amplifier efficiency and saves energy. On the
digital logic part of a mobile terminal’s circuitry, low-
voltage and low-clock-frequency circuits are preferred
for power reduction. Integration of the system into a
small number of chips is desirable to reduce I/O power
consumption. Discontinuous transmission and reception1

modes that allow the mobile to go idle if there are
no data to send or receive are very useful in reducing
power consumption. All the power reduction approaches
discussed must ensure that they do not compromise
performance.

4.2. Technology Methods

4.2.1. Link Adaptation and Incremental Redundancy. Link
adaptation is a technique that uses channel quality
measurements in order to select the physical-layer
parameters such as modulation, coding, and spreading
that are needed in order to achieve the highest throughput
under delay constraints [4]. The RLC block sizes and
physical-layer parameters should be chosen in such a
way that blocks can be retransmitted without significant
overhead even if the physical-layer parameters used for
the initial transmission are different from those used for
retransmission.

Incremental redundancy is a technique that can be
applied in conjunction with link adaptation in order
to achieve higher throughput under a wide range of
operating conditions. For each set of physical-layer
parameters, a set of puncturing schemes (P1, P2, P3, etc.)
achieving the same code rate are defined. All puncturing
is carried out on the same rate 1/N ‘‘mother code.’’
The initial transmission of a block consists of the bits
obtained by applying the puncturing scheme P1 (for
the chosen physical-layer parameters) to the rate 1/N
encoded data. On receiving a negative acknowledgment

1 Discontinuous reception is commonly referred to as ‘‘sleep mode.’’

for the RLC block, additional coded bits (i.e., the output
of the rate 1/N encoded data punctured with scheme,
P2, corresponding to the prevailing set of physical-layer
parameters) are transmitted. If all the punctured versions
of the encoded data block have been transmitted, the cycle
is repeated, starting again with P1. If the receiver does
not have sufficient memory for incremental redundancy
operation, it can attempt to decode the data by using
the information corresponding to just P1, or P2, or P3.
This corresponds to the pure link adaptation case. For
incremental redundancy operation, the receiver must
have sufficient memory in order to store soft information
corresponding to RLC blocks that have not yet been
decoded successfully. Each time the receiver obtains
additional coded bits, it attempts soft-decision decoding
using this redundant information in addition to previously
stored soft information corresponding to the same RLC
block(s).

The individual puncturing schemes are designed to be
as disjunctive (or nonoverlapping) as possible in order to
achieve good performance with incremental redundancy.
In addition, to achieve good performance with pure
link adaptation, the puncturing schemes are designed to
ensure that the individual schemes (P1, P2, P3) achieve
comparable error performance.

4.2.2. Peak Picking Scheduling. In a cellular environ-
ment, different users sharing the same airlink will observe
different link performance. In addition, the performance
observed by each user may vary in time due to changes in
interference levels and shadow fading.

Figure 4 shows an idealized plot of logical link control
(LLC)-layer efficiency variations as a function of time as
link adaptation tracks the changes in link quality.

To increase overall system capacity, a scheduler can
dynamically allocate larger portions of airlink resources
to those users with high link efficiencies, a technique
known as ‘‘peak picking.’’ To help understand the role
peak picking plays in the design of airlink schedulers, it is
helpful to look at two extremes:

• One naive scheduling algorithm is to allocate all
network resources to the mobile with the highest link
efficiency. Such an algorithm maximizes the total
amount of data carried over the airlink. However,
such an algorithm is woefully impractical. One
problem with such a scheduler is fairness. Using

Figure 4. Peak picking can substan-
tially improve overall system capacity.
The curves represent the throughputs
that mobile 1 and mobile 2 would receive
if they were given all airlink blocks. With
peak picking, network operators will be
able to generate more revenue from the
airlink. 0
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such a scheme, it is possible that one user in the
cell is granted all airlink bandwidth, while all other
users starve. Such bandwidth starvation can have
disastrous effects on the performance of higher-layer
protocols, such as TCP. Such starvation can result in
frequent TCP retransmissions and TCP connection
failures: focusing on maximizing airlink throughput
alone may end up causing transmission inefficiency
at higher layers. In addition, it is often necessary for
the network to periodically schedule transmissions
to/from a mobile so that it has current information
needed for power control and link adaptation to
function properly.

• At the other extreme is simple round-robin schedul-
ing, in which each user is given an equal fraction of
airlink blocks. Such a scheduling scheme does not
take advantage of peak picking.

Effective schedulers employing peak picking lie some-
where between these two extremes. The design of such
schedulers is currently an active area of research.

4.2.3. Header Compression. Wireless data networking
technologies are designed to make most efficient use
of airlink spectrum. Link adaptation and incremental
redundancy techniques are one way of doing this. Another
way of increasing link efficiency is to shrink the size
of user data packets carried over the wireless data
network’s airlink. Two additional tools are used for this
purpose: packet header compression and packet payload
compression.

Each TCP/IP packet contains a 20-byte TCP header
and a 20-byte IP header. For small payloads, 40 bytes of
overhead is a large price to pay. For this reason, wireless
data networks typically employ techniques to compress
the headers of each network-layer packet carried over the
airlink. Such schemes are based on the packet header
compression scheme developed by Van Jacobsen [5].
Taking advantage of the fact that many of the fields
in TCP/IP packet change little over the lifetime of a TCP
connection, Van Jacobsen’s header compression algorithm
can reduce the amount of data needed to carry a TCP/IP
packet header from 40 to 3 bytes. Similar techniques are
also being proposed to reduce the headers used by UDP/IP
headers to enable efficient carrying of audio streaming
and voice over Internet Protocol (VoIP) applications, which
typically have payloads of less than 100 bytes.

Packet payload compression schemes can also increase
airlink efficiency. V.42bis data compression is a common

compression scheme used by wireless data networks.
V.42bis is based on the string compression algorithm of
Ziv–Lempel [6]. V.42bis maps strings appearing in the
uncompressed input data to a set of codewords. Both
the compressor and decompressor dynamically construct
a dictionary mapping codewords to strings. By sending
shorter-length codewords over the airlink instead of the
longer length strings the codewords represent, V.42bis
can achieve favorable compression ratios and make more
efficient use of the airlink. V.42bis, however, may be
used only over links providing lossless, in-sequence packet
delivery.

4.2.4. Mobility Management. Wireless data networks
employ several mobility management techniques to give
mobile terminals access to the Internet. Some wireless
data network technologies leverage the use of mobility
management architecture already deployed for the service
of circuit-switched traffic (e.g., GPRS/EGPRS, UMTS).
Other wireless data technologies (e.g., CDMA2000)
have opted instead for mobility management based on
mobile IP.

4.2.4.1. Mobility Management in GPRS/EGPRS and
UMTS. Figure 5 shows the high-level mobility manage-
ment architecture employed by GPRS/EGPRS and UMTS
networks. In these technologies, each user is assigned a
‘‘home’’ service provider, the provider who bills for their
service. Mobiles are also permitted to use networks other
than those owned by their home service provider, a process
known as ‘‘roaming.’’

Mobility management in GPRS/EGPRS and UMTS
networks uses the following network entities:

• Visitor Location Register (VLR). This is a database
containing information on the roaming mobiles
currently active in a service provider’s network. The
VLR contains information on the roaming current
mobiles’ locations, the identities of the mobiles’ home
service provider, information needed to authenticate
users, and the capabilities of roaming mobiles
and other information. This database also contains
information on roaming circuit-switched customers
currently using the service provider’s network.

• Home Location Register (HLR). Similar to the VLR,
this database contains information on all mobiles
that receive service from the service provider. This
database also contains information on the service
provider’s circuit-switched customers.

Figure 5. Mobility management ar-
chitecture employed by GPRS/EGPRS
and UMTS networks.
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• GGSN. The GGSN is a gateway node used to
mask the mobility of mobile hosts from Internet
applications. All data traffic sent between a mobile
host and fixed host are routed via the GGSN. The
GGSN collects usage information that can be later
used to bill users for wireless data service. A GGSN
may access the VLR/HLR to obtain information on
mobile capabilities and special features that a user
has subscribed to. The GGSN tunnels network layer
traffic to the SGSN that a mobile host is currently
attached to.

• SGSN. The SGSN tracks a mobile as it moves from
cell to cell, delivering the network-layer packets it
receives from the GGSN. The SGSN may compress
the header and payload of the packets it transmits.
The SGSN tunnels packets it receives from the mobile
host to the GGSN. The SGSN also communicates
with the VLR/HLR to retrieve mobile capabilities
and update location information and mobile state.
The SGSN also collects mobile-specific usage data
that can be later used for billing.

Mobility management ‘‘procedures’’ are used to activate
or deactivate data service and track mobiles as they
move from cell to cell. During each procedure, signaling
messages are exchanged between the mobile host and
network entities:

• Attach. Before being able to transfer data over
a wireless data network, a user must ‘‘attach.’’
During the attach procedure, signaling messages are
exchanged between the mobile host and the SGSN
to identify and authenticate the mobile. Credentials
supplied by the mobile may be compared with
credentials the SGSN retrieves from the mobile’s
HLR. The SGSN updates the mobile’s HLR with its
new location. If the state information in the HLR
shows that the mobile was attached with another
SGSN, the new SGSN informs the old SGSN that the
mobile will no longer need service from the old SGSN.
The SGSN assigns the mobile a temporary link layer
address which will be used to identify the mobile for
as long as it remains attached.

• Detach. The detach procedure may be initiated by
a mobile (called an ‘‘explicit detach’’), or initiated in
response to a lack of routing area update messages
(called an ‘‘implicit detach’’). The detach procedure
informs the wireless data network that a mobile is
no longer available to send and receive data over the
wireless data network. During a detach, the VLR is
updated to indicate that the mobile is now idle.

• Packet Data Protocol (PDP) Context Activation. PDP
context activation makes a mobile ‘‘visible’’ to the
public Internet. Signaling messages sent between the
mobile and the SGSN identify the type of service that
the mobile is requesting. The SGSN may perform
optional procedures to determine whether the mobile
is allowed access to the type of service it is requesting.
If the SGSN determines the context activation should
be allowed, it informs a GGSN to create a PDP context
for the mobile. Once a PDP context has been created,

IP traffic can flow between a mobile and the public
Internet.

• Packet Data Protocol (PDP) Context Deactiva-
tion. PDP context deactivation is used to signal the
end of a data session. Once a mobile’s PDP context
has been successfully deactivated, the SGSN and
GGSN that were serving the mobile are free to assign
network resources (memory, link bandwidth, etc.) to
other mobiles. At the end of PDP context deactiva-
tion, a mobile is no longer reachable from the public
internet.

• Routing Area Update. To help manage the amount
of signaling traffic needed to track a mobile as it
moves from cell to cell, contiguous clusters of cells are
grouped together to form a ‘‘routing area.’’ Mobiles
are required to inform the SGSN any time they begin
to receive service in a cell with a new routing area
identifier, a process known as a routing area update.
Routing areas are also used to control the amount
of paging traffic that must be generated to deliver
traffic to mobiles in standby mode. Paging messages
are only sent in those cells belonging to the routing
area the mobile was last known to be in. Routing area
updates are sent periodically by mobiles in standby
mode. If a mobile does not send periodic updates, the
network will detach the mobile, freeing up resources
for other mobiles.

• Paging. Constant reception and decoding of airlink
channels drains a mobile’s battery. To increase
battery life, during times of inactivity, mobiles enter
a ‘‘standby mode.’’ While in standby mode, mobiles
periodically decode paging channels to determine
whether the network wished to send traffic to
them. Periodic decoding of paging channels can
substantially increase batter, life, since data transfer
tends to be sporadic.

Once a mobile host has attached and activated a PDP
context, it is able to exchange IP packets with the public
Internet. A ‘‘ping’’ [Internet Control Message Protocol
(ICMP) echo] message sent from a mobile host to a fixed
host is carried over the radio access network to the SGSN
currently serving the mobile. The source address of the
IP packet carrying the ping message is the IP address
assigned to the mobile during PDP context activation.
The SGSN tunnels the ping message to the GGSN
currently serving the mobile’s PDP context. The GGSN
passes the ping message to the public Internet, where
traditional IP routing is used to deliver the message to
the fixed host. The fixed host echoes the ping message
back to the mobile host. The destination IP address
used by the fixed host is the IP address assigned to
the mobile host during context activation. IP packets
using the IP address of the mobile host are routed using
traditional IP routing to the GGSN serving the mobile
host’s PDP context. The GGSN tunnels the IP packet
to the SGSN serving the mobile host. The SGSN then
forwards the packet to the cell currently being used by the
mobile host.

4.2.4.2. Mobile IP. Mobile IP is a protocol defined
by the Internet Engineering Task force to deliver
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Figure 6. Mobile IP mobility management architecture.

network layer packets to mobile hosts [7]. Here we
highlight a few key differences between the mobile IP
mobility management approach and the approach used in
GPRS/EGPRS and UMTS networks.

Mobile IP high-level mobility management architecture
is shown in Fig. 6:

• Foreign Agent. The foreign agent plays a role
analogous to the SGSN in GPRS/EGPRS/UMTS
networks. The foreign agent is responsible for
sending and receiving network layer packets to the
mobile host.

• Home Agent. The home agent plays a role analogous
to the GGSN in GPRS/EGPRS/UMTS. Data packets
sent to a mobile host are first routed to the home
agent. The home agent then tunnels the packets to
the foreign agent currently serving the mobile host.
The foreign agent ‘‘detunnels’’ packets forwarded by
the home agent and delivers them to the mobile host.

Mobile IP employs a technique known as ‘‘triangular
routing’’ to transfer packets to and from mobile hosts.
Network-layer packets sent from a corresponding host
to a mobile host, are always routed via the home
agent. However, packets sent by a mobile host to the
corresponding hosts bypass the home agent, and are routed
directly to the corresponding host. This is in contrast to
the route traveled by packets sent by mobile hosts in
GPRS/EGPRS/UMTS, where packets are always routed
via the GGSN, regardless of the direction they are being
sent — so-called bidirectional tunnels.

4.2.5. TCP over Wireless. TCP is the predominant
wireline transport layer protocol used by internet
applications [8]. TCP was designed to guarantee end-to-
end reliable data delivery and end-to-end flow control
over wireline networks. One key assumption underlies
the design of TCP’s flow control and error recovery
mechanisms — packet loss and delay are caused primarily
by network congestion. In wireless data networks,
however, packet loss and delay are caused primarily
by airlink transmission errors. TCP flow control and
error recovery mechanisms can cause severe end-to-end
performance degradation when used over wireless links.

Two problems are encountered when TCP is used on
wireless data networks. TCP has its own ARQ mechanism
that often conflicts with the ARQ mechanism employed by
a wireless data network’s RLC layer. TCP segments are
typically divided into several RLC PDUs, which are then
scheduled for transmission. When a wireless link is bad,
many retransmissions occur in the RLC layer, increasing
the delay experienced by individual TCP segments. If
a TCP segment is not received within certain period of
time, the TCP transmitter assumes that the segment is
lost and retransmits it. However, the retransmission of
the TCP segment is not necessary because the first TCP
segment was not lost, but delayed as a result of airlink
errors. These spurious TCP retransmissions waste airlink
bandwidth and reduce TCP throughput.

Another problem with the use of TCP over wireless data
networks is TCP’s end-to-end flow control mechanism.
When TCP sees that a segment is delayed too much or lost,
TCP ‘‘thinks’’ that there is congestion on the path between
the transmitter and the receiver. Therefore, TCP reduces
the transmission rate. When TCP receives a segment, it
may think that the congestion has disappeared and then
increases the transmission rate. However, the reason for
packet delay fluctuation and loss is due mainly to the
fluctuation of wireless link qualities and their induced
network reactions. The way in which TCP reacts to
packet delay and loss — quickly reducing transmission
rates in response to excessive delay, and slowly increasing
transmission rates when the delay decreases — is not well
suited to the delays observed over wireless links. As
a result, TCP transmission rate reductions may be too
aggressive, and the wireless link may end up never fully
utilized.

To solve the performance problems caused by using TCP
over wireless data networks, the packet delay seen at the
RLC layer should be made as smooth as possible. In this
way, TCP will have an accurate estimate on the round-trip
delay and then will not unnecessarily retransmit a packet
or reduce the transmission rate. The delay jitter seen at
the RLC layer may come from various sources, such as
RLC retransmission and resequencing delay, connection
teardown and resetup in the middle of a TCP session, and
wireless scheduling. Although all of those causes may not
be possible to eliminate, at least the designer should be
aware of this and trade off the TCP problems against other
considerations.

5. CONCLUSIONS

As a result of the interplay of each layer of the wireless
data protocol stack, the need for spectrally efficient data
transmission, the limitations placed by mobile terminal
battery life, the design and engineering of wireless data
networks offers many unique challenges. The wireless
data networking technologies discussed in this article
provide a variety of different approaches used to solve
these problems.
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1. INTRODUCTION

Since the early 1990s, the sustained high pace of techno-
logical advances paved the way for the exponential growth
of the Internet. We can trace the development of two imple-
mentation technologies as prime enablers of this growth.
The first was the dramatic reduction in the cost of disks,
namely, massive long-term storage. The second was the
huge reduction in the cost of optical communication and
its simultaneous capacity increase. More specifically, since
1991, the capacity of a $100 disk increased by a factor of
1200, while during the same period, the bandwidth of
optical cable doubled every 9 months. The Internet, as we
know it today, is an exceptional educational, research,
entertainment, and economic resource, which enables
information to be available at the touch of a mouse. There
is a wide consensus that the Internet will continue to
grow rapidly in both quantitative and qualitative terms.
At the same time, it appears that we are on the brink
of the next technological revolution that may have even
more profound impact on our lives. This revolution, that
will enable any time, anywhere, communication and con-
nection between the physical and computational worlds,
is due to the advancement of wireless communication
technology and sensors. While in the early 1990s wire-
less technology was mainly stagnant, since 1996, it has
experienced an exponential growth. Wireless bandwidth
in industrial offerings has increased by a factor of 28 from
1997 to 2002. On the other hand, recent progress in fabri-
cation of micro-electromechanical systems-based (MEMS)
sensors has opened new vistas in terms of cost, reliabil-
ity, accuracy, and low energy requirements. While most of
the MEMS-based sensors are still in the research phase,
a boom in government funding in this area has resulted
in amazing progress. For this field, the total funding was
$2 million in 1991 and $35 million in 1995, while in 2001 it
was estimated to have been $300 million worldwide. With
such advancement, there is currently a need for methodolo-
gies and technologies that will enable efficient and effective
use of wireless embedded sensor network applications.
The motivational factors pushing for these applications
include the mobility of computational devices, such as cel-
lular phones and personal digital assistants (PDAs), and
the ability to embed these devices into the physical world.
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Almost all of the modern science and engineering has
been built using compound experiment–theory iteration
steps. Typically, the experiments have been the expensive
and slow components of the iterations. Thus, the existences
of flexible yet economic experimentation platforms often
result in great conceptual and theoretical breakthroughs.
For example, advanced optical and infrared telescopes
enabled spectacular progress in the understanding of large
scale cosmology theory. Particle accelerators and colliders
enabled great progress in the understanding the ultra
small world of elementary particles. Furthermore, the
progresses in computer science, information theory, and
nonparametric statistics have been greatly facilitated by
the ability to compile and execute programs quickly on
general-purpose computers. Sensor networks will enable
the same type of progress in better understanding many
other sciences, not just by information processing, but also
through new connections between the sciences and the
physical, chemical, and biological worlds.

Sensor networks consist of a set of sensor nodes,
each equipped with one or more sensors, communication
subsystems, storage and processing resources, and in
some cases actuators. The sensors in a node observe
phenomena such as thermal, optic, acoustic, seismic,
and acceleration events, while the processing and other
components analyze the raw data and formulate answers
to specific user requests. The recent advances in technology
mentioned above, have paved the way for the design and
implementation of new generations of sensor network
nodes, packaged in very small and inexpensive form
factors with sophisticated computation and wireless
communication abilities. Once deployed, sensor nodes
begin to observe the environment, communicate with
their neighbors (i.e., nodes within communication range),
collaboratively process raw sensory inputs, and perform
a wide variety of tasks specified by the applications at
hand. The key factor that makes wireless sensor networks
so unique and promising in terms of both research
and economic potentials is their ability to be deployed
in very large scales without the complex preplanning,
architectural engineering, and physical barriers that
wired systems have faced in the past. The term ‘‘ad
hoc’’ generally signifies such a deployment scenario
where no structure, hierarchy, or network topology is
defined a priori. In addition to being ad hoc, the wireless
nature of the communication subsystems that rely on
radio frequency (RF), infrared (IR), or other technologies,
enable usage and deployment scenarios that were never
before possible.

To illustrate the key concepts and a possible applica-
tion of wireless ad hoc sensor networks (WASNs), consider
the environmental monitoring requirements of large office
buildings. Such buildings typically contain hundreds of
environmental sensors (such as thermostats) that are
wired to central air conditioning and ventilation systems.
The significant wiring costs limit the complexity of cur-
rent environmental controls and their reconfigurability.
Furthermore, in highly dynamic corporate environments,
cubicle offices may continuously be added, removed, and
restructured, which makes environmental control rewiring
an intractable task. However, replacing the hard-wired

monitoring units with inexpensive ad hoc wireless sensor
nodes will easily improve the quality and energy efficiency
of the environmental system while allowing unlimited
reconfiguration and customization in the future. In addi-
tion to the classic temperature sensing, senor nodes with
multiple modalities (i.e., equipped with several different
types of sensors) can significantly enhance the abilities of
such a system. For example, motion or light sensors can
detect the presence of people and even adjust the environ-
mental controls using actuators, according to prespecified
user preferences. In many instances, the savings in the
initial wiring costs alone may justify the use of such
wireless sensor nodes.

Although the environmental monitoring example above
is an application of WASNs to a task that has existed for
a long time, many new applications have also started to
emerge as direct consequences of WASN developments.
Such applications range from early forest fire detection
and sophisticated earthquake monitoring in dense urban
areas, to highly specialized medical diagnostic tasks where
tiny sensors may even be ingested or administered into
the human body. As mentioned above, personal spaces
such as offices and living rooms can be customized to
each individual by sensors that detect the presence of a
nearby person and command the appropriate actuators to
execute actions according to that person’s preferences. In
essence, WASNs provide the final missing link connecting
our physical world to the computational world and the
Internet. Although many of these sensor technologies
are not new, technological barriers and physical laws
governing the energy requirements of performing wireless
communications have limited their feasibility in the past.
A few highlights and benefits of the newer, more capable
sensor nodes are their abilities to

• Form very large-scale networks (thousands or more
nodes).

• Implement sophisticated networking protocols as
well as distributed and localized analysis algorithms.

• Reduce the amount of communication required
to perform tasks by distributed and/or localized
computations.

• Implement complex power-saving modes of operation
depending on the environment, current tasks, and
the state of the network.

In the following sections, we describe the generic com-
ponents that form a wireless sensor network and highlight
the key issues and characteristics that differentiate sensor
networks from traditional peer-to-peer and ad hoc wireless
communication networks. Section 2 lists the architectural
and hardware related components, while in Section 3 the
focus is on higher-level services and software issues.
Section 4 provides a brief overview of the state of the
art and the challenges ahead.

2. ARCHITECTURE AND HARDWARE

Similar to classical computer architectures, the main
components of the physical architecture of WSN nodes
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can be classified into four major groups: (1) processing,
(2) storage, (3) communication, and (4) sensing and actua-
tion [input/output (I/O)]. The following is a brief summary
of the main issues involved and some related topics for
each of these components.

2.1. Processing

Two key constraints for processing components are energy
and cost. Essentially all current WSN processors are
those used for mass markets. This is due in large
part to the advantages of the economies of scale and
the availability of comprehensive and mature software
development environments for such processors. Since the
processing in a node has to address a variety of different
tasks, many nodes have several types of processors:
microprocessors and/or microcontrollers, low-power digital
signal processors (DSPs), communication processors,
and application-specific integrated circuits (ASICs) for
certain special tasks. The standard complementary
metal oxide semiconductor (CMOS) process will be the
technology of choice for sensor node processors at least
until 2012.

2.2. Storage

Currently, sensor nodes have relatively small storage
components. They most often consist of standard dynamic
random access memory (DRAM) and relatively large
quantities of nonvolatile (flash) memory. Since the
communication is a dominant component of the overall
energy consumption is wireless sensor networks, we expect
that the amount of local storage at a node will continue to
increase. This expectation is further enforced by the fact
that since 1992, the cost of memory was declining much
faster than the cost of processors. We also expect that
new technologies, in particular magnetoresistive random-
access memory (MRAM), will soon be widely used for this
type of storage.

2.3. Communication

The communication paradigms often associated with
the current generations of wireless sensor networks
are multihop communication. Several current results
indicate that multihop communications scale very well
and can significantly reduce the energy consumption in
large sensor networks [1]. A number of new projects are
currently targeting low power communication. This is an
area where it is most difficult to predict how technology
will impact future architectures, since commercial wireless
communication is a relatively new field. It is very
important to note here that in typical low-power radios
used in WASN communication, listening often requires as
much energy as transmitting. This is in sharp contrast
to the assumptions made in most previous work in
ad hoc multihop networking, where sending a message
was believed to have been the major consumer of
energy. These new constraints indicate that the study
of complex power saving modes of operation, such as
having multiple different sleep states, will be crucial in
this field.

2.4. Sensors and Actuators

One can envision the sensors as the eyes of the sensor
network, and the actuators, as its muscles. Although
MEMS technology has been making steady progress
since the early 1960s, it is obvious that it is still in
its early phases where development is mainly sustained
by research funding and not yet commercial. However,
significant results have already been obtained. A good
starting point for learning more about sensor systems is
the article by Mason et al. [2].

3. SYSTEM SOFTWARE AND APPLICATIONS

As described above, the recent advent of WASNs has
required completely new approaches for building system
software and optimization algorithms, as well as the
adaptation of existing techniques. It is interesting and
important to analyze why the already existing distributed
algorithm techniques were not directly applicable to
WASNs. There are at least five major reasons: (1) WASNs
are intrinsically related to the physical and geometric
world and therefore have very special properties — the
uses of local and geographic information, for example,
play key roles in designing efficient, robust, and scalable
sensor networks; (2) relative communication costs are
much higher than they were assumed to be in all previous
distributed computing research — since WASN nodes are
severely energy constrained, the cost of communication
becomes an extremely important factor in the design of
WASN software; (3) accuracy of physical measurements is
intrinsically limited and therefore there is little advantage
on insisting on completely accurate results; (4) energy
consumption is a critical system constraint; and (5) data
acquisition is naturally distributed and error-prone,
implying a strong need for new sensing, computation,
and communication models.

The relative communication delay in sensor networks
is significantly larger than in traditional computational
systems. It is interesting to note that in modern deep
submicrometer (DSM) chip designs, delay on a single
system-on-chip will be up to 20 clock cycles. However,
even the fastest communication protocols in WASNs will
have delays in millions of cycles due to technological and
physical limitations as well as system software overhead.
Furthermore, communication generally dominates both
sensing and computation in terms of energy (currently,
image and video sensors are exceptions). Again, it is
interesting to draw parallels with DSM designs: In DSM,
communication will also dominate power consumption,
maybe eventually by as high as a 10 : 1 ratio with respect
to computations. In WASNs, technology trends are much
more difficult to predict, yet at least in current and pending
technologies, this ratio is much higher, often estimated
at 1000 : 1.

Interestingly, several new hardware and architectural
characteristics have also come into play that strongly
influence WASN communication costs. For example, we
have already mentioned that in many of the current
low-power radios used in WASN nodes, the power
requirements for listening or receiving messages is
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about the same as when transmitting. This is in
sharp contrast to the assumptions made in numerous
wireless communication research efforts in the past, where
transmitting a message was almost always assumed to
have required much more power than listening or receiving
a message. Consequently, in order to be truly effective,
WASN system software must try to maximize the duration
of the times when the communication subsystems can be
turned off or placed in sleep modes, thus saving precious
reserve energy resources.

In addition to placing nodes in sleep modes to
conserve energy, one can expect that fault tolerance and
autonomous operation will be essentially mandatory for
large scale WASNs, due to wide-scale deployment and
the relatively high cost of servicing nodes. During the
useful lifetime of a typical WASN, it is not unreasonable
to expect that at least some nodes will exhaust their
energy supply. Even if latency (real-time constraints),
energy consumption, and fault tolerance were not an issue,
security and privacy issues would very often mandate that
only a subset of nodes participate in a specific task. In
addition, sensor nodes are often deployed outside strictly
controlled environments, communicate using wireless
(insecure) media, and hence are highly susceptible to
security attacks. This further indicates that expecting
all nodes to always be able to sense, communicate, and
compute is not realistic. Moreover, as WASNs evolve
into an Internet-like scale and organization and span the
whole earth and beyond, the only realistic possibility for
all tasks will be execution in highly localized scenarios.
In localized computation models, only a subset of nodes,
which are almost always within geographic proximity,
collaborate and participate in formulating results to
specific application tasks.

The challenges outlined above can be classified into
three major categories: (1) strict constraints; (2) new
modes of operation; and (3) interface between physi-
cal world, computation, and information theory. The
‘‘strict constraint’’ challenges include problems related
to the need for low cost, long life, and reliable infras-
tructures. Low-power operation, wireless bandwidth effi-
ciency, reliability, fault tolerance, high availability,
error recovery, distributed synchronization, and real-
time operation in unpredictable environments are all
important factors that influence the design decisions
at this step. In this direction, the current key prob-
lem is learning how to scale the already available
techniques to the next levels of strictness of con-
straints.

There are two main research direction related to the
‘‘new modes of operation’’ of WSNs, due to their dis-
tributed and multihop natures: localized algorithms and
autonomous continuous operation. Localized algorithms
are algorithms implemented on sensor networks in such
a way that only a limited number of nodes communicate,
therefore reducing overall energy consumption and band-
width requirements. Consequently, localized algorithms
often operate with incomplete information, noisy data,
and almost always under very strict communication and
energy constraints.

One way of modeling localized algorithms in WASNs
is as follows: One or more nodes initiate a request
for a computation (a query). The result of the query
is to be sent to one or more sink nodes. Each node
can obtain its required information either through its
sensors or by communication with neighboring nodes.
The goal is to maximize an objective function for the
optimization task at hand, in such a way that all
constraints are satisfied and the communication cost is
minimal. The first and most important difference between
the localized algorithm and other traditional methods is
the amount of information available to the processing
units. In conventional scenarios, the processors have all
the information that is needed for their computation
tasks. However, in localized approaches, the required
information is not complete and thus the communication
between components should be interleaved with the
computations in different parts so that they compensate for
the insufficient information. The other interesting aspect
of localized procedures is that although there are many
processing units in a pervasive computing environment
such as WASNs, for most of the applications, only a
few processors are sufficient to carry out the required
calculations. This is in contrast to the classical distributed
computing paradigms where all processors involved in
a computation are actively computing all the time. For
centralized algorithms, of course, one processing unit
handles all the computations and control. In addition
to the localized nature of the optimization algorithms in
WASNs, autonomous closed-loop modes of operation are a
must for effective use of such networks. Essentially, the
applications must execute with minimal or no intervention
of a human operator.

Traditional wired and wireless computer communica-
tion network designers have typically followed (although
often loosely) the International Organization for Stan-
dardization (ISO1) Open System Interconnection (OSI)
Reference Model as the basis for their protocol stack
design. The OSI Reference Model specifies seven proto-
col layers: physical, data link, network, transport, session,
presentation, and application [3]. The following subsec-
tions briefly describe two main WASN protocol stack layer
functions, namely, medium access control (MAC) and rout-
ing, which are equivalent to what the OSI model classifies
as data-link- and network-layer functions, respectively.
The subsequent sections then describe sensor network
specific tasks and problems such as location discovery and
coverage.

3.1. Medium Access Control (MAC)

Wireless communication media are almost always broad-
cast in nature and thus are shared among the partici-
pants. For example, RF transmissions of one node can
be ‘‘heard’’ by any other node that is within communica-
tion range. If two nodes that are close together transmit
at the same time, their transmissions will most likely
‘‘collide’’ and interfere with each other. Medium access

1 ISO is not an acronym. ISO is an international standardization
organization with members from more than 75 countries.
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control refers to the process by which nodes determine
when and how to utilize a shared communication medium.
In WASNs where network communications are multihop
(often require intermediate nodes to forward packets), the
MAC layer is also where specific self-organization and
autonomous configuration abilities can be introduced into
the network.

Traditional MAC designs have followed two distinct
philosophies: dedicated and contention-based. In the
dedicated scenarios, each node receives the shared
resource according to a prespecified scheme. Time-division
multiple access (TDMA) is one such scheme where each
node may only transmit within a small, periodic, time
slot. Such MAC strategies are typically not well suited for
ad hoc networks that have no predefined organization
and can be very dynamic in nature; that is, nodes
can join, move, or leave the network at any time.
In contention-based schemes, nodes attempt to ‘‘grab’’
the medium and transmit when needed. Often, nodes
have abilities to sense that a channel is in use and
thus determine that they must wait. References 4 and 5
provide an overview of existing techniques and propose
new MAC layer schemes that are designed specifically
for WASNs.

3.2. Ad Hoc Routing

Routing refers to the process of finding ways to deliver
a message from a source to its destination. In ad hoc,
multihop networking scenarios, routing is an especially
difficult problem since the nodes must discover the
destination and the routes to the destinations subject to
extreme energy consumption limitations. Existing works
from ad hoc wireless networking domains provide a
solid foundation for WASN routing problems. However,
WASNs have unique features that make traditional
routing philosophies less relevant. In traditional wired
and wireless data communication networks, connections
are peer-to-peer. This means that the user at a specific
source node must send data (usually in forms of packets)
to another user at a specific destination. Consequently, the
endpoints of communication typically have unique names
and specific communications are identified by the source
and destination names (addresses). In WASNs, however,
such peer-to-peer communications are less meaningful.
Typically, nodes that sense events, analyze the data,
collaborate with neighbors, and communicate processed
information to one or more sink nodes. In addition, the
information may be processed further along the path to
the destination which makes the definition of ‘‘routing’’
very vague in WASNs compared to traditional data
communication networks.

‘‘Flooding’’ is a well-known basic scheme that can be
used for routing in any network. During flooding, each
intermediate node that receives a packet simply forwards
it to all its neighbors until it reaches the destination.
In a connected network, the packet will most likely
reach the destination, although packet losses due to
interference and other transmission errors are always
possible. Although for broadcast messages flooding is very
effective, the overhead for point-to-point communication
is extremely high. Other more sophisticated approaches

have been proposed such as dynamic source routing
(DSR) and ad hoc on-demand distance vector (AODV)
routing, which try to discover routes and maintain
information about the network topology to eliminate
flooding overheads. Reference 6 provides an overview
and detailed analysis of several ad hoc network routing
protocols. However, as stated above, routing schemes from
ad hoc networking do not necessarily work well in sensor
networks.

Several schemes have been proposed for routing
in WASNs that leverage on sensor network specific
characteristics such as geographic information and
application requirements. Because of the immaturity
of the field, none have established themselves as
definitive solutions to WASN routing. Directed diffusion
is one example of a generic scheme for managing the
data communication requirements (and thus routing)
in WASNs. The basic scheme in directed diffusion
proposes the naming of data as opposed to naming
sources and destinations of data. Data are ‘‘named’’ using
attribute–value pairs. Data are requested by name as
‘‘interests’’ in the network. The request (dissemination)
sets up ‘‘gradients’’ so that the named data (or events) can
be ‘‘drawn.’’ In traditional IP-style communication, nodes
are identified as ‘‘endpoints’’ and the communication is
layered as an end-to-end service. In directed diffusion,
in contrast, named data flow toward the originators of
their corresponding interests along multiple paths with
the network ‘‘reinforcing’’ one or multiple such paths [7].
However, as stated above, WASN nodes may process the
data at intermediate steps and the specific routing solution
may be tightly coupled with application tasks (as opposed
to layered).

3.3. Location Discovery

Geographic information is an integral attribute of any
physical measurement. Thus, the knowledge of node
locations is fundamental in proper operations of sensor
networks, especially for WASNs. The ad hoc nature of
WASN deployment necessitates that each node determine
its location through a location discovery process. The
Global Positioning System (GPS) is one method that
was designed and is controlled by the United States
Department of Defense for this purpose. The GPS system
consists of at least 24 satellites in orbit around the earth,
with at least four satellites viewable from any point, at a
given time, on earth. They each broadcast time-stamped
messages at periodic intervals. Any device that can hear
the messages from four or more satellites can estimate its
distance from each satellite and thus perform trilateration
to compute its position.

Although GPS is an elegant solution to the location
discovery process, it has several limitations that hinder
its use in WASN applications: (1) GPS is costly in terms
of both hardware and power requirements and (2) it
requires line-of-sight communication between the receiver
and the satellites and thus does not work well when
obstructions such as buildings, trees, and mountains
block the direct ‘‘view’’ to the satellites. Thus, other
techniques have been proposed to dynamically compute
the locations of the nodes in WASNs. In several location
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discovery schemes, the received signal strength indicator
(RSSI) of RF communication is used as a measure of
distance between nodes. In other schemes, the time
difference in arrival of RF and acoustic (ultrasound)
signals are used to approximate node distances. Once
nodes in a WASN have the ability to estimate distances
between each other (ranging), they can then compute their
locations using the simple trilateration method. In order
for a trilateration to be successful, a node must have at
least three neighbors who already know their locations.
This requires that at least a subset of nodes determine
their locations through other means such as by using
GPS, manual programming, or deterministic deployment
(placing nodes at specified coordinates). References 8
and 9 provide detailed discussions on location discovery
techniques and algorithms.

3.4. Coverage

Several different coverage formulations arise naturally in
many domains. The ‘‘art gallery problem,’’ for example,
deals with determining the number of observers necessary
to cover an art gallery room such that every point is
seen by at least one observer. This problem has several
applications such as for optimal antenna placement
problems in wireless communication. The art gallery
problem was solved optimally in two dimensions (2D) [10]
and was shown to be computationally intractable in the
3D case. Coverage in the context of sensor networks
can have very new semantics. The main question at
the core of coverage is trying to answer how well the
sensors observe a physical space. References 11 and 12
present several formulations of sensor coverage in sensor
networks. The formulations include calculations based on
best- and worst-case coverages for agents moving in a
sensor field and exposure-based methods. In the best-
and worst-case formulations, the distance of the agent to
the closest sensors are of importance, while in exposure-
based methods the detection probability (observability)
in the sensor field is represented by a path-dependent
integral of multiple sensor intensities. In both of these
schemes, the types of actions that the agent performs
impact the coverage metric. For example, the sensor field
may have a different coverage level if an agent is traveling
west to east as opposed to north to south, or along any
other arbitrary paths. The actual physical characteristics
and abilities of WASN nodes will play crucial roles in
building practical, accurate, and useful coverage models
and analysis algorithms.

4. FUTURE DIRECTIONS

We conclude by summarizing some important future
challenges in wireless sensor networks:

QoS. For quality of service (QoS), one can define
both syntactic and semantic interpretations. On
the syntactic level, one can consider dimensions
such as coverage, exposure, latency, measurement
and communication errors, and event detection
confidence. On the semantic level, one can define

utility and cost functions to enable the analysis of
how particular data can help in the construction of
more accurate models of the physical world or more
efficient algorithms.

Scaling. Scaling has been the key metric in analyzing
both graph-theoretic and physical phenomena. The
goal will be to develop new methods that are
based on statistical techniques instead of traditional
probabilistic ones. Existing techniques such as state
transitions and percolation will be key factors in
analyzing and building very large systems and
optimizing their performance.

Profilers, Recommenders, and Search Engines. Pro-
filers, recommenders, and search engines rapidly
emerged as mandatory systems enabling efficient
use of the World Wide Web (WWW) and the Internet.
There are clear needs to develop such systems for
sensor networks. New dimensions and challenges
include ways to include information and knowl-
edge, not just about physical location and physical
time, but also about the physical, chemical, and
biological worlds. There are needs for profilers of
events, objects, areas, sensors, and users, among
other things.

Foundations and Theory. There is a need to develop
new theoretical foundations, new models, new
algorithmic complexity theory and practice, new
programming models, and languages for embedded
sensor networks. For example, new models of
sensor networks will encompass the already existing
Markov models, interacting particle models (e.g., the
Ising model), bifurcation-based models, fractals,
oscillations, and space pattern models. In addition,
there will be a need to create new models unique
to wireless sensor networks. As another example,
the VLSI (very large scale integration) theory field
was built based on two lasting premises: (1) that
integrated circuits are planar and (2) that features
are of small size, yet limited in quantity. There is
a need to explore such lasting features in sensor
networks. Examples of such rule-based modeling
are ‘‘energy spent on communication is dominant
and distance-dependent,’’ ‘‘all measurements have
intrinsic errors,’’ and ‘‘storage space on nodes is very
limited.’’

Other potential research directions include validation
and debugging, data compression and aggregation, real-
time constraints, distributed scheduling and assignment,
pricing, and privacy of actions.
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electrical fields and, 61
energy density equations for, 54
equivalent circuits and, 60–61, 61
feedback networks and, 58–59, 59
frequency modulation and, 50
Fresnel coefficient in, 56
gain in, 58
grid oscillators and, 66, 66
Hertz type, 48–68 
impedance and impedance matching in, 49, 50, 50,

56
inductance in, 55
linear arrays for, 62–63, 62
loading element use of, 64–65, 64
locked beam, 63–66 
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active antennas (continued) 
lossy vs. lossless transmission lines and, 55–56, 56
magnetic flux and, 55
Maxwell’s equations for, 53–54 
microstrip line, 51–52, 52, 62, 62
microwave communications and, 47–49, 65
modulation and, 49
open circuit gain in, 58
open waveguide design, 51–52 
oscillators and, 52
oscillators and feedback circuits and, 51, 51, 52,

58–60, 58, 59, 60, 63–66, 66
parallel plate capacitor and, 49–50, 49
patch antennas and, 52–53, 52, 53, 61–62, 61
phase conjugates and, 65
planar arrays and, 61
power handling in, 53
power handling in, 65–66, 65
Poynting vector in, 53–57, 61
proximity detectors using, 65
quantitative aspects of, 53–64 
quasioptics in, 53
quasistatistic approximation and, 54
radar and, 51
resistive impedance and, 49
resonance and, 48
retroreflection and, 65
RLC networks and, 64
shortwave, 49
steering in, 66
tank circuits and, 62
television, 50
transfer electron devices in, 51
transistors and FETs in, 51, 57–58, 57, 58, 65
transmission lines and, 50–55, 50
transmitters and, 50–51, 51
voltage reflection coefficient and, 56
voltage waves and, 56
wavelength and, 49, 49

active attacks in, 1646–47 
active integrated antenna, 1429–31, 1430, 1431
active layer, lasers and, 1777
active phase aray antenna, 1391, 1391
active queue management, 1661
ad hoc communications systems, networks, 308, 309,

1285, 2883–99, 2994
ad hoc on demand distance vector, 2211, 2887–88,

2891, 2894
ADAPT protocol, media access control and, 0, 1348
adaptation algorithm, adaptive equalizers and, 82
adaptive algorithms, 7–9, 68
adaptive antenna arrays, 68–79, 163, 180, 184, 186–187,

192, 192
absence of mutual coupling in, 73–74, 74
adaptive algorithms used in, 68
beamforming, 187
beamwidth in, 187
cochannel interference and, 454–455 
coding division multiple access and, 187
conjugate gradient method in, 72–73 
coupling in, 68–70, 73–74, 74, 74–77, 75, 76, 77
covariance and covariance matrix in, 68
degrees of freedom calculations in, 73
direct data domain least squares method in, 71–73 
eigenvalues for, 72
error criterion in, 72–73 
gain and, 68
interference and, 68, 69–71
jamming and, 74, 74
least mean squares algorithm in, 69, 71–73 
Maxwell’s equations for, 70
mean square error in, 187
method of moments in, 68
noise and thermal noise in, 71–72, 74, 74
numerical examples for, 73–77 
presence of mutual coupling in, 74–77, 75, 76, 77
satellite onboard processing and, 479–480 
scatter in, 68–69 
semicircular array in, 75–77, 75, 76
signal processing and, 68
signal to noise ratio (SNR) in, 187

steering vectors in, 69, 70
transformation matrix in, 70–71, 70
uniform linear virtual array in, 69, 70–71, 75–77 

adaptive delta modulation, 2835
adaptive detection algorithms, adaptive receivers for

spread-spectrum system and, 100–105 
adaptive differential PCM

satellite communications and, 880
speech coding/synthesis and, 2343, 2354, 2355, 2372,

2382, 2820–22, 2822
adaptive digital filters, 687, 699–700, 701–702 
adaptive equalizers, 79–94 

adaptation algorithm in, 82
baseband equivalent channel in, 80, 81
baseband transmission system, 79–80, 79
Beneveniste–Goursat algorithm in, 92
blind (see also blind equalizers), 79, 82, 91–93, 286–298 
channel estimator in, 90
classification of, and algorithms used in, 81–82, 81
constant-modulus algorithm in, 92
decision-directed mode in, 82
decision-feedback, 81, 87–89, 88, 89
delayed decision feedback sequence estimation, 81
digital video broadcasting and, 91
discrete Fourier transform and, 86
distortion and noise in, 79
fast linear equalization using periodic test signals in,

86
fast startup equalization in, 82
filters in, 81–82, 89
finite impulse response transversal filter in, 81
high frequency communications and, 955
intersymbol interference and, 79–81, 87, 1161–62 
lattice filter in, 81
least mean square algorithm in, 83–84, 85, 88, 90
least squares, 81–82, 84–85 
linear feedback shift register in, 85
linear, 82–87, 82
M algorithm in, 81
map symbol-by-map symbol, 89, 89
maximum a posteriori detector in, 79, 81, 89
maximum length signal generator in, 85
maximum likelihood sequence estimation in, 79, 81,

90
maximum likelihood, 89–91 
mean squared error, 81, 83–84, 84, 86, 88
microwave and, 2569–70 
midamble in, 90
minimax criterion in, 81, 82–83 
multiple input/multiple output, 93
noniterative algorithms in, 82
Nyquist theorem and, 86
orthogonal frequency division multiplexing and, 93
passband transmission system, 80, 80
pseudonoise in, 85
recursive least squares algorithm in, 82, 84–85, 85,

90
reduced state sequence estimation, 81
reference signals and, 85–86 
Sato algorithm in, 92
signal to noise ratio in, 88
spacing in, symbol-spaced vs. fractionally spaced,

86–87, 87
startup equalization in, 81
stop-and-go algorithm in, 92
system model for, 79–80, 79, 80
tap leakage algorithm in, 87
training mode in, 82
trellis-coded modulation and, 91, 91
tropospheric scatter communications and, 2700–02 
Viterbi algorithm in, 81, 90
whitened matched filter in, 89
zero forcing, 81, 82–83, 88

adaptive filters
acoustic echo cancellation and, 6
chann/in channel modeling, estimation, tracking, 413
packet rate adaptive mobile receivers and,

1892–1900, 1893
adaptive integral method, antenna modeling and, 173
adaptive loading, orthogonal frequency division multi-

plexing and, 1878, 1878

adaptive multirate coder, speech coding/synthesis and,
2828

adaptive postfiltering, speech coding/synthesis and, 2346
adaptive receivers, blind multiuser detection and,

304–306, 305
adaptive receivers for spread-spectrum systems, 95–112 

access methods for, 95–96, 96
adaptive detection algorithms for, 100–105 
additive white Gaussian noise and, 97, 102
advanced mobile phone service and, 95
auxiliary vector filter algorithm in, 104
bandwidth in, 95
binary signaling and, 109
blind adaptive algorithms in, 100
blocking matrices in, 105
chip duration in, 96
co channel interference and, 96
coding division multiple access and, 96, 96
conventional (matched filter) receiver in, 97–98, 106
correlation matrix estimation in, 107–108 
cost or objective function in, 99–100 
cross-spectral reduced-rank method for, 104
decision-directed vs. decision feedback methods in,

105, 105
decorrelating detector in, 98
differentia phase shift keying in, 107
differential least-squares algorithm in, 107
differential MMSE and, 107
direct sequence CDMA in, 96, 97, 101, 104, 107
direct vs. indirect receivers in, 99, 99
effective spreading coding for, 106
equal-gain combining in, 106
error sequences in, tentative vs. current vs. predic-

tion, 101
filters in, 103-104 
forgetting factor in, 101
frequency division duplex and, 96
frequency division multiple access and, 95–96, 96
gain vector in, 101
Global System for Mobile and, 96
individually optimal detector in, 99
interference and, 95
interferer multiplication in, 108
intersymbol interference and, 103
jointly optimal detector in, 98–99 
k-means clustering algorithm in, 103
learning algorithms in, 103
least mean squares algorithm in, 100–101 
linear minimum probability of error receivers in,

101–102 
linear receivers in, 98
mininum mean squared error receiver in, 98, 101,

102, 103, 106–109 
MOE algorithm in, 109
mulituser systems in, 95, 95
multipath interference and, 95, 105–108 
multiple access interference and, 97–98, 101–102,

103
multiple access systems in, 95–96, 96
multiple data rates and, 108–109, 109
multipoint to multipoint communications in, 95
multistage Wiener filters in, 104
near-far problems and, 98
optimal receivers in, 102–103 
point to multipoint communications in, 95
principal components method for, 104
processing gain and, 96
projection matrix selection for, 104
radial basis function in, 102
RAKE receivers in, 108
recursive least mean squares algorithm in, 101
reduced-rank adaptive MMSE filtering in, 103–104 
reduced-rank detection in, 104–105 
signal model for, 97–99 
statistical multiplexing in, 95
time division duplex and, 96
time division multiple access and, 95–96, 96
training signals in, 100
wireless communicaitons and, need for, 96–97 

adaptive round robin and earliest available time schedul-
ing, 1556, 1559
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adaptive routing, routing and wavelength assignment in
WDM and, 2102

adaptive transform coding, 2837
adaptive vector quantization, 2128
adaptive virtual queue, 1661
add drop multiplexers, 482, 1634, 1637, 2493-94, 2494
additive increase multiplicative decrease, 1630, 1662, 2439
additive white Gaussian noise 

adaptive receivers for spread-spectrum system and,
97, 102

bit interleaved coded modulation and, 275–286 
blind equalizers and, 287, 288
blind multiuser detection and, 298
cable modems and, 327, 328, 331
cellular communications channels and, 393
chann/in channel modeling, estimation, tracking, 410
chaotic systems and, 424
chirp modulation and, 442, 445–447 
coding division multiple access and, 459, 462
continuous phase modulation and, 589, 2180
convolutional coding and, 599, 601-602, 605
demodulation and, 7, 1335
digital phase modulation and, 709
discrete multitone and, 745
diversity and, 732, 733
fading and, 786–787 
finite geometry coding and, 805
image and video coding and, 1034
impulsive noise and, 2402–2420 
information theory and, 1114
low density parity check coding and, 1312, 1313
low density parity check coding and, 658
magnetic recording systems and, 2253, 2259, 2261,

2262, 2264
magnetic storage and, 4, 1332
matched filters and, 1336–1337 
minimum shift keying and, 1468
multicarrier CDMA and, 1522, 1526
multidimensional coding and, 1542–43, 1545–47, 1546
optical communications systems and, 1487
orthogonal frequency division multiplexing and, 1874
packet rate adaptive mobile receivers and, 1886,

1887, 1888, 1901
permutation coding and, 1954
phase shift keying and, 712
power control and, 1983
product coding and, 2012
pulse amplitude modulation and, 2024–25, 2030
pulse position modulation and, 2037
quadrature amplitude modulation and, 2046, 2046
rate distortion theory and, 2069–80 
satellite communications and, 1251
sequential decoding of convolutional coding and,

2143, 2144, 2155, 2156
serially concatenated coding for CPM and, 2180
sigma delta converters and, 2237–38, 2238
soft output decoding algorithms and, 2295, 2296
space-time coding and, 2325, 2326
synchronization and, 2473–85 
terrestrial digital TV and, 2547
trellis coded modulation and, 2623–24, 2624, 2629
trellis coding and, 2636, 2648
turbo coding and, 2703
ultrawideband radio and, 2756, 2757
unequal error protection coding and, 2765
Viterbi algorithm and, 2816–17 
wireless multiuser communications systems and,

1605–06, 1607
wireless transceivers, multi-antenna and, 1580

address of record, session initiation protocol (SIP) and,
2199

address resolution protocol, 548–549 
addressing, 547–549

Ethernet and, 1503
local area networks and, 1282
mobility portals and, 2194
paging and registration in, 1914

adjacent channel interference, 530, 1876
admission control, 112–128, 1906

algorithms for, 116–118 
ALOHA and, 123

ATM and, 114, 116
ATM and, 205, 1656
bandwidth brokers in DiffServ and, 115
broadband ISDN and, 112–114, 113
burst level, 120
burst switching and, 122
bursty transmission and, 121
call level, 120
call setup and release and, 113–114 
cdma2000 and, 366–367 
channel borrowing and, 125, 125, 125
channels allocation and, 121, 122–123, 122
circuit switching and, 122
coding division multiple access and, 120, 121, 126
common packet channel switching and, 123
congestion control and, 112
connection admission control, 205
COPS protocol and, 116
data networks and, 116–117 
deterministic approach to, 117
Differentiated Services and, 114, 115
distributed, 118
endpoint, 118
enhanced data rate for global evolution and, 126
flow control and, 1625, 1655–56 
frequency division multiple access and, 120
general packet radio system and, 126
Global System for Mobile and, 126
guard channels and, 124, 124, 124
handoffs and, 120
handoffs and, 123–126, 124, 123
higher data rate and, 126
hybrid schemes for, 123
Integrated Services (IntServ) and, 114–115, 115
International Mobile Telecommunications 2000 and,

126
Internet and, 114, 115–116 
measurement-basedadmission control in, 1656
measurement based, 118
model based, 117
multimedia networks and, 1563–64 
multiple link approach to, 117–118 
multiprotocol label switching and, 116
network to network interface and, 113
neural networks and, 1681
North American TDMA and, 126
overview of, 112, 120–121 
packet level, 120
packet reservation multiple access and, 123
packet switching and, 122
policy-based (policy enforcement point; policy deci-

sion point), 115, 118
power control and, 121–122 
powerline communications and, 2004
private network to network interface and, 113-114 
quality of service and, 112, 114, 115–117, 116, 120,

121, 122, 126
queuing priority and, 124–125, 125
radio resource management and, 2093–94 
resource-based algorithms and, 112, 118
resource reservation protocol and, 114–115, 115, 116 
satellite onboard processing and, 482
service level agreements and, 115
signaling system 7, 113
single link approach to, 117
soft and safe, 2094
statistical multiplexing and, 2428–29, 2428
TCP/IP and, 114
third-generation standards for, 125–126 
time division CDMA, 123
time division duplex, 123
time division multiple access and, 120, 123
traffic models for, 117
Universal Mobile Telecommunications Systems and,

120, 126
user to network interface and, 113–114 
wideband CDMA and, 126
wired networks, 112–128

Advanced Communications Technology Satellite, 1227,
1228

advanced encryption standard, 606, 608, 610, 1152, 1648

advanced mobile phone service, 95, 1478–1480
cochannel interference and, 455
IMT2000 and, 1095–1108 
interference and, 1130–41 
IS95 cellular telephone standard and, 347
satellite communications and, 2116
time division multiple access and, 2586

Advanced Research Projects Agency, 267
Advanced Telecommunication Technology Satellite, 483
Advanced Television Systems Committee and, 2549,

2550
advanced video coding in, 1054–55, 1055
aeronautical communications, antennas for mobile com-

munications and, 198–199 
affine projection algorithm, acoustic echo cancellation

and, 7–8, 8
AFOSR project, 1739
agglomerative methods in quantization and, 2128
aggregated route-based IP switching, 1599
AIR, wireless MPEG 4 videocommunications and, 2978
air interface standard, cdma2000 and, 359–367 
airborne/warning and control system, antennas and, 169
airgap matching networks, 1410–11, 1410, 1412
Alamouti scheme, 1584–85, 1611, 1611, 1619
alarm indication signal, ATM and, 207
algebraic CELP, 1304, 1306, 2349, 2355, 2356, 2826–27 
algebraic replicas, multidimensional coding and,

1541–42 
algebraic vector quantized CELP, 1306
Algorithm A, sequential decoding of convolutional cod-

ing and, 2140, 2145–46 
all optical network, wavelength division multiplexing

and, 2843–45, 2843
All Optical Networking Consortium, 1720
allocation-based protocols, media access control and, 5,

1343, 1344–1346 
allowed cell rate, ATM and, 552
ALOHA protocols, 128–132, 268 

admission control and, 123
ATM and, 2907–09 
Bluetooth and, 315
capture, 130–131, 130
carrier sense multiple access and, 129, 341–344, 341,

342, 346
cdma2000 and, 366–367 
coding division multiple access and, 131
collision resolution algorithms in, 130–131 
drift analysis in, 129, 129
finite number of users model for, 129
frequency division multiple access and, 825
frequency division multiplexing and, 130
improving efficiency of, 129
infinite number of users model for, 128–129, 128
media access control and, 1346, 1347, 1552, 1553,

1559
multibase, 131
multichannel and multicopy, 130
nonbinary transmissions in, 131
optical fiber and, 1720
packet rate adaptive mobile receivers and, 1902–03 
quantitative analysis of slotted, 128–129 
rebroadcasting using, 128
reservation, 130
satellite communications and, 1232, 1253
shallow water acoustic networks and, 2208, 2209
slotted, 128, 341–342, 500–501, 500
spread spectrum and, 131, 132
throughput and, 342
throughput per slot rate in, 128
time constraints in, 131
time division multiplexing and, 130
traffic engineering and, 499–501, 499, 500
unslotted, 128, 342–343, 343
wavelength division multiplexing and, 2842

alpha trackers, in channel modeling, estimation, tracking,
415

alternate mark inversion, 1934
American Mobile Satellite Corporation in, 2112
ammonium dihydrogen phosphate transducers

(acoustic), 34
AMOS 8 feed, waveguides and, 1392, 1392
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Ampere–Maxwell laws, antennas and, 171
amplified spontaneous emission, optical fiber systems

and, 1842–48, 2272
amplifiers

community antenna TV and, 512, 517
erbium doped fiber amplifiers (see erbium doped

fiber amplifiers)
lasers and, 1776–77 
optical communications systems and, 1484, 1485,

1486, 1707, 1709–10, 1710, 1848
satellite onboard processing and, 477
semiconductor optical amplifiers (see semiconductor

optical amplifiers)
solitons and, 1767
variable gain, 2250

amplitude distribution in skywaves, 2063
amplitude modulation, 132–141, 679–680, 1477–78,

1825
active antennas and, 49, 50
analog signal and, 132–133 
balanced modulator for, 139, 139
cable modems and, 332, 332
carrier signal and, 132, 133
community antenna TV and, 518–519, 519
conventional double sideband, 133, 134–135, 135
double sideband, 133
double sideband suppressed carrier, 133–134, 133,

140, 140
envelope detectors for, 134–135, 135, 139–140, 139
filters and, 134, 135–136 
Hilbert transform, Hilbert transform filters in, 135
lowpass filter and, 134, 136
message signal and, 132, 133
millimeter wave antennas and, 1425
mixers and, 139
modulators and demodulators (modems) for, 137–140,

1497
noise and distortion in, 134
optical transceivers and, 1826–30, 1826
overmodulation in, 134
phase coherent (synchronous) demodulator for, 134
power law modulation and, 138, 138
ring modulator for, 139, 139
sidebands in, upper and lower, 133
single sideband, 133, 135–136, 136, 140, 140
suppressed carrier signal in, 134
switching modulator for, 138–139, 138
vestigial sideband, 133, 136–137, 137, 140
voltage spectrum of, 134

amplitude probability distribution, impulsive noise and,
2402–2420 

amplitude shift keying (see also digital phase modula-
tion), 709–719

chirp modulation and, 444
power spectra of digitally modulated signals and,

1988, 1989–91, 1991
pulse amplitude modulation and, 2022–23 
signal quality monitoring and, 2273

amplitude/phase predistorter, predistortion/compensation
in RF power amplifiers and, 533, 533

AMRIS ad hoc wireless networks and, 2891–92 
AMRoute ad hoc wireless networks and, 2892
AMSC satellite communication, 196
analog signal, amplitude modulation and, 132–133,

2106–11 
analog to digital converter/conversioin

in acoustic modems for underwater communications,
17–18 

cable modems and, 327
channelized photonic, 1964–65, 1964
digital filters and, 686–687 
distributed mesh feedback, 1967
electrooptic, 1961–64, 1962, 1963
frequency synthesizers and, 833–835, 834
image and video coding and, 1026–27 
magnetic storage and, 1319
modems and, 1495
multibeam phased arrays and, 1520, 1521
optical folding flash type, 1963–64, 1963
oversampling, 1965–68, 1965
photonic, 1960–70, 1961

sampling and, 2106–11, 2106
sigma delta converters and, 2227–47, 2228
software radio and, 2305, 2306, 2308, 2313
speech coding/synthesis and, 2370
in underwater acoustic communications, 43
waveform coding and, 2830
wireless multiuser communications systems and, 1609

analysis by synthesis (AS), 2344–50, 2344, 2823–24 
analysis, wavelet, 2846–62 
analytical path loss prediction models, radiowave propa-

gation and, 216
angle error, millimeter wave propagation and, 1435
angle modulation methods (see also frequency modula-

tion; phase modulation), 807–825 
angle of arrival, 2689–90, 2689, 2963–64 
anomalous propagation, microwave and, 2559–60 
anomaly detection, 1652
anonymous file transfer protocol, 1152
antenna arrays, 141–169, 180

adaptive, 163
antenna characteristics and indices in, 142–144 
applications for, 187
array factor in, 142–169 
attenuators in, 166
bandwidth in, 144
Bayliss line source and, 155–157, 156, 157
binomial, 187
binomial linear, 144
bit error rate and, 163
broadside, 145, 187
Butler matrix feed in, 166, 167
Chebyshev, 187
Chebyshev binomial linear, 145, 187
Chebyshev linear, 152, 152, 153–154, 154
Chebyshev, 145–148, 148
circular, 142, 149–151, 150, 151
cochannel interference and, 455
coding division multiple access in, 163
concentric ring circular, 150–151 
conformal, 142, 152–153, 152
conical conformal, 152–153 
coupling in, 160
current distribution in, 142
cylindrical conformal, 152, 152
cylindrical, 151–152, 152
dichroic, 142
digital beamforming, 142, 163–164–164 
directional characteristics in, 141
directivity gain in, 142
distribution, synthesis by, 154
Dolph–Chebyshev linear, 145–146, 147, 187
element patterns and coupling in, 164–166, 165, 166
elements and array types in, 142, 144
endfire, 142, 145, 148, 149, 187
far field in, 141
feeds for, 166, 166, 167
finite vs. infinite, 165–166 
flatplate slot, 142
Fourier transform and orthogonal method in,

157–158, 158
fractal, 142
frequency division multiple access in, 163
genetic algorithm optimization in, 162–163, 163
geometry of, 141–142, 141
Gram–Schmidt procedure and, 158
half power beamwidth of, 143, 153
Hansen–Woodyard endfire, 145
hemispherical conformal, 152–153 
impedance and, 160
index in, optimization of, 160, 161
intelligent, 163
iteration and, modified patterns by, 156–157, 157
Legendre linear, 148
line sources and distributions in, 154
linear broadside, 142
linear, 144–148, 144
magnitude of, 144, 145
method of moments in, 165
microstrip patch, 152, 152, 187, 1371–1377,

1380–1390 
multibeam phased arrays in, 1513–21

multiple antenna transceivers for wireless communi-
cations and, 1579–90, 1580

null beamwidth in, 143
optimization in, 160–164 
optimization in, by index, 160, 161
optimization in, simplex and gradient method for, 161
orthogonal perturbation method in, 159, 159, 160
orthosynthesis in, 158–159, 159
pattern function of elements in, 142
pattern synthesis for, 153–157 
phase shifters in, 166
photonic feeds in, 166
planar, 142, 148–149, 149, 150
plane radiation pattern, principle plane in, 142–144,

143
polarization of antennas in, 142
power gain in, 143
Poynting vectors in, 165
quality factor in, 143
radiation efficiency in, 143
radiation intensity in, 142–143 
radiation patterns and, 142–144, 143, 160
Riblet linear, 147, 147, 148
root matching, synthesis by, 154
sampling, synthesis by, 154
scanning type communications and, 152, 187
series feed in, 166
shunt feed in, 166
sidelobe level in, 144
signal to noise ratio in, 143
simulated annealing optimization in, 161–161 
slotted, 142
smart antennas in, 163
space and time optimization in, 163–164, 163, 164
spatial division multiple access in, 163
spatial processing, 163
spherical conformal, 152–153 
spherical coordinates of, 142
supergain in, 160–161 
synthesis as optimization problem in, 160, 187
Taylor distribution (Chebyshev error) and, 154–157,

155, 157, 187
Taylor one-parameter distribution in, 155
thinned arrays in, 162–163 
3D, 151–152, 152
time division multiple access in, 163
total electric field in, 142
total magnetic field in, 142
uniform linear, 144–145, 146, 153, 153
visible region in, 144
Woodward–Lawson method and orthosynthesis in,

158–159, 159, 187
Yagi–Uda, 161, 161, 187

antenna beam switching, satellite onboard processing
and, 478–479 

antenna duplexers, surface acoustic wave filters and,
2458–59 

antenna index, 160
antenna modeling techniques, 169–180, 182–184 

absorbing boundary conditions in, 177
adaptive integral method (AIM) in, 173
Ampere–Maxwell laws in, 171
aperture source modeling in, 183–184, 183
assembly process in, 177
basis functions in, 174, 175 
boundary element/boundary integral methods in, 176
coupling integrals in, 174
differential approach to, 170
Duffy’s transform in, 174
electric field integral equation in, 173
entire-domain basis functions in, 174
expansion coefficients in, 174
expansion coefficients in, 176–177 
Faraday law and, 171
fast algorithms in, 173
fast Fourier transform in, 173
fast multipole method in, 173
field equivalence principle in, 183–184 
finite element (FE) method for, 170, 176–177, 176
finite-element boundary integral methods in, 170, 177
frequency domain based, 169, 170
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antenna modeling techniques (continued) 
gain in, 170
Galerkin method in, 174, 177
Gauss elimination in, 173
Green function in, 172, 174, 176
Helmholtz equations in, 171
Huygen’s principle in, 183–184 
hybrid techniques for, 170, 177
integral approach to, 170, 172–176 
Kirchhoff’s current law and, 175
lower-upper decomposition in, 173
magnetic field in, 171
Maxwell’s equations and, 169, 170–172, 176
method of moments in, 173, 174, 175
Nystrom’s method in, 173
perfect electric conductor in, 183–184 
permeability in, 171
permittivity in, 171
point matching or colocation method in, 174
quadrilateral grid in, for onboard auto antennas, 171
Rao–Wilton–Glisson basis functions in, 176
rooftop basis functions in, 176
slot antennas and, 170
source current and spheical boundary in, 171, 171
source modeling and, 182–184 
Strat–Chu equation in, 172
subdomain basis functions in, 174, 175–176 
surface equivalence principle in, 172, 172
surface modeling in, 175–176, 176
thin-wire theory in, 175
time domain based, 169
time domain/integral equation methods in, 169
weighting functions in, 175
weighting in, 176
wire modeling in, 174–175, 174, 175, 182–183, 183

antennas, 179–188 
absorbing boundary conditions in, 177
active (see also active antennas), 47–68 
adaptive, 180, 184, 192, 192
adaptive arrays (see adaptive antenna arrays)
aeronautical communications, 198–199 
Ampere–Maxwell laws in, 171
aperture efficiency in, 186
aperture source modeling in, 183–184, 183
aperture-type, 180, 184
arrays of (see antenna arrays)
atrmospheric refraction and, 210–211, 210
bandwidth in, 144, 169, 180
beamforming, 191–192, 192, 480
beamwidth and, 185
beverage, 1259
Bluetooth, 169
broadpattern pattern, 180
built in, 194–195 
categories of, 188
cavity backed cross slot, 197–198 
cellular communications channels and, 393
cellular telephone, 169, 183, 189, 189
chip, 195–196 
cochannel interference and, 454–455 
conformal, 169
cordless telephone, 189
corner reflector, 191, 191
coupling in, 160
crossed dipole, 199
crossed drooping dipole, 197, 197
crossed slot, 199
dead zones and, 215
diffraction in, 213–215, 214, 215, 215–216 
dipole (see dipoles)
directional, 198
directivity gain in, 142
directivity in, 180, 185, 186, 196
divergence factors in, 211
dual beam, 191, 194
dual frequency, 191, 194
early researches into, 179
earth reflection and, 209–210, 209
effective area of, 180, 186
electric field in, 180
electrical equivalents in, 180

elements of, 180
elements, in arrays, 144
fan, 180
far field (Fraunhofer) region in, 181–182, 182
Faraday law and, 171
feeds for, 166, 166, 167
field equivalence principle in, 183–184 
field regions in, 181–182, 182
figures of merit for, 180, 184–186 
four-third’s earth radius concept in, 210
free space propagation equations in, 208–209, 209
frequencies and, 179, 180, 190, 191, 192, 193
frequency independent, 180
Fresnel reflection coefficient for, 209
Fresnel zones and, 214
Friis equation in, 2015
gain in, 169, 185–186, 190, 192–193, 196
gain to system noise in, 196
Global System for Mobile and, 194
Green function in, 172, 174, 176
ground reflection point, 209–210 
half power beamwidth of, 143, 153, 185
half wave, 193
helical and spiral, 180, 183, 193–194, 193, 935–946,

936–945
Helmholtz equations in, 171
high frequency (HF) communications and, 951
high gain, 169
horn, 179, 180, 184, 187, 1006–17, 1006, 1392, 1392
Huygen’s principle in, 183–184, 214
impedance and, 160, 169, 177, 177, 180, 184, 186
index of, 160
indoor propagation models and, 2015
isotropic radiator, 185
Kirchhoff’s current law and, 175
klystron, 179
leaky wave, 1235–47 
lens type, 180
linear, 1257–60 
lobes in, 184
log periodic, 169, 187
long wire, 180, 188
loop, 183, 1290–99 
loss in, 186
magnetic field in, 171, 180
magnetron, 179
main (major) lobe in, 184
Maxwell’s equations and, 169, 170–172, 176, 179,

180–181 
meander, 193, 194, 194
method of moments in, 173, 174, 175
microstrip, 180, 184, 193
microstrip/microstrip patch (see microstrip/microstrip

patch antennas)
microwave, 179, 180, 2567
military, 169
millimeter wave, 1423–33 
mobile communication (see also antennas for mobile

communications), 169, 188
modeling (see antenna modeling techniques)
monopole, 183, 193, 193
multibeam phased arrays and, 1513–21, 14
multiple antenna transceivers for wireless communi-

cations, 1579–90, 1580
multiple input/multiple output systems and, 1450–56,

1450
near grazing incidence in, 210
null beamwidth in, 143
Nystrom’s method in, 173
omnidirectional, 197–198 
paging system, 183
parabolic, 1920–28, 1920
parameters of, 184–186 
patch, 169, 180, 193
path loss and, 216–217, 1936–44 
pattern beamwidth and, 169
perfect electric conductor in, 183–184 
planar inverted F, 193, 195, 195
plane radiation pattern, principle plane in, 142–144,

143
polarization diversity, 191

polarization efficiency in, 186
polarization in, 142, 180, 186, 196
power density in, 185, 186
power gain in, 143
propagation factor or path gain factor in, 209
proximity effects and, 189
quad helical, 198
quadrifilar helical, 197, 197, 199
quality factor in, 143, 199
quarter wave, 193
radiating near field (Fresnel) region in, 181–182, 182
radiation density in, 185
radiation efficiency in, 143, 184–186
radiation intensity in, 142–143, 185
radiation patterns and, 142–144, 143, 160, 175,

180–181, 181, 184, 190, 192, 193
radiator, 180, 199
Rayleigh criterion and, 212–213, 213
reactive near field region in, 181–182, 182
reflector, 169, 179, 180, 184, 187, 2080–88 
resistance in (radiation and loss), 184
rhomboid, 180
roughness factors (specular effects) and, 211–213,

212, 213
rubber duck and, 193
satellite, 169, 189, 196–199, 477–479, 877–878 
scattering and, 215
short backfire, 198, 198
sidelobe level in, 144, 184
sidelobes in, 169
signal to noise ratio in, 143
slot, 169, 180
smart, 180, 184, 187, 191
Snell’s law and, 210
space-time coding and, 2324–32, 2324
spatiotemporal signal processing and, 2333–40, 2333
standing wave, 1257
Strat–Chu equation in, 172
supergain in, 160–161 
surface equivalence principle in, 172, 172
surface roughness (specular effects) and, 211–213,

212, 213
switched beam, 191–192 
television and FM broadcasting, 180, 187, 2517–36 
theory of, 180-182 
Thevenin equivalent circuits and, 184, 185
thin-wire theory in, 175
transverse electromagnetic waves and, 182
waveguide aperture, 179
waveguides and (see waveguides)
wire modeling in, 174–175, 174, 175
wireless communications and, 169, 179–180, 183,

184, 190
Yagi-Uda, 169, 187

antennas for mobile communications, 188–200 
adaptive, 192, 192
aeronautical communications, 198–199 
bandwidth in, 190 
base station, 190–192 
beam tilting in, 190, 190
beamforming, 191–192, 192
built in, 194-195 
carrier to noise level ratio in, 190
cavity backed cross slot, 197-198 
cellular telephone, 189, 189
chip type built in, 193
chip, 195–196 
cordless telephone, 189
corner reflector, 191, 191
crossed dipole, 199
crossed drooping dipole, 197, 197
crossed slot, 199
design of, 189–193
directional, 198
directivity in, for satellite communications, 196
diversity reception in, 190
dual beam, 191, 194
dual frequency, 191, 194
fading in, 190
frequencies for, 190, 191, 192, 193
frequency domain duplexing, 190
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antennas for mobile communications (continued)
gain in, 190, 192–193, 196
gain to system noise in, 196
generations of development in, 189
Global Positioning System, 198
half wave, 193
helical, 193–194, 193
L band, 196
mean effective gain in, 192–193 
meander patch antenna, 193, 194, 194
microstrip patch, 193, 199, 197, 197
mobile station, 192–196 
monopole, 193, 193
multipath propagation and, 190
Navigation System with Time and Ranging in, 198
omnidirectional, 197–198 
passive intermodulation effects and, 191
planar inverted F, 193, 195, 195
polarization diversity, 191
polarization in, 196
proximity effects and, 189
quad helical, 198
quadrifilar helical, 197, 197
quality factor in, 199
radiation patterns in, 190, 192, 193
radiators, 199
Rayleigh distribution and, 190
requirements of, 188–189 
satellite, 189, 196–199 
selection criteria for, 189
short backfire, 198, 198
smart, 191
space division multiple access in, 191
switched beam, 191–192 
terrestrial (land-mobile) systems and, 189–196 
wireless, 190

anticipation, constrained coding techniques for data 
storage and, 575

antiguiding parameters, chirp modulation and, 447
antipodal neural networks and, 1676
antipodal signaling, minimum shift keying and, 1457
antireflection coatings, lasers and, 1779
AntiSniff, 1646
Apache servers, wireless application protocol and, 2900
aperture

leaky wave antennas (LWA) and, 1238
parabolic and reflector antennas and, efficiency in,

1923–24, 2080–81
waveguides and, 1406–09, 1406, 1408, 1409,

1419–20 
aperture coupled microstrip/microstrip patch antennas

and, 1362–63, 1363, 1368–1370, 1371
aperture efficiency, antennas, 186
aperture error, cable modems and, 328, 329
aperture source modeling, antennas, 183–184, 183
aperture type antennas, 180, 184
apodization, surface acoustic wave filters and, 2450–52 
apogee and perigee in orbit, 1248
application layer

OSI reference model, 540
packet switched networks and, 1911
streaming video and, 2436
TCP/IP model, 541

application level data units, medium access control and,
1553

application level security, 1155
application programming interfaces (API), 1651, 2311
archival systems, magnetic storage and, 1319
area coverage, cell planning in wireless networks and, 374
area spectral efficiency, cochannel interference and, 454
areal density, hard disk drives and, 1321, 1322
ARIB, Bluetooth and, 309
arithmetic coding, 636–638, 1032
ARPA Packet Radio Program, 268
ARPANET, 267–268, 2653
array antennas (see antenna arrays)
array factor, active antennas and, 62–63, 62, 142–169 
array gain, multiple input/multiple output systems and,

1450, 1450, 1451
arrayed waveguide grating, 1752–54, 1753, 1786–90,

1787, 1788

active optical cross connects and, 1790–96 
cyclic port shifting in, 1787
cyclic wavelength shifting in, 1787
free spectral range in, 1787
passive optical switches and, 1789–90, 1789
periodicity in, 1787
port compatibility in, 1788–89, 1788
reciprocity in, 1787
self-blocking ports in, 1788–89 
signal quality monitoring and, 2271–72 
symmetry in, 1787

arrayed waveguide grating router, 1723, 1724, 1731,
1731

arrays (see antenna arrays)
arrival process, traffic engineering and, 486–491
arrival statistics, traffic engineering and, 486
arrivals, traffic engineering and, 489
articulation, in speech coding/synthesis and, 2360,

2364–65 
articulation index, in speech coding/synthesis and, 2362,

2363–68 
artificial neural networks, 1675–83, 2378–79
ascending node in orbit, 1248
ASCII, 546
assembly process, antenna modeling and, 177
association, disassociation, reassociation, wireless com-

munications, wireless LAN and, 1287
associative memory, in neural networks and, 1677
assured forwarding, DiffServ, 270–271, 669, 670–673,

670, 671
assured rate, DiffServ, 675
astra return channel system, 2120
Astrolink, 484, 2112
asychronous balanced mode, 546
asymmetric ciphers, cryptography and, 1152
asymmetric digital subscriber line, 272, 1500

architecture design for, 1572, 1573
bit error rate and, 1573–75 
broadband wireless access and, 317
channel gain to noise ratio in, 1573
cost minimization in, 1573–75 
discrete multitone and, 746–747, 747
error resilient entropy coding in, 1576
image data over, 1576
multicarrier modulation in, 1572
multimedia over digital subscriber line and, 1570,

1571–72, 1571
parallel transmission in, 1572, 1574–75 
peak signal to noise ratio in, 1576–77, 1576, 1577
quadrature amplitude modulation and, 1576
quality of service and, 1573, 1575–76 
satellite communications and, 2121
serial transmission in, 1572, 1574, 1575
signal to noise ratio in, 1573
subchannel to layer assignment in, 1574–75 
system optimization in, 1572–76 
time slot assignment in, 1574, 1575
unequal error protection coding and, 2767
video over, 1576

asymmetric key/public key encryption, 606, 607,
611–612 

asymptotic coding gain, 2628
asymptotic multiuser efficiency, 461–465 
asynchronous connectionless link, Bluetooth and, 313,

315, 315
asynchronous response mode, 546
asynchronous transfer mode, 549–553, 550

admission control and, 114, 116, 205, 1656
alarm indication signal in, 207
allowed cell rate in, 552
ALOHA protocols and, 2907–09 
asymmetric digital subscriber line and, 272
ATM adaptation layer in, 264, 266
ATM block transfer in, 267
ATM Forum and, 266, 272 
ATM layer in, 200, 206–207, 264
available bit rate in, 206, 267, 551, 1658, 1663
Banyan networks in, 202–203, 202
Batcher-banyan networks in, 203
BISUP protocol and, 204
broadband and, 2655, 2659–61, 2660

broadband ISDN and, 204, 264–267, 271–272
buffering input and output in, 201, 203–204, 203
burst tolerance in, 551
bus matrix switch in, 203–204 
carrier sense multiple access and, 345
cell delay variation in, 551
cell delay variation tolerance in, 266
cell forwarding in, 200
cell loss priority in, 200, 206, 550, 1659
cell loss ratio in, 266, 550
cell tax in, 264–265, 273
cell time and switching in, 201
cell transfer delay in, 551
cells in, 550, 1658
closed-loop rate control in, 206
code division multiple access, 2907–09 
community antenna TV and digital video in, 524
congestion avoidance and control in, 551–552 
connection admission control, 205
connection control or control plane in, 200, 204
connection establishment protocols in, 552–553 
connection oriented nature of, 265, 550
connection setup in, 2911–12, 2912
constant bit rate in, 206, 266, 551–553, 1658, 1663
contention in, 201
continuity checking in, 207
control plane in, 264
controlled cell transfer in, 267
credit-based control schemes in, 551
crossbar switch in, 202–203, 202
cyclic redundancy check in, 264
data over cable service interface specifications and,

272
dense wavelength division multiplexing and, 273
efficient reservation virtual circuit in, 552–553, 552
error detection and correction in, 2908–09 
Ethernet and, 1512
explicit cell rate in, 552
explicit forward congestion indication in, 200, 206
failure and fault detection/recovery in, 1633–34 
fast resource management in, 552
fault management in, 206–207 
fault tolerance and, 1633, 1635
flow control and, 550, 1625, 1654, 1656 
generic cell rate algorithm in, 201, 205–206, 205,

266, 267, 1656, 1659
guaranteed frame rate in, 1658
handover in, 2912–14, 2912
header error control in, 200, 201, 550
headers in, 200, 550
HiperLAN and, 2909
input and output port processing in, 201
IP telephony and, 1181
IP traffic and, 273
layered architecture of, 200–201 
loopback calls in, 207
management informatioin base for, 200
management plane in, 264
MASCARA protocol and, 2908
maximum burst size in, 117, 266, 551, 1656, 1658
maximum cell transfer delay in, 266
medium access control and, 2907–09 
minimum cell rate in, 266, 552
multimedia cable network system and, 272
multimedia networks and, 1567
multiprotocol label switching and, 1594, 1598–99 
multistage interconnection networks in, 202, 202
network network interface in, 264, 265
neural networks and, 1681
non real time variable bit rate in, 551, 1658
nonreal time VBR in, 206, 267
NxN crossbar switching in, 201–203, 202
open shortest path first and, 204
open vs. closed loop control in, 551
operations and maintenance function in, 200–201,

206
optical fiber and, 1719, 2615, 2619–20 
output buffered switches in, 201
output contention in, 201
packet scheduling in, 206
packet switched networks and, 1909
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asynchronous transfer mode (continued)
packets in, 200, 264
peak cell rate in, 266, 551, 552, 1656, 1658
peak to peak cell delay variation in, 266
performance management in, 207
permanent virtual circuit in, 204, 265–266 
private network node interface and, 204, 205, 1635
Q.2931 standard in, 204
quality of service and, 204, 205, 207, 266, 272, 273,

550, 552, 1658
queues in, 201
rate-based control schemes in, 551–552 
real time variable bit rate in, 206, 267, 551, 1658
reference model for, 264, 264
reliability and, 1633–34, 1635
remote defect indicator in, 207
resource management in, 552
routing in, 205
satellite communications and, 2113, 2115, 2120
scalability of switches in, 201
security and, 1154
selective cell discarding in, 206
service specific connection oriented protocol and,

2619–20 
shared memory/shared medium for, in switching,

201–202, 202
signaling ATM adaptation layer protocol and, 204
signaling in, 204, 204, 2909–14 
simple network management protocol in, 200
SONET and, 201, 273
space division switching in, 202–203 
statistical multiplexing and, 2420–32 
sustainable cell rate in, 117, 266, 551, 1656, 1658
switched virtual circuits (SVC) in, 265–266 
switching in, 200–207, 200, 272–273 
synchronous digital hierarchy and, 201
TCP/IP and, 264, 273
traffic contracts in, 205
traffic engineering and, 273
traffic management in, 205–206, 266
traffic modeling and, 1672
traffic shaping in, 551–552 
unequal error protection coding and, 2767
unspecified bit rate in, 206, 267, 551, 1658
usage parameter control in, 205, 206
user network interface in, 264, 265, 272, 1657
user plane in, 264
variable bit rate in, 267, 2420
virtual channel connections in, 1658
virtual channel identifier in, 201, 206, 264, 270, 549,

550
virtual channels in, 200, 205, 550
virtual circuit deflection protocol in, 553
virtual circuits in, 207, 264, 270, 550, 1635
virtual path identifer in, 200, 201, 206, 264, 270, 549,

550
virtual paths in, 200, 205, 264, 273, 550
virtual private networks and, 273
wavelength division multiplexing and, 273, 2845,

2864
wireless and, 2906–15, 2907
wireless LANs and, 2681

asynchronous transmission, 545–546, 545, 1495, 1808
AT&T, 262, 370
ATM adaptation layer, 264, 266
ATM block transfer, 267
ATM Forum, 266, 272, 273
ATM layer, 200, 206–207 
ATM-88x modem, 18, 18
atmospheric effects, 1434–43, 2558–60, 2559
atmospheric noise, 949, 2061, 2067, 2405–12 
atmospheric particulate effects, millimeter wave propa-

gation and, 1439–43 
atmospheric radiowave propagation, 208–217, 2059–69 

amplitude distribution in skywaves and, 2063
atmospheric noise and, 2061
atmospheric refraction and, 210–211, 210
attenuation and, 215–216 
Cairo curves and sky waves in, 2061
cell planning in wireless networks and, 375–377 
chaotic systems and, 428–431 

critical frequency and, 2065
data bank of propagation paths for, 2063
daytime measurement of, 2064
dead zones and, 215
diffraction in, 213–215, 214, 215, 215–216, 2013,

2018
diurnal variations in, 2063, 2065
divergence factors in, 211
earth reflection and, 209–210, 209
extremely low frequency in, 758–780 
fading and, 781–802, 2065
FCC clear channel skywave curve in, 2061–62 
field strength in, 2066
field strength in, predicted vs. measured, 2064–65 
flat earth approximation and, 209
four-third’s earth radius concept in, 210
free space propagation equations in, 208–209, 209
Fresnel reflection coefficient for, 209
Fresnel zones and, 214
ground conductivity and, 2060
ground reflection point in, 209–210 
ground wave propagation in, 208, 2059–60 
high- and low-latitude curve and skywaves in, 2061
high frequency in, 946–958, 2059–60 
high latitude anomalies in, 2065–66 
Huyghen’s principle and, 214
indoor propagation models for, 216–217, 2012–21 
IONCAP software for, 2066
ionospheric propagation and, 208, 2059, 2060, 2065
Kirke method and groundwave propagation in, 2060
latitude and, 2064
low frequency, 2059–69 
magnetic coordinates and, 2061
magnetic field activity and, 2063–64 
mateial properties and, 2013–14 
maximum usable frequency and, 2065, 2066
medium frequency, 2059–60 
millimeter wave propagation in, 1433–50 
Millington method and groundwave propagation in,

2060
model for, 2064–65 
multipath and, 2065
near grazing incidence in, 210
noise and, 2061
north south curve and skywaves in, 2061
outdoor propagation models for, 216
path accuracy in, 2064
path loss and, 216–217, 1939–41 
pathlength in, 2064
propagation factor or path gain factor in, 209
Rayleigh criterion and, 212–213, 213
reflection and, 2013, 2018, 2065
region 2 skywave method in, 2061–62 
roughness factors (specular effects) and, 211–213,

212, 213
satellite, 208
scattering and, 215, 2013, 2018–19, 2692–2704
seasonal variations in, 2063
seawater effects on, 2064
skip distance and, 2065
sky wave propagation and, 208, 2061–65 
Snell’s law and, 210
solar cycles and, 2060–61 
solar flares and, 2066
space wave propagation in, 208
sporadic E and, 2065
spread F in, 2065
Stokke method and groundwave propagation in, 2060
sudden ionospheric disturbance and, 2066
sunspot activity and, 2061, 2063, 2065
surface roughness (specular effects) and, 211–213,

212, 213
tropical anomalies in, 2065
troposphere and, 208, 2059
tropospheric scatter and, 215, 2692–2704 
Udaltsov–Shlyuger skywave method in, 2062, 2064
VOACAP software for, 2066
Wang skywave method and, 2062–63, 2064

atmospheric refractive turbulence (see also scintilla-
tions), 1861–63, 1861

atrmospheric refraction and, 210–211, 210

attachment unit interface, 1506
attack signature decision, 1652
attenuation, 30, 30

acoustic echo cancellation and, 4–5 
cellular telephony and, 1479
community antenna TV and, 517–518, 517
free space optics and, 1855–57, 1856
local multipoint distribution services and, 1273,

1276–77, 1276
microwave and, 2560
millimeter wave propagation and, 1270–72, 1271,

1443–45, 1444, 1445–48, 1446, 1447
millimeter wave propagation and, rain and precipita-

tion, 1440–45, 1440, 1441
optical fiber systems and, 435, 439, 1708, 1708,

1709, 1710–11, 1714, 1843, 1844, 1982–83
power control and, 1982–83 
powerline communications and, 2000, 2001
radiowave propagation and, 215–216 
waveguides and, 1405, 1405
wavelength division multiplexing and, 2869

attenuators, antenna arrays and, 166
audibility, in speech coding/synthesis and, 2363–64 
audio

H.324 standard for, 918–929, 919, 918
orthogonal frequency division multiplexing and,

1867, 1878
audio coding, terrestrial digital TV and, 2552–53 
audits, security, 1650
AUSSAT satellite communication, 196
authentication, 1151, 1152, 1647, 1649

Bluetooth and, 316
cdma2000 and, 364
central authority in, 613–614 
cryptography and, 606, 607, 611, 613–614 
Diffie Hellman coding in, 614
Fiat Shamir identification protocol in, 614
general packet radio service and, 875
global system for mobile and, 906
manipulation detection coding in, 613
message authentication coding in, 613
public key infrastructure in, 614
Schnorr identification protocol and, 614
trusted authority in, 613–614 
trusted third party in, 613–614 
virtual private networks and, 2810
wireless communications, wireless LAN and, 1287,

1288
zero knowledge in, 614

authentication coding, 218–224 
authentication with arbitration model for, 222
bucket hashing and, 221–222 
Cartesian product construction in, 223, 223
construction of, 221–222 
hash functions and, 221–222 
impersonation attack vs., 219, 222
model system for, 218–219, 219
nontrusting parties and, 222–224 
perfect, equitable, and nonperfect, 220
probability of deception and, 219, 223
projective plane construction in, 220–221 
properties of, theorems for, 219–221 
Shannon’s theory and, 218
Simmons’ bounds and, 219–220 
source message in, 219, 222
square root bound in, 220
substitution attack vs., 219, 222
systematic (Cartesian), 220, 221
validation process in, 219

authentication header, virtual private networks and,
2811, 2811

authentication with arbitration model, 222
authoritative name servers, 548
authorization, 1647
autocorrelation

fading and, 783
feedback shift registers and, 795, 798, 799
free space optics and, 1862
impulsive noise and, 2402–2420 
linear predictive coding and, LS, 1262
orthogonal frequency division multiplexing and, 1945
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autocorrelation (continued)
packet rate adaptive mobile receivers and, 1889–90 
peak to average power ratio and, 1945
polyphase sequences and, 1975
power spectra of digitally modulated signals and, 1990
pulse amplitude modulation and, 2023–24 
signature sequence for CDMA and, 2276–85 
ternary sequences and, 2541–42 
traffic modeling and, 1667, 1669, 1669

automatic bias control, optical modulators and, 1746
automatic gain control

in acoustic modems for underwater communications,
17–19 

cable modems and, 327
microwave and, 2567
pulse amplitude modulation and, 2026
satellite onboard processing and, 477

automatic link estabilshment, 951–952, 2313–14 
automatic protection switching, SONET and, 2494–95,

2495
automatic repeat request, 224–231, 545, 1632

acknowledgments in, 226
block coding and, 225
Bluetooth and, 313, 314
cdma2000 and, 364
check bytes and, 225
crossover probability in, 230, 230
cyclic redundancy check and, 225–226 
detection and correction coding in, 230–231 
efficiency and reliability of, 228–230 
feedback (return) channel and, 224
forward error correction and, 230–231 
frame error rate in, 228–230, 229
frame structure and, 225–226, 225
go back N, 226–227, 227, 229–230, 545
Hamming coding and, 225, 229–230 
high frequency communications and, 952
hybrid method for, 225, 230–231 
incremental redundancy principle in, 231
linear coding and, 225
multimedia over digital subscriber line and, 1571
negative acknowledgment in, 226
OSI reference model and, 225–226 
parity bits and, 225
performance analysis of, 228–230 
powerline communications and, 2002, 2004
protocols for, 226–228 
radio resource management and, 2093
satellite communications and, 879, 1223, 1229–31,

1230, 1231
selective reject ARQ, 545
selective repeat, 228, 228, 229–230 
shallow water acoustic networks and, 2207–08,

2210–12
sliding window protocol in, 227
stop and wait, 226, 226, 229–230, 545
throughput and, 226, 228–230 
trellis coded modulation and, 225, 2635
undetected errors and, 225
weighting, Hamming weight, weight enumerator) in

225–226 
wireless multiuser communications systems and,

1612–13 
automatic speech recognition (see also speech

coding/synthesis), 2373–79, 2382, 2383–90, 2385
acoustic model for, 2385
artificial neural networks in, 2378–79 
cepstrum in, 2373, 2386
comb filtering in, 2378
continuous speech recognition in, 2377
current state of, 2389–90 
difficulties of, 2383–84 
dynamic time warping in, 2373
feature extraction stage in, 2384, 2386–87 
hidden Markov models and, 2373–80, 2385
history and development of, 2384–89, 2384
interactive voice response systems and, 2384
language models for, 2376–77, 2385, 2388–89 
linear prediction coders in, 2373
mel scale frequency cepstral coefficients in, 2373,

2382

noise in, 2378
recognition stage in, 2384
relative spectral method in, 2378
segmentation in, 2377–78 
speaker verification systems and, 2379–80 
stochastic approach to, 2373–74 
timing problems in, 2373
training stage in, 2384, 2387
Viterbi algorithm and, 2818

automorphism, Golay coding and, 889–890, 889
automotive collision avoidance systems, 503
autonomous ocean sampling network, 24, 25, 2211–12 
autonomous systems, 549, 1153

IP networks and, 269
packet switched networks and, 1913

autonomous underwater vehicles (AUV), 24, 36, 2206,
2211–12 

autoregressive process, 412
autoregressive moving average, 412, 2293
autoregressive processes, traffic modeling and, 1666,

1668
auxiliary vector filters, 1890–96, 1891, 1893
auxiliary vector filter algorithm, 104
available bit rate, 123, 206, 267, 551, 1658, 1663
avalanche photodiode detectors, 1002, 1834, 1857, 1962
avalanche shot noise, optical fiber systems and, 1843
average interference power, signature sequence for

CDMA and, 2283
average magnitude difference function, speech

coding/synthesis and, 2350
average matched filter, chirp modulation and, 446
axis of the deep sound channel, in underwater acoustic

communications, 38

back propagation algorithm, neural networks and, 1678
back to back user agents, session initiation protocol and,

2198
background limited infrared performance, 1858
backhauling, 1636, 1636
backoff, Ethernet and, 1281, 1346
backsearch limiting, sequential decoding of convolution-

al coding and, 2153–54 
backup schemes, 1319, 1634–35 
backward error correction, 545
Bahl–Cocke–Jelinek–Raviv decoding, 556, 561–564,

564
low density parity check coding and, 1316
soft output decoding algorithms and, 2295, 2297,

2299–2301, 2299
space-time coding and, 2328
tailbiting convolutional coding and, 2515

Bahl–Jelinek algorithm, 2738
balanced driving receivers, 1827
balanced incomplete block design, 658, 659–661, 659,

1316
balanced modulator, amplitude modulation and, 139,

139
bandgap lasers and, 1777, 1778
bandpass filters/modulators, 1478

impulsive noise and, 2415-16 
optical signal regeneration and, 1764
pulse amplitude modulation and, 2022
quadrature amplitude modulation and, 2044–45, 2045
random processes, sampling of, 2286–87 
sampling and, 2108–2111, 2109
sampling of, 2286
sigma delta converters and, 2238–40, 2239, 2240
signal quality monitoring and, 2272

bandwidth, 37–38, 549, 2653
in acoustic modems for underwater communications,

15, 16
acoustic telemetry in, 22
adaptive receivers for spread-spectrum system and, 95
antenna, 144, 169, 180
antennas for mobile communications and, 190, 192
batching in, 234–235, 234
Bluetooth and, 310–311 
cable modems and, 324–325 
coding division multiple access and, 459
compression and, 631
continuous phase modulation and, 589–590, 2180

digital phase modulation and, 709
digital phase modulation, Nyquist criterion, 710
free space optics and, 1849–1850 
IS95 cellular telephone standard and, 350
local multipoint distribution service and, 318, 1268
magnetic storage and, 1326
microstrip/microstrip patch antennas and, 1360,

1364–1370 
millimeter wave antennas and, 1425, 1434
minimum shift keying and, 1457
multibeam phased arrays and, 1518
multimedia networks and, 1562, 1563, 1565, 1568
multiprotocol label switching and, 1598
optical cross connects/switches and, 1784, 1797
optical fiber and, 436, 1719–20, 1732, 1797
optical modulators and, 1744
optical transceivers and, optimization in, 1836–37 
packet switched networks and, 1908, 1906–07 
partial response signals and, 1929, 1932–33 
patching in, 233–234, 234
periodic broadcasting and, 235–236, 236
photodetectors and, 1000
piggybacking in, 232–233, 232
pulse amplitude modulation and, 2023
quadrature amplitude modulation and, 2043,

2045–46, 2046
reduction techniques for (see also bandwidth reduc-

tion techniques for video service), 232–237 
serially concatenated coding for CPM and, 2180
shallow water acoustic networks and, 2207
software radio and, 2315–17
space-time coding and, 2327
speech coding/synthesis and, 2363, 2364, 2365–67,

2365
statistical multiplexing and, 2428–29 
traffic modeling and, 1666
trellis coding and, 2636–37 
ultrawideband radio and, 2761–62 
underw/in underwater acoustic communications, 36
waveguides and, 1390
wavelength division multiplexing and, 2865
wireless infrared communications and, 2927
wireless LANs and, 2678
wireless multiuser communications systems and,

1603, 1604
bandwidth brokers, 115, 1568
bandwidth reduction techniques for video services,

232–237 
Banyan networks, ATM and, 202–203, 202
Barker coding

polyphase sequences and, 1980–1981 
in underwater acoustic communications, 43
wireless LANs and, 2942

base station
antennas for mobile communications and, 190–192 
cell planning in wireless networks and, 375, 376
cellular communications channels and, 393
local multipoint distribution service and, 318–319 
wireless multiuser communications systems and,

1612–13, 1613
base station controller, 866–876, 905–17 
base station diversity, IS95 cellular telephone standard

and, 355–356 
base station location

powerline communications and, 1999
satellite communications and, 2117
wireless multiuser communications systems and, 1603

base station subsystem, 866–876, 905–17 
base transceiver station, 866–876, 905–17 
baseband communications, 79, 79

adaptive equalizers and, 79–80, 79
in channel modeling, estimation, tracking, 398–401 
discrete multitone and, 741–742 
pulse amplitude modulation and, 2022
pulse position modulation and, 2034–35 
synchronization and, 2479
tapped delay line equalizers and, 1690, 1690

baseband equivalent channel, adaptive equalizers and,
80, 81

baseband filters, orthogonal frequency division multi-
plexing and, 1872
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baseband PAR, orthogonal frequency division multiplex-
ing and, 1945

baseline privacy, 324, 335
basic service set, wireless communications, wireless

LAN and, 1285
basis functions, antenna modeling and, 174, 175 
Batcher-banyan networks, ATM and, 203
batching, bandwidth reduction and, 234–235, 234
batwing antennas, television and FM broadcasting,

2517–36 
baud vs. fractional rate, 286, 1496
baud/symbol loop, cable modems and, 328–329 
Baum–Welch algorithm, hidden Markov models and,

961–962 
Bayesian estimation, in channel modeling, estimation,

tracking, 398
Bayes estimation of random parameter, 2, 1340
Bayliss line source, in antenna arrays and, 155–157,

156, 157
BCH coding (see also BCH coding, binary; cyclic cod-

ing), 616–630
Berlekamp decoding algorithm for, 624–625 
bounds in, 621–624 
cyclotomic cosets in, 622
decoding, 622–626 
elementary symmetric functions in, 623
Euclid’s algorithm and, 617
generating functions in, 623
Massey–Berlekamp decoding algorithm for, 625–626 
narrow sense, 622
power sum symmetric functions in, 623
primitive, 622
trellis coding and, 2640
in underwater acoustic communications, 43

BCH coding, binary (see also BCH coding, nonbinary),
237–253 

Berlekamp iterative decoding algorithm in, 247,
250–251 

block coding and, 243–252 
channel measurement decoding in, 247
Chien search decoding in, 249–250, 250
codeword, codeword polynomial and, 244
cyclic block coding and, 243–244 
cyclic coding and, 243–252 
cyclic redundancy check and, 245
decoding of, 247–252 
design distance in, 245
elementary symmetric functions in, 248
encoding circuit with shift register for, 246–247, 246
erasure filling decoding in, 247, 251–252 
error control and, 238
error locators in, 247–248, 250, 623
error trapping decoding in, 247, 251
extending, 246
extension fields and, 240–241 
finite fields and, 238–239 
forced erasure decoding in, 252
Golay coding and, 245–247, 251
Hamming coding and, 245, 247, 247
irreducible polynomials and, 241–242 
Kasami decoding in, 247, 251
logarithm tables for, 239
minimal polynomial properties in, 242–243 
minimum functions in, 242
multiple error detection and correction in, 244
nonprimitive elements in, 239
order of element, order of field in, 239
Peterson’s direct solution method for, 248–250 
polynomial properties defined on finite fields in, 242
polynomials and, 239–240 
prime fields in, 239
prime power fields and, 240
primitive element in, 239
primitive polynomials and, 240–241 
primitive vs. nonprimitive type, 244–252 
reciprocal roots in, 250
Reed–Solomon, 238
shortening in, 246
soft decision decoding in, 251–252 
syndrome equations for decoding in, 247–248 
t error correcting coding and, 244

vectors and, 239–240 
vectors of field elements and polynomials defined on

finite fields in, 239–240 
Wagner coding and, 252

BCH coding, nonbinary (see also BCH coding, binary;
Reed–Solomon coding), 253–262 

bounded distance decoding in, 254
Chien search decoding and, 256–257, 260
connection polynomial in, 257–258 
decoding in, 254–261 
encoding in, 254, 254
erasure filling decoding in, 259–261 
error magnitudes or error values in, 254
feedback shift register and FSR synthesis in, 257–259 
Fourier transforms and, 261
generalized minimum distance decoding in, 261
locator fields in, 253
Massey–Berlekamp decoding algorithm for, 257–259,

260
maximum coding and, 254
maximum distance separable coding and, 254
modified syndromes for decoding in, 259–260 
Newton’s identities and, 255, 257, 623, 625
Peterson’s direct solution method for, 255–257, 260,

617
polynomials and, 254
primitive vs. nonprimitive types, 253
soft decision decoding in, 261
symbol fields in, 253
syndrome equations for decoding in, 255, 623
t error correcting coding and, 253

beam deviation factors, parabolic and reflector antennas
and, 1926, 1927

beam patterns, satellite communications and, 877–878 
beam propagation method, optical modulators and, 1745
beam scanning, parabolic and reflector antennas and,

2084–86 
beam steering

millimeter wave antennas and, 1431, 1432
multibeam phased arrays and, 1519, 1520

beam switching, satellite onboard processing and,
478–479, 478

beamforming antennas, 191–192, 192, 2963
adaptive antenna arrays and, 163–164, 187
multibeam phased arrays and, 1517, 1517, 1518,

1520–21, 1520
satellite onboard processing and, 480
software radio and, 2307
spatiotemporal signal processing and, 2333–40, 2333

beamforming network, waveguides and, 1393
beamshaping

free space optics and, 1851
wireless transceivers, multi-antenna and, 1579

beamwidth
antennas and, 169, 185
array antennas, 187
leaky wave antennas and, 1239
local multipoint distribution services and, 1273
multibeam phased arrays and, 1517
parabolic and reflector antennas and, 1922–23, 1925–26 

beat noise/distortion in, 514, 1836
behavior aggregate, DiffServ and, 270
Bell System, 262
Bell, Alexander Graham, 262, 1849
Bellman–Ford algorithm, 2208
bending, millimeter wave propagation and, 1435
bending radius, optical fiber and, 438–439, 438
Beneveniste–Goursat algorithm, equalizers and, 92
Berlekamp decoding algorithm

BCH coding, binary, and, 247, 250–251 
BCH/ in BCH (nonbinary) and Reed–Solomon cod-

ing, 624–625 
cyclic coding and, 624–625 

Berlekamp–Massey algorithm, 790, 797–798 
Bernoulli sources, rate distortion theory and, 2073
Bessel functions, optical modulators and, 1742
best effort forwarding, IP networks and, 269
best effort networks, packet switched networks and,

1910
best effort service, radio resource management and,

2094–95 

beverage antennas, 1259
bias

maximum likelihood estimation and, 1339
neural networks and, 1676

bidirectional path switched ring, SONET and, 2495–96 
bidirectional self-healing ring in, 750, 751
Big Leo satellite communications, 1251
bilateral public peering, 268
billing systems, mobility portals and, 2194
binary bipolar with n zero substitution, 1934
binary convolutional coder, CATV, 526–527, 526
binary frequency shift keying, 16

minimum shift keying and, 1457
satellite communications and, 1225, 1225

binary orthogonal keying, chirp modulation and, 441,
444, 445

binary PAM, serially concatenated coding and, 2165
binary phase shift keying, 371, 408, 410, 710–711, 2179

acoustic telemetry in, 23
blind multiuser detection and, 298
cdma2000 and, 362
IS95 cellular telephone standard and, 354
orthogonal frequency division multiplexing and,

1945, 1948
peak to average power ratio and, 1945, 1948
polyphase sequences and, 1976
predistortion/compensation in RF power amplifiers

and, 530, 531
satellite communications and, 1225, 1225, 1230
serially concatenated coding and, 2165
serially concatenated coding for CPM and, 2180
soft output decoding algorithms and, 2296
trellis coding and, 2638–53 
turbo coding and, 2704–16 
turbo trellis coded modulation and, 2738–53 
ultrawideband radio and, 2755–62 
wireless multiuser communications systems and,

1610, 1614
binary signaling, adaptive receivers for spread-spectrum

system and, 109
binary symmetric channel 

low density parity check coding and, 1315
rate distortion theory and, 2073
sequential decoding of convolutional coding and,

2143, 2144, 2146
binomial linear antenna arrays, 144
biphase coding, constrained coding techniques for data

storage and, 576
birefringence, optical, 1492, 1711
BISUP protocol, ATM and, 204
bit allocation, 646, 1044-46, 1045
bit error probability (BEP)

power control and, 1983
quadrature amplitude modulation and, 2043, 2049,

2050–52, 2052
trellis coded modulation and, 2629

bit error rate, 2179
antenna arrays and, 163
asymmetric DSL and multimedia transmission in,

1573–75 
bit interleaved coded modulation and, 275
cable modems and, 326, 328
chirp modulation and, 444, 445–447, 445, 446
coding division multiple access and, 458, 459–460 
concatenated convolutional coding and, 559–560, 560
continuous phase modulation and, 2180, 2181–89,

2183
convolutional coding and, 599, 602–605 
digital phase modulation and, 709
diversity and, 732, 733
fading and, 787
failure and fault detection/recovery and, 1633–34 
free space optics and, 1859, 1859, 1862, 1865
hard disk drives and, 1320
holographic memory/optical storage and, 2138
impulsive noise and, 2402–2420 
low density parity check coding and, 1309, 1309,

1316
magnetic recording systems and, 2266, 2266
measuring, 2572–75, 2573, 2574, 2575
microwave and, 2565–67, 2566
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bit error rate (continued)
multidimensional coding and, 1545–48, 1548
optical cross connects/switches and, 1785
optical fiber and, 2614
optical fiber systems and, 1841, 1846–47, 1971–73,

1971
packet rate adaptive mobile receivers and, 1886,

1887, 1892, 1898, 1902
phase shift keying and, 713–15 
powerline communications and, 2004
predistortion/compensation in RF power amplifiers

and, 530, 535, 536
pulse position modulation and, 2039, 2039
Reed–Solomon coding for magnetic recording chan-

nels and, 473
satellite communications and, 881, 1224, 1225, 1227,

1230, 2120
semianalytical MC technique in, 2293–94 
sequential decoding of convolutional coding and,

2156, 2156
serially concatenated coding for CPM and, 2180–89,

2183
signal quality monitoring and, 2269, 2270
simulation and, 2293–94 
software radio and, 2314
space-time coding and, 2330
terrestrial digital TV and, 2547
trellis coded modulation and, 2629
trellis coding and, 2637, 2638, 2639
turbo coding and, 2704–16 
turbo trellis coded modulation and, 2738, 2747–49 
in underwater acoustic communications, 37
unequal error protection coding and, 2763–69 
Universal Mobile Telecommunications System and,

387
wavelength division multiplexing and, 655
wireless and, 2923, 2924
wireless infrared communications and, 2927

bit flipping, low density parity check coding and, 1311-
12, 1312

bit interleaved coded modulation, 275-286, 275, 277,
275

additive white Gaussian noise and, 275-286 
bit error rate and, 275
channel state information and, 280
constellation labeling in, 279
decoder /encoder for, 279–283, 279
free distance and, 279
Gray labeling and, 281, 282, 284–285 
Hamming distance and, 278–279, 281, 282
interleaving in, 276, 276
iterative decoding in, 284
maximum likelihood detector in, 277, 283
metric generators for, 283
multipath fading and, 276, 278
orthogonal frequency division multiplexing and, 278
performance characteristics of, 284–285, 285
quadrature amplitude modulation and, 281
quadrature phase shift keyed and, 279
Rayleigh fading channel in, 278, 280, 281, 283, 285
shift register encoder for, 278–279 
signal to noise ratio and, 277, 278, 285
time diversity and, 276
trellis coded modulation (TCM) and, 276–286, 276
trellis decoding in, 279–280, 279, 282–283 
turbo coding and, 285
Ungerboeck set partitioning and, 276, 276, 280–281 
Viterbi algorithm and, 280
wireless communications and, 276

bit interleaved parity, signal quality monitoring and,
2269

bit interval, modulation, 1335
bit loading, discrete multitone and, 745
bit oriented transmission, 546
bit pipes, 539
bit rates

modems and, 1496
speech coding/synthesis and, 2341
synchronous digital hierarchy and, 2496–97 

bit stuffing, 547
Blahut algorithm, rate distortion theory and, 2075

BLAST architecture, spatiotemporal signal processing
and, 2333

blind adaptive multiuser detectors, 464
blind adaptive receivers for spread-spectrum system and,

100
blind carrier recovery, 2054–56 
blind channel estimation, 402, 404–407 
blind clock recovery, 2056–57, 2058
blind equalization (see also blind multiuser detection),

82, 91–93, 286–298
adaptive equalizers and, 79
additive white Gaussian noise and, 287, 288
baud rate vs. Nyquist rate sampling in, 287
baud vs. fractional rate, 287-288, 288
carrierless amplitude and phase signals and, 292
channel estimation in, 292–296 
channel models for, 287–288, 288
combined channel and symbol estimation in,

289–291 
commercial applications for, 296–297 
constant modulus algorithms and extensions in, 292
cross-relation approach to SIMO channel estimation

in, 294–295 
cumulant matching in, 293–294 
decision directed algorithms in, 291
decision feedback equalizer in, 289, 290, 292
digital signal processors and, 296
digital subscriber line and, 287, 296
direct equalization and symbol estimation in,

291–292 
distortion and, 286
equation error in, 293
expectation maximization algorithm in, 290
filtering matrix in, 290–291 
filters in, 288–289 
finite impulse response and, 287, 292
fitting error in, 293
fractionally spaced equalizer and, 288–289, 289
Godard algorithms and, 292
hidden Markov model in, 290–291 
high order sequence criteria and, 291–292, 297
intersymbol interference and, 286, 291
iterative least squares with enumeration, 292
likelihood function in, 289
maximum likelihood detector in, 289–291, 289
maximum likelihood sequence estimation, 297
mean cost function in, 291
minimum mean square error, 292
multimodulus algorithm in, 292
multistep linear prediction in, 295–296 
neural networks and, 1680
noise subspace approach to SIMO channel estimation

in, 295
optical fiber systems and, 287, 296
oversampling in, 287, 288–289 
probability density function in, 289
quadrature amplitude modulation and, 292, 296
sampling in, 286, 287
Sato algorithm and, 291
Shalvi–Weinstein algorithm in, 292
signal to noise ratio and, 297
single input/multiple output, 292, 294–296 
single input/single output model of, 287–288, 288,

291, 293
spatiotemporal signal processing and, 2336–38 
structures in, 288
systems models for, 287–289 
time representation sequence in, 288
training sequences in, 286, 287
wireless communications and, 296–297 

blind multiuser detection (see also blind equalizers),
298–307 

adaptive implementations for, 300
adaptive receiver structure for, 304–306, 305
additive white Gaussian noise in, 298
batch processing method for, 300
binary phase shift keying and, 298
channel estimation using, 303–304 
coding division multiple access and, 298–307 
direct matrix inversion in, 298, 300, 306
direct methods of, 299–301 

direct sequence spread spectrum and, 298
filtering in, 299
group blind type, 306
intersymbol interference and, 303
least mean square algorithm in, 300–301 
mean square error and, 303
minimum mean square error and, 298–307 
minimum output energy detector in, 301
multipath channels and, 302–306 
multiple access interference and, 299 
NAHJ algorithm in, 301, 302, 306
PASTd algorithm in, 301
signal to interference plus noise ratio in, 302, 306
simulation example for, subspace, 301–302 
singular value decomposition in, 301
smoothing factors in, 303, 304
subspace approach to, 298, 301–302 

blind techniques, spatiotemporal signal processing and,
2333

blindness, in microstrip antennas, 1371, 1376, 1388 
block ciphers, 607–609, 607
block coding, 2179

automatic repeat request and, 225
BCH coding, binary, and, 243–252 
constrained coding techniques for data storage and,

576–579 
image and video coding and, 1038–39 
image processing and, 1076
interleaving and, 1141–51, 1142–1149
magnetic recording systems and, 2257
multiple input/multiple output systems and, 1455
product coding and, 2007
satellite communications and, 1229–30, 1230
space-time coding and, 2326–27, 2326, 2329–30 
spatiotemporal signal processing and, 2333
threshold coding and, 2583–84 
trellis coded modulation and, 2622

block error rate 
convolutional coding and, 602–605 
cyclic coding and, 616–630 
Reed–Solomon coding for magnetic recording chan-

nels and, 473
block fading channels, wireless multiuser communica-

tions systems and, 1605
block missynchronization detection, Reed–Solomon

coding for magnetic recording channels and,
471–472

block processing, acoustic echo cancellation and, 12
blocked calls, 1906
blocked calls delayed, traffic engineering and, 495-497 
blocked calls held, traffic engineering and, 497–499 
blocking, traffic engineering and, 486–487, 486
blocking matrices, adaptive receivers for spread-spec-

trum system and, 105
blocking probability, traffic engineering and, 498
blue violet lasers, optical memories and, 1739
Bluestein–Gulyaev waves. surface acoustic wave filters

and, 2441
Bluetooth, 307–317, 1106, 1289, 2391, 2677

ad hoc communications systems and, 308, 309
ALOHA protocol and, 315
antennas and, 169
applications for, 307–308 
asynchronous connectionless link in, 313, 315
automatic repeat request, 313, 314
bandwidth for, 310-311 
baseband layer for, 311
coding division multiple access and, 310
collision avoidance in, 315
connection setup process in, 311–312 
cyclic redundancy check and, 312
direct sequence CDMA and, 310
embedded radio systems and, 309
error correction in, 313
forward error correction in, 313
frequency division multiple access and, 309
frequency hop spread spectrum and, 309–310 
frequency hopped CDMA and, 310, 316
Gaussian frequency shift keying, 310–311, 508
header error coding and, 312
hop selection mechanism in, 312–313 
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Bluetooth (continued)
industrial scientific medical band in, 309, 316
intelligent transportation systems and, 502, 506,

508–510, 508, 509, 510
interference and, 309
linear feedback shift registers in, for security, 316
link manager in, 314
link manager protocol (LMP) and, 310, 314
logical link control and adaptation protocol and, 310,

314
low-power modes for, 313–314 
MAC addresses and, 312, 315
master slave configuration in, 314–316 
networking with, 314–316 
packet-based communications and, 312–313, 312
pairing in, for security, 316
park mode in, 314
personal area networks and, 2682, 2683–84 
physical links in, 313
piconets in, 314–315, 508
protocol stack for, 310, 310
regulation of, 309
RF layer of protocol stack in, 310–311 
scan, page, and inquiry modes in, 311–312 
scatternets in, 315–316 
security (authentication, encryption) in, 316
sharing spectrum in, 309
spectrum for, 308–310 
spread spectrum and, 2400
synchronous connection oriented link in, 315, 315
time division multiple access and, 309–310 
time division multiplexing in, 315
time divison duplexing in, 310
unlicensed radio band used in, 308–309 
wireless multiuser communications systems and, 1602

Blum Blum Shub random number generator, 615
Blu-Ray Disc, constrained coding techniques for data

storage and, 579
BodyLAN, 2681, 2682
Bolt Beranek and Newman, 267, 268
bootstrap effect, serially concatenated coding and, 2166
border gateway multicast protocol, 1535, 1536
border gateway protocol, 269, 549, 550, 1153, 1535,

2809
border gateway protocol 4, 1597
border gateways, general packet radio service and, 867
Bose–Chaudhuri–Hocquenghem (see BCH coding)
bottom up processing, in speech coding/synthesis and,

2363
bound, BCH coding, 621–624 
boundary conditions, loop antennas and, matching in,

1294–95 
boundary element/boundary integral methods, antenna

modeling and, 176
boundary routers, DiffServ, 668–669 
bounded delay encodable coding, 578
bounded distance decoding, in BCH (nonbinary) and

Reed–Solomon coding, 254
bounds, maximum likelihood estimation and, 1, 1339
Box–Mueller method for random number generation

and, 2292
Bragg condition, 1756
Bragg gratings (see also diffraction gratings), 1723,

1723, 1727–28, 1727, 1728
bandgap in, 1728
coupled mode theory and, 1728–29, 1729
distributed Bragg reflector lasers and, 1780–81, 1780
erbium doped fiber amplifiers and, 1728
optical add drop multiplexers and, 1727
optical couplers and, 1697–1700 
optical fiber and, 1709
optical multiplexing and demultiplexing and, 1749
overcoupling in, 1729

BRAN group, broadband wireless access and, 318–322
branch metrics, trellis coding and, 2647
BRASS high frequency communications and, 948
breathers, solitons and, 1766
Brewster angle in millimeter wave propagation and,

1438
bridges, Ethernet and, 1505
brightness theorem, for active antennas and, 65

Brillouin scattering, 1491, 1684, 1712
broadband communications, 2653–77 

asynchronous transfer mode (ATM) and, 2655,
2659–61, 2660

cable modems and, 2668–71 
community antenna TV and, 2668–71 
data over cable service interface specification and,

2670–2671, 2670
data rates in, 2654–55 
delay in, 2655
digital subscriber line and, 2655, 2666–73, 2670
direct video broadcast and, 2671–73, 2672
enterprise networking and, 2656–66 
Ethernet and, 2655
fixed wireless, 2671
frame relay and, 2658–59, 2659
future of, 2673–75 
Gigabit Ethernet and, 2655, 2656–58, 2657
global network model for, 2655–56, 2655, 2656
global system for mobile and, 2656
Internet protocol and, 2662
IP networks and, 2661–64 
IPv4 and IPv6 in, 2663
jitter in, 2655
local multipoint distribution services, 2655, 2671
mobile wireless, 2673
multichannel multipoint distribution services in,

2655, 2671
multiprotocol label switching and, 2655, 2674–75,

2674
packet loss in, 2655
powerline communications and, 1997
reliability in, 2655
residential access to, 2666–73 
satellite and, 2112–13, 2113, 2115, 2655, 2656,

2664–66, 2665, 2666, 2671–73 
services and applications for, 2654–55 
speech coding/synthesis and, 2362
standards for, 2673
TCP/IP and, 2661–63 
throughput in, 2655
transmission control protocol and, 2661–62, 2662
user datagram protocol and, 2662
virtual private networks and, 2663–64, 2664
wide area networks and, 2663–64 
wireless access (see broadband wireless access)
wireless local loop and, 2957–58 

broadband integrated services digital network, 262–275 
admission control for, 112–114, 113
asymmetric digital subscriber line, 272
asynchronous transfer mode and, 204, 264–267,

271–272 
data over cable service interface specifications and,

272
dense wavelength division multiplexing and, 273
high definition TV and, 263
IP networks and, 267–271 
local area networks and, 271
MPEG voice compression and, 263
multimedia cable network system and, 272
multimedia networks and, 1567
problems faced by, 273–274 
reference model for, 264, 264
SONET and, 273
statistical multiplexing and, 2420–32 
virtual private networks and, 273
wavelength division multiplexing and, 273
wide area networks and, 271–272 
World Wide Web and, 271–274 

broadband radio access network, 318–322, 2958
broadband wireless access, 317–323 

BRAN group and, 318–322, 2958
digital audio/video broadcasting and, 318–321
discrete Fourier transform and, 321
frequencies for, 317, 320–322 
HiperAccess group for, 319–320 
HiperLAN and, 320–321 
HiperMAN and, 320
interference and, 318–319 
local multipoint distribution service and, 317, 318,

322, 1268–79 

microwave multipoint distribution service and, 317
minimum mean square error equalization and, 321
orthogonal frequency division multiple access and,

320–322
quadrature amplitude modulation and, 319, 320
quadrature phase shift keying in, 319, 320
signal to interference ratio in, 319
signal to noise ratio and, 321
single-carrier transmission in, 321–322, 321
standards for, 318, 319–320 
time division multiple access and, 318, 320
time division multiplexing and, 318, 320

broadcast domains, Ethernet and, 1281
broadcast satellite service, 877, 1251
broadcasting

caution harmonic, 236
digital audio/video, 319-321
fast, 236
frequency modulation, 823, 823, 824
harmonic, 236
media access control and, 1342-1349 
pagoda, 236
periodic, 235-236, 236
permutation-based pyramid, 236
pyramid, 236
quasiharmonic, 236
skyscraper, 236

broadpattern pattern antennas, 180
broadside antenna arrays and, 142, 145
Brownian motion models, traffic modeling and, 1669–70 
browsers, 540, 548
brute force attacks, 607–608 
BSD UNIX, 268
bubble switches, 1792–93, 1792
bucket credit weighted algorithms, medium access con-

trol and, 1556
bucket hashing, 221–222 
buckets, sequential decoding of convolutional coding

and, stack bucket technique in, 2149
buffer management, flow control, traffic management

and, 1654, 1656, 1660–61 
buffer overflow, sequential decoding of convolutional

coding and, 2159–60 
buffering

allocation and partitioning in, 1565
ATM and, input and output in, 201, 203–204, 203
flow control, traffic management and 
multimedia networks and, 1562, 1563, 1565–66 
occupancy in, 1565
optical fiber and, 2614
packet dropping in, 1565–66 
periodic buffer reuse with thresholding, 234
streaming video and, 2438
transmission control protocol and, 1566

bugs and software errors, in security and, 1645
building database, for indoor propagation models and,
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2797
cyclostationary process

power spectra of digitally modulated signals and,
1989–90 

pulse amplitude modulation and, 2023–24 
pulse position modulation and, 2035

cyclotomic cosets, 622, 618
cylindrical antenna array, 151–152, 152
cylindrical conformal antenna arrays and, 152, 152
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decision feedback equalizers, 16, 81, 87–89, 88, 89, 286

acoustic telemetry in, 26
adaptive receivers for spread-spectrum system and,
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decorrelating detector, 98, 463–465, 463, 1616
decorrelation, image compression, 1063–65 
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degeneracy factor, optical fiber systems, 1846
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maximum a posteriori algorithm in, 1335
pulse amplitude modulation and, 2024–30 
pulse position modulation and, 2036–39 
quadrature amplitude modulation and, 2047
single sideband AM, 140, 140
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1439–40, 1445
descent algorithm in quantization, 2129
design distance, BCH coding, binary, 245
destination allocation protocol, 1552
destination sequence distance vector, 2211, 2888
detection/detectors
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diffraction gratings (see also Bragg gratings; optical
multiplexing/demultiplexing) (continued) 
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coupling loss and, 1751–52, 1753
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Czerny–Turner spectrograph configuration in, 1751,
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read process in, 1323–1324 
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transition shift in, 1325, 1325
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amplitude shift keying in, 709–719 
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bit error rate in, 709
continuous phase modulation in, 710
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Nyquist criterion, 709
phase shift keying in, 709–719 
power efficiency in, 709
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simulation and, 2285
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2781, 2915
access multiplexer for, 272
asymmetric, 1570, 1571–72, 1571
blind equalizers and, 287, 296
broadband and, 2655, 2666–73, 2670
broadband wireless access and, 317
compression and, 1570–71 
integrated services digital networks and, 1570
layered coding in, 1570–71 
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MPEG compression and, 1571
multimedia over, 1570–79 
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satellite communications and, 2121
unequal error protection coding and, 2767

digital subscriber line access multiplexer, 272, 2784
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372
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cable modems and, 333–334 
digital filters and, 686–687 
frequency synthesizers and, 833–835, 834
modems and, 1495
orthogonal frequency division multiplexing and, 1871
sigma delta converters and, 2227–47, 2228
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speech coding/synthesis and, 2370
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capacity of, 1737
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NTSC standards and, 1738
PAL standards and, 1738
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read process in, 1737
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space time coding and, 773
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1657–58 
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1663
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exposed terminal problems, 5, 1343, 2885, 2885
extended BCH coding, binary, 246
extended partial response, 4, 1328–1331, 1331
extended service set, wireless LAN, 1285, 1286
extending Reed–Solomon coding, 467
extensible HTML, wireless application protocol, 2899
extensible markup language, 1651

distributed intelligent networks and, 728
software radio and, 2304
wireless application protocol and, 2899

extension fields, BCH coding, binary, 240–241 
exterior gateway protocol, 269, 1913
exterior router protocols, 549
external network to network interface, 1799
extinction ratio, 2577, 2577

optical fiber systems and, 1842
optical modulators and, 1743
optical signal regeneration and, 1760
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radiowave propagation), 758–780 
eye patterns, 2576–79, 2576–2578 
eye safety and lasers, 1864–65 

fabrication attacks, 1151
Fabry–Perot interferometer, 1003, 1723–25, 1723, 1724,

1725, 1749, 1756–57, 1757
facet loss, in lasers and, 1778–79 
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additive white Gaussian noise, 786–787 
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autocorrelation and, 783
bit error rate (BER) in, 787
bit interleaved coded modulation and, 276, 278, 280,

281, 283, 285
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cochannel interference and, 449
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dispersion and, 784
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Doppler frequency shift and, 783, 784, 785
expectation maximization algorithm and, 772,

776–778, 778

free space optics and, 1862–63 
high frequency communications and, 949
indoor propagation models and, 2013, 2013
large scale, 781–782 
location in wireless systems and, 2965, 2967
maximal ratio combining and, 788
mean square error and, 781
microwave and, 2562–65, 2562, 2571
mobile radio communications and, 1481
multiple input/multiple output systems and, 1455–54,

1454
packet rate adaptive mobile receivers and, 1886
path loss and, 1937
power control and, 1983
quadrature amplitude modulation and, 2050–52 
RAKE receivers and, 787–788 
satellite communications and, 1223, 1226–29, 1226,

1227
shadowing and, 781
signal characteristics and, 784–785 
signal to noise ratio, 786–788
simulation and, 2290–91, 2291
space-time coding and, 2324
spatiotemporal signal processing and, 2333–40, 2333
spectral broadening and, 784
statistical characteristics of, 783
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45
Viterbi algorithm and, 2817–18, 2817
wireless and, 2915, 2916–18, 2916
wireless multiuser communications systems and,

1603–11
wireless transceivers, multi-antenna and, 1579

fail stops, 1632
failure and fault detection/recovery in, 1632–34 
failures, 1631
fair distributed queue, medium access control and, 1558
fairness, flow control and, 1626, 1653, 2103
FairNet in medium access control and, 1558
fan antennas, 180
Fano algorithm, Fano metric, convolutional coding and,

2140, 2146–48, 2150–54, 2151, 2152, 2153, 2154
fanout of power splitters, 2104
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antenna arrays and, 141
antennas, 181–182, 181–182, 182
loop antennas and, 1292, 1293
multibeam phased arrays and, 1514
parabolic and reflector antennas and, radiation con-

cepts in, 2080–81, 2080
Faraday law in antennas and, 171
Faraday, Michael, 208
Farley’s approximation, cochannel interference and, 451
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simulation and, 2290–91, 2290
wireless multiuser communications systems and, 1605

fast Fourier transform
adaptive antenna arrays and, 72
antenna modeling and, 173
location in wireless systems and, 2970
multicarrier CDMA and, 1522
orthogonal frequency division multiplexing and, 1871
signal quality monitoring and, 2272
simulation and, 2288

fast frequency shift keying, 584
fast multipole method, for antenna modeling and, 173
fast resource management, ATM and, 552
fast startup equalization, 82
fatigue testing, optical fiber and, 438–439 
FatMAC protocol, 1553
fault isolation, signal quality monitoring and, 2269
fault management, ATM and, 206–207 
fault tolerance, 1631–44 

asynchronous transfer mode and, 1633–35
automatic repeat request and, 1632

backup schemes and, 1634–35 
circuit switched networks and, 1632
cycle covers and, 1638–39, 1638
cyclic redundancy check in, 1633
dynamic restoration in, 1635
fail stops in, 1632
failure and fault detection/recovery in, 1632, 1633–34 
failures and, 1631
fault isolation boundaries in, 1632
fiber distributed data interface and, 1637
intermittent failures and, 1631
link and node-based schemes for, 1635
link rerouting in, 1633–34, 1634
Menger’s theorem and, 1635
mesh networks and, 1637–39, 1638, 1639
metropolitan area networks and, 1632
minimum spanning tree in, 1639–40 
models for, 1632
multiprotocol label switching and, 1640
optical fiber and, 1636, 1636
packet switched networks and, 1632, 1639–40 
path and link monitoring in, 1633
path-based schemes for, 1634–35, 1634
protection of links or nodes in, 1634
quality of service and, 1632
redundancy and, 1632
rings for, 1635–37, 1636
self-healing rings in, 1635, 1637, 1638
SONET and, 1634, 1635
subnetwork connection protection and, 1635
topologies for, 1632–33 
transmission control protocol and, 1632, 1640
wide area networks and, 1632

fax modems, 1499
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FEC to NHLFE, multiprotocol label switching and,

1594
Federal Communications Commission, 309
Federal Information Processing Standards, cryptography
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feedback

flow control and, 1626
frequency modulation (FM) and, 814–815 
lasers and, 1776–77 
synchronization and, 2475

feedback (return) channel, automatic repeat request and,
224

feedback algorithms, speech coding/synthesis and, 2354
feedback circuits, active antennas and, 51, 51
feedback control, optical modulators and, 1746
feedback filters, tapped delay line equalizers and, 1690
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code division multiple access, 789
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complemented summing registers in, 799
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cross correlation in, 796
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cyclic Hadamard difference sets in, 790, 795
De Bruijin sequences in, 790, 795
disjoint cycles and, 798–799 
linear, 790
linear recurring sequences in, 790
m sequences in, basics of, 791–795, 791
primitives in, 792
pseudonoise sequences and, 789
pure cycling register, 794, 794, 796–797, 798
pure summing register in, 794, 794, 799
run distribution property in, 795
span property in, 795
spread spectrum and, 789
state diagrams for, 790–791, 790, 793, 794
trace function in, 796
truth tables for, 790–791, 790, 793, 794
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feedback systems, neural networks and in, 1676–77 
feedback/feedforward encoders, convolutional coding

and, 599–600, 599
feeder links, satellite communications and, 1251
feedforward synchronization and, 2475
feedforward algorithms, in speech coding/synthesis and,

2354
feedforward equalizers, 330, 1973–74, 1973
feedforward filters, tapped delay line equalizers and,

1690
feedforward vs. feedback systems, neural networks and

in, 1676–77 
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antenna arrays and, 166, 166, 167
horn antennas and, 1006–17, 1006–16 
leaky wave antennas and, 1245
microstrip/microstrip patch antennas and, 1361–1363,

1373–1374, 1373, 1374, 1380, 1383–1384, 1383
parabolic and reflector antennas and, 1920, 1924,

2082, 2083, 2084
waveguides and, 1392–1393, 1392
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storage and, 573, 574

Fenton–Wilkinson approximation, cochannel interfer-
ence and, 450, 451
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614
fiber delay lines, burst switching networks and,

1804–06, 1805, 1804
fiber distributed data interface, 547, 1284, 2461

carrier sense multiple access and, 345
fault tolerance and, 1637
free space optics and, 1851
media access control and, 8, 1346
optical crossconnects:, 1701
optical fiber and, 1715, 1718–19, 1808
reliability and, 1637
wavelength division multiplexing and, 2864

fiber optic test procedures, 434
fiber optics (see optical fiber systems)
fiber ring lasers, solitons and, 1771
fiber stress history, 439
fiber switch capable interfaces, 1799
fiber to the building and, 1797
fiber to the curb, 1797, 2957
fiber to the home, 1797, 1808, 2957
Fibre Channel, 1641, 1719
field effect transistors, 51, 57–58, 57, 58
field equivalence principle, antennas, 183–184 
field of view, parabolic and reflector antennas and, 1924
field programmable gate arrays (FPGA), software radio

and, 2307, 2316
field regions, antenna, 181–182, 182
field strength, 2064–2067
fields, in BCH coding, binary, and, 238–239 
figure of merit

antennas, 180, 184–186 
optical filters and, 1731–32 
optical signal regeneration and, 1759–60 
satellite communications and, 1229

file transfer protocol, 540, 541, 544, 1152, 1651
file transfer/data transfer, 1233, 1233, 1497
filters, 1478

acoustic echo cancellation and, 1–8, 2, 3, 8
acoustoopic, 1729–30 
adaptive equalizers and, 81–82 
adaptive receivers for spread-spectrum system and,
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amplitude modulation and, 134, 135–136 
blind equalizers and, 288–289 
blind multiuser detection and, 299
cable modems and, 324–325, 328–329, 333
carrierless amplitude phase modulation and, 336–339 
chann/in channel modeling, estimation, tracking,

412–414 
characteristics of, 1731–32 
chirp modulation and, 442–443, 446, 447
cochannel interference and, 454
continuous phase frequency shift keying and, 596
continuous phase modulation and, 592

control mechanisms for, 1724
corrective, 1723
deemphasis, 821–823 
demodulation and, 7, 1335
digital, 686–702 
equalizers and, 81–82 
equalizers and, 89
image processing and, 1074
lattice, 81
magnetic recording systems and, 2262
magnetic storage and, 1329–1330, 1333
matched, 1335–1338, 1336
optical signal regeneration and, 1764
optical, 1722–33, 1756–58 
orthogonal frequency division multiplexing and,

1871–72 
orthogonal transmultiplexers and, 1882–83, 1882,

1884
packet rate adaptive mobile receivers and,

1888–1900, 1893
partial response signals and, 1928
preemphasis, 821–823 
pulse amplitude modulation and, 2026, 2029
quadrature amplitude modulation and, 2046, 2049–50 
selective, 1723
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sigma delta converters and, 2228, 2232–35 
signal quality monitoring and, 2272
signature sequence for CDMA and, 2275
speech coding/synthesis and, 2344–45, 2370, 2378
surface acoustic wave, 2441–61 
tapped delay line equalizers and, 1690
tunable, 1724
waveguides and as, 1390, 1416–17, 1417
wavelength division multiplexing and, 2869
wavelets and, 2852–54, 2852
wideband CDMA and, 2878
wireless multiuser communications systems and,

1616
financial cost functions, cell planning in wireless net-

works and, 374
fine tuner of codebooks in quantization and, 2129
finesse, in optical filters and, 1724
finite antenna arrays and, 165–166 
finite element method of antenna modeling and, 170,

176–177, 176
finite fields in BCH coding, binary, and, 238–239 
finite geometry coding, 802–807 
finite impulse response filters, 693–694, 694, 696–697 

adaptive equalizers and, 81
blind equalizers and, 287, 292
digital magnetic recording channel and, 1324
IS95 cellular telephone standard and, 350
magnetic recording systems and, 2259, 2262
magnetic storage and, 1, 1329
random number generation and, 2292–93 
sigma delta converters and, 2228
simulation and, 2287–88, 2292–93 
speech coding/synthesis and, 2343, 2346
surface acoustic wave filters and, 2450–52, 2456

finite length, in tapped delay line equalizers and,
1692–94, 1694

finite local coanticipation, constrained coding techniques
for data storage and, 575

finite state, vector quantization and, 2127
finite state machine, trellis coding and, 2640–42, 2641
finite state transition diagram

constrained coding techniques for data storage and,
573

magnetic recording systems and, 2253–57, 2256
finite traceback Viterbi decoding, 602, 602
finite type constraints, constrained coding techniques for

data storage and, 571
finite-element boundary integral methods, 170, 177
finline transition, in waveguides and, 1399–1400, 1400
FIR filters, 3, 3, 410
firewalls, 1650–51, 2809
First software radio and, 2305, 2316
first come first served, 234–235, 1565
first fit routing, 2102
first generation wireless systems, 2, 1350

first in first out, 331–332, 487, 495, 1564, 1565, 1627,
1660, 2424

first zone output components, simulation and, 2289
first-generation wireless systems, 370
Fisher’s information matrix, maximum likelihood esti-

mation and, 1339, 1340 
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2889–90 
fitting error in blind equalizers and, 293
fixed broadband and, 2671
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fixed rate coding, in scalar quantization and, 2123
fixed satellite services, 877, 1251, 2656
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and, 2840–41 
fixed-alternate routing, routing and wavelength assign-

ment in WDM and, 2102
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and array of, 1386–1387, 1386, 1387
flat earth approximation, in radiowave propagation and,

209
flat fading, 784

spatiotemporal signal processing and, 2334–36 
wireless and, 2918–19 
wireless multiuser communications systems and,

1604
flat routing protocols, ad hoc wireless networks and,

2889
flatplate slot, antenna arrays and, 142
Fleetsat EHF Packages, 483–484 
flexural air ultrasonic transducer, electrorestrictive

ceramic, 35, 35
floor acquisition multiple access, 2886
flooring effect, in concatenated convolutional coding

and, 560
flow conservation principle, 493–494, 493
flow control (see also congestion avoidance and control;

traffic engineering), 545, 1625–31
additive increase multiplicative decrease in, 1630
admission control and, 1625
asynchronous transfer mode and, 1625
ATM and, 550
circuit switched networks and, 1625
complementary slackness in, 1629
congestion control and, 1625, 1627
connection admission control and, 1625
costing, price of links in, 1628–29 
delay and, 1627
design objectives in, 1626
DropTail algorithms in, 1627, 1628, 1629
duality model for, 1628–29 
dynamic properties and, 1626
end to end delay in, 1627
equilibrium and stability in, 1629–30 
explict congestion notification and, 1628
fairness in, 1626
feedback and, 1626
first in first out in, 1627
frequency division multiplexing and, 1625
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queues in, 1626, 1627
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1630
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scalability and, 1626
statistical multiplexing in, 1625
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flow control (see also congestion avoidance and control;
traffic engineering) (continued)

transport protocols for optical networks and, 2616–17 
utilization and, 1626
window size in, 1627

flows, flow control, traffic management and, 1653
fluid buffer models, in statistical multiplexing and,

2427–28 
fluid traffic models, 1670–71 
fluorescent discs in optical memories and, 1739
flutter fading, 2065
flying target algorithm, 1557
focal axis, of parabolic and reflector antennas and, 1920
focal curves of diffraction gratings and, 1751
focal length of parabolic and reflector antennas and,

1920, 2084
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and, 1306
follower sets, in constrained coding techniques for data

storage and, 575
footprint of satellite communications and, 1249, 2111
forced erasure decoding, in BCH coding, binary, and, 252
forgetting factor, 8, 9, 101
forking, in session initiation protocol and, 2198
form factors, for hard disk drives and, 1320, 1322
formants, in speech coding/synthesis and, 2361, 2820
forward acknowledgement, congestion control and, 1662
forward equivalence class, 116, 1591
forward error control/correction, 224, 545

automatic repeat request and, 230–231 
Bluetooth and, 313
cable modems and, 327, 332–333 
cdma2000 and, 359, 360–363
community antenna TV and, digital video in, 524,

525–527, 525
interleaving in, 526
modems and, 1497
optical fiber systems and, 1848
packet rate adaptive mobile receivers and, 1887, 1902
polarization mode dispersion and vs., 1971–72 
powerline communications and, 2002, 2004
randomization in, 526
Reed–Solomon coding in, 526
satellite communications and, 878, 1223, 1229–31,

1230, 1231
signal quality monitoring and, 2269
soft output decoding algorithms and, 2295–96 
trellis coding and, 526, 2635–40 
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wireless IP telephony and, 2933
wireless MPEG 4 videocommunications and, 2973
wireless multiuser communications systems and,

1609
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356, 359–362 
forward link channels, 349–357, 349, 359–362, 361, 367
forward/reverse path, in satellite communications and,

1223, 1223
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differentiated services and, 669–673, 1657–58 
IP networks and, 269, 1591
multicasting and, 1532
multimedia networks and, 1568
multiprotocol label switching and, 1591, 1593–95 
packet switched networks and, 1909–10 
paging and registration in, 1914–15 
virtual private networks and, 2808

four photon mixing, 1697–88, 1687, 1712
four wave mixing 

optical fiber systems and, 1490, 1843, 1846
solitons and, intrachannel, 1769–70 
wavelength division multiplexing and, 756

Fourier transforms
antenna arrays and, orthogonal method in, 157–158,
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in BCH (nonbinary) and Reed–Solomon coding, 261
orthogonal frequency division multiplexing and,

1869–70 
fourth generation wireless systems, 2, 371–372,
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four-third’s earth radius concept, in radiowave propaga-
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fractal antenna arrays and, 142
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and, 1669–70 
fractal compression, image and video coding and, 1044
fractal Gaussian noise models, traffic modeling and,

1669–70 
fractal images, compression and, 648
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frame in synchronization and, 2482–83 
frame check sequence, 547
frame erasure rate, power control and, 1983, 1984
frame error rate, automatic repeat request and, 228–230,
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frame rate, image and video coding and, 1027
frame relay, broadband and, 2658–59, 2659
frame structure, automatic repeat request and, 225–226,

225
frames, 340, 539, 542, 542, 545–546
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576

encapsulation of, 542, 542
framing, 545–546, 2617
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Fraunhofer region
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loop antennas and, 1292
multibeam phased arrays and, 1514
parabolic and reflector antennas and, 2080–81, 2080

free distance
bit interleaved coded modulation and, 279
continuous phase modulation and, 589
convolutional coding and, 598, 602–604, 603
sequential decoding of convolutional coding and,
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serially concatenated coding and, 2167

free space distance, in trellis coded modulation and,
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free space gratings, 1754–55 
free space loss, microwave and, 2556
free space optics, 1849–67, 1851
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atmospheric attenuation in, 1855–57, 1856, 1857
atmospheric refractive turbulence vs., 1861–63, 1861
autocorrelation in, 1862
avalanche photodiode detectors in, 1857
background limited infrared performance in, 1858
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beamshaping in, 1851
bit error rate in, 1859, 1859, 1862, 1865
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commercial products using, 1852, 1852
continuous wave lasers in, 1852–53 
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cost of, 1850, 1854–55, 1865
difference frequency generation laser in, 1853
distributed feedback lasers and, 1853–54 
divergence of beam in, 1854, 1859
erbium doped fiber amplifiers in, 1853
Ethernet and, 1851
eye safety with lasers in, 1864–65 
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fiber distributed data interface and, 1851
field of view of receivers in, 1859
future of, 1865
GaAs lasers in, 1853
growth of, 1850–51 
history and development of, 1850–51 
HITRAN database and calculations for, 1855
holographic lens for, 1864
InGaAs lasers and, 1853
lasers and, 1850, 1851, 1852–55, 1853, 1865

lidar lasers and, 1863
light emitting diodes and, 1850, 1852, 1853, 1854,
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noise in, 1857–59 
optical detectors and, 1857–59, 1858
optical parametric oscillator in, 1853
power spectral density in, 1862
protocols and, 1851
quantum cascade lasers in, 1853
range equation for, 1859–61 
Rayleigh scatter in, 1855–57 
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reliability of, 1865
resonant scatter in, 1855–57 
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free spectral range, 1724, 1787
freespace transmission loss, 2067
frequency and spectrum allocation, 370
frequency assignment problem, cell planning in wireless

networks and, 382–383, 382
frequency diversity, 371
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adaptive receivers for spread-spectrum system and,
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frequency division multiple access and, 828
global system for mobile and, 911
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frequency division multiple access, 458, 825–830, 2274
acoustic telemetry in, 25, 27
adaptive receivers for spread-spectrum system and,
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ALOHA protocols and, 825
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antenna arrays and, 163
applications for, 829
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global system for mobile and, 828, 911–912 
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IS95 cellular telephone standard and, 347, 349
media access control and, 6, 1344
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frequency division multiple access (continued)
packet rate adaptive mobile receivers and, 1886
performance in, 826–827 
polyphase sequences and, 1976
powerline communications and, 2003
radio resource management and, 2090, 2091–93 
satellite and, 829
satellite communications and, 878–881, 1231–32,
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satellite onboard processing and, 477, 481–482 
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single channel per carrier in, 825
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spatiotemporal signal processing and, 2336
throughput in, 827, 827
time division multiple access and, 828, 829, 2586
underw/in underwater acoustic communications, 44
universal mobile telecommunications service and,
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frequency division multiplexing, 1906
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discrete multitone and, 736–737, 737
flow control and, 1625
multicarrier CDMA and, 1522
optical fiber and, 1709
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simulation and, 2286
tropospheric scatter communications and, 2693
wavelength division multiplexing and, 2838
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interference and, 1130–41 
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active antennas and, 50
CDROM and, 1735
community antenna TV and, 519–522, 521
constrained coding techniques for data storage and,
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power control and, 1982
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frequency selective channels, in wireless multiuser com-
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acoustic telemetry in, 23, 24
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high frequency communications and, 947
modems and, 1497, 1498
powerline communications and, 1995
satellite communications and, 1225
shallow water acoustic networks and, 2207
spread spectrum and, 2396–97 
Sunda’s, 1472
underw/in underwater acoustic communications, 46
underw/in underwater acoustic communications,

40–41, 40
frequency slots, flow control and, 1625
frequency synthesizers, 830–865, 831

analog to digital conversion and, 833–835, 834
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848
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step size in, 836
transient response in, 851–853, 852, 853
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Fresnel reflection coefficient, 56, 209
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G.723.1 multimode coder, speech coding/synthesis and,
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adaptive receivers for spread-spectrum system and,
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antenna arrays and, 142, 143
antenna modeling and, 169, 170, 185–186, 190,

192–193, 196
antennas for mobile communications and, 196
cable modems and, 327
carrier sense multiple access and, 348–349 

chirp modulation and, 443
coding division multiple access and, 458–461 
community antenna TV and, 517
dipoles, 1258
diversity and, 729
image compression and, 1063
lasers and, 1778
linear antennas and, 1258
microstrip/microstrip patch antennas and, 1360–1361,

1361, 1380 
microwave and, 2570–71 
millimeter wave antennas and, 1425
multibeam phased arrays and, 1517
multiple input/multiple output systems and,
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optical fiber systems and, 1842–43 
orthogonal frequency division multiplexing and, 1875
packet rate adaptive mobile receivers and, 1888
parabolic and reflector antennas and, 1923–24,
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path gain and, 1936
satellite onboard processing and, 477
shell mapping and, 2221
space-time coding and, 2324
speech coding/synthesis and, 2347–48 
statistical multiplexing and, 2420–32 
wireless transceivers, multi-antenna and, 1579, 1583,

1584
gain switched lasers, solitons and, 1771
gain to system noise, 196, 1229, 1927
galactic noise, 949, 2067
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Gallager function, in sequential decoding of convolu-

tional coding and, 2157
Gallagher low density parity check coding and, 658, 659
gallium arsenide, 1742, 1853
Galois fields

cyclic coding and, 617, 618, 620
low density parity check coding and, 661
multidimensional coding and, 1538
multidimensional coding and, 1542
optical synchronous CDMA systems and, 1810
ternary sequences and, 2538–47 

gamma channels (see also lightpaths), 2098
gap fed loop antenna, 1294, 1295–96 
gas lasers, 1777
gatekeepers, IP telephony and, 1174
gateway GPRS support node, 867–876, 2983–84, 2983,

2988
gateways

global system for mobile and, 906
IP telephony and, 1174
powerline communications and, 1999
satellite communications and, 881, 882, 1232, 2114
session initiation protocol and, 2198

Gauss elimination, antenna modeling and, 173
Gaussian channels, information theory and, 1114
Gaussian filters, in channel modeling, estimation, track-

ing, 414
Gaussian frequency shift keying 

Bluetooth and, 310–311 
intelligent transportation systems and, 508

Gaussian memoryless sources in, 641
Gaussian minimum shift keying, 371, 584–593, 718

global system for mobile and, 913
satellite communications and, 1225, 1225

Gaussian random number generation, 2292
Gaussian–Markov noise, in magnetic recording systems
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general packet radio service, 866–876, 867

admission control and, 126
air interface for, 871–875 
architecture for, 866–868 
base station controller in, 866–876 
base station subsystem in, 866–876 
base transceiver station in, 866–876 
border gateways in, 867
cell planning in wireless networks and, 369,

383–385, 385
channel coding in, 874–875 
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general packet radio service (continued) 
data link layer and, 871–872 
dynamic host configuration protocol in, 869
enhanced, 866
gateway GPRS support node in, 867–876 
global system for mobile and, 866–876, 908
GPRS tunneling protocol in, 867
intelligent transportation systems and, 502, 503,

506–508, 506, 507
international mobile equipment identity in, 867
Internet and, 866
Internet protocol and, 866
logical channels in, 872–873 
microelectromechanical systems and, 2, 1350
mobility portals and, 2191, 2193
packet and circuit switching in, 869
packet data protocol in, 867
protocols for, 870–872, 871
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radio resource management and, 873–874 
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standards for, 866
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time division multiple access and, 2589
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866
wireless application protocol and, 866
wireless packet data and, 2983–84, 2983, 2988

general source/link algorithm, flow control and,
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generalization in neural networks and, 1675, 1677–79 
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generalized Lloyd algorithm, 2128, 2129
generalized minimum distance decoding, 261
generalized minimum shift keying, 1457, 1458
generalized MPLS, 1799
generalized partial response, 4, 1331–33
generalized processor sharing, 1565, 1660
generalized sidelobe canceler, packet rate adaptive

mobile receivers and, 1889–90, 1889, 1892–93
generalized simple merging piggybacking, 233
generalized tamed frequency modulation, 585
generating functions, cyclic coding and, 623
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generic cell rate algorithm, 201, 205–206, 205, 266,

267, 1656, 1659
generic routing encapsulation, 2808
genetic algorithm, 162–163, 163, 2130
geographic diversity, in SONET and, 2495
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and, 374
geographic information system, cell planning in wireless

networks and, 372
geographically routed protocols, ad hoc wireless net-

works and, 2890
geolocation (see also wireless, location in), 2959
geolocation of wireless networks, indoor, 2688–90, 2689
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parabolic and reflector antennas and, analysis in,
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path loss and, 1936, 1942
geometric theory of diffraction, 216, 2018
GEOSTAR probe for shallow water acoustic networks
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geostationary satellite (see also satellite communica-

tions), 196, 196, 876–885, 1223, 1224, 1231,
1248, 1250–52, 2113, 2656

GFLOPS processing in software radio and, 2311
Gigabit Ethernet, 1284, 1501, 1508–09, 1510

broadband and, 2655, 2656–58, 2657
dense wavelength division multiplexing in, 1509

erbium doped fiber amplifiers in, 1509
fault tolerance and, 1640–42, 1642
multiwavelength optical network and, 1509
optical fiber and, 1507, 1509, 1721
reliability and, 1640–42, 1642
SONET vs., 1509
standards for, 1509
wavelength division multiplexing in, 1507, 2864
wide area networks and, 1509

Gilbert coding, 1540
global and interleaved constraints, in constrained coding

techniques for data storage and, 582
global positioning system 

antennas and, 169, 198
cdma2000 and, 359
digital audio broadcasting and, 685
Global Positioning System
interference and, 1130–41 
location in wireless systems and, 2960–61, 2960
millimeter wave propagation and, 1436
satellite communications and, 1224, 1254
spread spectrum and, 2399
wireless sensor networks and, 2994–95 

global system for mobile, 96, 308, 369–371, 828,
905–17, 906, 1479, 1480, 2179

air interface for, 908–913 
architecture for, 905–907 
authentication center in, 906
base station controller in, 905–17 
base station subsystem in, 905–17 
base transceiver station in, 905–17 
blind equalizers and, 296–297 
broadband and, 2656
cell planning in wireless networks and, 369–370,

372, 377–383
cellular communications channels and, 397
chann/in channel modeling, estimation, tracking, 409
channel coding in, 910–911 
cochannel interference and, 455
connection management in, 915
customized application for mobile network and, 908
enhanced data rate for GSM evolution and, 908
equipment identity register in, 906
frequency division duplexing in, 911
frequency division multiple access and, 911–912 
frequency hopping in, 912
frequency planning, 912
gateways in, 906
Gaussian minimum shift keying in, 913
general packet radio service and, 866–876, 908
high speed circuit switched data in, 908
history and development of, 907–908 
home location register in, 906
IMT2000 and, 1095–1108 
intelligent transportation systems and, 502, 506, 507
international mobile equipment identifier in, 906
international mobile subscriber identity in, 906
logical channels for, 909
media access control and, 1343, 1344
microelectromechanical systems and, 2, 1350
mobile application part in, 906
mobile radio communications and, 1481, 1482
mobile station in, 905–17 
mobile telephone ISDN number in, 906
mobility management in, 914–915 
mobility portals and, 2192, 2193
modulation in, 913
networking in, 913–916 
operation and maintenance, 907
power control in, 913
radio resource management (RRM) and, 914, 2089
regular pulse excitation with long term predictor in,

1304
roaming and handover in, 915–916, 916
routing in, 914–915, 915
satellite communications and, 2116
security in, 916–917 
services in, 907–908 
session initiation protocol and, 2198
signaling in, 913–916, 913
signaling system 7 and, 906

signaling traffic in, 911
software radio and, 2314
space-time coding and, 2326
speech coding/synthesis and, 909–911, 2356,

2819–20, 2827
spread spectrum and, 2400
standards for, 905
subscriber identity module in, 906
synchronization in, 912–913 
time division multiple access and, 911–912, 911,

2589
unequal error protection coding and, 2766–67, 2767
universal mobile telecommunications system and,

907
visitor location register in, 906
wireless application protocol and, 908
wireless IP telephony and, 2932–41 
wireless local loop and, 2951–52, 2955
admission control and, 126
antennas, 194

Globalstar in, 196, 1231, 1247, 1250, 1250, 1251, 2112,
2673

go back N ARQ, 226–227, 227, 229–230, 545, 2210
Godard algorithms, in blind equalizers and, 292
Golay coding, 616, 620–621, 885–892 

BCH coding, binary, and, 245–246, 247, 251
complementary sequences for, 892–900 
deep space telecommunications and, 628–629 
Hadamard coding and, 929
low density parity check coding and, 659
peak to average power ratio and, 1950

Golay complementary sequences, 892–900 
Golay–Davis–Jedwab coding, 1951
Gold sequences, 428, 900–905 

Kasami sequences and, 1219–22 
polyphase sequences and, 1976
signature sequence for CDMA and, 2281–82, 2281,

2282
Golomb sequence, polyphase sequences and, 1977
Gordon–Haus effect, 1490, 1767, 1769
GPRS support nodes, 866–876 
grace patching, 234
graceful degradation, in media access control, 7, 1345
grade of service, cell planning in wireless networks and,

379–380 
gradient method, in antenna arrays and, optimization

using, 161
Gram–Schmidt procedure, antenna arrays and, 158
granular noise, waveform coding and, 2835
graph coloring problem, media access control and, 6,

1344
graphs, low density parity check coding and, 1315
gratings, surface acoustic wave filters and, 2446–47, 2446
Gray coding

phase shift keying and, 715
photonic analog to digital conversion and, 1961,

1962–1963, 1963
pulse amplitude modulation and, 2027
quadrature amplitude modulation and, 2043, 2044
rate distortion theory and, 2075
serially concatenated coding and, 2173, 2173
trellis coded modulation and, 2625

Gray labeling, bit interleaved coded modulation and,
281, 282, 284–285 

Gray mapping
pulse amplitude modulation and, 2023, 2023
serially concatenated coding for CPM and, 2187,

2187, 2188
grazing angles, waveguides and, 1416
greedy patching, 234
greedy piggybacking, 233
Green Book, 1736
Green function, in antennas and, 172, 174, 176
Gregorian parabolic and reflector antennas and,

1920–21, 1921, 2083–84, 2083
grid oscillators, in active antennas and, 66, 66
ground reflection point, 209–210 
ground wave propagation, 208, 946–958, 2059–60 
group blind multiuser detection, 306
group communication and multicasting and, 1529–31,
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group velocity dispersion, 1764, 1765, 1769
guaranteed frame rate, ATM and, 1658
guard bands, in community antenna TV and, 523
guard channels, in admission control and, 124, 124
guard interval, 739–740, 739, 1872
guided scrambling, constrained coding techniques for

data storage and, 579

H.261 video codec, 1051–52 
H.263 standards, image and video coding, 1052–53 
H.323 IP telephony standards, 1173–82, 1175, 2198
H.324 standard, 918–929, 919
Haar transform, image and video coding, 1039
Hadamard coding, 24, 929–935 
Hadamard matrices, 898, 1976
Hadamard MFSK, 16
Hadamard transform, 933
Hadamard–Walsh coding, code division multiple access,

2874
half duplex Ethernet, 1504
half power beamwidth, 143, 153, 185, 1358, 1922–23,

1925–26 
half wave antennas, 193
half-duplex, acoustic echo cancellation, 5
Hall model of impulsive noise, 2403, 2406–07 
Hall’s log correlator, for impulsive noise, 2413–14 
Hamming coding

automatic repeat request and, 225, 229–230 
BCH coding, binary, and, 245, 247, 247
cyclic coding and, 617
multidimensional coding and, 1541
product coding and, 2010–11 
threshold coding and, 2579–80 
underw/in underwater acoustic communications, 43

Hamming distance
bit interleaved coded modulation and, 278–279, 281,

282
continuous phase modulation and, 2182
convolutional coding and, 602–604, 603
low density parity check coding and, 1309, 1310
product coding and, 2008
sequential decoding of convolutional coding and, 2142
serially concatenated coding and, 2173
serially concatenated coding for CPM and, 2182
speech coding/synthesis and, 2355
trellis coded modulation and, 2634

Hamming distortion, 640, 2073
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handoffs

admission control and, 120, 123–126, 124
ATM and, 2912–14 
cdma2000 and, 366
cellular telephony and, 1479
global system for mobile and, 915–916, 916
intersatellite handoffs in, 2119
IS95 cellular telephone standard and, 356
radio resource management and, 2093
satellite communications and, 1252, 1254, 2118,

2119–20 
wireless multiuser communications systems and,

1602
handover, 2912–14 
hands free telephone, 1
handshake protocols

shallow water acoustic networks and, 2215–17, 2216
transmission control protocol and, 2607–08 

Hankel transforms, impulsive noise, 2404–05 
Hansen–Woodyard endfire antenna arrays, 145
hard decision decoding algorithms

convolutional coding and, 601–602 
low density parity check coding and, 1309, 1312
magnetic recording systems and, 2257
multidimensional coding and, 1541
Reed–Solomon coding for magnetic recording chan-

nels and, 475
sequential decoding of convolutional coding and,

2142–45 
trellis coding and, 2640

hard disk drives, 1319, 1320–1322 
access time of, 1321
areal density of, 1321, 1322

bit error rate in, 1320
capacity of, 1320, 1321 
data storage on, 1320–1322, 1322
data transfer rates in, 1322
extended partial response in, 1328–1331, 1329, 1331,

1332
form factors in, 1320, 1322
head space in, 1320
latency of, 1321
linear density of, 1321
partial response maximum likelihood in, 1321, 1328,

1328, 1330–1331 
RAMAC systems in, 1320, 1321
read process in, 1320
redundant array of independent disks and, 1322
seek time in, 1320–1321 
synchronization in, 1320
track density of, 1321
tracks on, 1320–1321 
trends in, 1320–1321 
volumetric density of, 1321–1322 
write process in, 1320
zone bit recording in, 1321

hard handoff, in cdma2000, 366
hard limiters, in optical synchronous CDMA systems,

interference cancellation, 1821–23, 1821, 1822,
1823

hardware description language, 2285
harmonic broadcasting, 236
harmonic suppression, in frequency synthesizers, 836
hash functions, 221–222, 612–613, 1152
Hasse–Weil theorem, in cryptography, 610
Have Quick (see also software radio), 2310–12
head end (HE) cable modems, 324, 512, 513
head noise, in digital magnetic recording channel, 1325
head space, in hard disk drives, 1320
header error control, 200, 201, 312, 550, 2977–78 
headers, ATM, 200, 550
heavy tailed on/off models, in traffic modeling, 1669
hectometric (see medium frequency)
helical antennas, 180, 193–194, 193, 935–946, 936–945
Helmholtz (scalar wave) equation, 171, 1394
hemispherical conformal antenna arrays, 152–153 
hertz, 1423
Hertz active antenna, 48–68 
Hertz, Heinrich, 48, 179, 208, 370, 677, 1477, 2585
heterodyne receivers, in optical transceivers, 1835
heterostructure lasers, 1777, 1777
heuristic algorithms in quantization, 2128
heuristic function, in sequential decoding of convolu-

tional coding, 2145–46 
HF data link, 947
hidden Markov model, 958–966, 959

applications for, 964–965 
automatic speech recognition and, 2373–80, 2385
Baum–Welch algorithm in, 961–962 
blind equalizers and, 290–291 
chann/in channel modeling, estimation, tracking, 406
Markov chain and, 963
maximum likelihood and, 961–962 
maximum likelihood estimation and, 1341
maximum mutual information in, 962
Viterbi algorithm and, 961, 2818, 2818

hidden node problem, 1286–87, 1286
hidden terminal problem

ad hoc wireless networks and, 2885, 2885
carrier sense multiple access and, 345–346, 345
media access control and, 1343, 1347

hierarchical forwarding, in multiprotocol label switching,
271

hierarchical routing, 1566, 2890
high- and low-latitude curve and skywaves, 2061
high data rate packet transmission, cdma2000, 368
high definition TV, 966–979 

BISDN and, 263
chann/in channel modeling, estimation, tracking, 402
digital versatile disc and, 1738
tapped delay line equalizers and, 1689

high density bipolar 3, 1934
high frequency, 946–958, 2059–60 
high latitude anomalies, 2065–66 

high level data link control, 546–547, 546
asychronous balanced mode in, 546
asynchronous response mode in, 546
bit stuffing and, 547
frame check sequence in, 547
information frames in, 546
normal response mode in, 546
supervisory frames in, 546
unnumbered frames in, 546

high order sequence criteria, 291–292, 291 
high rate punctured convolutional coding, 979–993 
High Sierra File format, 1736
high speed circuit switched data, 383–385, 908
high speed DSL, 317
high speed photodetectors for optical communications,

993–1006 
higher data rate, in admission control, 126
high-gain antennas, 169
highly elliptical orbit satellite, 1249
highpass filters, waveguides as, 1390
hijacking, 1646, 2810
Hilbert transform, amplitude modulation, 135
Hill plots, interference, 1123–24 
HiperAccess group, broadband wireless access,

319–320 
HiperLAN, 308, 2682, 2683, 2684, 2941, 2945

ATM and, 2909
broadband wireless access and, 320–321 
media access control and, 1348
wireless LANs and, 2681, 2682

HiperMAN, in broadband wireless access, 320
histogram algorithm (HA), in quadrature amplitude

modulation, 2056
histogram evaluation, in signal quality monitoring,

2270–71, 2271
history, in constrained coding techniques for data 

storage, 578
HITRAN database and calculations for free space

optics, 1855
Hobbs coding, 1540
holding time, traffic engineering, 485
hole punchers, impulsive noise, 2416
holographic concave gratings, 1755, 1755
holographic data storage system, 1740
holographic memory/optical storage, 1740, 1740,

2132–35, 2133, 2134, 2135
bit error rate in, 2138
charge coupled devices in, 2134–35 
decryption system for, 2137–38, 2137
double random phase encryption in, 2132–33 
encryption, cryptography and, 2132
experimental setup for, 2134–35, 2134
free space optics and, 1864
holographic memory and, 2132–35, 2133, 2134, 2135
lasers in, 2134
numerical evaluations of, 2138
plane waves and, 2133
random phase mas in, 2133
receiver for, 2136–37, 2137
sampling and, 2138
transmitter for, 2135–36, 2135

home area network, 2685–88, 2687
home computing home area network, 2685–88, 2687
home location register, 906, 2987
home networking, wireless, 2684–88, 2685
home phone network of America, very high speed DSL,

2790
Home RF, 1289, 2683, 2684
homodyne receivers, in optical transceivers, 1835
hop, in media access control, 6, 1344
hop by hop protocols, 116, 541
hop selection, Bluetooth, 312–313 
Hopfield neural networks, 1677
hopping, high frequency communications, 949
horn antennas, 142, 179, 180, 184, 187, 1006–17, 1006,

1392, 1392, 1425–28, 1427, 1425
host identifier, 548
Hotelling transform for waveform coding, 2837
hubbed architectures, Ethernet, 1505, 1505
Huffman coding, 1017–24 

compression and, 634–635, 637
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Huffman coding (continued)
image and video coding and, 1031–32 
scalar quantization and, 2124

human made noise, 949, 2067
Huygen’s principle, 183–184, 214
hybrid fiber coax systems, 512, 518–522, 518
hybrid IntServ-DiffServ, 271
hybrid optical networks, medium access control, 1559
hyperplanes

finite geometry coding and, 802
low density parity check coding and, 661

hypertext markup language, 2900
hypertext transfer protocol, 2199, 2203, 2604, 2899

IATSAMTR scheduling in medium access control, 1558
idle handoff, cdma2000, 366
image and video coding, 1025–62 

additive white Gaussian noise, 1034
advanced video coding in, 1054–55, 1055
analog to digital conversion in, 1026–27 
arithmetic coding in, 1032
bit allocation and rate control in, 1044–46, 1045
block coding in, 1038–39 
color space in, 1026
color subsampling in, 1026
compression in, 1030
compression ratios in, 1028–29 
context formation in, 1047
differential PCM and, 1037–38 
discrete cosine transform in, 1039
discrete waveform transform in, 1040
entropy coding in, 1031–33 
error detection and correction in, 1030–31 
evaluating schemes for, 1028–29 
fractal compression in, 1044
future research in, 1055–57 
generic model for, 1029–31, 1029
H.261 video codec in, 1051–52 
H.263 standards in, 1052–53 
Haar transform in, 1039
Huffman coding in, 1031–32 
imaging in, 1025–26, 1026
interlaced scanning in, 1027
JBIG standards for, 1049
JPEG compression and, 1029, 1049–50, 1050,

1211–18 
Karhunen–Loeve transform in, 1039
lapped orthogonal transforms in, 1039
Lempel–Ziv coding in, 1032–33 
linear transformations in, 1038–42 
mapping in, 1030
Markov sources in, 1033
motion estimation and compensation in, 1042–44,

1042
MPEG compression in, 1029, 1052, 1053–55, 1054
object-based coding in, 1057, 1057
post processing in, 1030–31, 1047–48 
pre processing in, 1047–48 
predictive coding in, 1033–34, 1034, 1037–38, 1037
quantization in, 1026–27, 1030, 1035
redundancy and irrelevancy in, 1027–28 
run length coding in, 1030, 1046
scalable coding in, 1056–57 
scalar quantization in, 1035
shape adaptive transforms in, 1041–42 
signal models for, 1034–35 
standards for, 1048–55 
subband decomposition in, 1039–41, 1041
symbol formation in, 1046–1047 
transcoding in, 1057
uncompressed digital video in, 1027
variable length coding in, 1030
vector quantization in, 1030, 1035–37, 1036
vector transformations and, 1041
video scanning and frame rate in, 1027
visual texture coding in, 1050
zero tree coding in, 1046–47 
zigzag scanning in, 1046

image compression, 1062–73 
image processing, 1073–79 
image sampling and reconstruction, 1079–94, 1081–92 

image source, in acoustic echo cancellation, 3
image transmission, video, unequal error protection cod-

ing, 2764–65, 2765
iMode, 2193
impedance, impedance matching

active antennas and, 49, 50, 50, 56
antenna arrays and, 160
antennas and, 169, 177, 177, 180, 184, 186
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language models, in automatic speech recognition,

2376–77, 2385–77, 2388–89 
LAP-B, 546
LAP-D, 546
lapped orthogonal transforms, 1039
laser chirp, optical fiber systems, 1844
laser communications

chaotic systems and, 428–431 
chirp modulation and, 447

laser intensity noise, optical fiber systems, 1843
laser phase noise, optical fiber systems, 1843
laser sources, 1776–81 

absorption in, 1776
active and confinement layers in, 1777
amplification in, 1776–77 

antireflection coatings and, 1779
bandgap in, 1777, 1778
blue violet, in optical memories, 1739
carbon dioxide, 1853
CDROM and, 1735
chirp in, 1844
confinement factor in, 1777, 1778
continuous wave, 1852–53 
coupling optics in, 1781
difference frequency generation, 1853
diffraction gratings in, 1779
distributed Bragg reflector, 1780–81, 1780
distributed feedback, 1762, 1779, 1779, 1780,

1853–54 
drive electronics in, 1781
effective index in, 1777
electro absorption modulated lasers in, 1826
emission in, 1776
energy bands in, 1777
energy states in, 1776
eye safety in, 1864–65 
facet loss in, 1778–79 
feedback in, 1776–77 
fiber ring, 1771
free space optics in (see free space optics)
GaAs lasers, 1853
gain in, 1778
gain switched, 1771
gas type, 1777
heterostructure in, 1777, 1777
history and development of, 1775
holographic memory/optical storage and, 2134
holographic systems and, 1740, 1740
InGaAs, 1853
laser intensity noise in, 1843
laser phase noise in, 1843
lidar, 1863
metal organic vapor phase epitaxy process in, 1778
millimeter wave propagation and vs., 1449
mirrors in, 1776–77 
mode locked, 1762, 1961
modenumber and modespacing in, 1777
modulation in, 1779
modulators for, 1781
monitors for, 1781
Nd/YAG, 1853
optical fiber systems and, 1708, 1714, 1842
optical isolators in, 1781
optical memories and, 1739
optical modulators and, 1741–48 
optical parametric oscillator in, 1853
packaging and modules in, 1781, 1781
Planck’s constant and, 1776, 1777
population inversion in, 1776, 1776
pump type, 1781
pumping in, 1778, 1781
Q-switched, 1762, 1762
quantum cascade, 1853
quasi-Fermi levels in, 1777
rate equations for, 1778
refractive index in, 1779
resonant frequency in, 1779
semiconductor optical amplifiers and, 1781
semiconductor type, 1777–78, 1777
signal quality monitoring and, 2273
single frequency type, 1779
solitons and, 1764, 1770
spontaneous emission in, 1776
spotsize in, 1777
stimulated emission in, 1776
thermoelectric elements in, 1781
threshold current in, 1778
tunable, 1780–81 
Vernier effect and, 1780
vertical cavity surface emitting lasers in, 1739, 1781,

1853
wavelength division multiplexing and, 1779
wavelength-selectable, 1779–80, 1780

last mile communications, community antenna TV, 512
last mile technology, powerline communications and as,

1997–98 
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latency, 549, 1321
latitude, in radiowave propagation, 2064
lattice construction, in low density parity check coding,

662–663, 662, 663
lattice filter, 81
lattice vector quantization, in compression, 644
lattice vector quantization, 2127–28 
launch of satellite, spacecraft used, 1251–52 
layer 2 forwarding, 2808
layer 2 tunneling protocol, 273, 1651, 2809
layer 2.5 architecture, MPLS, 1594
layer 3 protocols, IP networks, 269
layer 3 signaling, cdma2000, 365–366 
layered architecture, in ATM, 200–201 
LBG algorithm, compression, 643–644 
leaky bucket algorithm, 201, 205, 205, 1659
leaky SAW waves, 2444
leaky wave millimeter wave antenna, 1235–47, 1235,

1428, 1428, 1428
aperture in, 1238
applications and properties of, 1235–36 
beamwidth in, 1239
characterization of, 1237
design procedures for, 1239–41 
dielectric type, 1244–45, 1244, 1245
dispersion in, 1237, 1237
feeds for, 1245
frequency range for, 1237
interpreting behavior of, 1237–39 
layered dielectric guide, 1244–45, 1245
losses in, 1236, 1245
manufacture of, 1245
measurement techniques for, 1245
microstrip, 1241–43, 1243
microwave transmission and, 1236
millimeter wave transmission and, 1236
modulation in, 1241
nonradiative dielectric, 1243–44, 1244
open structures and, 1236
pencil beam radiation using, 1240
phase and leakage constants in, 1237
radiation patterns in, 1235, 1239, 1240–41 
scanning properties of, 1235–36, 1239–40
stepped design in, 1241
surface vs. space wave in, 1237
tapering in, 1241, 1242
waveguide and, 1235–36 
waveguide and, partially open metallic, 1241

learning in neural networks, 1675, 1677–79, 1677
learning algorithms, in adaptive receivers for spread-

spectrum system, 103
least loaded routing, in routing and wavelength assign-

ment in WDM, 2102
least mean square algorithm

adaptive antenna arrays and, 69, 71–73 
adaptive receivers for spread-spectrum system and,

100–101 
blind multiuser detection and, 300–301 
cable modems and, 330
in channel modeling, estimation, tracking, 404, 412,

414–415 
equalizers and, 83–84, 85, 88, 90
equalizers, 286
packet rate adaptive mobile receivers and 1886, 1883,

1887
polarization mode dispersion and, 1974
in underwater acoustic communications, 41, 44

least squares algorithm
in channel modeling, estimation, tracking, 398
equalizers and, 81–82, 84–85 
linear predictive coding and, minimization in, 1261–62 

least squares smoothing algorithm, in channel modeling,
estimation, tracking, 407

Lebesgue decomposition, in pulse position modulation,
2035, 2037, 2038

Leech lattice, Golay coding, 886
Legendre linear antenna arrays, 148
Lempel–Ziv coding

compression and, 638–639 
image and video coding and, 1032–33 
rate distortion theory and, 2076

lens antenna, 180, 1425–26, 1426, 1427, 2082
LEO satellite networks (see low earth orbit satellite

communications)
Levinson–Durbin algorithm, 1263, 2349
Levy motion models, in traffic modeling, 1670
lidar lasers, 1863
light emitting diodes (see also optical sources), 1775–76 

optical fiber and, sources for, 1708
optical fiber and, 1714
free space optics and (see free space optics)
history and development of, 1775

light sources, for optical fiber, 1714
light splitting, in routing and wavelength assignment in

WDM, sparse, 2105
light trees, in routing and wavelength assignment in

WDM, 2100, 2104
Lightning network, 1720
lightpath topologies in optical cross connects/switches,

1798
routing and wavelength assignment in WDM and,

2098, 2101
lightwave systems for optical fiber, 1707
lightweight directory access protocol, 1656, 1656
likelihood function (see also maximum likelihood esti-

mation), 289, 1338–39, 2026
Lincoln Laboratory Experimental Satellite, 483, 484,

1233
line coding, in partial response signals, 1933–34, 1933
line of sight communications, 208

atrmospheric refraction and, 210–211, 210
broadband wireless access and, 318
diffraction in, 213–215, 214, 215, 215–216 
indoor propagation models for, 2012–21 
local multipoint distribution service and, 318
microwave and, 2555–72 
millimeter wave propagation and, 1443–45 
path loss and, 1939, 1941
wireless infrared communications and, 2925

line sources and distributions, antenna arrays, 154
line spectral frequencies, speech coding/synthesis, 2350,

2372
line spectral pairs, speech coding/synthesis, 2350, 2821
linear equalizers, 286
linear adaptive equalizers (see also adaptive equalizers),

82–87, 82
linear antenna, 1257–60 

beverage antenna and, 1259
dipoles, 1257–58, 1257
directivity in, 1258
gain in, 1258
impedance, impedance matching in, 1258
radiation patterns in, 1257–58, 1258, 1259, 1259
receiving antenna as, 1260, 1260
traveling wave, 1258–60, 1259

linear array active antenna, 62–63, 62, 144–148, 144
microstrip/microstrip patch antenna and, parallel and

serial fed, 1373–85, 1373–76, 1381–83
multibeam phased arrays and, single and multibeam,

1514–15, 1515, 1516
linear block coding, in product coding, 2007
linear broadside antenna arrays, 142
linear coding, 225, 469
linear congrential algorithm, in random number genera-

tion, 2292
linear density hard disk drives, 1321
linear detectors for wireless multiuser communications

systems, 1616–17 
linear equalizers, intapped delay line equalizers, 1688,

1691–92 
linear feedback shift register

adaptive equalizers and, 85
Bluetooth and, security, 316
cyclic coding and, 619–620, 625–626, 625, 626

linear interpolation, in channel modeling, estimation,
tracking, 414, 414

linear minimum probability of error receivers, adaptive
receivers for spread-spectrum system, 101–101

linear prediction, 1261–68, 2820–23, 2821, 2822
linear prediction coders, 1261–68

analysis, 1262
applications for, 1264–67 

autocorrelation method in LS, 1262
coding excited linear prediction and, 1266–67,

1302–05, 1303
computation of prediction parameters in, 1263–64 
encoding/decoding, 1264
example of, 1264
formulation of, 1261–63 
least squares minimization in, 1261–62 
Levinson–Durbin method in, 1263
linear preditive coding
minimum error method in, 1262–63 
mixed excitation linear prediction in, 1266–67, 1300,

1306
pulse coding modulation and, 1264
signal to noise ratio and, 1264
speech synthesis and, 1264–67, 1264, 1265, 1266,

1267, 1300, 2341, 2344–50, 2344, 2372, 2373
synthesis of, 1263
Toeplitz symmetric matrix in, 1263
in underwater acoustic communications, 37

linear receivers, in adaptive receivers for spread-spec-
trum system, 98

linear recurring sequences, feedback shift registers, 790
linear time invariant systems, digital filters, 689–90 
linear time invariant coders, speech coding/synthesis,

2341
linear time invariant components, simulation, 2287–88 
linear time varying components, simulation, 2288–89 
linear unequal error protection coding, 2763–69 
linearly bounded arrival process, 1568
link access control, cdma2000, 359, 364–365, 365
link access protocol-modem protocol, 1496
link adaptation, multiple input/multiple output systems,

1455
link aggregation, Ethernet, 1284
link budget

community antenna TV and, AM systems, 518–519,
522

satellite communications and, 883–884, 1229
ultrawideband radio and, 2760

link layer, TCP/IP model, 541
link layer security, 1153
link layer specific encapsulation, in multiprotocol label

switching, 1594
link manager, in Bluetooth, 314
link manager protocol, in Bluetooth, 310, 314
link rerouting, in failure and fault detection/recovery,

1633–34, 1634
Linkabit, 268
links, for shallow water acoustic networks, 2206
liquid crystal modulators, in optical synchronous

CDMA systems, 1817
liquid crystal switches, 1790–91 
liquid crystal optical crossconnects, 1704–05 
LiteMAC protocol, 1553
lithium niobate, 1741–48 
lithium tantalite, 1742
live backup, 1634
Lloyd’s condition and algorithm, in scalar quantization,

2125
Lloyd–Max quantizers, for compression, 642
load, in traffic engineering, 488
load sharing, radio resource management, 2093
loading, orthogonal frequency division multiplexing,

adaptive, 1878, 1878
loading elements, in active antenna, 64–65, 64
lobes, antenna, 184
local area networks, 547, 1279–89, 2461

10Base2, 1283
10Base5, 1283
10BaseT, 1283, 1283
100BaseT, 1283–84 
1000Base (see Gigabit Ethernet)
addressing in, 1282
ALOHA protocols and, 1720
asynchronous transfer mode and, 1719
automatic repeat request and, 224–231 
BISDN and, 271
broadcast domains in, 1281
burst mode in, 1284
bus topologies and, 1716, 1716
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local area networks (continued)
carrier sense multiple access and, 345, 1280–81 
coaxial cable for, 1283
code division multiple access and, 458
collision domains in, 1281
collisions in, 1280
copper media for, 1283
dense WDM in, 1720–21 
design considerations for, 1717–18 
dual queue dual bus and, 1715
dynamic range in, optical, 1718
Ethernet and, 1279, 1501, 1512, 1717, 1719,

1280–81 
extranets and, 1163–72, 1165
fault tolerance and, 1639, 1640–42, 1642
fiber distributed data interface and, 1284, 1715,

1718–19 
Fibre Channel and, 1719
full duplex Ethernet for, 1284
future of, 1289
Gigabit Ethernet in, 1284, 1721
HiperLAN and, 320–321 
history and development of, 1279–80 
IEEE 802 standards and, 1280, 1281, 1281–84 
intranets and, 1163–72, 1165
ISO reference model and, 1281
jamming in, 1281, 1283
logical link control layer in, 1281–82 
MAC addresses in, 1282
media access control and, 1342–49, 1716
media access control frame format in, 1282, 1282
media access control layer in, 1281–82 
minimum spanning tree and, 1639–40 
multicasting and, 1529–30, 1531–32 
multiple link service access points in, 1281
optical bypass in, 1715, 1716
optical fiber and, 1714–22, 1808
optical fiber systems and, 1840
organizationally unique identifiers in, 1282
passive optical networks and, 1717
physical layer in, 1282
point to point communications and, 339, 339
powerline communications and, 1998
protocols and, 1718–19 
pulse position modulation and, 2041
reliability and, 1639, 1640–42, 1642
ring topologies and, 1716, 1716
self-healing ring topologies and, 1716, 1716
shallow water acoustic networks and, 2212
slot time in, 1281
software radio and, 2307
star topologies and, 1716–17, 1717
start frame delimiters for, 1282
topologies for, 1715–17 
virtual (see virtual LANs)
wavelength division multiplexing and, 1719–21,

1720, 2841–42, 2842
wireless infrared communications and, 2925
wireless LAN (see wireless LAN)
wireless multiuser communications systems and,

1602
wireless packet data and, 2982
Xerox PARC and, 1279

local decision point, in admission control, 115–116 
local exchange carrier and IP telephony, 1177
local gradients, in neural networks, 1678
local loop, wireless, 2947–59, 2948
local multipoint communication services, 1268
local multipoint distribution service, 1268–69

attenuation in, 1273, 1276–77, 1276
bandwidth in, 318, 1268
base station in, 318–319 
beamwidth and, 1273
broadband and, 2655, 2671
broadband wireless access and, 317, 318, 322
cell configuration in, 318–319, 319
coverage area of, 1273, 1274, 1273, 1275–76, 1275,

1276
cross polarization discrimination in, 1277, 1277
digital audio-visual council and, 318, 320
digital video broadcasting project and, 318, 320

frequency coordination and interference control in,
1268

frequency for, 1268–69, 1269, 1270
interference and, 318–319 
measurement procedures for, 1274–75, 1274, 1275
media access control and, 1269
metropolitan area networks and, 1268
millimeter wave propagation and, 1270–72 
multipath interference in, 1273, 1277
quadrature amplitude modulation and, 319, 320
quadrature phase shift keying and, 318, 319, 320
quality of service and, 1269–70 
radio channel for, 1272–77 
receivers and transmitters for, 1268
regulatory and standards overview for, 1268–70 
signal to interference ratio in, 319
standards for, 319–320 
terrain attenuation/blockage in, 1273–74 
time division multiple access and, 318, 320
time division multiplexing and, 318, 320
transmission loss in, 1275
wireless LAN and, 1269

local optimum in quantization, 2129
local oscillators, 1478
local scaling components, in traffic modeling, 1670
locally optimum Bayes detector, impulsive noise, 2412,

2413
location aided routing, ad hoc wireless networks, 2890
location registration, satellite communications, 1253–54 
location, wireless, 2994–95 
locator fields, in BCH (nonbinary) and Reed–Solomon

coding, 253
locked beam active antenna, 63–66
log a posteriori probability iterative decoding, 561
log periodic antenna, 169, 187
log reflection coefficients, in serially concatenated cod-

ing, 2175
logarithmic likelihood function, in maximum likelihood

estimation, 1, 1339
logarithmic likelihood ratio, 561

cochannel interference and, 456
multidimensional coding and, 1541–42 
serially concatenated coding and, 2168–72 
turbo coding and, 2713 

logarithmic maximum a posteriori algorithm, soft output
decoding algorithms, 2301–02 

logical channels, cdma2000, 363–364 
logical link control , 546, 547, 1281–82

powerline communications and, 2002
shallow water acoustic networks and, 2208
wireless packet data and, 2983

logical link control and adaptation protocol, 310, 314
logical or virtual topologies, in routing and wavelength

assignment in WDM, 2100–01 
long range dependent models, in traffic modeling,

1667–70 
long term prediction, in speech coding/synthesis,

2823–25
long waves (see low frequency)
long wire antenna, 180, 188
longitudinal saturation recording, 1323
Longley Rice model, radiowave propagation, 216
look ahead encoder, magnetic recording systems, 2254
look ahead maximize batch, 235
lookahead, constrained coding techniques for data 

storage, 578
lookup table, in predistortion/compensation in RF power

amplifiers, predistortion, 533–534, 533
loop antenna arrays, 142
loop antenna, 1290–99 

analysis of, 1290–96 
applications for, 1290, 1296–98 
body worn loops, 1297, 1297
boundary condition matching in, 1294–95 
current density, surface, 1294
directivity in, 1293–94 
far field (Fraunhofer zone) in, 1292 
fat wire, 1294, 1294
ferrite loaded, 1296–97, 1296
gap fed, 1294, 1295–96 
high frequency small resonanted, 1297–98 

impedance, wave impedance in, 1292, 1292, 1292–95
induction zone in, 1292–93, 1293
infinitesimal, 1290–94, 1290
intermediate field in, 1293
Lorentz condition in, 1291
magnetic current/field in, 1291–92 
near field (Fresnel zone), 1292, 1293
quad, 1298
radiation patterns in, 1292
radiation resistance in, 1295
reactance in, 1295
rectangular, 1298, 1298
television and FM broadcasting, 2517–36 
vector and scalar potentials in, 1290–91, 1294
wire used in, NEC rating for, 1296

loop delay, in power control, 1986
loop filter, frequency synthesizers, 845, 846–848 
loop gain, frequency synthesizers, 851–853, 852, 853
loopback calls, ATM, 207
loopback, 1636, 1636
Lorentz condition, in loop antenna, 1291
Lorentzian transition response, in digital magnetic

recording channel, 1324–25, 1324, 1328–29, 1329
Lorenz sequence, in chaotic systems, 429–430, 429
loss control circuit, acoustic echo cancellation, 1, 2
loss resistance, antenna, 184
lossless compression, 6320639, 2123, 2124
lossless source coding, 2069
lossy coding, in speech coding/synthesis, 2341
lossy compression, 371, 632–633, 639–648, 2123, 2124
LOTRAN database and calculations, 1856–57 
loudspeaker transducers (acoustic), 34
loudspeaker enclosure microphone system, 1–3, 2, 6
low bit rate speech coding, 1299–08 

algebraic CELP in, 1304, 1306
algebraic vector quantized CELP in, 1306
analysis by synthesis method in, 1302–03 
channel coding and, 1299
characteristic waveforms in, 1301–02, 1302
coding excited linear prediction in, 1302–05, 1303
conjugate structure CELP in, 1304, 1306
enhanced full rate coders in, 1306
enhanced variable rate coder in, 1306
focused search technique in, 1306
joint position and amplitude search in, 1306
mean opinion score in, 1305
mixed excitation linear prediction and, 1300, 1306
modeling for, 1300–02 
parameter estimation from speech segments in,

1302–05 
perceptual speech quality measure in, 1305
pitch synchronous innovation CELP in, 1304
predictive coding for, 1300
pulse coding modulation and, 1299
rapidly evolving waveform in, 1301
regular pulse excitation with long term predictor in,

1304
signal to noise ratio in, 1305
sinusoidal coders for, 1300–01 
slowly evolving waveform in, 1301–02, 1302
text to speech systems in, 1304–05 
waveform interpolation coding for, 1301–02 

low delay CELP, in speech coding/synthesis, 2349,
2355, 2825–26, 2826

low density parity check coding, 658–668, 802, 1308–18 
a posteriori probability decoders in, 1313, 1316
additive white Gaussian noise and, 658, 1312, 1313
algebraic type, 1316
applications for, 663–65 
balanced incomplete block design in, 658, 659–661,

659, 1316
BCJR algorithm and, 1316
binary symmetric channel for, 1315
bit error rate in, 1309, 1309, 1316
bit flipping in, 1311–12, 1312
Buratti construction in, 661
check bits and, 1308
combinatorial design and, 1316
cycles in, 1311
density evolution in, 1315
designing, 1315–16 
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low density parity check coding (continued) 
encoding in, 1316–17 
error correcting coding in, 1316
Euclidean distance in, 661–662 
factor graphs in, 1316
future of, 1316–17 
Gallagher coding in, 658, 659
Galois fields in, 661
generator matrix in, 1310
Golay coding and, 659
Hamming distance in, 1309, 1310
hard vs. soft decision in, 1309, 1312
hyperplanes in, 661
iterative coding and, 1309
iterative decoding in, 1311–12, 1316
Kirkman system in, 659, 664–65 
lattice construction in, 662–663, 662, 663
low density coding in, 1310–11 
magnetic recording systems and, 2266–67 
marginalize product of functions problem and, 1316
maximum likelihood decoding and, 1317
min-sum algorithm in, 1315
Netto’s constructions in, 661
parity check coding in, 1309–10 
parity check matrix in, 1310
product coding and, 2011
regular vs. irregular, 1310
Shannon or channel capacity and, 1308
simulations of, 664–65 
state variables and, 1316
Steiner triple system in, 659
sum product decoding in, 1309, 1312–15, 1314
Tanner graph of, 1311, 1311, 1312
turbo coding and, 658, 1312, 1316
vertices in, bit or parity check, 1311
wireless and, 1316
wireless multiuser communications systems and,

1610
low earth orbit, 196, 196, 1223–24, 1231–32, 1247–56,

2112, 2119
additive white Gaussian noise and, 1251
ALOHA protocols in, 1253
apogee and perigee in orbit of, 1248
applications for (Iridium, Globalstar), 1247
ascending node in orbit of, 1248
Big Leo systems in, 1251
broadcast satellite service in, 1251
C band, 1251
circuit switched network architectures and, 1253–54 
constellation of, 1247, 1248, 1249–50 
coverage or footprint in, 1249
feeder links for, 1251
fixed satellite service in, 1251
frequencies used in, 1251
future of, 1255–56, 1255
geostationary satellite in, 1248, 1250–52 
global positioning system and, 1254
Globalstar in, 1251
handoffs in, 1252, 1254
interference and, 1251
Internet protocol and, 1253
intersatellite links in, 1252
Iridium and, 1251, 1253
Ka band, 1251
Ku band, 1251
L band, 1251
launch of, spacecraft used for, 1251–52 
link performance in, 1251
location registration in, 1253–54 
mobile satellite service in, 1251
Molnya orbit in, 1250
multihop satellite routing in, 1254
multiple access in, 1253
networking considerations in, 1252–55 
Orbcomm in, 1251
orbital geometry for, 1248–49, 1248
packet switched architectures and, 1255
propagation delay and, 1250–51 
retrograde orbits and, 1248
seams in orbits of, 1250
spot beams in, 1249

station keeping in, 1248
subscriber links for, 1251
time division multiple access in, 1253
tracking in, 1252
Tundra orbit in, 1250
very small aperture terminal and, 1247
Walker delta or rosette constellatioin in, 1250, 1250
Walker star or polar constellations in, 1250, 1250

low frequency, 2059–69 
low noise amplifier, 327
low probability of intercept, in chaotic systems, 428
lower sideband amplitude modulation, 133
lower-upper decomposition, in antenna modeling, 173
lowpass pulse amplitude modulation, 2022
lowpass filter, 134, 136, 414
lowpass signals

discrete time representation of, 2286
random processes, sampling of, 2286–87 
sampling and, 2109–10, 2109

Luke polyphase sequences, 1979
Lyapunov exponents, in chaotic systems, 429-430 

M algorithm, in adaptive equalizers, 81
M-ary phase shift keying, 710–711, 1335, 1976
M-ary time shift keying, 1335
MAC addresses

Bluetooth and, 312, 315
Ethernet and, 1503
local area networks and, 1282
multicasting and, 1529, 1531–32, 1532
security and, 1646

MAC frames, Ethernet, 1502–03, 1503
MAC sublayer

Ethernet and, 1502
powerline communications and, 2002, 2003–04 

Mach–Zehnder filters/interferometers, 1723–24, 1723,
1730, 1730

optical fiber and, 1709
optical multiplexing and demultiplexing and, 1749
optical couplers and, 1698–99 
optical cross connects/switches and, 1785
optical filters and, 1757–58, 1757
optical modulators and, 1742–44, 1743
optical signal regeneration and, 1760–61, 1760
signal quality monitoring and, 2273
optical transceivers and, 1826–27, 1826
photonic analog to digital conversion and, 1961–64

macrobending attenuation, optical fiber, 439
macrocells, 376, 449, 450, 1940–41 
macroflows, in flow control, traffic management, 1568,

1653–55
magentoresistive materials, 2249
magnetic coordinates, radiowave propagation, 2061
magnetic field, antenna, 171, 180

loop antenna and, 1291–92 
radiowave propagation and, 2063–64 
waveguide and, 1394

magnetic flux, active antenna, 55
magnetic recording systems

additive white Gaussian noise, 2253, 2259, 2261,
2262, 2264

bit error rate in, 473, 2266, 2266
block coding in, 2257
block error rate in, 473
block missynchronization detection in, 471–472 
Butterworth filters and, 2262
coding channels for, 466–476 
combined modulation/parity coding, 2257–58 
communications channels in, 2249–51 
cyclic coding in, 469
data dependent NPML detection in, 2265–66 
decision feedback equalizer in, 2262–63 
equalization and detection in, 2258–63 
error correcting coding in, 466–467, 466, 470, 472–474 
error detecting coding in, separate vs. embedded, 474
error detection and correction in, 2256–58, 2257
error rate definitions for, 473
Euclidean distance and, 2249, 2260
filtering in, 2262
finite impulse response filters and, 2259, 2262
finite state transition diagram in, 2253–57, 2256

frequency response in, 2251–52, 2252
future trends in, 2266–67 
Gaussian–Markov noise in, 2265–66, 2265
hard and soft decision in, 475, 2257
history and development of, 2247–48 
interleaving vs. noninterleaving in, 472
intersymbol interference and, 2251–52, 2251
linear coding in, 469
look ahead encoder in, 2254
Lorentzian pulse in, 2250, 2250
low density parity check coding in, 2266–67 
magentoresistive materials in, 2249
matched filters and, 2262
maximum likelihood sequence detection in, 2258–60,

2263
maximum transition run in, 2248, 2249, 2253,

2255–58, 2256
microtrack model for, 2252–53, 2252
minimum mean square error, 2261
modulation in, 2249–51, 2253–58 
noise and, 2257
noise predictive maximum likelihood and, 2248,

2250, 2261–66, 2261, 2262
non return to zero in, 2250, 2250
non return to zero inverted in, 2250, 2250
Nyquist frequency in, 2261
parity-based post processing in, 2263–65, 2264
partial response shaping in, 2248
partial response maximum likelihood in, 2248,

2253–55, 2258, 2259–65, 2260
performance and 472–474 
post processing in, 2263–65, 2264
redundant array of independent disks and, 474–475 
Reed–Solomon coding and, 467–475, 2249
run length limited in, 2248, 2249, 2254
saturation recording in, 2248–49, 2249
serially concatenated coding and, 2175–76, 2175
signal processing in, 2247-68 
signal to noise ratio, 2264
sliding block decoder in, 2254
soft bit error rate in, 474
soft decision decoding algorithms for, 475
state transition diagrams in, 2253–57, 2256
symbol error rate in, 473
systematic coding in, 469
tape drive ECC and, 474
tracks in, 2248
trellis coding and, 2260–61, 2260
turbo coding and, 2266–67 
variable gain amplifier in, 2250
Viterbi algorithm and, 2259, 2260, 2265
write process in, 2249

magnetic storage systems (see also hard disk drives),
1319–34 

additive white Gaussian noise and, 1332
analog to digital conversion in, 1319
archival systems and, 1319
backup systems and, 1319
bandwidth and, 1326
channel coding in, 1331–33 
channel identification in, 1326
compact disk read only memory and, 1319
cost per megabyte of, 1319
digital audio tape in, 1319
digital forms of, 1319
digital magnetic recording channel in, 1322–26,

1326, 1327
distortion in, 1325–26 
dropouts in, 1326
error correction coding and, 1326
error detection and correction in, 1332
extended partial response in, 1328–32, 1329, 1331
filters in, 1329–30, 1333
finite impulse response equalizers and, 1324, 1329
frequency modulation and, 1327
generalized partial response in, 1332
generalized partial response in, 1331–33 
hard disk drives in, 1319, 1320–22 
head noise in, 1325
interleaving in, 2, 1330
intersymbol interference and, 1325–31
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magnetic storage systems (see also hard disk drives)
(continued) 

intertrack interference (crosstalk) in, 1325
JPEG compression and, 1319
longitudinal saturation recording and, 1323
Lorentzian transition response in, 1324-25, 1324,

1328-29, 1329
maximum likelihood sequence detector in, 1331
mechanical memories in, 1319
media noise in, 1325
M-H curve in, 1322–26, 1326
minimum mean squared error and, 1, 1329
modified frequency modulation in, 1327
modulation coding and, 1326
MP3 audio compression and, 1319
MPEG compression and, 1319
non return to zero inverse and, 1327
non return to zero inverse interleaved, 1330
normalized linear density in, 1324
Nyquist frequencies in, 2, 1330
parity coding in, 1331–33 
partial erasure in, 1326
partial response maximum likelihood in, 1328, 1328,

1330–31 
peak detection in, 1327
peak detection in, 4, 1332
performance of, 1319
personal video recorder and, 1319
preamplifier noise in, 1325
pulse amplituide modulation in, 1323
pulse coding modulation and, 1319
RAMAC systems in, 1320, 1321
read process in, 1320, 1323–28
redundant array of independent disks and, 1322
Reed–Solomon coding and, 1326
run length limited coding in, 1327
segmentation of, 1319
signal processing and coding in, 1326–33, 1327
signal to noise ratio and, 1326, 1327, 1331
solid state memories in, 1319
storage devices and, 1319
stripe in, magnetoresistive, 1323
thermal asperity in, 1326
time varying maximum transition run length coding

in, 1332
transition shift in, 1325, 1325
trellis coding in, 1331–33 
turbo coding in, 1326–27 
Viterbi detectors and, 1330–33
write once read many devices and, 1319
write process in, 1320, 1323–26

magnetooptic disks, 1319, 1738–40
magnetooptic magnetic field modulation, 1739
magnetron antenna, 179
magnification, parabolic and reflector antenna, 1922
magnitude, antenna arrays, 144, 145
main (major) lobe antenna, 184
man in the middle attacks, 611, 2810
man machine interface, wireless application protocol,

2901
management informatioin base, ATM, 200
management plane, ATM, 264
mandatory access control, 1649
Mandelbrot, 421
manipulation detection coding, 613
map symbol-by-map symbol, 89, 89
mapping, image and video coding, 1030
Marcelling–Fischer coding, in compression, 646
Marconi, Guglielmo, 179, 188, 677, 1477, 2585
marginalize product of functions problem, low density

parity check coding, 1316
Marisat satellite communications, 876
maritime communication systems, 1434, 1477
mark edge noise, constrained coding techniques for data

storage, 573
Markov chain, 963

statistical multiplexing and, 2423–32 
traffic engineering and, 492

Markov modulated Bernoulli process, 117
Markov modulated fluid process, 117
Markov modulated models, in traffic modeling, 1668

Markov modulated Poisson process, 117, 1668, 1671,
2423, 2424

Markov source, in compression, 632, 634, 1033
Markov/semi–Markov models, 1666–68, 2291, 2291
Marsaglia–Zamann algorithm, random number genera-

tion, 2292
MASCARA protocol, 2908
masked threshold, in speech coding/synthesis, 2364
masking

digital audio broadcasting and, 682, 682
speech coding/synthesis and, 2364

masking spectrum, in speech coding/synthesis, 2345
Massachussetts Institute of Technology, 267
Massey–Berlekamp decoding algorithm, 257–260, 470,

617, 625–626 
master slave configuration, Bluetooth, 314–316 
mastering of discs, CDROM, 1734
matched coding, serially concatenated coding for CPM,

2180
matched filters, 700, 1116, 1335–38, 1336

additive white Gaussian noise and, 1336–37 
chirp modulation and, 442–443, 443, 446
frequency domain interpretation in, 1337
magnetic recording systems and, 2262
properties of, 1336–37 
pulse amplitude modulation and, 2026, 2029, 2030
signal to noise ratio and, 1337
signature sequence for CDMA and, 2275
tapped delay line equalizers and, 1691
tropospheric scatter communications and, 2700, 2700
wireless multiuser communications systems and,

1616
matched nodes, SONET, 1637
matching networks, waveguide, 1409–11, 1409, 1410
material dispersion, in optical fiber, 1711
material properties, in indoor propagation models,

2013–14 
Max–Batch batching, 235
maximal length signature sequence for CDMA,

2279–81, 2280
maximal ratio combining, 731

fading and, 788
multicarrier CDMA and, 1527
quadrature amplitude modulation and, 2051–52, 2051
satellite communications and, 1230
spatiotemporal signal processing and, 2336
wireless and, 2920
wireless multiuser communications systems and,

1619
maximum a posteriori algorithm

adaptive equalizers and, 79, 81, 89
convolutional coding and, 600
demodulation and, 7, 1335
iterative decoding and, 561
maximum likelihood estimation and, 1341
minimum shift keying and, 1472, 1473–74 
multidimensional coding and, 1542
pulse amplitude modulation and, 2026
soft output decoding algorithms and, 2295, 2297,

2299–2301, 2299
space-time coding and, 2328
turbo coding and, 2705, 2714
turbo trellis coded modulation and, 2743–45, 2750
wireless multiuser communications systems and,

1616
maximum APP sequence detection, serially concatenat-

ed coding for CPM, 2182
maximum burst size, 117, 266, 551, 1656, 1658
maximum cell transfer delay, ATM, 266
maximum coding, in BCH (nonbinary) and

Reed–Solomon coding, 254
maximum distance separable coding, in BCH 

(nonbinary) and Reed–Solomon coding, 254
maximum factor queue length batching, 234–235 
maximum laxity first scheduling, medium access control,

1555
maximum length signal generator, adaptive equalizers,

85
maximum likelihood algorithm

bit interleaved coded modulation and, 277, 283
blind equalizers and, 289–291 

in channel modeling, estimation, tracking, 402–405,
427

concatenated convolutional coding and, 558–560 
convolutional coding and, 600
cyclic coding and, 620
equalizers and, 89–91 
expectation maximization algorithm and, 769–780 
hidden Markov models and, 961–962 
low density parity check coding and, 1317
maximum likelihood estimation and, 1341–42 
multicarrier CDMA and, 1527
multiple input/multiple output systems and, 1455
permutation coding and, 1953, 1954
pulse amplitude modulation and, 2026
sequential decoding of convolutional coding and,

2143, 2145–47 
serially concatenated coding and, 2164, 2167–68 
space-time coding and, 2325, 2327
trellis coding and, 2638, 2646–48 
tropospheric scatter communications and, 2702–03 

maximum likelihood estimation, 1338–42 
asymptotic properties of estimators using, 1339–40 
bias and variance in, 1339
bounds in, 1339
Byes estimation of random parameter in, 2, 1340
in channel modeling, estimation, tracking, 398
conditional mean estimator using, 1340–41, 1340
cost functions in, 1340
Cramer–Rao inequality and bound in, 1339
expectation maximization algorithm and, 1341
Fisher’s information matrix in, 1339, 1340 
hidden Markov models and, 1341
likelihood function in, 1338–39 
loglikelihood function in, 1339
maximum a posteriori algorithm, 1341
maximum likelihood and, 1341–42 
minimum mean square error and, 1341
monotonic transformation and, 1339
properties of estimators using, 1339–40 
score and scores vector in, 1339

maximum likelihood sequence algorithm, 286, 1331,
2258–60, 2263

maximum likelihood sequence estimation 
adaptive equalizers and, 79, 81, 90
blind equalizers and, 297
in channel modeling, estimation, tracking, 417–418 
cochannel interference and, 455
minimum shift keying and, 1458, 1469–70, 1469
multiple input/multiple output systems and, 1455
partial response signals and, 1932, 1933
polarization mode dispersion and, 1974
space-time coding and, 2328, 2329
Viterbi algorithm and, 2817–18 

maximum likelihood sequential decoding algorithm,
2140, 2155–56, 2182–87 

maximum logarithmic MAP algorithm, soft output
decoding algorithms, 2302

maximum mutual information, hidden Markov models,
962

maximum queue length batching, 234–235 
maximum reuse routing, routing and wavelength assign-

ment in WDM, 2102–03 
maximum segment size (MSS), transmission control

protocol, 2604, 2606
maximum transition run, 581–582, 2248, 2249,

2253–58, 2256
maximum usable frequency, 949, 2065, 2066, 2067
max-min fairness, flow control, traffic management,

1653
Maxwell’s equations

active antenna and, 53–54 
adaptive antenna arrays and, 70
antenna modeling and, 169–172, 176, 179–181
path loss and, 1936
waveguide and, 1390

M-band filters orthogonal transmultiplexers, 1882–83,
1882, 1884

MD5, 218
mean cost function, blind equalizers, 291
mean distance ordered partial search, vector quantization,

2126
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mean effective gain, antenna for mobile communica-
tions, 192–193 

mean opinion score, in speech coding/synthesis, 1179,
1305, 2352, 2353, 2819–20 

mean removed vector quantization, 2127
mean squared error algorithm

adaptive antenna arrays and, 187
blind multiuser detection and, 303
in channel modeling, estimation, tracking, 413, 415
equalizers and, 81, 83–84, 84, 86, 88
fading and, 781
rate distortion theory and, 2069–80 
spatiotemporal signal processing and, 2338–39, 2339
speech coding/synthesis and, 2347–48 
synchronization and, 2475
transform coding and, 2593
in underwater acoustic communications, 42

meander patch antenna, 193, 194, 194
measurement-based admission control, 118, 1656
mechanical memories, 1319
media access control, 15, 547, 549, 1342-49 

ADAPT protocol and, 1348
adaptive round robin and earliest available time

scheduling in, 1556, 1559
allocation-based protocols in, 1343, 1344-46, 1344
ALOHA protocols and, 1346, 1347, 1552, 1553,

1559
application level data units and, 1553
ATM and, 2907–09 
backoff schemes and, 1346
bucket credit weighted algorithms in, 1556
busy tone multiple access and, 1347
cable modems and, 324, 334–335 
carrier sense multiple access and, 346, 1346–47 
CATA protocol and, 0, 1348
cdma2000 and, 359, 363–365
cellular digital packet data and, 9, 1347
centralized vs. distributed protocols in, 5, 1343
channel available time table in, 1554
classification of protocols using, 1342–44 
clear to send in, 1348
code division multiple access and, 1343–45, 1348
collision free protocols for, 1557
connectivity and, 1343
contention-based protocols in, 1343, 1346–47 
credit weighted algorithms in, 1556
cyclic reservation multiple access and, 1558
deterministically guaranteed service and, 1556
direct sequence CDMA and, 7, 1345
directional antenna and, 1348
distributed coordinated function in, 1348
distributed queue dual bus and, 1558
distributed queue multiple access in, 1558
dynamic allocation schemes and, 1553
dynamic time wavelength division multiple access

and, 1552
earliest available time scheduling in, 1554
energy efficient, 0, 1348
Ethernet and, 1347, 1501
fair distributed queue in, 1558
FairNet and, 1558
FatMAC protocol and, 1553
fiber distributed data interface and, 1346
fixed assignment in, 1552
fixed priority oriented demand assignment in, 1347
flying target algorithm in, 1557
frequency division multiple access and, 1344
frequency domain protocols in, 1342–43 
frequency hopping CDMA and, 1344–45, 1345
global system for mobile and, 1343, 1344
graceful degradation and, 1345
graph coloring problem and, 1344
hidden and exposed terminal problems in, 1343, 1347
HIPERLAN and, 1348
hop in, 1344
hybrid domain protocols in, 1343
hybrid optical networks and, 1559
hybrid protocols in, 1347
hybrid TDM and, 1553
IATSAMTR scheduling in, 1558
interframe spacing and, 1347

KTMTR scheduling and, 1558
LiteMAC protocol and, 1553
local area networks and, 1281–82 
local multipoint distribution services and, 1269
maximum laxity first scheduling in, 1555
Meta-MAC protocol and, 1348
minimum laxity first with time tolerance scheduling

in, 1555–56 
MPEG compression and, 1558, 1559
multimedia applications and, 1558–60, 1559
multimedia wavelength division multiple access and,

1558
multiple access collision avoidance and, 1347–48 
near far problem in, 1343
nonpretransmission coordination protocols in, 1552
optical networks and, 1551-62, 1716
packet demand assignment multiple access in, 1347
packet transmission and, 1551-55 
partial fixed assignment protocols in, 1552
physical link characteristics and, 1343
point coordination function and, 1348
polling in, centralized vs. distributed, 1345–46 
powerline communications and, 1995, 2003–04 
pretransmission coordination protocols in, 1552–53 
priority index algorithm in, 1557
propagation time and, 1343
protocol threading in, 1348
quality of service and, 1556–59
random access protocols in, 1552
random delay and, 1346
real time service and, 1555–58 
receiver available time table in, 1554, 1555
receiver oriented earliest available time scheduling in,

1554–55 
receiver oriented protocols using, for variable length

messages, 1554
reservation protocol and, 1558
reservation-based protocols in, 1343, 1347–48, 1552–54
satellite communications and, 879
sensor networks and, 1348
shallow water acoustic networks and, 2208, 2209–10,

2215–17, 2216
spatial reuse and, 1344
splitting algorithms and, 1347
spread spectrum and, 1343, 1344–45 
statistically guaranteed service and, 1556–58 
synchronous round robin with reservation in, 1557
throughput and, 1344
time deterministic time/wavelength division multiple

access in, 1555
time division multiple access and, 1343, 1344, 1347
time division multiplexing and, 1552, 1553
time division WDMA and, 1553
time domain protocols in, slotted and unslotted, 1342
time spread multiple access in, 1348
token ring and, 1345–46 
transmitter scheduling algorithm in, 1557
tree algorithms and, 1347
validated queue algorithm in, 1556
variable length message transmission and, 1551–55 
video on demand and, 1558
wavelength division multiple access and, 1558
wavelength division multiplexing and, 1551–52,

1551, 2842
wireless communications, wireless LAN and,

1285–87, 1343, 2942
wireless packet data and, 2982
wireless sensor networks and, 2993–94 

media gateways, session initiation protocol, 2198
media independent interface, Ethernet, 1502, 1506, 1507
media noise, digital magnetic recording channel, 1325
medium access unit, Ethernet, 1506
medium dependent interface, Ethernet, 1508, 1509, 1508
medium earth orbit satellite, 196, 196, 1223, 1224,

1231, 1232, 1249, 2112
medium frequency, 208, 2059–60 
medium wave, 1477
MEGACO/H.248 session initiation protocol, 2198
mel scale, automatic speech recognition, 2373
mel scale frequency cepstral coefficients, in automatic

speech recognition, 2373, 2382

memory
constrained coding techniques for data storage and,

575
minimum shift keying and, 1457, 1458
neural networks and, 1677
optical, 1733–41, 1734
transport protocols for optical networks and, 2620

memory nonlinearities, simulation, 2290
memory order, in sequential decoding of convolutional

coding, 2141
memory requirements of quantization, 2128
memoryless modulation

pulse amplitude modulation and, 2024
sequential decoding of convolutional coding and,

2144
serially concatenated coding and, 2173

memoryless nonlinearities, in simulation, 2289–90 
memoryless source, in compression, 632, 633–634, 641
Menger’s theorem, 1635
merging bits, merging rules, constrained coding tech-

niques for data storage, 576
merging edge, trellis coded modulation, 2627
merit factors

Golay complementary sequences and, 895
peak to average power ratio and, 1951

mesh networks
cycle covers and, 1638–39, 1638
fault tolerance and, 1637–39, 1638, 1639
reliability and, 1637–39, 1638, 1639

message authentication coding, 218, 613
message passing, product coding, 2011
message signal, amplitude modulation, 132, 133
messages, protocols, 538–556 
metal organic vapor phase epitaxy process, 1778
metal oxide semiconductor FET active antenna, 57–58,

57, 58
metal semiconductor FET active antenna, 57–58, 57, 58
metal semiconductor metal photodetectors, 1001–02 
Meta-MAC protocol, 1348
method of moments 

adaptive antenna arrays and, 68
antenna arrays and, 165
antenna modeling and, 173, 174, 175
waveguide and, 1420

metropolitan area exchanges, IP networks, 268
metropolitan area networks, 2461

Ethernet and, 1512
fault tolerance and, 1632
HiperMAN and, 320
local multipoint distribution services and, 1268
multicasting and, 1529
optical fiber and, 1714, 1808
optical fiber systems and, 1840
reliability and, 1632
wavelength division multiplexing and, 2862–73, 2863

M-H curve, 1322–26, 1326
Michelson interferometer

optical multiplexing and demultiplexing and, 1749
optical signal regeneration and, 1760–61, 1760

microbending sensitivity, optical fiber, 439
microcells, 376, 449, 450, 1941
microelectromechanical systems, 1349–56 

cellular digital packet data and, 1350
code division multiple access and, 1350
deep reactive ion etching in, 1352
devices, circuits, systems using, 1352-55 
digital European cordless telecommunications and,

1350
fabrication techniques for, fundamentals of, 1350-52,

1351
general packet radio service and, 1350
global system for mobile and, 1350
Internet protocol and, 1350
micromaching in, 1351, 1352
optical cross connects/switches and, 1705, 1705,

1784, 1785, 1793–96, 1794, 1795
optical multiplexing and demultiplexing and, 1758
radio frequency components and, 1350
sacrificial and structural layers in, 1351
stiction in, 1351
wireless sensor networks and, 2990–96 
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microflow, in flow control, traffic management, 1653
microfluidoptical crossconnects, 1704, 1704
micromaching, microelectromechanical systems,

1351–52, 1352
microphone transducers (acoustic), 34, 34
microstrip end launcher 

waveguide and, 1400, 1400, 1404, 1405, 1400
waveguide and, 1401–05, 1401, 1402, 1401

microstrip E-plan probe, 1399, 1399, 1399
microstrip feed line, 51–52, 52, 62, 62, 1362–63, 1362
microstrip/microstrip patch or line antenna, 180, 184,

187, 193, 197, 197, 199, 1356–80, 1357
antenna arrays and, 142, 152, 152
aperture coupled microstrip feed line for, 1362–63,

1363
aperture coupled type, 1368–70, 1371
arrays of, 1371–77, 1380–90 
bandwidth in, 1360, 1364–70 
blindness in, 1371, 1376, 1388 
cavity models of, 1357
coaxial feed for, 1361–62, 1362
comb line arrays in, 1374, 1376
combination feeds in, 1383–84, 1383
configuration and shapes used in, 1361, 1362
coplanar microstrip feed line for, 1362–63, 1362
coplanar parasitic elements in, 1367–68, 1368
design of, 1358–61 
development of, 1356–57 
dielectric substrate in, 1358, 1360, 1361, 1363, 1365 
directivity in, 1360–61 
electrical characteristics of, 1357–61, 1357
element length in, 1359, 1359
element width in, 1358–59, 1359
fabrication of, tolerances and impact of, 1361, 1361
FEDCOMA and FEGCOMA configurations in,

1368–70 
feed methods for, 1361–63 
feeds for, 1373–74, 1373, 1374, 1380, 1383–84, 1383
fixed-beam planar array of, 1386–87, 1386, 1387
gain in, 1360–61, 1361, 1380 
half power beamwidth for, 1358
impedance matching in, 1363, 1383 
input impedance in, 1358, 1359, 1360, 1362 
leaky wave antenna and, 1241–43, 1243
linear arrays of, parallel and serial fed, 1373-85,

1373-76, 1381-83
losses associated with, 1359–60, 1360
microstrip feed line for, 1362–63, 1362
millimeter wave antenna and, 1429, 1429, 1430
multiresonator type, 1367–70 
mutual coupling in, 1370–71, 1371, 1372, 1373
narrowband configuration of, 1357
nonresonant methods for bandwidth enhancement in,

1366–67 
phased array of, 1384–85, 1384, 1385
planar arrays of, 1374–75, 1377, 1385–89, 1386,

1387
polarization (linear, circular) properties in, 1363–64,

1363, 1364
printed circuit board for, 1380 
pros and cons of, 1357
proximity coupled microstrip feed line for, 1362–63,

1363
quality factor in, 1357, 1359–60, 1364
radiation patterns in, 1357-58, 1358, 1359
reflectarray type, 1387, 1387
resonant frequency/resonant dimension of, 1359,

1359, 1361, 1361
scanning arrays of, 1375–77, 1384–85, 1387–89 
single patch bandwidth in, 1365–66, 1365, 1366
spiders in, 1388 
stacked type, 1367, 1367
suspended type, 1365–66 
transmission line models of, 1357
voltage standing wave ratio in, 1360, 1363, 1366,

1367
waveguide arrays of, 1373–74 
Wilkinson dividers for, 1373, 1382 

microtrack model, magnetic recording systems,
2252–53, 2252

microwave, 208, 1706, 2179, 2555–72 

absorption in, 2560
active antenna and, 47–48, 49, 65
adaptive equalizers and, 2569–70 
anomalous propagation in, 2559–60 
antenna for, 179, 180, 2567
atmospheric effects and, 2558–60, 2559
attenuation, 2560
automatic gain control and, 2567
bit error rate (BER) in, 2565–67, 2566
broadband wireless access and, 317
channel models for, 2564–65 
community antenna TV and, 513
digital elevation models for, 2561
digital radio design and, 2567-70, 2568
digital terrain elevation data and, 2561
dispersion in, 2565
dispersive fade margin in, 2565, 2566
diversity and, 2563–66, 2567–69 
equalization and, 2565
fading in, 2562–65, 2562, 2571
free space loss in, 2556
frequency allocation in, 2566–67 
Fresnel zones in, 2557–58, 2558
gain in, 2570–71 
interference and, 2566–67 
inverse bending (earth bulge) in, 2559
land use/land clutter in, 2561
leaky wave antenna and, 1236
line of sight transmission and, 2555–72 
multipath in, 2562-65, 2562
non return to zero in, 2567
parabolic and reflector antenna and, 1927-28 
path profiles for, 2560–62, 2561
protection systems in, 2569
quadrature amplitude modulation and, 2569, 2570
radio link calculations for, 2570–71 
rain attenuation in, 2560
receivers for, 2567–70, 2568
reflection in, 2556–57, 2557
refraction and, 2558–60, 2559
signal to noise ratio, 2567, 2571
subrefraction in, 2559
superrefraction in, 2559–60 
terrain effects in, 2556–58 
transmitters for, 2567–70, 2568
traveling wave tubes and, 2567
waveguide for, 1390–1423 

microwave multipoint distribution service, 317
microwave waveguide (see waveguide)
midamble

adaptive equalizers and, 90
packet rate adaptive mobile receivers and, 1899

Middleton model, in impulsive noise, 2409–10, 2416
Mie scatter, free space optics, 1855–57 
Military Amateur Radio Service, 1478
military applications for antenna, 169
military communications, 1477
military use of wireless LANs, 2680–82 
Miller coding, in constrained coding techniques for data

storage, 576
Miller Rabin cryptography, 614–615 
millimeter wave antennas, 1423–33

active integrated antenna, 1429–31, 1430, 1431
amplitude modulation and, 1425
application of millimeter waves and, 1425
bandwidth in, 1425
beam steering type, 1431, 1432
efficiency in, 1425
frequency and, 1423–25, 1424
gain in, 1425
horn type, 1425, 1425, 1427–28, 1427
leaky wave antenna and, 1236
leaky wave, 1428, 1428 
local multipoint distribution services in, 1268–79 
losses in, 1425
microstrip/microstrip patch antenna and, 1429, 1429,

1430
millimeter waves defined for, 1423–25, 1424
nonradiative dielectric waveguide and, 1428, 1428 
optically controlled, 1431, 1431
periodic dielectric type, 1428, 1428

planar AIA in, 1430–31, 1431
printed circuit type, 1428–29, 1429
radiation patterns in, 1425
reflector and lens type, 1425–26, 1426, 1427
slotted waveguide type, 1428, 1429
waveguide based, 1426–28, 1427, 1428
waveguide derived, 1427–28 
wavelength in, 1423

millimeter wave propagation, 1270–72, 1423–25, 1424,
1433–50 

absorption and emission in, 1270, 1270, 1436–37,
1439

absorption of, in clear air, 1270, 1270
angle error in, 1435
applications for, 1434
atmospheric effects on, 1434–43 
atmospheric particulate effects and, 1439–43 
attenuation in, 1443–45, 1444, 1445–48, 1446, 1447
bandwidth and, 1434
bending in, 1435
Brewster angle in, 1438
cloud, fog, haze attenuation in, 1442–43, 1443
depolarization in, 1272, 1439–40, 1445
diffraction in, 1438–39, 1445
ducting in, 1435, 1445
Earth-space transmission paths for, 1445
emission in, 1436–37, 1445–46 
fog attenuation in, 1272
Fresnel zone and, 1438
global positioning system and, 1436
Kirchhoff’s law and, 1437
laser vs., 1449
line of sight transmission in, 1443–45 
maritime communication systems using, 1434
multipath interference and, 1434, 1445
multipath interference in, 1438
oxygen and absorption in, 1437, 1437
propagation effects on, 1433–34 
radio relay systems using, 1434
rain attenuation and, 1270–72, 1440–45, 1440, 1441
Rayleigh scattering in, 1271
refraction and refractive index in, 1434–36, 1435,

1445
sand and dust attenuation, 1443
satellite communication systems and, 1434
scattering in, 1271, 1434, 1437–39, 1445
scintillations in, 1436
sleet, snow, hail attenuation in, 1442
subrefraction in, 1435–36 
terrain scatter and diffraction in, 1445
time delay in, 1436
transmission paths for, 1443–48 
water vapor and absorption in, 1437, 1437
waveguide and, 1434
window regions in, 1433, 1434

Millington method and groundwave propagation, 2060
Min–Idle batching, 235
miniaturization, waveguide, 1405–11, 1406
minicells, 376
minimal encoders, convolutional coding, 600
minimal polynomials, BCH coding, binary, 242–243 
minimax criterion equalizers, 81, 82–83 
minimum cell rate, ATM, 266, 552
minimum cost tree, ad hoc wireless networks, 2891
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piggybacking in, 232–233, 232
satellite communications and, 880
speech coding/synthesis and, 2356, 2819
streaming video and, 2435–36 
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multicast source discovery protocol in, 1535
multicast tree in, 1530, 1530
multiprotocol extension to BGP4, 1535
parent and child targets in, 1536
point to point networks and, 1530–31, 1530
Prim’s algorithm in, 1532
protocol independent multicast sparse mode in,

1534–35 
reachability in, 1536
reverse shortest path tree and, 1534
routers and, 1531, 1531, 1533
routing information protocol and, 1534
security and, 1154–55 
shared-medium networks and, 1529–30 
Steiner tree problem in, 1532–33 
target lists in, 1536
TM algorithm and, 1533
token ring and, 1529
unicast vs., 1530
wavelength division multiplexing and, 655
wide area networks and, 1532

multicasting core extraction distributed ad hoc routing,
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97–98, 101–102, 103
blind multiuser detection and, 299, 303
chirp modulation and, 445, 446
code division multiple access, 458–446, 1196, 2278,

2283
optical fiber and, 1809
optical synchronous CDMA systems and, 1809, 1810
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spectrum system, 95–96, 96
multiple amplitude MSK, 1475
multiple antenna transceivers for wireless communica-

tions, 1579–90, 1580
additive white Gaussian noise and, 1580
Alamouti scheme in, 1584–85 
average capacity criterion in, 1589
beamshaping in, 1579
block space time multiplexing in, 1589
closed loop capacity in, 1581, 1582, 1583, 1585
combined transmit and receive diversity systems for,

1586–87, 1587
correlated vs. uncorrelated antenna elements in, 1583
diversity vs. power gain in, 1583, 1584
fading in, 1579
gain and, 1579, 1583, 1584
interference in, 1579
minimum mean squared error and, 1588
multiple input/multiple output systems and, 1580,

1581–82 
multiple input/single output systems in, 1582–83 
multiplexing/demultiplexing in, 1580
open loop capacity in, 1581–83, 1584
orthogonal frequency division multiplexing in, 1582
random capacity concept in, 1580–81 
receiver options for capacity attainment in, 1583
scattering in, 1579
Shannon or channel capacity, 1579, 1580–82 
signal to interference plus noise ratio in, 1579
signal to noise ratio and, 1579, 1580, 1582, 1583,

1584
single input/multiple output systems in, 1582–83 
single receiver antenna systems, 1584
smart antenna systems and, 1580
space time transmission schemes for, 1584–85 
spectral efficiency in, 1579, 1581–82 
substreams in, 1580
switch transmit diversity in, 1586
transmit MRC in, 1585–86 
vertical Bell Labs layered space time scheme in,

1587–89, 1589
zero force projection in, 1588

multiple frequency shift keying, 16, 19, 23, 24
multiple increase and linear decrease, 2886
multiple input multiple output systems, 1450–56, 1450

array gain in, 1450, 1450
block coding and, 1455
in channel modeling, estimation, tracking, 400–401,

400
channel model for, 1452–53, 1452
cochannel interference and, 455
code division multiple access and code division mul-

tiple access, 1455
direct sequence CDMA in, 1456
diversity gain in, 1450-52, 1451, 1452
diversity in, 1455
Doppler effect, Doppler spread in, 1453
encoding in, 1455–56 
fading, Rayleigh fading in, 1453–55, 1454
gain in, 1450–1453 
interference and, 1119
interference reduction and, 1450, 1452, 1452
intersymbol interference and, 1455
link adaptation in, 1455

maximum likelihood detection in, 1455
maximum likelihood sequence estimation and, 1455
minimum mean squared error and, 1455
modulation for, 1455–56 
multiple input/single output systems and, 1451
multiplexing gain and, 1450, 1452, 1452
orthogonal frequency division multiplexing in, 1456,

1878
parity coding and, 1456
receivers in, 1450, 1455
Reed–Solomon coding and, 1456
Shannon or channel capacity in, 1453–55, 1454
signal to interference ratio in, 1452
signal to noise ratio in, 1453–54 
signaling in, 1455–56 
single input/multiple output systems and, 1451
single input/single output systems and, 1451
space-time coding and, 2327, 2330
spatial multiplexing and, 1452, 1455
training mode in, 1453
transmitters in, 1450
trellis coding and, 1455
turbo coding and, 1456
very high speed DSL and, 2803–05 
Viterbi algorithm/decoder in, 1455
wireless transceivers, multi-antenna and, 1580,

1581–82 
zero forcing receivers and, 1455

multiple input/single output systems
multiple input/multiple output systems and, 1451
wireless transceivers, multi-antenna and 1582–83 

multiple instruction/multiple datastream, 2313
multiple link admission control, 117–118 
multiple link service access points, 1281
multiple quadrature amplitude modulation, 24
multiple quantum well modulators, 1967, 1968
multiple sample and hold converter, 2234
multiple stack algorith, in sequential decoding of convo-

lutional coding, 2159–60 
multiplexers/multiplexing

adaptive receivers for spread-spectrum system and,
95

cdma2000 and, 359, 363
H.324 standard and, 920–922, 921
IS95 cellular telephone standard and, 350, 352
media access control and, 1342
optical communications systems and, 1484
optical, 1748–59, 1748
orthogonal transmultiplexers and, 1880–85 
packet switched networks and, 1907–09 
satellite onboard processing and, 482
statistical, 2420-32 
synchronous digital hierarchy and, 2498, 2498, 2499,

2500, 2500-04, 2501-2506 
transmission control protocol and, 2604
transport protocols for optical networks and, 2617–18 
wireless transceivers, multi-antenna and, 1580

multiplexing gain, in MIMO systems, 1450, 1452, 1452
multipoint communication, multicasting, 1529–31, 1529,

1530
multipoint control unit, IP telephony, 1174
multipoint to multipoint communications, adaptive

receivers for spread-spectrum system, 95
multiprotocol extension to BGP4, 1535
multiprotocol label switching, 549, 1590–1601, 2654

admission control and, 116
applications of, 1599–1600 
architecture of, 1593–99 
asynchronous transfer mode and, 1594, 1598–99 
bandwidth allocation in, 1598
border gateway protocol 4 (BGP4) and, 1597
broadband and, 2655, 2674-75, 2674
congestion control in, 1594, 1599
constraint-based label distribution protocol in, 1596
control in, independent vs. ordered, 1595
differentiated services and, 1594, 1597, 1598
distribution in, unsolicited vs. on-demand, 1595
downstream vs. upstream allocation in, 1595
early congestion notification and, 1594
equal cost multipath in, 1599
explict routed LSP in, 1592, 1593, 1593

fault tolerance and, 1640
FEC to NHLFE in, 1594
flow control, traffic management and, 1658, 1658,

1659
forward equivalence class in, 1591
forwarding in, 1591, 1593–95 
hierarchical forwarding in, 271
history and development of, 1598–99 
hop by hop routed LSP in, 1591–92, 1593
implementation of, 1599
incoming label map table for, 1591, 1594
integrated services and, 1597
Internet protocol and, 1590–1601 
IP networks and, 271, 1590–1601 
label distribution protocol in, 1591, 1593, 1595–96 
label edge routers in, 1591
label encapsulation in, 1594, 1594, 1597–98 
label merging in, 1595
label operations, label stacks in, 1594
label spaces in, 1595
label switched patch in, 271, 1590, 1591–93, 1593
label switched routers in, 271, 1591, 1594
label use method in, 1595
labels in, 1591
layer 2.5 architecture and, 1594
link layer specific encapsulation in, 1594
link layer technologies and, 1594
mobility portals and, 2195
multimedia networks and, 1568
next hop label forwarding entries in, 1591, 1592,

1593–94 
optical cross connects/switches and, 1798
optical fiber and, 2615
packet switched networks and, 1909
penultimate hop popping in, 1595
protection switching in, 1600
quality of service and, 1597–98 
reliability and, 1640
resilience in, 1600
resource reservation protocol for tunneling and,

1596–97 
retention in, liberal vs. conservative, 1595
shim headers in, 1594
signaling layer in, 1595–97 
statistical multiplexing and, 2420–32 
time to live field in, 1594–95 
traffic engineering and, 271, 1599
tunneling in, 271
virtual circuit emulation in, 271
virtual private networks and, 1591, 1599–1600, 1600,

2809, 2809
multiprotocol over ATM, 1599
multipulse LPC, in speech coding/synthesis, 2348, 2355
multirate services, power control, 1987
multiresolution analysis, wavelets, 2851–56 
multiscope routing protocols, in ad hoc wireless net-

works, 2889
multistage detector, in code division multiple access,

464, 464
multistage filters, in packet rate adaptive mobile

receivers, orthogonal, 1892, 1892, 1893
multistage interconnection networks, ATM, 202, 202
multistage Wiener filters, adaptive receivers for spread-

spectrum system, 104
multistep linear prediction, blind equalizers, 295–296 
multistrip couplers, surface acoustic wave filters,

2452–54, 2453
multitone CDMA, 1525
multitone interference, 1130–41 
multitrack coding, in constrained coding techniques for

data storage, 582
multiuser channel estimation, 771, 1614–15 
multiuser communication systems, code division multi-

ple access, 461
multiuser detection

cochannel interference and, 455
code division multiple access and, interference can-

cellation in, 462–465 
neural networks and, CDMA, 1680–81 
power control and, 1987–88 

multiuser interference, multicarrier CDMA, 1527
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multiuser OFDM, multicarrier CDMA, 1527–28 
multiuser wireless communication systems (see also cel-

lular telephony; wireless), 1601–24 
additive white Gaussian noise in, 1605–07 
Alamouti scheme in, 1584–85, 1611, 1611, 1619
analog to digital conversion in, 1609
automatic repeat request in, 1612 
bandwidth in, 1603, 1604
base station location in, 1603
base station receivers for, 1612, 1613
binary phase shift keying and, 1610, 1614
block fading channels in, 1605
Bluetooth and, 1602
cdma2000 and, 1602
cells in, 1602
cellular telephony and, 1602–03, 1602
channel coding in, 1604
channel coherence bandwidth in, 1604
channel coherence time in, 1604
channel decoding in, 1609, 1618–19 
cochannel interference in, 1604
code division multiple access and, 1602, 1608, 1609,

1615
constant modulus algorithms in, 1614
convolutional coding and, 1609–10, 1609, 1610
decorrelating detectors in, 1616
delay power spectrum of channel in, 1604
digital to analog conversion in, 1609
direct sequence CDMA and, 1602, 1608, 1614, 1615
diversity in, 1603, 1608
Doppler power spectrum in, 1604
Doppler spreading in, 1604
ergodicity in, 1606
fading in, 1603–11
filters in, 1616
flat fading in, 1604
forward error correction in, 1609
frequency diversity in, 1603
frequency division multiple access in, 1602
frequency nonselection (flat fading) in, 1604
frequency reuse in, 1608
frequency selective channels in, 1605
generator polynomials, in encoding, 1610
handoffs in, 1602
interference cancellation in, parallel, 1617–18 
interference cancellation in, subtractive and succes-

sive, 1617
interference in, 1604
intersymbol interference in, 1612, 1616
layered architecture in, 1602–03 
linear detectors in, 1616–17 
local area networks and, 1602
low density parity check coding in, 1610
matched filter detectors in, 1616
maximal ratio combining in, 1619
maximum a posteriori detectors in, 1616
minimum mean squared error detectors in, 1616–17 
mobile telephone switching office in, 1602
modulation in, 1610, 1611–12 
multipath delay spread in, 1604
multipath interference in, 1603, 1603
multiple access interference and, 1615
multiuser channel estimation in, 1614–15 
multiuser detection in, 1615–18 
normalized sum rate in, 1608
personal area networks and, 1602
power control in, 1606, 1619
power management in, 1604
quadrature phase shift keying and, 1610
received signal characteristics in, 1613–14 
reliability in, 1605
sectorization of cells in, 1603
Shannon or channel capacity in, 1605–08, 1606
shared multiple access in, 1603–04 
signal to noise ratio in, 1606, 1619
spatial diversity in, 1603
spreading in, 1611–12, 1612
third-generation systems in, 1602
time division multiple access and, 1602, 1609
time varying multipath in, 1603, 1603
traffic activity factors in, 1608

training symbols in, 1614–15 
transceiver architecture for, 1608–20 
trellis coded modulation and, 1610
trellis diagrams in decoding, 1618, 1618
turbo coding in, 1604, 1610
underspreading in, 1604
Viterbi algorithm in, 1619
water filling in time in, 1606
wide area networks and, 1602
wideband CDMA in, 1602, 1608
wireless LAN and, 1602

multiwavelength optical network, 1509
mutual coupling

adaptive antenna arrays and, 73–77, 74, 75, 76, 77
microstrip/microstrip patch antenna and, 1370–71,

1371, 1372, 1373
multibeam phased arrays and, 1516

mutual information rate, rate distortion theory and, 2070

Nagle algorithm, transmission control protocol, 2609
NAHJ algorithm, blind multiuser detection, 301, 302,

306
Nahuel horn antenna, waveguide, 1392, 1392
Nakagami fading, 785–786

diversity and, 733
power control and, 1983
quadrature amplitude modulation and, 2050–52 
wireless and, 2919

Nakagami m distribution, cellular communications chan-
nels, 394

naming conventions, 547–549 
narrow band digital broadcasting, 680
narrow sense BCH coding, 622
narrowband communications

in channel modeling, estimation, tracking, 409–410 
indoor propagation models and, 2015–17, 2015
microstrip/microstrip patch antenna and, 1357
powerline communications and, 1996–97 
sampling and, 2108–11, 2109
space-time coding and, 2324
speech coding/synthesis and, 2341
synchronization and, 2473–85 

narrowband interference, 1130–41, 2002
National Science Foundation, 268
Naval Undersea Warfare Center range-based modem,

25–26, 25
Navigation System with Time and Ranging, 198
Nd/YAG lasers, free space optics, 1853
near end crosstalk VDSL, 2786, 2798–2800, 2804–05 
near far effect, power control, 1982–83, 1983
near field, loop antenna, 1292, 1293, 1514
near grazing incidence, radiowave propagation, 210
nearest neighbor condition in quantization, 2129
nearest neighbor problem, 642, 2126
near far problem, 1343, 1680, 2208

adaptive receivers for spread-spectrum system and,
98

code division multiple access and, 458, 461–462 
negaperiodic complementary sequences, 898–899 
negative acknowledgment, 226, 2211
Net audio, 544
NETBLT, 2616
Netto’s constructions, in low density parity check cod-

ing, 661
network access points, IP networks, 268
network address translation, 1651
network allocation vector, wireless LAN, 1287
network coverage, 377, 378
network flow control (see flow control, network)
network identifier, 269, 548
network information theory, 1114–15 
network interface layer, TCP/IP model, 541
network layer, OSI, 15

OSI reference model, 539
packet switched networks and, 1911
shallow water acoustic networks and, 2217–18, 2218
TCP/IP model, 541

network layer security, 1153–54 
network network interface, 113, 264, 265
network reliability and fault tolerance (see also fault 

tolerance; reliability), 1631–44 

network security (see security)
network traffic management (see traffic management)
network traffic modeling (see traffic modeling)
neural networks, 1675–83 

activation function in, sigmoidal, 1676
admission control and, 1681
antipodal, 1676
applications of, in communications, 1679–81 
architectures for, 1676–77 
artificial, 1675
associative memory in, 1677
asynchronous transfer mode and, 1681
automatic speech recognition and, 2378–79 
back propagation algorithm in, 1678
bias in, 1676
channel modeling and identification using, 1679
competitive learning in, 1678
delta rule in, 1677–78 
energy function in, 1677
equalization using, 1679–80 
feedforward vs. feedback systems in, 1676–77 
generalization in, 1675, 1677–79 
hidden layers in, 1676, 1676
Hopfield, 1677
induced local fields in, 1676
learning in, 1675, 1677–79, 1677
local gradients in, 1678
multilayer perceptrons in, 1678
multiuser detection using, 1680–81 
network applications for, 1681
neuron nodes in, 1675–76, 1676
pattern classification/association in, 1677
perceptrons in, 1676, 1678
photonic analog to digital conversion and, 1966–68,

1967
processing elements in, 1676
quality of service and, 1681
radial basis functions in, 1678
recall in, 1675
recurrent, 1680
self-organizing map in, 1678
self-organization in, 1678
speech coding/synthesis and, 2378–79 
synapses in, 1675–76, 1676
training in, 1675, 1677–79, 1677
transfer function in, 1676
universal approximators using, 1679
unsupervised learning in, 1678
weighting in, synaptic weight, 1676
Window–Hoff rule in, 1677–78 

neurocomputing, 1675
neuron nodes, in neural networks, 1675–76, 1676
neurotechnology, 1681
Newton’s identities in BCH (nonbinary) and

Reed–Solomon coding, 255, 257, 623 
Newtonian physics, chaos, 421
Newtonian telescope, free space optics, 1863, 1864 
next hop label forwarding entries, 1591, 1592–94
next hop routing, 549
node cover, in optical Internet, 2468
nodes, in sequential decoding of convolutional coding,

2142
noise (see also interference; multipath; signal to noise

ratio), 2067
acoustic echo cancellation and, 4, 5
adaptive antenna arrays and, 71–72, 74, 74
adaptive equalizers and, 79
amplitude modulation and, 134
angle modulation methods and, 815–823 
atmospheric, 2405–12 
automatic speech recognition and, 2378
cable modems and, 331
chaotic systems and, 421–422 
community antenna TV and, 512, 514–517, 515,

523–524 
constrained coding techniques for data storage and,

573
digital magnetic recording channel and, 1325
free space optics and, 1857–59 
frequency division multiple access and, 826–827 
frequency synthesizers and, 836, 842–843 
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noise (see also interference; multipath; signal to noise
ratio) (continued)

high frequency communications and, 949
impulsive, 2402–2420 
magnetic recording systems and, 2257
optical communications systems and, 1484–85, 1486
optical fiber and, 1824–40, 1843–48
optical signal regeneration and, 1759, 1760
orthogonal frequency division multiplexing and,

1874–76 
packet rate adaptive mobile receivers and, 1886
parabolic and reflector antenna and, 1922, 1926–27 
partial response signals and, 1928
photodetectors and, 996–997 
powerline communications and, 2001–2002, 2002
radiowave propagation and, 2061
satellite communications and, 1224–25 
sequential decoding of convolutional coding and,

2144
sigma delta converters and, 2229, 2231–32, 2231,

2232
speech coding/synthesis and, 2353–54 
turbo trellis coded modulation and, 2738
underw/in underwater acoustic communications, 37
very high speed DSL and, 2789–90, 2790
wireless and, 2915
wireless infrared communications and, 2926–27 

noise equivalent power 
free space optics and, 1858–60, 1859
optical transceivers and, 1833
photodetectors and, 997

noise figure, in optical communications systems, 1485
noise predictive maximum likelihood, 2248, 2250,

2261–66, 2261, 2262
noise subspace, blind multiuser detection, 301
noise transfer function, sigma delta converters, 2231,

2231, 2232, 2233–47, 2234
non real time variable bit rate, 551, 1658
non return to zero

constrained coding techniques for data storage and,
570–571, 581

magnetic recording systems and, 2250, 2250
microwave and, 2567
non return to zero signals
optical signal regeneration and, 1759–1763 
partial response signals and, 1933–34, 1933
phase shift keying and, 713

non return to zero inverse (NRZI)
compact disc and, 1735
constrained coding techniques for data storage and,

570–571, 579, 580
magnetic recording systems and, 2250, 2250
magnetic storage and, 1327, 1330
optical recording and, 579, 580
partial response signals and, 1933, 1934 

non return to zero on off keying, optical transceivers,
1826–27 

non zero dispersion shifted fibers, optical fiber systems,
1845, 1848

noncoherent modulation, in underwater acoustic com-
munications, 40–41 

noncoherent processing, in acoustic modems for under-
water communications, 16

nongeosynchronous earth orbit, broadband, 2656
noniterative algorithms, equalizers, 82
nonlinear components, simulation, 2289–90 
nonlinear distortion, RF power amplifiers, compensa-

tion, 530–538, 533
nonlinear effects in optical fiber (see also optical fiber),

1683–88, 1711–12, 1845–45, 1876
cross phase modulation and, 1684, 1686–87, 1687,

1712
dispersion compensating fiber in, 1686
dispersion management in, 1686
four photon mixing in, 1687–88, 1687, 1712
refractive index in, 1686
scattering in, 1684–85, 1685, 1712
self-phase modulation and, 1684, 1686, 1686
sidebands and two-tone products in, 1687
solitons and, 1686
stimulated Brillouin scattering in, 1684, 1712

stimulated Raman scattering in, 1684–85, 1685, 1712
stimulated scattering in, 1684–85, 1685, 1712
wave division multiplexing and, 1684

nonlinear least square, wireless systems, 2690
nonlinear optical loop mirrors, optical signal regenera-

tion, 1761, 1762
nonlinear Schrodinger equation, optical communications

systems, 1488, 1489, 1491
nonlinearity, in cable modems, 327–328 
nonorthogonal spreading, in code division multiple

access, 2874–75 
nonprimitive BCH coding, 244–252 
nonprimitive elements, in BCH coding, binary, 239
nonradiative dielectric, 1243–44, 1244, 1428, 1428
nonradiative dielectric waveguide, 1390
nonreal time VBR, ATM, 206, 267
nonrepudiation, 1151, 1152, 1648
nonuniformly spaced tapped delay line equalizers (see

tapped delay line equalizers)
Nordic Telecommunications, 2586
Nordstrom–Robinson coding, 890–891 
normal response mode, in high level data link control,

546
normalized least mean square algorithm, 7, 8, 9–12 
normalized linear density, digital magnetic recording

channel, 1324
normalized phase smoothing response., minimum shift

keying, 1458
normalized squared Euclidean distance, SCCPM,

2182–84 
normalized sum rate, wireless multiuser communica-

tions systems, 1608
North American TDMA, 126
north south curve and skywaves, 2061
notarization, 1649
NSFNET, 268
NSTAR, 2112
NTSC standard

cable modems and, 326
community antenna TV and, 522
digital versatile disc and, 1738
high definition TV and, 966–979 
terrestrial digital TV and, 2546

null beamwidth antenna arrays, 143
numerical aperture, in optical fiber, 435
numerically controlled oscillator, in cable modems, 328
NxN crossbar switching, ATM, 201–203, 202
Nyquist condition, partial response signals, 1929, 1930
Nyquist criterion

digital phase modulation and, 709, 710
intersymbol interference and, 1160–61 

Nyquist filters, 414, 2460
Nyquist frequencies, in magnetic storage, 2, 1330
Nyquist function, quadrature amplitude modulation,

2049
Nyquist limit, photonic analog to digital conversion,

1960
Nyquist property, cable modems, 328, 333
Nyquist pulses, quadrature amplitude modulation, 2045,

2046
Nyquist rate, 2107

speech coding/synthesis and, 2371
waveform coding and, 2831

Nyquist theorem, 86, 2370
Nystrom’s method, in antenna modeling, 173

Oakley, 2813
object-based image and video coding, 1057, 1057
objective function, in adaptive receivers for spread-spec-

trum system, 99–100, 99
odd-even piggybacking, 233
Odyssey acoustic telemetry, 24
offered load, in traffic engineering, 486
Office of Naval Research, 25
offset

orthogonal frequency division multiplexing and, 1875
parabolic and reflector antenna and, 1921, 1921

offset QASK, 2046
offset quadrature amplitude modulation, 2549-55, 2548
offset quadrature phase shift keying, 354, 717, 1459–64,

1460, 1461, 1472

Ohm’s law, sound propagation, analogy to, 31, 31
oil exploration acoustic telemetry, 24
Okumura–Hata model, in cell planning in wireless net-

works, 376
omni sites, in wireless networks, 374
omnicells, 450
omnidirectional antenna, 197–198 
on demand multicast routing protocol, 2891, 2892
on off keying

code division multiple access, 2731–33 
optical synchronous CDMA systems and, 1809,

1813–16, 1815
optical transceivers and, 1826–28 
wireless infrared communications and, 2927, 2928

onboard processing (see also communications satellite
onboard processing), 880–881, 2113, 2114

onboard switching in satellite communications, 2113
one way functions, cryptography, 606, 609–610, 1152
open loop control, ATM, 551
open loop power control, 1986
open service architecture, IMT2000, 1100–01 
open shortest path first, 549–550, 1153, 1533–34, 1534,

2462
ATM and, 204
flow control, traffic management and, 1658
IP networks and, 269

Open Systems Interconnection (see OSI reference
model)

open waveguide, and active antenna, 51–52 
operations and maintenance function, ATM, 200–201,

206
optical add drop multiplexer, 651, 748–749, 751–756,

752, 754, 755, 1727, 1786, 2839–40, 2840, 2864,
2864, 2867–71, 2868, 2871

optical birefringence, optical communications systems,
1492

optical character recognition, Viterbi algorithm, 2818
optical clock extraction, optical signal regeneration,

1762–63, 1763
optical communications, in underwater acoustic commu-

nications, 36
optical couplers, 1697–1700, 1697–1700 
optical cross connects/switches (see also burst switching

networks), 1700–06, 1701, 1702, 1782–97, 1783
acoustooptical tunable switches in, 1785
architecture for, 1800, 1800
arrayed waveguide grating in, 1786–90, 1787, 1788
bandwidth and, 1784, 1797
bit error rate and, 1785
blocking vs. nonblocking, 1783–84, 1783
burst switching network and, 1801–07, 1802
chromatic dispersion and, 1784
circuit switched networks and, 1800
control planes in, 1798
crosstalk and, 1784–85 
dense WDM and, 1783, 1797
design constraints on, 1784
electroptical switches and, 1785
external network to network interface in, 1799
fabric technologies for, 1786–1796 
fiber delay lines and, 1804–06, 1805
fiber switch capable interfaces for, 1799
generalized MPLS in, 1799
insertion loss and, 1784
internal network to network interface in, 1799
IP networks and, 1798
IP over WDM in, 1798, 1799
label switched path in, 1798–99 
label switching in, 1798
lambda switch capable interfaces for, 1799
lightpath topologies in, 1798
liquid crystal switches and, 1790–91 
loss and, 1784
Mach–Zehnder interferometer and, 1785
microelectromechanical systems and, 1784, 1785,

1793–96, 1794, 1795
multicast capable OXCs, 2104
multiprotocol label switching and, 1798
optical add drop multiplexers and, 1786
optical electrical optical conversion using, 1782
OSI reference model and, 1798
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optical cross connects/switches (see also burst switching
networks) (continued)

packet switch capable interfaces for, 1799
packet switching and, 1798, 1800–01, 1801
passive optical cross connects and, 1786–90 
passive, 1786–90, 1786
photonic analog to digital conversion and, 1961
polarization dependent loss and, 1784
polarization mode dispersion and, 1784
quality of service and, 1798, 1804–06 
research in, 1783
reservation protocols and, 1800, 1801
routing and wavelength assignment protocol for,

1800, 2098–2105, 2099
semiconductor optical amplifier and, 1785
SONET and, 1782, 1798
static vs. dynamic WDM networks in, 1798
switching time in, 1785–86 
synchronous digital hierarchy and, 1798
thermocapillary switches and, 1792–93, 1792
thermooptic switches as, 1785
time division multiplex and, 1799
transparency of protocols in, 1797
user to network interface in, 1799
waveguide grating router in, 1786
wavelength converters and, 1799
wavelength division multiplexing and, 1797–1808,

2864, 2864, 2867–71, 2868
wavelength routing networks in, 1798, 1799–1800 

optical detectors, free space optics, 1857–59, 1858
optical distance profile, sequential decoding of convolu-

tional coding, 2160–61, 2161
optical electrical optical, 1701, 1702, 1782–97 
optical fiber systems (see also modeling and analysis of

digital optical communication systems; solitons),
434–440, 1706, 1708, 1714–22 

absorption in, 1709, 1710
access networks in, 1840, 1841
acoustic jitter in, 1767
ALOHA protocols and, 1720
amplification in, 1767
amplified spontaneous emission in, 1842, 1843,

1844–45, 1847–48 
amplifiers for, 1707, 1709–10, 1710, 1842, 1848
amplitude modulation in, 1826–30 
analog to digital conversion in (see also photonic

analog to digital converters), 1960–70, 1961
applications for, 434, 1707
asynchronous transfer mode and, 1719, 2615,

2619–20 
asynchronrous transmission and, 1808
attenuation in, 1708, 1708, 1709, 1710–11, 1714,

1843, 1844
balanced driving in, 1827
bandwidth in, 436, 1719–20, 1797
bending radius for, 438–439, 438
birefringence in, 1711
bit error rate and, 1841, 1846–47, 1971, 1971, 1972,

1973, 2614
blind equalizers and, 287, 296
Bragg gratings and, 1709
Brillouin scattering and, 1491, 1684, 1712
buffers in, 2614
bus topologies and, 1716, 1716
carrier sense multiple access and, 1808
carrier suppressed return to zero in, 1828–29, 1829
chalcogenide (crystal) glass used in, 434
characterization of, 434–440 
chirped return to zero in, 1830
chromatic dispersion and, 1842, 1844, 1845, 1849,

2869
chromatic dispersion in, 436, 1507
circuit switched, 2614–15 
circulators in, 1709
cladding in, 434, 435, 1708, 1708, 1714, 1715
coatings for, 434
coherent detectors in, 1848
community antenna TV and, hybrid systems in, 512,

518–522, 518
connectors for, 1707
control planes in, 1798

core in fibers, 434, 435, 1708, 1708, 1714, 1715
core networks in, 1840, 1841
correlation in, digital, 702–709, 703, 705, 708
couplers for, 1707, 1715, 1715
cross phase modulation and, 1684, 1686–87, 1687,

1712, 1844, 1846
crosstalk and, 1759, 1843
cutback method testing of, 436
dark current noise in, 1843
data rates in, 1714
defects and cracks in, intrinsic vs. extrinsic, 437–438 
degeneracy factor in, 1846
dense WDM and, 748–757, 749, 1709, 1720–21,

1797
development of, 1484
differential group delay in, 1970–71, 1971
differential phase shift keying in, 1830–31, 1831
differential quadrature phase shift keying in,

1831–1832, 1832
dispersion compensating devices for, 1848
dispersion compensating fiber in, 1686, 1712, 1768,

1846
dispersion in, 436, 1709, 1711, 1686, 1764, 1765
dispersion shifted fiber in, 1711, 1714, 1845, 1848
diversity and, 735
doping in, 1484
dual queue dual bus and, 1715
duobinary and modified duobinary signals and,

1829–30, 1829
dynamic range in, 1718
edge networks in, 1840, 1841
effective length in, 1489
electric fields of, 1488
electro absorption modulated lasers in, 1826
electro absorption modulators in, 1826
erbium doped fiber amplifier in, 1484, 1709, 1721,

1842, 2273, 2839, 2869
Ethernet and, 1507, 1510–11, 1717, 1719
evolution of, 1798, 1798
fatigue testing in, 438–439 
fault tolerance and, 1636
fiber distributed data interface and, 1715, 1718–19,

1808
fiber stress history and, 439
fiber to the building and, 1797
fiber to the curb and, 1797
fiber to the home and, 1797, 1808
Fibre Channel and, 1719
forward error correction in, 1848
four photon mixing in, 1687–88, 1687, 1712
four wave mixing in, 1843, 1846
free space optics in (see free space optics)
frequency division multiplexing and, 1709
gain in, 1842–43 
geometric characterization of, 434–435 
Gigabit Ethernet and, 1507, 1509, 1721
Gordon–Haus effect in, 1490, 1767, 1769
group velocity dispersion in, 1764, 1765, 1769
history and development of, 1706–07 
index of refraction in, 1488
infrared, 434
inline optical amplifiers in, 1710
insertion loss in, 1843
installation of, 1707–08 
interference in, 1484
Internet and, 2461–72 
IP over WDM in, 1798, 1799
jitter in, 1767, 1769
Jones vectors and Jones matrix in, 1492
Kerr effect and, 1765
laser intensity noise in, 1843
laser phase noise in, 1843
laser sources for, 1708, 1714, 1842
light emitting diode sources for, 1708, 1714
light sources for, 1708, 1714, 1775–82 
lightpath topologies in, 1798
lightwave systems using, 1707
local area networks and, 1714–22, 1808, 1840
losses in, 1710–11, 1767, 2614
Mach–Zehnder interferometers in, 1709, 1826–27 
macrobending attenuation in, 439

manufacturing process for, 1708
measurement methodologies for, 1713
mechanical characterization of, 436–440 
medium access control and, 1716
metropolitan area networks and, 1714, 1808, 1840
microbending sensitivity in, 439
modal dispersion in, 1507
modal noise in, 1843
modeling and analysis of digital communications sys-

tems using, 1484–94 
modulation and, 1708, 1825–32, 1848
multimode fiber in, 434, 1507, 1707, 1842
multiple access interference in, 1809
multiprotocol label switching and, 2615
network design considerations for, 1717–18 
noise and, 1759, 1824–40, 1843–45, 1847–48 
non return to zero on off keying in, 1826–27 
non zero dispersion shifted fibers in, 1845, 1848
nonlinear effects in, 1683–88, 1711–12, 1845–46 
nonlinear Schrodinger equation in, 1488, 1489, 1491
numerical aperture of, 435
on off keying in, 1826–28 
optical birefringence in, 1492
optical bypass in, 1715, 1716
optical cross connects/switches and, 1797–1808 
optical multiplexing and demultiplexing and,

1748–59, 1748
optical synchronous CDMA systems and, 1808–24 
optical time division multiplexing and, 1828
optical time domain reflectometry testing of,

435–436 
optically controlled millimeter wave antenna and,

1431, 1431
OSI reference model and, 1798
packet switching networks and, 1798
passive optical networks and, 1510–12, 1511, 1512,

1717
pathlength in, 1849
phase modulation in, 1830–32 
phase shaped binary transmission in, 1829
photocurrent in, 1709
photodetectors for, 993–1006, 1709
photodiodes in, 1842
photonic analog to digital converters in (see also pho-

tonic analog to digital converters), 1960
photonic systems using, 1707
pin receiver in, 1832–33, 1832
plastic used in, 434
polarization and, 1491–93, 1711, 1759, 1768
polarization dependent loss in, 1843
polarization maintaining fiber and, 1972
polarization mode dispersion in, 436, 436, 1843,

1845, 1970–75, 1970
power law crack growth method in, 439
power management in, 1847, 1849
power/booster amplifiers for, 1710
preamplifiers for, 1710
principal states of polarization in, 1970–71, 1971
proof test machine for, 437, 437
propagation in, 1765
protocols and, 1718–19 
pseudo multilevel or polybinary signals in, 1825
pulse carver in, 1828
pump waves in, 1712
push pull operation in, 1827
Q factor in, 1846–47 
quantum efficiency in, 1842
Raman fiber amplifiers for, 1709, 1842
Raman scattering in, 1491, 1684–85, 1685, 1712
receivers for, 1709, 1824–40 
refractive index in, 1686, 1715, 1765
regenerators for, 1707
reliability and, 439, 1636, 1636
return to zero on off keying in, 1827–28, 1827
ring topologies and, 1716, 1716
scattering in, 1491, 1709, 1710, 1766, 1843, 1844,

1846
security in, 2614
self-healing ring topologies and, 1716, 1716
self-phase modulation and, 1489, 1489, 1684, 1686,

1686, 1765, 1844, 1846, 1974
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optical fiber systems (see also modeling and analysis of
digital optical communication systems; solitons)
(continued) 

semiconductor optical amplifiers and, 1826, 1842
shot noise in, 1843
sidebands and two-tone products in, 1687
signal processing in, 1808
signal quality monitoring and, 2269
signal regeneration in, 1759–64 
signal to noise ratio and, 1709, 1841, 1846–48 
silica glass used in, 434
single mode fiber in, 1507, 1707, 1842, 1845, 1848
solitons and, 1686, 1714, 1764–73, 1848
SONET and, 1798
spectral attenuation in, 435
spectral efficiency in, 1848–49 
splices in, 440, 1707
star topologies and, 1716–17, 1717
static vs. dynamic WDM networks in, 1798
stimulated Brillouin scattering in, 1684, 1712, 1844,

1846
stimulated Raman scattering in, 1685–85, 1685,

1712, 1843, 1846
stimulated scattering in, 1684–85, 1685, 1712
Stokes photons in, 1712
storage area networks and, 1714
strength of, 438
switches for, 1782–97, 1783, 1782
synchronous digital hierarchy and, 1798, 2615
synchronous transmission and, 1808
system engineering for (see also optical transport sys-

tem engineering), 1840–49, 1841
test and measurement of, 2572–79 
test procedures for, 434
thermal noise in, 1843
third order dispersion and, 1766–67 
time division multiple access and, 1808
topologies using, 1715–17 
transmission characterization of, 435–436 
transmission control protocol in, 2618–19 
transmission using, 1488–91, 1489, 1491
transmitters for (see also optical transceivers), 1707,

1824–40
transport protocols for, 2513–22 
very high speed DSL and, 2782–84 
virtual LAN and, 1721–22 
water’s degrading effect on, 437
wave division multiplexing and, 1684
wavelength division multiplexing and, 1709, 1714,

1719–21, 1720, 1759, 1768, 1769, 1808, 1824,
1841, 1841, 2087–2100, 2098, 2614, 2615,
2838–46, 2839

wavelength of, 434, 1714
wavelength routing networks in, 1798, 1799–1800 
Weibull fracture probability distribution in, 438
wide area networks and, 1714, 1840
window regions, 1708

optical filters, 1722–33 
acoustoopic, 1729–30, 1729
acoustooptic filters in, 1756
arrayed waveguide grating router, 1723, 1724, 1731,

1731
bandwidth and, 1732
Bragg gratings and, 1723, 1723, 1727–28, 1727, 1728
bulk diffraction gratings as, 1723, 1723, 1725–26,

1726
center wavelength in, 1731
characteristics of, 1731–32 
control mechanisms for, 1724
counterpropagating gratings (see also Bragg grat-

ings), 1723, 1723
coupled mode theory and, 1728–29, 1729
dielectric thin film stack interference filters, 1723,

1723, 1726–27, 1726, 1749
diffraction gratings, 1723, 1723, 1725–26, 1726
evaluation of, 1732
Fabry–Perot interferometer as, 1723, 1723, 1724–25,

1724, 1725, 1756–57, 1757
figure of merit in, 1731–32 
finesse in, 1724
free spectral range in, 1724

insertion loss and, 1732
interference and, 1723
interference filters in, 1756–57 
Mach–Zehnder interferometer and, 1723–24, 1723,

1730, 1730, 1757–58, 1757
mode converting (long period) gratings as, 1723,

1723, 1727–28, 1727, 1728
multicavity, 1725
multipass, 1725
optical multiplexing and demultiplexing and,

1756–58 
overcoupling in, 1729
polarization and, 1732
scalability and, 1732
selective vs. corrective, 1723
tunable, 1724
Vernier principle in, 1725
waveguide grating filters as, 1723, 1723, 1727–28,

1727, 1728
wavelength division multiplexing and, 1723, 1731–32 

optical folding flash AD converter, 1963–64, 1963
optical interfereometers, active antenna, 53
optical Internet, survivable, 2461–72 

preconfigured cycle in, 2468–69 
protection cycles in, 2469
ring cover/node cover in, 2468
routing in, 2469
self-healing rings and, 2464–68 
shared protection in, 2465–66 
shared risk link group and, 2463–64 
short leap shared protection in, 2466–68 
SONET and, 2464–68 
spare capacity allocation in, 2468–70 
static SLSP in, 2469–70 

optical isolators, lasers, 1781
optical line termination, Ethernet, 1511, 1512
optical memories (see also compact disc; digital versa-

tile disk), 1733–41, 1734
blue violet lasers in, 1739
CD-R media in, 1736–37, 1736
CDROM and, 1733–35, 1735, 1736
CD-RW media, 1737
channels in, 1733
compact disc, 1735–36, 1736
digital versatile disc, 1737–38, 1737
disc based, serial type, 1733–35 
DVD-ROM media in, 1738
fluorescent discs in, 1739
holographic, 1740, 1740
jukeboxes, 1733
Kerr effect in, 1739
lasers in, 1739
magnetooptic disks in, 1738–40
magnetooptic magnetic field modulation in, 1739
mastering of discs in, 1734
read process in, 1733
receivers for, 1733
recordable DVD-R media, 1738
solid immersion lens technologies in, 1739
standards for, 1736, 1737
storage area networks and, 1733
transmitters for, 1733
vertical cavity surface emitting lasers in, 1739
write once read many, 1737
write process in, 1733

optical modulators, 1741–48 
asymmetric coplanar stripline in, 1744
asymmetric stripline in, 1744
automatic bias control in, 1746
bandwidth and, 1744
basic structure and characteristics of, 1742–44 
beam propagation method and, 1745
Bessel functions in, 1742
chirp in, 1743–44 
coplanar electrode structure in, 1744
DC drift in, 1746–47, 1746
driving point in, 1746
driving voltage in, 1743
driving voltage reduction in, 1745–1746 
electrode structures in, 1744–47, 1744
electrooptic (Pockels) effect in, 1742

extinction ratio in, 1743
feedback control in, 1746
insertion loss in, 1743
lasers and, 1741
Mach–Zehnder interferometer in, 1742–44, 1743
modulation in, 1742, 1744
polarization in, 1742
propagation beam method and, 1745
refractive index and, 1745, 1745
reliability in, 1746
thermal drift and, 1747
time division multiplexing and, 1741
wavelength division multiplexing and, 1741
Y branch waveguide in, 1742

optical multiplexing and demultiplexing (see also dif-
fraction gratings), 1748–59, 1748

acoustooptic filters in, 1756
acoustooptical gratings in, 1755–56, 1756
arrayed waveguide grating in, 1752–54, 1753
Bragg gratings and, 1749
bus architecture in, 1758
coupling loss and, 1751–52, 1753
crosstalk and, 1752
diffraction gratings in, 1749–56, 1758
diffraction in, 1749
erbium doped fiber amplifiers and, 1748
example and assessment of, 1758
Fabry–Perot interferometers in, 1749
free space gratings in, 1754–55 
functionality in, 1749
interference in, 1749
Mach–Zehnder inteferometers in, 1749
Michelson interferometers in, 1749
microelectromechanical switches in, 1758
optical fiber systems and, 1748–59, 1748
optical filters in, 1756–58 
optical time division multiplexing and, 1748
photonic analog to digital conversion and, 1964–65 
Sagnac interferometers in, 1749
thin film stack interference filters, 1749
wavelength division multiplexing and, 1748
wavelength routing in, 1749

optical network unit, 1511, 1512, 2780–81 
optical networks, medium access control protocols,

1551–62 
optical orthogonal coding, 1809, 2730–31 
optical packet switching networks, 1798
optical parametric oscillator, 1853
optical receivers (see also optical transceivers), 1824–40 
optical recording, 1319

combicoding in, 581
DC control in, 579–581, 580
frequency domain constraints in, 579
non return to zero in, 581
non return to zero inverse in, 579, 580
power spectral density function in, 579
run length limited in, 579–581 
running digital sum in, 579
spectral null constraints in, 579, 580
substitution coding in, 581
time domain constraints in, 579

optical signal regeneration, 1759–64 
all optical, 1759
before and after, 1760
counterdirectional scheme for, 1761
crosstalk and, 1759
decision characteristics in, 1760
delayed interference devices in, 1763, 1763
differential delay in, 1761, 1761
distributed feedback lasers in, 1762
electroabsorption modulators in, 1761–62 
extinction ratio improvement in, 1760
figures of merit in, 1759–60 
Mach–Zehnder interferometer in, 1760–61, 1760
Michelson interferometer in, 1760–61, 1760
mode locked lasers in, 1762
multichannel, 1763–64, 1763, 1764
multimode interference coupler in, 1761
noise in, 1759
noise reduction in, 1760
non return to zero signals and, 1759–1763 

3044 INDEX



optical signal regeneration (continued)
nonlinear optical loop mirrors in, 1761, 1762
optical clock extraction in, 1762–63, 1763
optical waveguide and, 1760
optoelectric, 1759
phased arrays in, 1763
photonic integrated circuits in, 1759
polarization control in, 1759
Q-switched lasers and, 1762, 1762
reamplification in, 1759
reshaping in, 1759
return to zero signals and, 1759–1763 
semiconductor optical amplifier based, 1760–63, 1760
3R regeneration in, 1762–63, 1763
timing jitter in, 1759
tunable bandpass filters in, 1764
2R regeneration in, 1760–62, 1760
wavelength conversion in, 1760
wavelength dependent couplers in, 1761
wavelength division multiplexing and, 1759

optical sources (see also lasers; light emitting diodes)
history and development of, 1775
lasers as, 1776–81 
light emitting diodes as, 1775–76 
solitons and, 1770
wavelength division multiplexing and, 1775

optical storage (see also optical memories), secure ultra-
fast data communication/processing in (see also
holographic memory), 2132–40, 2133

optical switching techniques in WDM optical networks,
1797–1808 

optical synchronous CDMA systems, 1808–24 
coding acquisition in, 1813
coding tracking in, 1813
encoding in, 1809
frequency encodingd CDMA in, 1816–17, 1817, 1818
frequency encodingd systems in, 1816–17, 1817, 1818
Gaulois fields in, 1810
intensity modulation/direct detection in, 1809, 1814
interference cancellation in, 1817–23, 1819–23 
liquid crystal modulators in, 1817
modified prime coding in, 1812 
modulation in, 1809, 1813
multiple access interference in, 1809, 1810
on off keying and, 1809, 1813–16, 1815
optical orthogonal coding in, 1809
prime coding in, 1810 
pseudoorthogonal coding for, 1809–10 
pulse position modulation in, 1809, 1813, 1815–16,

1816
quasiprime coding in, 1811
receivers for, 1815, 1815
sequences for, 1809
tapped delay lines in, 1815, 1815, 1816
time encodingd systems in, 1813–16 
transmitter for, 1815–16, 1816
two/2n prime coding in, 1811–12 

optical time division multiplexing, 1748, 1828
optical time domain reflectometry, 435
optical transceivers, 1824–40 

amplitude modulation in, 1825, 1826–30 
avalanche photodetection in, 1834
bandwidth optimization in, 1836–37 
beat noise in, 1836
carrier suppressed return to zero in, 1825, 1828
coherent detection in, 1834–35, 1834
differential phase shift keying in, 1825, 1830–31,

1831
differential quadrature phase shift keying in,

1831–1832, 1832
electro absorption modulated lasers in, 1826
electro absorption modulators in, 1826
electronics noise in, 1833
equivalent noise current density in, 1833
erbium doped fiber amplifiers and, 1835
frequency modulation in, 1825
heterodyne receivers in, 1835
homodyne receivers in, 1835
Mach–Zehnder interferometers in, 1826–27 
noise equivalent power and, 1833
non return to zero on off keying in, 1826–27 

on off keying in, 1826–28 
optical time division multiplexing and, 1828
optically preamplified detection in, 1834, 1835–36,

1835
phase amplitude shift signaling in, 1829
phase modulation in, 1830–32 
photonic integrated receivers in, 1838
pin receiver in, 1832–33, 1832
polarization in, 1825
polarization mode dispersion and, 1825
Q factor in, 1825, 1832
quadrature amplitude modulation in, 1825
quantum limit in, 1833, 1837
return to zero DPSK in, 1825
return to zero on off keying in, 1827–28, 1827
semiconductor optical amplifiers and, 1826
shot noise limit in, 1835
sidebands in, 1826
signal to noise ratio in, 1825, 1837
transimpedance in, 1833

optical transmitters (see also optical transceivers),
1824–40 

optical transmitters, receivers and noise (see optical
transceivers)

optical transport system engineering
access optical networks and, 1840, 1841
amplified spontaneous emission in, 1842, 1843,

1844–45, 1847–48 
amplifiers in, 1848
attenuation in, 1843, 1844
bit error rate in, 1841, 1846–47 
chromatic dispersion and, 1842, 1844, 1845, 1849
coherent detectors in, 1848
core optical networks in, 1840, 1841
cross phase modulation in, 1844, 1846
crosstalk in, 1843
dark current noise in, 1843
degeneracy factor in, 1846
dispersion compensating devices for, 1848
dispersion compensating fiber in, 1846
dispersion shifted fiber in, 1845, 1848
edge optical network in, 1840, 1841
enabling technologies and tradeoffs in, 1848
erbium doped fiber amplifiers in, 1842
extinction ratio in, 1842
fiber type selection in, 1848
forward error correction in, 1848
four wave mixing in, 1843, 1846
gain in, 1842–43 
impairment parameters in, 1843–44 
insertion loss in, 1843
laser chirp in, 1844
laser intensity noise in, 1843
laser phase noise in, 1843
lasers in, 1842
limitations and penalties, assessment of, 1844–46 
local area networks and, 1840
metropolitan area networks and, 1840
modal noise in, 1843
modulation and, 1848
multimode fiber in, 1842
noise accumulation in, 1847–48 
noise and, 1844–45, 1847–48 
noise parameters in, 1843
non zero dispersion shifted fibers in, 1845, 1848
nonlinear effects in, 1845–46 
optical amplifiers for, 1842
output power in, 1842
pathlength in, 1849
photodiodes in, 1842
polarization dependent loss in, 1843
polarization mode dispersion in, 1843, 1845
power penalty handling in, 1847, 1849
Q factor in, 1846–47 
quantum efficiency in, 1842
Raman amplifiers in, 1842
responsivity of photodiodes in, 1843
self-phase modulation in, 1844, 1846
semiconductor optical amplifiers in, 1842
shot noise in, 1843
signal parameters for, 1842–43 

signal paths in, 1842
signal to noise ratio in, 1841, 1846–48 
single mode fiber in, 1842, 1845, 1848
solitons and, 1848
spectral efficiency in, 1848–49 
stimulated Brillouin scattering in, 1844, 1846
stimulated Raman scattering in, 1843, 1846
thermal noise in, 1843
transmission parameters in, 1840–44 
wavelength division multiplexing and, 1841, 1841
wide area networks and, 1840

optical waveguide, optical signal regeneration, 1760
optical wireless laser communications (see free space

optics)
optically controlled millimeter wave antenna, 1431,

1431
optically preamplified detection, optical transceivers,

1834, 1835–36, 1835
optimal detectors, in adaptive receivers for spread-

spectrum system, 98–99 
optimal digital filters, 699
optimal path determination, 549
optimal receivers, for adaptive receivers for spread-

spectrum system, 102–103 
optimal selection diversity, 731
optimal zero memory nonlinear devices, 2414
optimization, 372

antenna arrays and, 160–164 
cell planning in wireless networks and, 382–383 
quantization and, 2130
underw/in underwater acoustic communications, 45

optimized link state routing, 2889
optocouplers, in lasers, 1781
optoelectric signal regeneration, 1759
optoelectronic regenerators, 2863
Orange Book, 1737
Orbcomm satellite communications, 1251
orbit of satellite, 877, 1248–49, 1248, 2113
organizationally unique identifiers, 1282
orthogonal coding, Golay complementary sequences,

896–898 
orthogonal frequency division multiple access, 321, 322,

1878
orthogonal frequency division multiplexing, 1873,

1867–79, 1867
adaptive loading in, 1878, 1878
additive white Gaussian noise in, 1874
adjacent channel interference in, 1876
applications for, 531–532, 1878
autocorrelation and, 1945
baseband and passband representations in, 1872
baseband PAR in, 1945
basic technique for, 1868–71 
binary phase shift keying in, 1945, 1948
bit interleaved coded modulation and, 278
broadband wireless access and, 320, 321, 322
channel estimation and correction in, 1877–78 
channel time variations in, 1875
clipping and, 1946–47 
coding divison multiple access and, 1878
coding for, 1873, 1876
coding rate in, 1947, 1947
coherent detection in, 1877–78 
complementary cumulative distribution functioin in,

1945–46, 1946
copper media and, 1867
cumulative density function in, 1946
cyclic extension in, 1872, 1872
data frames in, 1945
detection techniques in, 1877
differential detection in, 1877
digital audio/video broadcasting and, 678–679, 1867,

1878
digital to analog conversion in, 1871
discrete Fourier transform and, 1944
discrete multitone and, 736, 1878
discrete multitone transmission in, 1944
dispersion in, channel time, 1874
envelope of, 1869–70 
envelope power function in, 1948
equalizers and, 93

INDEX 3045



orthogonal frequency division multiplexing (continued)
expectation maximization algorithm and, 773
factors of merit in, 1951
fast Fourier transform in, 1871
filters in, 1871–72 
Fourier transforms for, 1869–70 
frequency division multiple access and, 828
frequency domain equalization in, 1877
frequency offset in, 1875
frequency response in, 1874
frequency spectrum for, 1868–71 
gain in, 1875
Golay complementary sequences and, 893
guard interval in, 1872
history and development of, 1867
impairments to channel and system in, 1874–76 
interference and, 1874, 1876
intersymbol interference and, 1867
inverse discrete Fourier transform in, 1871–72 
Kineplex and Kathryn systems for, 1867
mobile radio communications and, 1867
multicarrier CDMA and, 1521, 1523, 1524, 1525–28,

1526
multicarrier transmission in, 1867–68, 1868
multiple input/multiple output systems and, 1456, 1878
noise and, 1874–76 
passband PAR in, 1945
peak to average power ratio in, 1876
peak to average power ratio in, 1944–53 
peak to mean envelope power ratio in, 1945
phase noise in, 1875
phase shift keying and, 1945
pilot patterns for, 1877, 1877
power spectral density of, 1869–70, 1870, 1873, 1873
powerline communications and, 1995, 2001, 2003
predistortion/compensation in RF power amplifiers

and, 530–532, 535
primary spectrum in, 1871
quadrature amplitude modulation and, 1868
quadrature phase shift keying and, 1869, 1945, 1947
RAKE receivers and, 1878
receivers for, 1867–71 
sample design using, 1873–74, 1873
scrambling in, 1876
signal constellations in, 1945
signal distortion in, 1876
signal to interference plus noise ratio in, 1874
signal to noise ratio in, 1873
software radio and, 2314
space-time coding and, 2328–29, 2329
subcarriers/subchannels, 1867
synchronization and, 2481–85, 2481, 2482
terrestrial digital TV and, 2549
timing errors in, 1875–76 
transmitter nonlinearities in, 1876
transmitters for, 1867–71, 1869
in underwater acoustic communications, 41
unequal error protection coding and, 2766–67 
windowing in, 1872–73, 1873
wireless communications, wireless LAN and,

1288–89, 1867, 2916, 2941–45, 2944, 2945, 2946
wireless transceivers, multi-antenna and, 1582

orthogonal method, in antenna arrays, Fourier trans-
forms, 157–158, 158

orthogonal multistage filters, packet rate adaptive mobile
receivers, 1892, 1892, 1893

orthogonal perturbation, in antenna arrays, 159, 159,
160

orthogonal signaling, minimum shift keying, 1457
orthogonal spreading in code division multiple access,

2874–75 
orthogonal time division, cdma2000, 361, 367
orthogonal variable spreading factors, 387
orthogonality of signals, in code division multiple

access, 458
orthogonality restoring detector, multicarrier CDMA,

1527
orthosynthesis antenna arrays, 158–159, 159
oscillators, 1478

active antenna and, 51, 51, 52, 58–60, 58, 59, 60, 63,
65, 66, 66

cable modems and, 328
frequency synthesizers and, 837–843, 838–843 
surface acoustic wave filters and, 2454–55, 2454
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penetration, in indoor propagation models, 2013, 2018
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definitions in, for calculation, 1954–55 
error detection and correction in, 1955–56 
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IrDA and, 2682
standards for, 2683
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personal handyphone system, 2953
personal video recorder, 1319
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non return to zero in, 713
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and, 530
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signal waveform in, 710–711 
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spread spectrum and, 2397
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phonemes, in speech coding/synthesis, 2360–63, 2370,
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performance and limitations of, 997–1000 
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photovoltaics and, 1000, 1000
PIN detectors and, 1001
quantum efficiency in, 995, 995
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transit time limit in, 998–999, 998
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photovoltaics, 1000, 1000
PHS, 370
physical coding sublayer, Ethernet, 1507–08 
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OSI reference model, 539
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physical medium attachment sublayer, Ethernet, 1508
physical medium dependent sublayer, Ethernet, 1508
physical security, 1645
picocells, cochannel interference, 449, 450
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plug and play, 2194, 2310
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point to multipoint communications, 95
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point to point tunneling protocol, 1651, 2808
pointers, 638–639, 2498, 2503–08, 2506–2508 
Poisson arrival process, in traffic engineering, 488–491,
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millimeter wave propagation and, 1439–40 
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optical modulators and, 1742
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solitons and, 1768
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polarization beam splitter, 707, 2272
polarization dependent loss, 1493, 1784, 1843
polarization dispersion, 1711
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differential group delay in, 1970–71, 1971
electrical method for, 1973–74, 1973
feedforward equalizers vs., 1973–74, 1973
forward error correction vs., 1971–72 
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intersymbol interference and, 1970
least mean square algorithm in, 1974
maximum likelihood sequence estimation and, 1974

optical communications systems and, 1492–93 
optical compensation for, 1972, 1972, 1974
optical cross connects/switches and, 1784
optical fiber and, 436, 436, 1711, 1843, 1845
optical transceivers and, 1825
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principal states of polarization in, 1970–71, 1971
self-phase modulation and, 1974
solitons and, 1768, 1770

polarization multiplexing solitons, 1771
policing, traffic, 1659–60 
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policy decision point, 115–116, 1656
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1654–55 
polling, media access control, 1345–46 
polyphase sequences, 1975–82 

autocorrelation in, 1975
binary phase shift keying and, 1976
channelization sequences in, 1975
code division multiple access and, 1975, 1976
crosscorrelation in, 1975
direct sequence CDMA and, 1975–82 
EOE sequences in, 1980
even autocorrelation in, 1976, 1977
four phase sequences in, 1977–78 
Frank sequence in, 1976
Frank–Zadoff–Chu sequence in, 1978
frequency division multiple access and, 1976
generalized Barker sequences in, 1980–1981 
generalized chirplike sequence in, 1978
Gold sequences in, 1976
Golomb sequence in, 1977
Hadamard matrices and, 1976
intercell interference and, 1975
Luke sequence in, 1979
M ary phase shift keying and, 1976
maximum magnitude of OCC in, 1979, 1980
multipath interference and, 1975
multiple access interference and, 1976
odd autocorrelation in, 1976, 1977
optimimum or near-optimum EC in, 1977–79 
P1, P2, P3, Px sequences in, 1977
Park–Park–Song–Suehiro sequence in, 1979
perfect EAC in, 1976–77, 1978, 1979
q-phase m sequences in, 1979–80 
scrambling sequences in, 1975, 1976
signal to noise ratio, 1975
signature sequences in, 1975
Song–Park sequence in, 1979
spread spectrum and, 1975
spreading sequences and, 1975
time division multiple access and, 1975–76 
Walsh sequences and, 1976

population inversion lasers, 1776, 1776
populations, in quantization, 2130
port numbers, 541
post processing, 1030–31, 1047–48, 2263–65, 2264
postamble, 545
postdetection integrator, 445
postfiltering, in speech coding/synthesis, adaptive, 2346
postprocessor, photonic analog to digital conversion,

1965–66 
POTS splitters, for modems, 1500
power waveguide, 1396–97 
power amplifiers, 530–538, 533
power comparison estimation, in acoustic echo cancella-

tion, 10–11 
power control

additive white Gaussian noise, 1983
admission control and, 121–122 
attenuation and, 1982–83 
bit energy to interference power spectral density ratio

in, 1983
bit error probablity in, 1983
cochannel interference and, 1982
convergence using standard interference function in,

1985
digital phase modulation and, 709
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power control (continued)
distributed constrained, 1985
distributed scheme for, 1984–86 
Doppler effect and, 1983
example of, two-user, 1985–86, 1986
fading and, 1983
feedback information accuracy in, 1986
frames, frame erasure rate in, 1983, 1984
frequency reuse and, 1982
future of, 1987–88 
global system for mobile and, 913
interference function in, 1985
iterative algorithm in, distributed systems, 1985
loop delay and, 1986
multipath fading and, 1983
multirate services and, 1987
multiuser detection and, 1987–88 
Nakagami fading and, 1983
near far effect and, 1982–83, 1983
open-, closed-, and outer-loop systems for, 1986–87 
path loss and, 1983
practical issues on, 1986–87 
quality of service, 1982, 1983–84 
radio resource management and, 1987, 2092
Rayleigh fading and, 1983
real time vs. non real time services and, 1987
Rice fading and, 1983
shadowing and, 1983
signal to interference ratio in, 1983, 1984, 1986
transmitter power control in, 1982–88 
trellis coding and, 2636–37 
update rate and, 1986
uplink vs. downlink, 1983
wideband CDMA and, 1986
wireless infrared communications and, 2927
wireless multiuser communications systems and,

1606, 1619
power delay profiles, in indoor propagation models, 2017
power density, antenna, 185, 186
power flux density, local multipoint distribution services,

1268
power gain, antenna arrays, 143
power law crack growth method, optical fiber, 439
power law modulation, 138, 138
power management

Bluetooth and, 313–314 
cdma2000 and, 366, 367
code division multiple access and, 461–462 
continuous phase modulation and, 587, 588, 589
minimum shift keying and, 1457
optical fiber systems and, 1847, 1849
shallow water acoustic networks and, 2208, 2209
wireless communications, wireless LAN and, awake,

doze states, 1287
wireless multiuser communications systems and, 1604
wireless packet data and, 2985–86 

power spectra of digitally modulated signals, 1988–95 
amplitude shift keying in, 1988, 1989–91, 1991
autocorrelation and, 1990
continuous phase frequency shift keying and, 1989,

1991
continuous phase modulation in, 1989, 1991–94,

1992, 1994
cyclostationary or periodically stationary process in

the wide sense in, 1989–90 
linear modulation in, 1988
linearly modulation in, 1989–91, 1991
nonlinear modulation in, 1988
phase shift keying and, 1989–91, 1991
pulse amplitude modulation and, 1988–91, 1991
quadrature amplitude modulation and, 1989
raised cosine pulse in, 1991–92 
spectral shaping in, 1990–91 

power spectral density
acoustic echo cancellation and, 6
digital phase modulation and, 711–712 
free space optics and, 1862
minimum shift keying and, 1463–64, 1464, 1474
orthogonal frequency division multiplexing and,

1869–70, 1870, 1873, 1873
power control and, 1983

powerline communications and, 2001
pulse amplitude modulation and, 2023–24, 2024,

2025
pulse position modulation and, 2035–36 
quadrature amplitude modulation and, 2045
random number generation and, 2292–93 
serially concatenated coding for CPM and, 2187–88 
simulation and, 2287, 2291, 2292–93 
space-time coding and, 2325

power spectral density function, optical recording, 579
power spectrum, digital filters, 691–692 
power splitters, routing and wavelength assignment in

WDM, 2104
power sum symmetric functions, cyclic coding, 623
power supplies, active antenna, 53, 65–66 
power/booster amplifiers, optical fiber, 1710
powerline communications, 1995–2006 

access network for, 1997–99, 1997
applications for, 1996–97 
attenuation in, 2000, 2001
automatic request repeat and, 2002, 2004
base station for, 1999
bit error rate in, 2004
broadband, 1997
carrier frequency systems and, 1996
CENELEC and, 1995, 1996, 1997, 2002
channel model for, 2000–2001 
community antenna TV vs., 1998
connection admission control in, 2004
coupling in, 1998–99 
data rates for, 1995
digital subscriber line and, 1995
direct sequence CDMA and, 2003
echo model in, 2000–2001, 2001
electromagnetic compatibility and, 1995–96, 2001
elements of, 1998–99 
error detection and correction in, 2002, 2004
fdma and, 2003
forward error correction and, 2002, 2004
frequency allocation in, chimney approach to, 2001
frequency range in, 2000
frequency shift keying in, 1995
gateways in, 1999
grid of electrical service for, 1996, 1996
impedance in, 2000
in home networks using, 1998
inductance in, 2000
interfaces for, 1998–99 
last mile alternative using, 1997–98 
LLC sublayer and, 2002
local area networks and, 1998
losses in, 2000
MAC sublayer and, 2002, 2003–04 
medium access control in, 1995, 2003–04 
modulation in, 1995, 2003
narrowband, 1996–97 
network structure for, 1998
noise in, 2001–2002, 2002
orthogonal frequency division multiplexing and,

1995, 2001, 2003
performance problems in, 2002–03 
power spectral density in, 2001
protocols for, 1998
quality of service, 2003, 2004
radiation limits in, 2001, 2002
repeaters in, 1999, 1999
reservation protocols and, 2003–04, 2004
resistance in, 2000
ripple carrier signals in, 1996
services offered in, 2002
signal to noise ratio, 2004
standards for, 1996–97, 2002
time division multiple access and, 2003
telephone system vs., 1998
topologies for, 1999–2000, 1999
transmission channel characteristics in, 2000
voltages in, 1995, 1996, 1997
wide area networks and, 1997–98 

Powernet EIB, 1996
Poynting vector, 53–57, 61, 165
preamble, 545

preamplifier noise, 1325
preamplifiers, optical fiber, 1710
precoded minimum shift keying, 1462–63, 1462
precoding, partial response signals, 1931–32 
preconfigured cycle, optical Internet, 2468–69 
predictability, chaos, 421
prediction error in adaptive receivers for spread-spec-

trum system, 101
prediction error or residual, in vector quantization, 2127
prediction techniques in vector quantization, 2127
predictive coding

image and video coding and, 1033–34, 1034,
1037–38, 1037

linear, 1261–68 
speech synthesis/coding and, 1300

predictive error filters, image compression, 1063
predictive mapping, image and video coding, 1030
predictive vector quantization, 2127
predistorters, RF power amplifers, compensating for

nonlinear distortion, 530–538, 533
preemphasis filtering, 821–823 
prefix conditions, compression, 633
preimage resistance, cryptography, 612
preprocessing, image and video coding, 1047–48 
preprocessors, sigma delta converters, 2243, 2244
presentation control information (PCI), digital versatile

disc, 1738
presentation layer, 540, 1911
pretty good privacy, 1651
preventive congestion control, 112
Prim’s algorithm, in multicasting, 1532
prime coding, in optical synchronous CDMA systems,

1810 
prime fields, in BCH coding, binary, 239
prime focus, of parabolic and reflector antenna,

2082–83, 2082
prime number generation, 607, 614–615 
prime power fields, in BCH coding, binary, 240
primitive BCH coding, 244–252, 622
primitive element, 239, 468
primitive polynomials, 240–241, 468
primitives

feedback shift registers and, 792
Golay complementary sequences and, 894–895 
paging and registration in, 1915

principal components method, in adaptive receivers for
spread-spectrum system, 104

principal state method, in constrained coding techniques
for data storage, 577–578 

principal states of polarization, 1492, 1970–71, 1971
printed circuit board antenna, 1380, 1428–29, 1429
priority feedback queue scheduling, in wavelength divi-

sion multiplexing, 657
priority index algorithm, medium access control, 1557
priority queue scheduling, wavelength division multi-

plexing, 656–657 
Privacy and Security Research Group, 1647
privacy enhancing technologies, 1646
private key (see symmetric key/private key encryption)
private neighbor sets, cdma2000, 366
private network node interface, 113–114, 204, 205, 1635
proactive routing protocols, ad hoc wireless networks,

2886
probability density evolution, serially concatenated cod-

ing, 2167
probability density function

blind equalizers and, 289
quadrature amplitude modulation and, 2050–52 
traffic modeling and, 1667
transform coding and, 2597

probability of deception, authentication coding, 219, 223
processing elements, neural networks, 1676
processing gain, 96, 348–349, 458–461 
product codevector quantization, 2126
product coding, 2007–12 

additive white Gaussian noise, 2012
codingwords in, 2008
construction of, 2008–10 
direct products in, 2008–09, 2009
encoding in, 2007, 2009
generator and parity check matrices for, 2007–08 
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product coding (continued)
Hamming coding and, 2010–11 
Hamming distance and, 2008
iterative coding and, 2010–12
Kronecker product in, 2009–2010 
linear block coding as, 2007
low density parity check coding and, 2011
message passing in, 2011
multidimensional coding and, 1538–40, 1539
Shannon limit in, 2011, 2012
single parity check coding and, 2007
Tanner graph for, 2011, 2011
turbo coding and, 2011, 2012, 2727–37 
vector quantization and, 2127

program and system information protocol, terrestrial
digital TV, 2553

programmable gain amplifier, cable modems, 327, 334
projection algorithm, in channel modeling, estimation,

tracking, 407
projective geometry coding, 802–807 
projective plane construction, in authentication coding,

220–221 
PROMETHEUS project intelligent transportation 

systems, 503
promiscuous mode operation, 1646, 2888
proof test machine, for optical fiber, 437, 437
propagation, 2067
propagation beam method, 1745
propagation delay, 15, 1250–51 
propagation factor or path gain factor, 209
propagation models for indoor communications (see

indoor propagation models )
propagation of radiowaves (see atmospheric radiowave

propagation)
propagation of sound, 29–30, 30

attenuation and, 30, 30
density of media vs., 30–31, 31
gas vs. liquid media and, 30–31, 31
Ohm’s law analogy to, 31, 31
particle displacement and particle velocity in, 31–32 
sound pressure and, 31
sound pressure level and, 32
speed of sound and, 30
wavelength of sound and, 30, 30

propagation path loss, 781–782 
propagation time, 1343
proportional integrator (PI), in flow control, traffic man-

agement, 1661
PROSAT satellite communications, 198
protection coding, unequal error protection coding,

2762–69 
protection cycles, optical Internet, 2469
protection of links or nodes, 1634
protection ratios, cell planning in wireless networks, 379
protection switching, multiprotocol label switching,

1600
PROTECTOR project intelligent transportation systems,

503
protocol data units, cdma2000, 364–365 
protocol independent multicast sparse mode, 1534–35 
protocol stacks, 541
protocol suites, 541
protocol threading, media access control, 0, 1348
protocols, 538–556 

free space optics and, 1851
packet switched networks and, 1910–12 
powerline communications and, 1998
satellite communications and, 2113
shallow water acoustic networks and, 2206

prototype waveform interpolative coding, in speech cod-
ing/synthesis, 2351

provider edge, 1599
provisioning (see quality of service)
proxies, session initiation protocol, 2197, 2198, 2201
proximity coupled microstrip feed line, 1362–63, 1363
proximity detectors, active antenna, 65
proximity effects, in antenna for mobile communications,

189
pseudo multilevel or polybinary signals, in optical

receivers, 1825
pseudonoise equalizers, 85

pseudonoise coding
cdma2000 and, 362
code division multiple access and, 459
feedback shift registers and, 789
random number generation and, 2293
ultrawideband radio and, 2754

pseudoorthogonal coding CDMA systems, 1809–10 
pseudorandom bit sequence, 328
pseudorandom noise 

carrier sense multiple access and, 349
community antenna TV and, 526
IS95 cellular telephone standard and, 349, 350–351,

354
pseudotraining symbols, spatiotemporal signal process-

ing, 2338
public address systems, acoustic echo cancellation, 6
public key (see asymmetric key/public key)
public key infrastructure, 614
public land mobile network, 308
public switched telephone network 

cellular telephony and, 1479
H.324 standard for, 918–929, 919
IP telephony and, 1172–82, 1173
modems and, 1495
satellite communications and, 877, 2111
software radio and, 2305
speech coding/synthesis and, standards for, 2355
wireless extension to, 308, 308
wireless IP telephony and, 2931–41 

pulse amplitude modulation, 2021–30, 2022
additive white Gaussian noise, 2024–25, 2030
amplitude shift keying and, 2022–23 
autocorrelation in, 2023–24 
automatic gain control and, 2026
bandpass, lowpass, baseband frequencies in, 2022
bandwidth and, 2023
carrier phase recovery in, 2027–28 
carrierless amplitude phase modulation and, 336–339 
complex envelope in, 2022
correlators in, 2026
Costas loop in, 2028, 2028
cyclostationary processes in, 2023–24 
demodulation in, 2024–30 
detection of, 2024–30 
early late gate synchronizer for, 2029, 2029
energy of, 2022, 2027
error detection and correction in, 2022, 2024–25,

2027
Ethernet and, 1508
Euclidean distance in, 2025
filtering in, 2026, 2029
frequency range for, 2022
Gray coding and, 2027
Gray mapping in, 2023, 2023
likelihood function in, 2026
M ary receiver for, 2025, 2025
matched filters for, 2026, 2029, 2030
maximum a posteriori detectors and, 2026
maximum likelihood detectors in, 2026
memoryless modulation in, 2024
modem and, 2022
modulation coding in, 2024
partial response signals and, 1928, 1933
phase coherent detection in, 2026
phase locked loops in, 2027, 2027
power spectra of digitally modulated signals and,

1988, 1989–91, 1991
power spectral density in, 2023–24, 2024, 2025
pulse position modulation and, 2031, 2034, 2034,

2041
raised cosine pulse in, 2024, 2024
rectangular signal pulse in, 2023
signal representation for, 2022–23 
signal space and, 2025
signal to noise ratio, 2026
spectral characteristics of, 2023–24 
spectral shaping in, 2024
squaring loop in, 2028, 2028, 2028
symbol synchronization in, 2028–30, 2029, 2028
transmitters and receivers for, 2022–30, 2022
trellis coded modulation and, 2625

voltage controlled clock and, 2029
voltage controlled oscillator and, 2027

pulse amplitude modulation, 7, 1335
pulse amplituide modulation

digital magnetic recording channel and, 1323
pulse carver

optical transceivers and, 1828
pulse code modulation

waveform coding and, 2834–35, 2834, 2834
pulse coding modulation

adaptive differential in, 2343, 2354, 2355, 2372, 2382
adaptive differential in, 2820–22, 2822, 2820
companded, in speech coding, 2342
companders and, 527–530, 528, 527
differential in, 2342–43, 2343
image compression and, 1063
linear predictive coding and, 1264
magnetic storage and, 1319
modems and, 1497
permutation coding and, 1954
satellite communications and, 880
speech coding/synthesis and, 1299, 2341–42, 2371,

2372
pulse duration modulation, 2031
pulse interval modulation, 2032, 2032
pulse position modulation, 2030–42, 2031

additive white Gaussian noise, 2037
analog spectrum for, 2036
analog, with nonuniform sampling in, 2033, 2033
baseband signals in, 2034–35 
bit error probability in, 2039, 2039
capacity of, 2039–2040, 2040
chaotic, 422, 427–428, 427
chirp modulation and, 441, 444
correlation function in, 2035
cross correlation in, 2042
cyclostationary processes in, 2035
demodulation in, 2036–39 
digital signal generation in, 2033–34, 2034
digital spectrum for, 2036
error detection and correction in, 2036–39 
error probability evaluation in, 2038–39, 2039
frequency modulation and, 2033
generation and models of signals for, 2032–34, 2032
information rates in, 2039–2040, 2040
Kronecker product in, 2038
local area networks and, 2041
mean and covariance in, 2042
nonuniform sampling in, 2033, 2033, 2041
optical synchronous CDMA systems and, 1809,

1813, 1815–16, 1816
optimal detection of, 2037–38 
permutation coding and, 1954
power spectral density in, 2035–36 
PSD expression in, proof of, 2041–42 
pulse amplitude modulation and, 2031, 2034, 2034,

2041
pulse characteristics in, 2030
pulse duration modulation and, 2031
pulse interval modulation and, 2032, 2032
pulse shape in, 2031
pulse width modulation and, 2031
sampling in, 2030, 2033
serrasoid technique in, 2033
signal to noise ratio, 2039
spectral analysis of, 2034–36 
spectral lines (Lebesgue decomposition) in, 2035,

2037, 2038
spectral shaping in, 2032–33 
standards for, 2041
synchonism in, 2031
transmitters and receivers in, 2031–32 
variations of, 2031–32 

pulse regenerator, chaotic, 427–428, 427
pulse shaping, in IS95 cellular telephone standard, 350,

354
pulse width modulation, 2031
pulson application demonstration, ultrawideband radio,

2758
pump lasers, 1778, 1781
pump waves, optical fiber, 1712
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punctured convolutional coding, high rate, 979–993 
puncturer, in concatenated convolutional coding, 558
pure cycling register, 794, 794, 796–798
pure summing register, 794, 794, 799
push pull operation receivers, 1827
pyramid broadcasting, 236

Q factor (see quality factor)
Q.2931 standard ATM, 204
QBone, differentiated services, 674–675 
QCELP, speech coding/synthesis, 2354, 2826
q-phase m polyphase sequences, 1979–80 
QQ estimator, 1124
Q-switched lasers, 1762, 1762
quad helical antenna, 198
quad loop antenna, 1298
quadratic residue coding, 616–617, 620–621, 933
quadrature amplitude modulation, 715, 1335, 2043–58,

2043, 2179
acoustic telemetry in, 24
additive white Gaussian noise, 2046, 2046
asymmetric DSL and multimedia transmission in,

1576
bandpass in, 2044–45, 2045
bandwidth and, 2043, 2045–46, 2046
bit error probability in, 2043, 2050–52, 2052
bit interleaved coded modulation and, 281
blind carrier recovery in, 2054–56 
blind clock recovery in, 2056–57, 2058
blind equalizers and, 292, 296
broadband wireless access and, 319, 320
cable modems and, 324–326, 330–334, 331
carrier recovery or synchronization in, 2052–54 
carrierless amplitude phase modulation and,

336–339, 337, 338
clock recovery (time or symbol synchronization) in,

2052
community antenna TV and, digital video in,

524–527, 526
Costas loop in, 2054, 2054
Cramer–Rao lower bound in, 2055
decision directed carrier recovery in, 2054, 2054
demodulation and detection in, 2047
discrete multitone and, 737
diversity and, error probability and, 2050–52 
early late gate synchronizer:, 2057
error detection and correction in, 2047–50 
fading and, 2050–52 
filtering and, 2046, 2049–50 
frequencies for, 2043
Gray coding and, 2043, 2044
high frequency communications and, 954
histogram algorithm and, 2056
home area networks and, 2688
intersymbol interference and, 2045
local multipoint distribution service and, 319, 320
maximal ratio combining and, 2051–52, 2051
microwave and, 2569, 2570
minimum distance algorithm in, 2056
minimum likelihood and, 2054
modems and, 1497, 1498
Nakagami fading in, 2050–52 
Nyquist function in, 2049
Nyquist pulses in, 2045, 2046
offset QASK, 2046
optical transceivers and, 1825
orthogonal frequency division multiplexing and, 1868
partial response signals and, 1928
phase locked loop in, 2053–55, 2055
pilot symbols in, 2053–54 
power spectra of digitally modulated signals and,

1989
power spectral density in, 2045
predistortion/compensation in RF power amplifiers

and, 530, 532, 535, 536
probability density function and, 2050–52 
pulse shaping in, 2045
raised cosine pulse in, 2045–46 
Rayleigh fading in, 2050–52 
receiver for, 2046
shell mapping and, 2221–27, 2221

signal to noise ratio, 2053–55
symbol error probability in, 2043, 2047–49, 2048,

2049, 2050–52, 2050
synchronization and, 2473–85 
synchronization in, 2052–57 
tapped delay line equalizers and, 1690
terrestrial digital TV and, 2550–55 
time recovery with pilot symbols or decision directed

in, 2056, 2056
trellis coded modulation and, 2624–35 
trellis coding and, 2636–53 
turbo trellis coded modulation and, 2738–53 
two stage conjugate algorithm in, 2056
in underwater acoustic communications, 41, 43–46 
very high speed DSL and, 2791, 2801
voltage controlled oscillator and, 2056

quadrature amplitude shift keying (see quadrature ampli-
tude modulation), 2043

quadrature components, sampling, 2109
quadrature direct digital frequency synthesis, 328, 330,

333
quadrature phase shift keyed, 16, 23, 410, 710, 711,

2179
bit interleaved coded modulation and, 279
broadband wireless access and, 319, 320
cable modems and, 324–326, 330–334, 331
cdma2000 and, 362
continuous phase modulation and, 589
IS95 cellular telephone standard and, 350
local multipoint distribution service and, 318, 319,

320
orthogonal frequency division multiplexing and,

1869, 1945, 1947
peak to average power ratio and, 1945, 1947
predistortion/compensation in RF power amplifiers

and, 530, 531
satellite communications and, 881
trellis coded modulation and, 2622–35 
trellis coding and, 2637–53 
tropospheric scatter communications and, 2693, 2700
turbo coding and, 2704–16 
turbo trellis coded modulation and, 2738–53 
wideband CDMA and, 2878
wireless multiuser communications systems and,

1610
quadrature spreading, IS95 cellular telephone standard,

354
quadrifilar helical antenna, 197, 197, 199
QUALCOMM, 2112
quality factor, 1478

antenna arrays and, 143, 199
microstrip/microstrip patch antenna and, 1357,

1359–60, 1364
optical fiber and, 1825, 1832, 1846–47 
path loss and, 1939–41, 1940
signal quality monitoring and, 2270–71 
vector quantization and, 2126

quality of service (see also signal quality monitoring),
549, 1556–58, 1632, 2269

admission control and, 112, 114–117, 116, 120, 121,
122, 126

asymmetric DSL and multimedia transmission in,
1573, 1575–76 

ATM and, 204, 205, 207, 266, 272, 273, 550, 552,
1658

burst switching networks and, 1804–06 
carrier sense multiple access and, 346
cdma2000 and, 359, 363
cell planning in wireless networks and, 372, 379, 379
differentiated services in, 270–271, 668
fiber delay lines and, 1804–06, 1805
flow control and, 1625, 1626, 1653, 1654 
general packet radio service and, 866, 868–869 
hybrid IntServ-DiffServ in, 271
IMT2000 and, 1099–1101, 1103
integrated services and, 269–270 
intelligent transportation systems and, 502
IP networks and, 269–271
IP telephony and, 1172–82, 1173
local multipoint distribution services and, 1269–70 
medium access control and, 1558, 1559

mobility portals and, 2192, 2195
multimedia networks and, 1562–68 
multimedia over digital subscriber line and, 1571
multiple input/multiple output systems and, 1450
multiprotocol label switching and, 271, 1597–98 
neural networks and, 1681
optical cross connects/switches and, 1798, 1804–06 
packet rate adaptive mobile receivers and, 1887, 1901
paging and registration in, 1916
power control and, 1982–84 
powerline communications and, 2003, 2004
radio resource management and, 2089, 2090,

2094–95 
resource reservation protocol in, 270
satellite communications and, 2115, 2117–19 
service level agreements and, 270
session initiation protocol and, 2196, 2203
software radio and, 2307
traffic modeling and, 1673
Universal Mobile Telecommunications System and,

387
wireless and, 2915
wireless IP telephony and, 2932–41 
wireless packet data and, 2984
wireless sensor networks and, 2995

quantization, 2106
adaptive vector quantization in, 2128
agglomerative methods in, 2128
C means algorithm in, 2129
centroid condition in, 2129
classified vector type, 2127
clustering problems and, 2128
clustering step in, 2129
codebook and, 2123, 2125, 2128–30, 2128
codevector-based approach to training in, 2129
complexity barrier in, 2126
compression and, 639
decoding in, 2125
descent algorithm in, 2129
digital filters and, 686–687 
discrete cosine transform in, 2125–26 
divisive methods in, 2128
empty cluster problem in, 2129
encoding in, 2125
entropy constrained vector quantization in, 2128
exact vs. approximate methods in, 2126
fine tuner of codebooks in, 2129
finite state vector type, 2127
general optimization methods for, 2130
generalized Lloyd algorithm in, 2128, 2129
genetic algorithms for, 2130
heuristic algorithms in, 2128
image and video coding and, 1026–27, 1030, 1035
image compression and, 1065
iterative methods in, 2128
L stage vector quantization in, 2127
lattice vector quantization in, 2127–28 
Lloyd’s condition and algorithm in, 2125
local optimum in, 2129
losses in, 2123, 2124
lossless compression and, 2123, 2124
lossy compression and, 2123, 2124
mean distance ordered partial search in, 2126
mean removed vector quantization in, 2127
memory requirements of, 2128
nearest neighbor condition in, 2129
nearest neighbor problem in, 2126
nearest neighbor quantization in, 642
open-, closed-, and semi-closed loop, 2127
P median problem in, 2128
pairwise nearest neighbor in, 2128–30 
palette generation problem in, 2128
partial distortion search in, 2126
partition-based approach to training in, 2129
populations and individuals in, 2130
prediction error or residual in, 2127
prediction techniques in, 2127
predictive vector quantization in, 2127
product codevector in, 2126
product coding and, 2127
quality and resolution in, 2126
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quantization (continued)
representative vector in, 2123
reproduction values or points in, 2123
residual or multistage vector quantization in, 2127
residual, in speech coding, 2345–46 
robustness in, 2128
running time in, 2128
scalar (see also scalar quantization), 641–642, 1035,

2122–32, 2833
self-organizing maps in, 2130
shape-gain vector quantization in, 2127
sigma delta converters and, 2227–47, 2228
simulated annealing in, 2130
speech coding/synthesis and, 2340–41 
splitting method in, 2129
stochastic relaxation in, 2130
stopping condition in, 2129
subvectors in, 2127
tabu lists in, 2130
temperature and cooling schedule in, 2130
training methods and, 2129
training sets in, 2125
transform coding and, 2594, 2597
transforms in, 2125–26 
tree structured search in, 2126
tree structured vector quantization in, 2129
triangular inequality elimination in, 2126
uniform vs. nonuniform, 2124, 2124
variance and, 2129
vector (see also vector quantization), 642–644, 1030,

1035–37, 1036, 1065, 2122–32, 2350, 2372,
2833–34

Walsh–Hadamard transform in, 2126
Ward’s method in, 2129–30 
waveform coding and, 2830, 2832–34 

quantization error, sampling, 2106
quantizers, transform coding, 2596–97 
quantum cascade lasers, in free space optics, 1853
quantum computation, cryptography vs., 615–616 
quantum efficiency, 995, 995, 1842
quantum limit, in optical transceivers, 1833, 1837
quarter wave antenna, 193
quartz transducers (acoustic), 34
quasicyclic coding, 2583
quasidynamic mode, in cell planning in wireless net-

works, 388, 389–390 
quasi-Fermi levels, in lasers, 1777
quasiharmonic broadcasting, 236
quasioptic active antenna, 53
quasiorthogonal functions, cdma2000, 362
quasiprime coding, optical synchronous CDMA systems,

1811
quasistatistic approximation, active antenna, 54
queue partitioning, multimedia networks, 1565
queues, 201, 1626, 1627, 1661
queuing delay, in flow control, traffic management, 1653
queuing priority, admission control, 124–125, 125
queuing probability, in traffic engineering, 496
quick look-in decoding of convolutional coding,

2160–61 

Rabin encryption, 611–612 
radar, 208

active antenna and, 51
antenna and, 169
chaotic systems and, 428–431 
clutter in, 429–430, 429
intelligent transportation systems and, 505
ultrawideband radio and, 2761

radial basis function, 102, 1678
radiating near field (Fresnel) region, antenna, 181–182,

182
radiating slot transition, waveguide, 1400, 1400
radiation density, antenna, 185
radiation efficiency, antenna arrays, 143, 184–186
radiation emissions, in powerline communications,

2001, 2002
radiation intensity, antenna, 142–143, 185
radiation patterns, 142–144, 143, 169, 175, 180–181,

181, 184
antenna arrays and, 160

antenna for mobile communications and, 190, 192,
193

dipoles, 1257–58, 1258
helical and spiral antenna, 935–946, 936–945 
horn antenna and, 1006–17, 1006–16 
leaky wave antenna and, 1235, 1239, 1240–41 
linear antenna and, 1257–58, 1258
linear antenna and, 1259, 1259
loop antenna and, 1292
microstrip/microstrip patch antenna and, 1357–59,

1358
millimeter wave antenna and, 1425
parabolic and reflector antenna and, 1922–23, 1922,

2080–81, 2081
television and FM broadcasting antenna, 2517–36 
transducers (acoustic) and, 32–33, 33
waveguide and, 1417–21, 1418–22 

radiation resistance, antenna, 184
radiators, antenna, 180, 199
radio, software, 2304–24 
radio access ports, 2088–89, 2091–93 
radio astronomy, using parabolic and reflector antenna,

1927
radio frequency components in microelectromechanical

systems, 2, 1350
radio frequency interference cable modems, 332
radio link control, in wireless packet data, 2982, 2984
radio link protocol, cdma2000, 359
radio network planning tools, 372, 376, 377
radio refractivity, 2559
radio relay systems, millimeter wave propagation, 1434
radio resource management, 2088–97, 2089

admission control in, 2093–94 
automatic response repeat and, 2093
best effort service and, 2094–95 
capacity in, 2090
change and, 2093–94 
channel to interference ratio in, 2091–93 
code division multiple access and, 2090, 2091–93 
current approaches to, 2091–93 
direct sequence CDMA in, 2090, 2091–93 
diversity in, 2093
dynamic channel allocation in, 2091–93 
frequency division multiple access and, 2090,

2091–93 
frequency hopping and, 2092
general packet radio service and, 873–874 
global system for mobile and, 914, 2089
handoffs and, 2093
link gains and, 2089
load sharing in, 2093
power control and, 1987, 2092
problem formation and process of, 2089–91 
quality of service and, 2089, 2090, 2094–95 
radio access ports and, 2088–89, 2091–93 
random channel allocation in, 2091–93 
Rayleigh fading and, 2093
resource allocation algorithm in, 2090, 2090
shadowing and, 2093
signal to interference ratio and, 2090, 2091–93, 2092
soft and safe admission control in, 2094
TCP/IP and, 2094–95 
time division multiple access and, 2090, 2091–93 

radioastronomy, waveguide, 1392
radiolocation (see also wireless, location in), 2959
radiowaves, propagation of (see atmospheric radiowave

propagation)
rain attenuation, 215–216

microwave and, 2560
millimeter wave propagation and, 1270–72, 1271,

1440–45, 1440, 1441
RAINBOW, 1720
raised cosine modulation, 585
raised cosine pulse

power spectra of digitally modulated signals and,
1991–92 

pulse amplitude modulation and, 2024, 2024
quadrature amplitude modulation and, 2045–46 

raised cosine spectrum, partial response signals,
1929–30, 1930

RAKE processing/RAKE receivers, 2481

adaptive receivers for spread-spectrum system and,
108

chann/in channel modeling, estimation, tracking, 411
diversity and, 732, 734
fading and, 787–788 
IS95 cellular telephone standard and, 356
location in wireless systems and, 2968–70, 2969
mobile radio communications and, 1481
multicarrier CDMA and, 1523–24, 1523
orthogonal frequency division multiplexing and, 1878
packet rate adaptive mobile receivers and, 1886,

1887, 1898, 1900, 1901
shallow water acoustic networks and, 2209
software radio and, 2307
ultrawideband radio and, 2757–59 
Universal Mobile Telecommunications System and,

387, 388
RAMAC systems, 1320, 1321
Raman amplifiers, 1709, 1842
Raman scattering, 1491, 1684–85, 1685, 1712
random access protocols, traffic engineering, 499–501,

499
random capacity concept, wireless transceivers, multi-

antenna, 1580–81 
random channel allocation, radio resource management,

2091–93 
random coding, 2157
random delay, media access control, 1346
random early detection, 1661, 1661, 1627, 1628, 1630
random early marking, flow control, traffic management,

1661
random number generation

arbitrary distribution and, 2292
autoregressive moving average in, 2293
binary and nonbinary sequences in, 2293
Box–Mueller method in, 2292
correlated Gaussian sequences in, 2292–93 
cryptography and, 607, 614–615 
finite impulse response and, 2292–93 
Gaussian, 2292
inverse transform method in, 2292, 2292
linear congrential algorithm in, 2292
Marsaglia–Zamann algorithm and, 2292
Monte Carlo simulation and, 2292–93 
power spectral density and, 2292–93 
pseudonoise sequences and, 2293
simulation and, 2291–93 
uniform, 2292
Wichmann–Hill algorithm in, 2292

random phase channels, expectation maximization algo-
rithm, 772

random phase mask (RPM), in holographic
memory/optical storage, 2133

random signature sequence for CDMA, 2276
random service order, in traffic engineering, 498
random vectors, in maximum likelihood estimation,

1338
random walk, 412, 1918
randomization, in community antenna TV, 526
range, of underwater acoustic communications, 37–38 
range dependence, in path loss, 1941
range-based telemetry (see also acoustic telemetry;

telemetry), 26–27, 26, 27
Rao–Wilton–Glisson basis functions in antenna model-

ing, 176
rate-based control schemes, ATM, 551–552 
rate compatible channel coding, in speech coding/syn-

thesis, 2355
rate compatible punctured convolution coding, 2355
rate distortion theory

additive white Gaussian noise, 2069–80 
Bernoulli sources in, 2073
binary symmetric channel in, 2073
Blahut algorithm in, 2075
CEO problem and, 2076
channel coding and, 2069
convergence in, 2075
doubly matched configurations in, 2076
Gray coding and, 2075
Hamming distortion in, 2073
history and development of, 2070–71 
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rate distortion theory (continued)
information transmission inequality in, 2070
Lempel–Ziv coding and, 2076
mean sequence error in, 2069–80 
mutual information rate in, 2070
Shannon or channel capacity and, 2069
signal to noise ratio, 2069, 2070
single letter fidelity in, 2072–76 
source coding and, 2069
water pouring result in, 2069

rate equations, for lasers, 1778
ray tracing, in indoor propagation models, 2019, 2019
Rayleigh criterion, 212–213, 213, 1750
Rayleigh fading/distribution, 785–786

antenna for mobile communications and, 190
bit interleaved coded modulation and, 278, 280, 281,

283, 285
cellular communications channels and, 394
in channel modeling, estimation, tracking, 410
chirp modulation and, 446
diversity and, 732, 733
expectation maximization algorithm and, 776–778,

778
in underwater acoustic communications, 40
location in wireless systems and, 2967
microwave and, 2563
multiple input/multiple output systems and, 1455–54,

1454
power control and, 1983
quadrature amplitude modulation and, 2050–52 
radio resource management and, 2093
satellite communications and, 1226–27, 1226, 1227
simulation and, 2291
wireless and, 2920–22 

Rayleigh scatter, 1271, 1855–57 
RCE photodectors, 1002–1003, 1003
reachability concept, in multicasting, 1536
reactance, in loop antenna, 1295, 1295
reactive congestion control, 112
reactive near field region, antenna, 181–182, 182
read process

CDROM and, 1734
digital magnetic recording channel and, 1323–24 
digital versatile disc and, 1737
hard disk drives and, 1320
magnetic storage and, 1320, 1326, 1327–28 
optical memories and, 1733

real time control protocol, 1662
real time protocol, 1181, 2934–35 
real time service, medium access control, 1555–58 
real time streaming protocol, 2438, 2979
real time transport protocol, 2436–37 
real time variable bit rate, 206, 267, 551, 1658
rebroadcasting, ALOHA protocol, 128
recall, in neural networks, 1675
received signal phase, in wireless systems, 2690
received signal strength, in wireless systems, 2690
receiver available time table, medium access control,

1554, 1555
receiver oriented earliest available time scheduling,

1554–55 
receivers

acoustic telemetry in, 23, 23
adaptive receivers for spread-spectrum systems,

95–112 
blind multiuser detection and, 304–306, 305
chann/in channel modeling, estimation, tracking,

398–408 
companders and, 527–530 
continuous phase frequency shift keying and,

594–598, 595
continuous phase modulation and, 591, 591, 592
direct detection, 1825
discrete multitone and, 740, 742
free space optics and, 1851–52, 1852
heterodyne receivers, 1835
holographic memory/optical storage and, 2136–37,

2137
homodyne, 1835
local multipoint distribution services and, 1268
microwave and, 2567–70, 2568

minimum shift keying and, 1462–67, 1462, 1465
multicarrier CDMA and, 1522–25, 1522
multiple input/multiple output systems and, 1450–56,

1450
optical (see also optical transceivers), 1824–40 
optical communications systems and, coherent, 1484,

1486–88, 1486, 1487, 1488
optical fiber and, 1709
optical memories and, 1733
optical synchronous CDMA systems and, 1815, 1815
orthogonal frequency division multiplexing and,

1867–71 
packet rate adaptive (see packet rate adaptive

receivers for mobile communications)
packet rate adaptive mobile receivers and, 1887–88,

1887
photonic integrated, 1838
pulse amplitude modulation and, 2022–30 
pulse position modulation and, 2031–32 
Q factor in, 1832
quadrature amplitude modulation and, 2046
reduced search, for CPM, 592
satellite communications and, 2115
sensitivity in, 1825, 1833–34 
sidebands in, 1826
signature sequence for CDMA and, 2275–76, 2275
superheterodyne, 1478
tropospheric scatter communications and, 2699–2703 
ultrawideband radio and, 2757, 2757
in underwater acoustic communications, 42–45, 42
wavelength division multiplexing and, 651
wireless infrared communications and, 2926
wireless multiuser communications systems and,

1608–20 
receiving antenna, 1260, 1260
reciprocal multidimensional coding, 1540
reconstruction of images, 1079–94, 1081–92 
recordable DVD-R media, 1738
recovery, 1650
rectangular parity check coding, 1543–44 
recurrent neural networks, 1680
recursion, in adaptive receivers for spread-spectrum sys-

tem, 105
recursive least mean squares algorithm, 101
recursive least square algorithm

acoustic echo cancellation and, 8–9, 8
in channel modeling, estimation, tracking, 404, 414,

415
equalizers and, 82, 84–85, 85, 90
packet rate adaptive mobile receivers and 1886, 1883,

1887
underw/in underwater acoustic communications, 44

recursive mean squares equalizers, 286
recursive systematic convolutional coding, 556–557,

557, 2182, 2705–07, 2706
Red Book, 1736
reduced state sequence estimation, 81, 1933
reduced-rank adaptive MMSE filtering, 103–104 
reduced-rank detection, adaptive receivers for spread-

spectrum system, 104–105 
redundancy, 1632

image and video coding and, 1027–28 
trellis coded modulation and, 2623

redundant array of independent disks, 474–475, 1322
Reed–Muller coding, 628, 929, 932–933, 1950
Reed–Solomon coding (see also cyclic coding), 238,

253–262, 616–630
Berlekamp decoding algorithm for, 624–625 
bit error rate in, 473
block error rate in, 473
block missynchronization detection in, 471–472 
bounded distance decoding in, 254
cable modems and, 330, 332
CDROM and, 1735
Chien search decoding and, 256–257, 260, 470, 617
community antenna TV and, 526
compact disk and, 626
connection polynomial in, 257–258 
constrained coding techniques for data storage and, 576
cyclic coding in, 469
decoding in, 254–261, 469–470, 622–626 

deep space telecommunications and, 629
elementary symmetric functions in, 623
encoder for, 254, 254, 468–469 
erasure filling decoding in, 259–261 
error correcting coding in, 470, 472–474 
error detecting coding in, separate vs. embedded, 474
error locators in, 623
error magnitudes or error values in, 254
error rate definitions for, 473
Euclid’s algorithm and, 617
extension of, 467
feedback shift register and FSR synthesis in, 257–259 
generalized minimum distance decoding in, 261
generating functions in, 623
hard decision decoding algorithms for, 475
hardware vs. firmware implementation of, 470–471 
interleaving vs. noninterleaving in, 472
large sector size and, 475
linear coding in, 469
locator fields in, 253
magnetic recording systems and, 2249
magnetic storage and, 1326
Massey–Berlekamp decoding algorithm for, 257–259,

260, 470, 617, 625–626 
maximum coding and, 254
maximum distance separable coding and, 254
modified syndromes for decoding in, 259–260,

469–470 
multiple input/multiple output systems and, 1456
Newton’s identities and, 255, 257, 623, 625
performance and 472–474 
Peterson’s direct solution method for, 255–257, 260,

617
polynomials and, 254
power sum symmetric functions in, 623
primitive elements in, 468
primitive polynomials in, 468
primitive vs. nonprimitive types, 253
redundant array of independent disks and, 474–475 
Reed–Solomon coding for magnetic recording chan-

nels and, 467–475 
sequential decoding of convolutional coding and,

2158
serially concatenated coding and, 2164
soft bit error rate in, 474
soft decision decoding algorithms for, 261, 475
symbol error rate in, 473
symbol fields in, 253
syndrome equations for decoding in, 255, 623
systematic coding in, 469
t error correcting coding and, 253
tape drive ECC and, 474
trellis coding and, 2640
turbo coding and, 2703
in underwater acoustic communications, 43
very high speed DSL and, 2800

reference signals, in equalizers, 85–86 
reflectarray microstrip/microstrip patch antenna, 1387,

1387
reflection, 2065

cellular communications channels and, 393
indoor propagation models and, 2013, 2018
microwave and, 2556–57, 2557
parabolic and reflector antenna and, 2082, 2086
satellite communications and, 196
ultrawideband radio and, 2759–60 

reflection coefficient, 3, 1401, 1402
reflector antenna (see also parabolic and reflector anten-

nas), 169, 179, 180, 184, 187, 1006–17, 1006–16,
1425–26, 1426, 1427, 1425, 2080–88 

refracted near field method, in optical fiber, 435
refraction, 210–211, 210

microwave and, 2558–60, 2559
millimeter wave propagation and, 1434–36, 1435, 1445

refractive index
lasers and, 1779
millimeter wave propagation and, 1434–36, 1435,

1445
optical fiber and, 1686, 1715, 1765
optical modulators and, 1745, 1745
solitons and, 1764
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regeneration, 1319, 1759–64 
regenerators, optical fiber, 1707
region 2 skywave method, 2061–62 
registration, paging, in mobile networks, 1914–28 
regular pulse excitation algorithm, 2824
regular pulse excitation with long term predictor, 1304,

2356
relative spectral method, 2378
relaxed CELP, 2827
relaxed linear time invariant systems, 689–90 
reliability, 1631–44, 2067

asynchronous transfer mode and, 1633–35
automatic repeat request and, 1632
backup schemes and, 1634–35 
broadband and, 2655
circuit switched networks and, 1632
compression and, 631
cycle covers and, 1638–39, 1638
cyclic redundancy check in, 1633
dynamic restoration in, 1635
fail stops in, 1632
failure and fault detection/recovery in, 1631–34 
fault isolation boundaries in, 1632
fiber distributed data interface and, 1637
free space optics and, 1865
high speed/Gigabit LANs and, 1640–42, 1642
intermittent failures and, 1631
link and node-based schemes for, 1635
link rerouting in, 1633–34, 1634
Menger’s theorem and, 1635
mesh networks and, 1637–39, 1638, 1639
metropolitan area networks and, 1632
minimum spanning tree in, 1639–40 
models for, 1632
multimedia networks and, 1562
multiprotocol label switching and, 1640
optical fiber and, 439, 1636, 1636
optical modulators and, 1746
packet switched networks and, 1632, 1639–40 
path and link monitoring in, 1633
path-based schemes for, 1634–35, 1634
protection of links or nodes in, 1634
quality of service and, 1632
redundancy and, 1632
rings for, 1635–37, 1636
self-healing rings in, 1635, 1637, 1638
SONET and, 1634, 1635
subnetwork connection protection and, 1635
topologies for, 1632–33 
transmission control protocol and, 1632, 1640
transport protocols for optical networks and, 2615–16 
wide area networks and, 1632
wireless multiuser communications systems and,

1605
reliable protocols, 543
remote defect indicator, ATM, 207
remote imaging, in underwater acoustic modem, 20–21,

21
remote method invocation, distributed intelligent net-

works, 725, 727
remote sensing, parabolic and reflector antenna, 1928
remotely operated vehicles, acoustic telemetry, 28
renewal models, in traffic modeling, 1666, 1667
repeaters, 1504–05, 1999, 1999
replica in SPC coding, 1541–42 
reply storms, ad hoc wireless networks, 2888
reproduction codebook, transform coding, 2596
reproduction values or points, quantization, 2123
request to send, 346
Research and Development in Advanced

Communication Technology in Europe, 397
reservation protocol, 1558
reservation ALOHA, 130
reservation-based protocols

burst switching networks and, 1801–02 
flow control, traffic management and, 1655, 1656–57 
media access control and, 1343, 1347–48, 1552–54
mobility portals and, 2195
multimedia networks and, 1567
optical cross connects/switches and, 1800, 1801
powerline communications and, 2003–04, 2004

satellite communications and, 1232
statistical multiplexing and, 2420–32 
virtual private networks and, 2809

residential broadband, 2666–73 
residual echo suppressing filter, 1–7, 2
residual or multistage vector quantization, 2127
residual quantization, in speech coding/synthesis,

2345–46 
resilient packet ring, 1637
resistance

antenna, 184
loop antenna and, 1295
powerline communications and, 2000

resistive impedance, in active antenna, 49
resolution, 1923, 2126
resolvers, 548
resonance, 33–34, 48
resonant frequency/resonant dimension

lasers and, 1779
microstrip/microstrip patch antenna and, 1359, 1359,

1361, 1361
resonant scatter, in free space optics, 1855–57 
resonators

microelectromechanical systems and, 1354–55 
surface acoustic wave filters and, 2454–57, 2455

resource allocation
ATM, 552
flow control, traffic management and, 1653, 1663, 1663
IP telephony and, 1180
multimedia networks and, 1563, 1567
packet switched networks and, 1908
power control and, 1987
radio resource management and, 2088–97, 2089
wireless local loop and, 2951

resource allocation algorithm , 2090, 2090
resource-based admission control, 112, 118
resource reservation protocol 

admission control and, 114–115, 115, 116 
flow control, traffic management and, 1655,

1656–57, 1657, 1659
IP networks and, 270
mobility portals and, 2195
multimedia networks and, 1567, 1568
statistical multiplexing and, 2420–32 

resource reservation protocol for tunneling, 1596–97 
response time, in satellite onboard processing, 482
retraining modems, 1498
retrograde orbits, 1248
retroreflection, in active antenna, 65
retroreflectors, in diffraction gratings, 1755
return loss, parabolic and reflector antenna, 1924
return to zero 

optical signal regeneration and, 1759–1763 
partial response signals and, 1933–34, 1933
wireless infrared communications and, 2927, 2928

return to zero DPSK, 1825
return to zero on off keying, 1827–28, 1827
reverberation time, in acoustic echo cancellation, 2
reverse link, 349–357, 349, 353–355, 355, 362–363,

363, 364, 367
reverse shortest path tree, multicasting, 1534
reversible variable length codes, 2977, 2977
RF power amplifiers

adjacent channel interference in, 530
AM/AM characteristics in, 531, 531
AM/PM characteristics in, 531, 531
amplitude/phase predistorter for, 533, 533
binary phase shift keying in, 531
binary PSK and, 530
bit error rate in, 530, 535–536, 535, 536
compensation methods for nonlinear distortion in,

532–537 
direct vs. indirect architecture and learning in, 535
inband interference in, 530
interference in, 530
inverse fast Fourier transform in, 532
learning architecture of Volterra-based predistorter in,

535, 535
lookup table for predistortion in, 533–534 
minimum mean square error predistortion in,

532–533, 532

modulation and, 530
nonlinear characteristics of, 531
nonlinear distortion in, 530–538, 533
orthogonal frequency division multiplexing and, 530,

531–532, 535
peak to average power ratios in, 530, 532
phase shift keying and, 530
predistorters for, compensating for nonlinear distor-

tion, 530–538, 533
quadrature amplitude modulation and, 530, 532, 535,

536
quadrature phase shift keying and, 530, 531
saturation and, 530
sensitivity of OFDM systems to nonlinear distortion

in, 531–532 
signal to noise ratio in, 530
simulation experiments in nonlinear distortion in,

535–537 
solid state power amplifiers, 531, 535
traveling wave tube amplifier, 531, 532, 535
Volterra-based predistorer for, 533, 534–535, 534

rhomboid antenna, 180
Riblet linear antenna arrays, 147, 147
Rice fading, 785–786

cellular communications channels and, 394
power control and, 1983
satellite communications and, 1226–27, 1226
simulation and, 2291
wireless and, 2919

ridged waveguide transition, 1400, 1400
Rimoldi’s transmitter, in minimum shift keying,

1467–68, 1468
ring cover/node cover, in optical Internet, 2468
ring linear Golay coding, 890–891 
ring modulator, in amplitude modulation, 139, 139
ring topologies

backhauling in, 1636, 1636
dense WDM and, 748–757, 749
loopback in, 1636, 1636
matched nodes in, 1637, 1637
optical fiber and, 1716, 1716
reliability and fault tolerance in, 1635–37, 1636
SONET and, 2495–96, 2496

ripple carrier signals (RCS), in powerline communica-
tions, 1996

RLC networks and active antenna, 64
rlogin, 2608
roaming, 915–916, 916, 1287
robust header compression, 2936–37 
robustness, in quantization, 2128
Rochelle salt transducers (acoustic), 34
role-based access control, 1649
rollover effect, in speech coding/synthesis, 2366
rooftop basis functions, in antenna modeling, 176
root matching, in antenna arrays, synthesis, 154
root mean square value, in parabolic and reflector 

antenna, of surface, 1924
rotational invariance, in trellis coded modulation,

2632–33 
roughness factors (specular effects), in radiowave 

propagation, 211–213, 212, 213
round trip time

flow control and, 1627, 1672
transmission control protocol and, 554, 2609, 2612 

rounding (see quantization)
routers and routing, 541, 547–550

ad hoc wireless networks and, 2886–87 
ATM and, 205
Bellman–Ford algorithm in, 2208
burst switching networks and, 1802–04 
constraint based, 1654–55 
core routers in, 1802, 1804, 1804
Dijkstra algorithm and, 2208
distributed intelligent networks and, 719–29, 722,

726
distributed, 1566
edge routers in, 1802
egress edge router in, 1803, 1803
general packet radio service and, 869–870, 873
global system for mobile and, 914–915, 915
hierarchical, 1566
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routers and routing (continued)
ingress edge routers in, 1802, 1803
multicasting and, 1531, 1531, 1533, 1566
multimedia networks and, 1563, 1566
multiprotocol label switching and, 1590–1601 
optical Internet and, 2469
optical multiplexing and demultiplexing and, 1749
packet switched networks and, 1907, 1909–10, 1913
satellite communications and, 2115, 2118
satellite communications and, multihop satellite rout-

ing in, 1254
session initiation protocol and, 2200–01 
shallow water acoustic networks and, 2208, 2211
source, 1566
virtual private networks and, 2809
wavelength division multiplexing and, 2097–2105,

2839–40, 2840, 2864
wavelength routing networks in, 1798, 1799–1800 
wireless IP telephony and, 2939, 2939
wireless sensor networks and, 2994

routing and wavelength assignment, 1800, 2845,
2097–2105 

adaptive routing and, 2102
call blocking probability in, 2103
constraints on RWA in, 2098–99 
dynamic routing and wavelength assignment in,

2101–04 
electrooptic bottlenecks in, 2098
embedded topologies in, 2101
fairness in, 2103
fanout of power splitters in, 2104
first fit routing in, 2102
fixed-alternate routing and, 2102
least loaded routing in, 2102
light trees and, 2100
light trees in, 2104
lightpaths (gamma channels) in, 2098, 2101
logical or virtual topologies for, 2100–01 
maximum reuse routing and, 2102–03 
minimum reuse routing and, 2103
mixed integer linear programming in, 2100, 2101 
mixed integer programming in, 2100
multicast capable OXCs, 2104
multicast routing and wavelength assignment in,

2104–05 
optical cross connects/switches in, 2098–2105, 2099
path mapping in, 2101
pathlength and, 2102
power splitters in, 2104
sparse light splitting in, 2105
static routing and wavelength assignment in, 2100–01 
switching in, 2098
topologies for, 2100–01 
unfairness factor in, 2103
wavelength converters in, full, limited, fixed,

2099–2100, 2099
wide area networks and, 2098

routing control security, 1649
routing information protocol, 549, 1534
routing tables, 269, 549
Rowland circle, diffraction gratings, 1751, 1752
RS-232 modems, 1495
RSA (Rivest–Shamir–Adleman) algorithm, 335, 606,

611, 615, 1152, 1156, 1649
RS-xxx interfaces, in acoustic modems for underwater

communications, 18
RTP control protocol, 2438
RTS/CTS flow control modems, 1497
RTSP, 2198
rubber duck, 193
Rudin–Shapiro construction, 893, 1951–52 
run length coding, 1030, 1046
run length limited, 579–581

constrained coding techniques for data storage and,
571–573, 571

magnetic recording systems and, 2248, 2249, 2254
magnetic storage and, 1327
partial response signals and, 1934

Runge–Kutta integration, in chaotic systems, 422, 424
running digital sum, in optical recording, 579
running time in quantization, 2128

SAFER+ Bluetooth, 316
Sagnac interferometers, 1749
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sampling, 2106–11 

analog signal, 2106–11 
analog to digital conversion and, 2106–11, 2106
antenna arrays and, synthesis, 154
bandpass signals and, 2108–2111, 2109
blind equalizers and, 286, 287
coding and, 2106
community antenna TV and, 522
compression and, 631–632 
cutoff frequency and, 2110
frequency for, 2106
frequency-domain relationships in, 2107–08, 2108
fundamental range in, 2107
holographic memory/optical storage and, 2138
image and video coding and, 1026
image sampling and reconstruction and, 1079–94,

1081–92 
interval for, 2106, 2107
inverse Fourier transform and, 2107
lowpass signals and, 2109–10, 2109
Nyquist sampling rate in, 2107
photonic analog to digital conversion and, 1960, 1961
pulse position modulation and, 2030, 2033
quadrature components in, 2109
quantization and, 2106, 2122–32 
quantization error and, 2106
simulation and, 2294, 2294
speech coding/synthesis and, 2370, 2340–41 
theorem of, 2108
time-domain relationships in, 2108, 2108
waveform coding and, 2830–32, 2831, 2837

sampling frequency, 2106
sampling interval, 2106, 2107
sampling rate, simulation, 2287
sampling theorem, 2108
sand and dust attenuation, millimeter wave propagation,

1443
satellite communications (see also communications

satellite onboard processing; land mobile satellite
communications), 208, 876–885, 1223–24, 2179,
2653

access points (AP) and, 2117
ACES, 196
acoustic telemetry in, 22
adaptive differential PCM and, 880
additive white Gaussian noise and, 1251
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guided, 579
Hadamard coding and, 934–935 
orthogonal frequency division multiplexing and, 1876
synchronous digital hierarchy and, 2499–2500 
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access control in, 1153, 1648–51 
active attacks in, 1646–47 
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IP over ATM and, 1154
IP telephony and, 1180–81 
IPSec, 1153–54, 1651
Kerberos and, 1155
labeling in, 1649
link layer security in, 1153
MAC addresses in, 1646
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self-similar processes, traffic modeling, 1669
semianalytical MC technique, 2293–94 
semiblind channel estimation, 402, 404–407 
semiblind constant modulus algorithm, 2338
semicircular array antenna, 75–77, 75, 76
semiconductor lasers (see also lasers), 1777–78, 1777
semiconductor optical amplifiers, 706, 756, 1760–63,

1760, 1781, 1785, 1826, 1842, 2273, 2869
sensation level, in speech coding/synthesis, 2363–64 
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buffer overflow and system considerations in,

2159–60 
channel models for, 2042–45 
codewords for, 2141
coding construction for, 2160–61 
coding distance profile, 2160
coding rate for, 2142, 2149
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cdma2000 and, 2198
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extending, 2201, 2202
forking in, 2198
gateways in, 2198
global system for mobile and, 2198
hypertext transfer protocol and, 2199, 2203
instant messaging and, 2203
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multiaccess interference in, 2215
multipath and, 2207
multiple access methods for, 2208–08 
multiple access with collision avoidance in, 2210,

2212
near far problem and, 2208
network layer in, 2217–18, 2218
packet radio networks in, 2212
peer to peer networks in, 2208
phase locked loops in, 2207
phase shift keying and, 2207
protocols for, 2206
RAKE filters in, 2209
RF links for, 2206
routing in, 2208, 2211
Seaweb in, 2212–18, 2213
sensors and, 2206
servers for, 2217–18, 2218
spread spectrum in, 2216–17 
telesonar modems in, 2215
temporally ordered routing algorithm in, 2211
time division multiple access (time division multiple

access and, 2208, 2212, 2215
topologies for, 2208
virtual circuit switching in, 2208
virtual circuits in, 2211

Shalvi–Weinstein algorithm, in blind equalizers, 292
Shannon cover, constrained coding techniques for data

storage, 575
Shannon or channel capacity, 2179

discrete multitone and, 745–746 
low density parity check coding and, 1308
multiple input/multiple output systems and, 1453–55,

1454
rate distortion theory and, 2069
serially concatenated coding and, 2171
trellis coded modulation and, 2623
trellis coding and, 2636–37 
ultrawideband radio and, 2760–61 
very high speed DSL and, 2770–71 
wireless and, 2915
wireless multiuser communications systems and,

1605–08, 1606

wireless transceivers, multi-antenna and, 1579,
1580–82 

Shannon, Claude, 262, 275, 458, 606, 634, 1308, 2069,
2703

Shannon’s law, constrained coding techniques for data
storage, 573

Shannon’s theory, 218
continuous phase modulation and, 592
convolutional coding and, 605
cyclic coding and, 617

Shannon–Fano coding, 634–635 
Shannon–Hartley capacity theorem, 326
shape adaptive transforms, in image and video coding,

1041–42 
shape-gain vector quantization, 2127
shaping gain, in shell mapping, 2221
shared risk link group, 2463–64 
SHARES high frequency communications, 948
shell mapping, 2221–27 

applications and practical considerations for,
2226–27, 2226

constellation shaping and, 2221–22, 2221
cost identification in, 2224
counting sets in, 2223
decomposition in, 2224–26, 2225, 2226
generating function in, 2222, 2223
indexing algorithm in, 2223
mapping algorithm in, 2223–24 
modems and, 2222, 2227
quadrature amplitude modulation and, 2221–27, 2221
shaping gain in, 2221

shift registers
BCH coding, binary, and, encoding circuit for,

246–247, 246
bit interleaved coded modulation and, 278–279 
convolutional coding and, 598
cyclic coding and, encoders/decoders for, 619–620 

shim headers, multiprotocol label switching, 1594
shooting-bouncing ray approach, path loss, 1942
short backfire antenna, 198, 198
short leap shared protection, in optical Internet, 2466–68 
short message service, 866, 2190
short range communications, intelligent transportation

systems, 506
short range dependent models, traffic modeling,

1667–68 
short wave (see also high frequency), 49, 1477, 2067
shortened BCH coding, binary, 246
shortest path tree, ad hoc wireless networks, 2891
shot noise, 1835, 1843
shunt feed antenna arrays, 166
side constraints, in acoustic echo cancellation, 4–5 
sidebands

amplitude modulation and, 133
optical fiber and, and two-tone products in, 1687
optical receivers and, 1826

Sidelnikov bound, Gold sequences, 901, 2543, 2544,
2545

sidelobe level antenna, 144, 184
sidelobes

antenna and, 169
chirp modulation and, reduction in, 443–444 
generalized sidelobe canceler in, 1889–90, 1889,

1892–93 
minimum shift keying and, 1457
multibeam phased arrays and, 1517
packet rate adaptive mobile receivers and, 1889–90,

1892–93 
parabolic and reflector antenna and, 2081

sigma delta converters, 2227–47, 2228
additive white Gaussian noise, 2237–38, 2238
amplitude input range for, 2242–43, 2242, 2243
analog to digital conversion and, 2227–47, 2228
applications for, 2243–46 
architectures for, 2232
bandpass modulators using, 2238–40, 2239, 2240
cascade converters in, 2234–35, 2234, 2235, 2236–37 
data preprocessors using, 2243, 2244
DC canceller using, 2243–45, 2244, 2245, 2246
digital to analog conversion and, 2227–47, 2228
digital to digital conversion and, 2227–47, 2228
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sigma delta converters (continued)
error detection and correction in, 2229–30, 2229
feedback loops for, 2230, 2232, 2233–47 
filtering in, 2228, 2232–35 
finite impulse response filters and, 2228
linear model for, 2241, 2241
model for, 2230–31, 2230
multiple sample and hold converter in, 2234
noise and, 2229, 2231–32, 2231, 2232
noise prediction loops in, 2235–38 
noise transfer function and, 2231, 2231, 2232,

2233–47, 2234
signal to noise ratio, 2227, 2229, 2231 
signal transfer function in, 2233

sigmoidal activation function, in neural networks, 1676
signal constellations, in orthogonal frequency division

multiplexing, 1945
signal processing

in acoustic modems for underwater communications,
18–19, 19

adaptive antenna arrays and, 68
magnetic storage and, 1326–33, 1327
optical fiber and, 1808
in underwater acoustic communications, 41–43, 41

signal processing for magnetic recording channels (see
also magnetic recording systems), 2247–68 

signal quality monitoring, 2269–74 
amplified spontaneous emission and, 2272
amplitude shift keying and, 2273
analog parameters for, 2270–73 
arrayed waveguide gratings in, 2271–72 
bandpass filters and, 2272
bit error rate and, 2269, 2270
bit interleaved parity in, 2269
cross gain modulation in, 2273
dense WDM and, 2271–73
digital parameters for, 2269–70 
digital wrappers in, 2269
eribum doped fiber amplifiers and, 2273
error detection and correction in, 2269
Ethernet and, 2269
exclusive OR gates and, 2270
fast Fourier transform and, 2272
fault isolation and, 2269
filtering in, 2272
forward error correction in, 2269
histogram evaluation in, 2270–71, 2271
lasers and, 2273
Mach–Zehnder interferometer and, 2273
optical transport networks and, 2269
phase shift keying and, 2273
photodetectors and, 2271
pilot tones in, subcarrier multiplxing, 2272–73, 2272
polarization beam splitter and, 2272
Q factors in, 2270–71, 2270
scalability and, 2269
semiconductor optical amplifiers and, 2273
signal to noise ratio and, 2269, 2271–72 
simplicity of, 2269
SONET and, 2269
synchronous digital hierarchy and, 2269
transparency and, 2269
variable decision circuits in, 2269–70, 2270
wide area networks and, 2269

signal regeneration, optical, 1759–64 
signal space, in pulse amplitude modulation, 2025
signal subspace, in blind multiuser detection, 301
signal to interference plus noise ratio, 1116

blind multiuser detection and, 302, 306
code division multiple access and, 458, 459–460 
orthogonal frequency division multiplexing and, 1874
packet rate adaptive mobile receivers and, 1886,

1895, 1898, 1902
space-time coding and, 2324
tropospheric scatter communications and, 2697
wireless transceivers, multi-antenna and, 1579

signal to interference ratio, 1983–86
admission control and, 121
broadband wireless access and, 319
cellular telephony and, 1480–81 
intelligent transportation systems and, 505, 505

local multipoint distribution service and, 319
multiple input/multiple output systems and, 1452
radio resource management and, 2090, 2091–93,

2092
Universal Mobile Telecommunications System and,

386, 387
wireless IP telephony and, 2933

signal to noise ratio 
in acoustic modems for underwater communications,

15, 16, 17
acoustic telemetry in, 22
adaptive antenna arrays and, 187
adaptive equalizers and, 88
admission control and, 121–122 
angle modulation methods and, 820–823 
antenna arrays and, 143
asymmetric DSL and multimedia transmission in,

1573
bit interleaved coded modulation and, 277, 278, 285
blind equalizers and, 297
broadband wireless access and, 321
cable modems and, 326, 327–328, 327
in channel modeling, estimation, tracking, 413, 414
chaotic systems and, 422, 425, 425
chirp modulation and, 442, 445–447 
community antenna TV and, 514–517, 519, 520–522,

526
continuous phase frequency shift keying and,

596–597, 597
continuous phase modulation and, 588–589,

2181–83, 2189
convolutional coding and, 602–605
discrete multitone and, 745
diversity and, 731
expectation maximization algorithm and, 773–774,

774, 775
fading and, 786–788
free space optics and, 1858–62, 1859
image compression and, 1062
linear predictive coding and, 1264
location in wireless systems and, 2964–65 
magnetic recording systems and, 2264
magnetic storage and, 1326, 1327, 1331
matched filters and, 1337
microwave and, 2567, 2571
multibeam phased arrays and, 1519
multiple input/multiple output systems and, 1453–54 
optical communications systems and, 1485–87, 1493
optical fiber systems and, 1709, 1825, 1841, 1846–48 
optical transceivers and, 1837
orthogonal frequency division multiplexing and, 1873
packet rate adaptive mobile receivers and, 1898
phase shift keying and, 714
photodetectors and, 997
photonic analog to digital conversion and, 1965
polyphase sequences and, 1975
powerline communications and, 2004
predistortion/compensation in RF power amplifiers

and, 530
pulse amplitude modulation and, 2026
pulse position modulation and, 2039
quadrature amplitude modulation and, 2053–55
rate distortion theory and, 2069, 2070
satellite communications and, 1224, 1230
sequential decoding of convolutional coding and,

2144, 2156, 2161
serially concatenated coding and, 2165, 2166
serially concatenated coding for CPM and, 2181–83,

2189
sigma delta converters and, 2227, 2229, 2231, 2235
signal quality monitoring and, 2269, 2271–72 
software radio and, 2314
space-time coding and, 2325, 2327, 2329
spatiotemporal signal processing and, 2335–36,

2338–39, 2339
speech coding/synthesis and, 1305, 2342, 2345–46,

2346, 2353–55, 2361, 2368
spread spectrum and, 2395
synchronization and, 2473–85 
tapped delay line equalizers and, 1690
terrestrial digital TV and, 2547

trellis coded modulation and, 2623–24, 2628, 2630,
2634

trellis coding and, 2637–39, 2642
tropospheric scatter communications and, 2697
turbo equalization and, 2716–27 
turbo trellis coded modulation and, 2738
ultrawideband radio and, 2756
in underwater acoustic communications, 37–38 
waveguide and, 1416
wavelength division multiplexing and, 2869
wireless and, 2915, 2919, 2921
wireless infrared communications and, 2927
wireless multiuser communications systems and,

1606, 1619
wireless transceivers, multi-antenna and, 1579, 1580,

1582, 1583, 1584
signal to quantization noise, 1966, 2830, 2833, 2837
signal transfer function, sigma delta converters, 2233
signaling

ATM and, 204, 204, 2090–14 
cdma2000 and, 359
global system for mobile and, 913–916, 913
wavelength division multiplexing and, 653–654 

signaling ATM adaptation layer protocol, 204
signaling layer, multiprotocol label switching, 1595–97 
signaling radio burst protocol, 359, 364
signaling system 7, 113, 906
signature sequences, CDMA, 2274–85, 2275, 2274

autocorrelation and, 2276–85 
average interference power and, 2283
common types of, 2278–83 
cross correlation in, 2276–85 
direct sequence CDMA and, 2274, 2283, 2284
filtering in, 2275
frequency hopping CDMA and, 2276
Gold sequences as, 2281–82, 2281, 2282
intersymbol interference and, 2278, 2283
Kasami sequences in, 2282
matched filters in, 2275
maximal length sequences in, 2279–81, 2280
multiple access interference and, 2278, 2283
periodic sequences in, 2279
polyphase sequences and, 1975
random sequences and, 2276
receivers and transmitters for, 2275–76, 2275
security and, 2276
spread spectrum and, 2276–78 
Walsh–Hadamard sequences in, 2282–83 
wideband and, 2282, 2283

silica glass, in optical fiber, 434
Simmons’ bounds, in authentication coding, 219–220 
simple mail transport protocol, 541, 544
simple merging piggybacking, 233
simple network management protocol, 200, 544
simplex coding, 932
simplex method, in antenna arrays, optimization using,

161
simplicity, flow control, traffic management, and

Occam’s razor concept, 1653
simulated annealing, 161–161, 2130
simulation

cellular communications channels and, 396–397 
high frequency communications and, 955–956 
very high speed DSL and, 2788–89 

simulation of communication systems, 2285–95, 2285
bandpass inputs and, 2287
bandpass random processes, sampling of, 2286–87 
bandpass signals, sampling of, 2286
bit error rate and, 2293–94 
digital signal processing and, 2285
discrete channel model for, 2291
discrete Fourier transform and, 2287, 2288
discrete time representation of, 2285–87 
domain convolution in, 2287
fading, 2290–91, 2291
fast Fourier transform, 2288
finite impulse response filters and, 2287–88, 2292–93
first zone output components and, 2289
frequency division multiplexing and, 2286
functional blocks and, 2287–91 
hardware description language and, 2285
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simulation of communication systems (continued)
infinite impulse response and, 2288, 2288
linear time invariant components and, 2287–88 
linear time varying components and, 2288–89 
lowpass random processes, sampling of, 2286–87 
lowpass signals, discrete time representation of, 2286
Markov model for, 2291, 2291
memory nonlinearities and, 2290
memoryless nonlinearities in, 2289–90 
mobile communications channels and, 2290–91, 2290
Monte Carlo, 2285, 2291–94
multipath, 2290–91 
nonlinear components and, 2289–90 
performance measurement using Monte Carlo,

2293–94 
power spectral density and, 2287, 2291, 2292–93 
random number generation and, 2291–93 
random processes and, uncorrelated and stationary,

2290
sampling in, 2287, 2294, 2294
semianalytical MC technique in, 2293–94 
swept power measurements in, 2290
tapped delay lines and, 2289, 2289
Viterbi algorithm in, 2287
waveform level, 2285, 2285

SincGars, 2310
sine wave speech, 2362
single carrier frequency domain equalization, 2329–30,

2330
single channel per carrier

frequency division multiple access (frequency divi-
sion multiple access and, 825

satellite communications and, 878
trellis coding and, 2638

single frequency networks
digital audio broadcasting and, 679, 679
terrestrial digital TV and, 2554–55 

single hop WDM networks, 1551
single input multiple output systems

blind equalizers and, 292, 294–296 
in channel modeling, estimation, tracking, 400, 400,

403–407 
multiple input/multiple output systems and, 1451
wireless transceivers, multi-antenna and, 1582–83 

single input/single output systems
blind equalizers and, 287–288, 288, 291, 293
multiple input/multiple output systems and, 1451
space-time coding and, 2327

single letter fidelity, rate distortion theory, 2072–76 
single link admission control, 117
single mode optical fiber, 1507, 1707, 1842, 1845, 1848
single parity check coding, 1540–43, 2007
single phase unidirectional transducer, 2450, 2450
single sideband, 36, 1478, 1826, 1930
single sideband AM, 133, 135–136, 136, 140, 140
singletalk, acoustic echo cancellation, 4
singular value decomposition, blind multiuser detection,

301
sinusoidal coding, in speech synthesis/coding, 1300–01 
sinusoidal frequency shift keying, 1457, 1458, 1459,

1462, 1473–74 
SIPstone, 2203
64B/66B encoding, Ethernet, 1508
SKEME, 2813
skew, multimedia networks, 1562
skip distance, 2065, 2067
skip fading, 2065
sky wave propagation, 208, 946–958, 2060–65
skyphone, 2824
skyscraper broadcasting, 236
slant range, in satellite communications, 1225–26, 1226
slave (see master slave configuration)
sliding block decoders, 575, 2254
sliding window flow control, 545
sliding window, 227, 2604, 2609–11, 2609
sliding window RLS, 415
sliding window SISO, 2170, 2180–81, 2180
slot antenna, 142, 169, 170, 170, 180
slot time, Ethernet, 1281
slots, 340
slotted antenna arrays, 142

slotted ALOHA, 128, 341–342, 500–501, 500, 1552,
1559

slotted waveguide, millimeter wave antenna, 1428, 1429
slotted waveguide array, 1391, 1391, 1392, 1391
slow fading

path loss and, 1937
simulation and, 2290–91 
tropospheric scatter communications and, 2698
wireless multiuser communications systems and, 1604

smart antenna systems, 163, 180, 184, 187, 191, 1580
smart messaging, 2899
smartphones, 2191
smoothing, in cryptography, 610
smoothing factors, in blind multiuser detection, 303, 304
snapshot policy piggybacking, 233
Snell’s laws of reflection, 210, 2082, 2086, 2559
sockets, 541
sofic systems, in constrained coding techniques for data

storage, 573–575 
soft and safe admission control, 2094
soft bit error rate, 474
soft decision decoding

BCH coding, binary, and, 251–252 
BCH (nonbinary) and Reed–Solomon coding, 261
convolutional coding and, 601–602, 602
low density parity check coding and, 1309, 1312
magnetic recording systems and, 2257
multidimensional coding and, 1541
Reed–Solomon coding for magnetic recording chan-

nels and, 475
sequential decoding of convolutional coding and,

2142–45 
trellis coding and, 2640

soft handoffs, 366, 2093
soft in/soft out decoders, 560, 564–567 
soft input soft output systems

serially concatenated coding and, 2168–72, 2169,
2180–81 

soft output decoding algorithms and, 2295, 2297,
2302

turbo coding and, 2713, 2714, 2728–37 
turbo equalization and, 2716–27 

soft output decoding algorithms, 2295–2304 
additive white Gaussian noise, 2295, 2296
BCJR algorithm and, 2295, 2297
BCJR algorithm and, 2299–2301, 2299
binary phase shift keying and, 2296
forward error correction and, 2295–96 
iterative coding and, 2295
iterative decoding and iterative decoding, 2302
logarithmic maximum a posteriori algorithm in,

2301–02 
maximum a posteriori algorithm and, 2295, 2297
maximum logarithmic MAP algorithm in, 2302
soft input soft output systems and, 2295, 2297, 2302
soft output Viterbi algorithm and, 2295, 2297–99,

2298, 2302
system model for, 2295–2297, 2296
trellis coding and, 2296, 2296
turbo coding and, 2295, 2302, 2303
Viterbi algorithm and, 2295, 2297–99, 2298, 2302

soft output Viterbi algorithm, 2295, 2297–99, 2298,
2302

soft switches, 2198
software communications architecture, 2311–12, 2311
software defined radio, 2304, 2305, 2309–12 
software radio, 2304–24 

alternative technologies for, 2315–16 
analog to digital conversion in, 2305, 2306, 2308,

2313
application programming interfaces (API) for, 2311
applications for, 2307, 2318–21 
automatic link establishment protocol in, 2313–14 
bandwidth and, 2315–17
beamforming and, 2307
benefits of, 2304
bit error rate and, 2314
CASE tools and, 2305
certification in, 2319–21 
code division multiple access, 2312, 2312, 2314,

2316

cognitive radio and, 2307
common object request broker architecture and,

2304, 2310, 2311
core framework, 2312
development parameters and risks in, 2317–18 
digital modular radio in, 2306
digital signal processing and, 2304, 2306, 2316
digital to analog conversion and, 2305, 2306, 2308,

2313
environment management streams in, 2313–14 
extensible markup language and, 2304
field programmable gate arrays and, 2307, 2316
frequency division multiple access and, 2312, 2312
functional model of, 2306–08, 2307
functions, components, design rules for, 2310
GFLOPS processing in, 2311
global system for mobile and, 2314
history and development of, 2305
horizontal architecture design rules in, 2310
host platforms for, 2304
ideal design of, 2305–09, 2304
industry standard architectures for, 2311–12 
InfoSec and, 2307, 2308, 2313
interfaces for, 2305, 2308–09, 2308
interference and, 2306
joint tactical radio system in, 2306, 2311
local area networks and, 2307
mathematical structure of, 2311
modems for, 2308
multimode, 2307
multiple instruction/multiple datastream in, 2313
offline adapation and factories in, 2314
online adaptation in, mode selection/download man-

agement, 2314
orthogonal frequency division multiplexing and, 2314
personal communications systems and, 2306
personal digital assistants and, 2314
plug and play, 2310
programming languages and, 2304
public switched telephone network and, 2305
quality of service, 2307
RAKE receivers and, 2307
real time channel processing streams in, 2312, 2312
reference platform for, 2317, 2318
security and, 2307, 2308, 2313
service and network support for, 2307
signal flows in, isochronous and interdependent,

2313, 2313
signal to noise ratio, 2314
software communications architecture in, 2311–12,

2311
software defined radio and, 2304, 2305, 2309–12 
software tools for, 2314–15, 2315
SpeakEasy, First, and Trust systems in, 2305, 2316
specification and description language and, 2304–05 
spectrum management and, 2319–21, 2320
stability and, 2319
standards for, 2304–05 
synchronous digital hierarchy and, 2307
technology of, 2304
time division multiple access (time division multiple

access and, 2312–14, 2312
type certification and, 2319
unified modeling language and, 2304, 2312
upload/download process in, 2307
uploads/downloads in, 2314
vertical architecture design rules in, 2310–11 
wireless LAN and, 2314

solar cycles, solar flares, in radiowave propagation,
2060–61, 2066, 2067

solid immersion lens technologies, optical memories,
1739

solid state memories, 1319
solid state power amplifiers, 531, 535
solitary waves, 1764
solitons (see also optical fiber), 1764–73 

acoustic jitter in, 1767
amplification and loss and, 1767
breathers in, 1766
chirped fiber gratings and, 1768
control of, 1768
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solitons (see also optical fiber) (continued)
conventional types, 1765
dense WDM and, 1771
discovery of solitary waves and, 1764
dispersion and, 1764, 1765
dispersion compensating fibers in, 1768
dispersion managed types, 1765
dispersion managed, 1768–70, 1769
electrabsorption modulators in, 1770, 1771
erbium doped fiber amplifiers and, 1764
evaluation and future of, 1771
experiments and field trials of, 1770–71, 1771
fiber ring lasers and, 1771
gain switched lasers and, 1771
Gordon–Haus jitter in, 1767, 1769
group velocity dispersion in, 1764, 1765, 1769
intrachannel cross phase modulation in, 1769–70 
intrachannel four wave mixing in, 1769–70 
intrachannel impairments and, 1769–70 
inverse scattering transform in, 1766
laser sources for, 1770
lasers and, 1764
loop experiments in, 1770
optical fiber and, 1686, 1714, 1848
optical sources for, 1770
polarization and, 1768
polarization mode dispersion and, 1768, 1770
polarization multiplexing in, 1771
refractive index and, 1764
scattering and, 1766
Schrodinger equation (nonlinear) in, 1765–66 
self-phase modulation in, 1765
third order dispersion and, 1766–67 
timing jitter and, 1767
wave propagation in optical fiber and, 1765
wavelength division multiplexing and, 1768, 1769

sonar, 29, 32, 35, 35
SONET, 1798, 2461, 2485–2510, 2486, 2485, 2509 

add drop multiplexers in, 2493–94, 2494
ATM and, 201, 273
automatic protection switching in, 2494–95, 2495
bidirectional path switched ring in, 2495–96 
concatenation of STS in, 2488
dense WDM and, 748–757, 749
Ethernet vs., 1501, 1512
fault tolerance and, 1634, 1635
free space optics and, 1851
Gigabit Ethernet and, 1509
history and development of, 2485–87 
matched nodes in, 1637, 1637
optical cross connects/switches and, 1701, 1782, 1798
optical Internet and, 2464–68 
overhead levels in, 2488–93 
packet switched networks and, 1910
payload mapping in, 2493
payload pointer in, 2489–92, 2492
reliability and, 1634, 1635
ring topologies in, 2495–96, 2496
self-healing rings in, 2495
signal quality monitoring and, 2269
signal structure in, 2487–89, 2487, 2488
SPE assembly/disassembly in, 2493
unidirectional path protection/path switched rings in,

2495
virtual tributaries in, 2488–89, 2491
wavelength division multiplexing and, 2838–46,

2838, 2839, 2863–73 
Song–Park polyphase sequences, 1979
sound generation (see propagation of sound)
sound pressure, 31
sound pressure level, 32, 2366–67, 2366
source address table, Ethernet, 1505–06 
source allocation protocol, 1552
source bits, constrained coding techniques for data stor-

age, 573, 575
source coding

compression and, 631
information theory and, 1111 
rate distortion theory and, 2069
transform coding and, 2593–94, 2594

source models, in traffic modeling, 1671–73, 1671

source routing, in multimedia networks, 1566
space and time optimization, antenna arrays, 163–164,

163, 164
space communications protocol standards, 1233
space diversity, 1481, 2564
space diversity antenna, 190
space division multiple access

antenna for mobile communications and, 191
spatiotemporal signal processing and, 2336
waveguide and, 1416
wavelength division multiplexing and, 2863

space division switching, ATM, 202–203 
space factor, in waveguide, 1419
space wave propagation, 208
space waves, leaky wave antenna, 1237
space-time coding, 2324–32, 2324, 2324

additive white Gaussian noise, 2325, 2326
antenna and, 2324
bandwidth in, 2327
BCJR decoders and, 2328
bit error rate and, 2330
channel estimation issues in, 2330
channel impulse response and, 2327
channel model for, 2327–28 
coherence bandwidth in, 2327
data rates and, 2324
decision feedback equalizers and, 2328
diversity and, 2324
diversity gain and, 2324
Doppler frequency and, 2325
equalization of, on frequency selective channels,

2327–30 
expectation maximization algorithm and, 773
fading and, 2324
global system for mobile and, 2326
interference and, 2324
intersymbol interference and, 2327
maximum a posteriori decoders and, 2328
maximum likelihood detectors and, 2325, 2327
maximum likelihood sequence estimation and, 2328,

2329
multipath and, 2324
multiple input/multiple output systems and, 2327,

2330
narrowband communications and, 2324
orthogonal frequency division multiplexing and,

2328–29, 2329
peak average ratio in, 2330
perfect root of unity sequences in, 2330
phase shift keying and, 2326, 2326
power spectral density and, 2325
signal to interference plus noise ratio and, 2324
signal to noise ratio, 2325, 2327, 2329
single carrier frequency domain equalization in,

2329–30, 2330
single input/single output systems and, 2327
space time block coding in, 2326–27, 2326, 2329–30 
space-time trellis coding in, 2325–26 
time reversal space time block coding in, 2329, 2330
trellis coding and, 2328–29 
turbo coding and, 2328–29 
Viterbi algorithm and, 2326

Spaceway, 2112
spacing, in equalizers, symbol-spaced vs. fractionally

spaced, 86–87, 87
SPADE system, 825
spanning trees, multicasting, 1532
spark gap transmitters, 48–49, 48
sparse light splitting, routing and wavelength assignment

in WDM, 2105
sparse multipath channels, tapped delay line equalizers,

1688–96 
spatial diversity, 1230–31, 1603
spatial division multiple access, 163, 455
spatial multiplexing, MIMO systems, 1452, 1455
spatial processing, antenna arrays, 163
spatial renewal process model, traffic modeling, 1666,

1668
spatial reuse, media access control, 1344
spatiotemporal signal processing, 2333–40, 2333

antenna and, 2333–40, 2333

beamforming antenna and, 2333–40, 2333
BLAST architecture and, 2333
blind techniques for, 2333
block coding and, 2333
burst structure and, 2337–38, 2337
cochannel interference and, 2333
direct sequence CDMA and, 2336
discrete channel model for, 2333–34 
diversity and, 2333, 2334–36 
fading and, 2333–40, 2333
flat fading and, 2334–36 
frequency division multiple access (frequency divi-

sion multiple access and, 2336
interference and, 2337–38 
intersymbol interference and, 2333, 2336
maximal ratio combining and, 2336
mean square error and, 2338–39, 2339
multipath and, 2333
multiple access interference and, 2333, 2336
pseudotraining symbols, 2338
semiblind channel equalization in, 2336–38 
semiblind constant modulus algorithm and, 2338
signal to noise ratio, 2335–36, 2338–39, 2339
simulation examples and, 2338–39 
space division multiple access and, 2336
time division multiple access (time division multiple

access and, 2336
training and, 2333, 2338
trellis spacetime coding and, 2333

SpeakEasy, 2305, 2316
speaker verification systems, 2379–80 
specification and description language, 2304–05 
spectral attenuation, in optical fiber, 435
spectral broadening, fading, 784
spectral waveform coding, 2835–37 
spectral costs, in cell planning in wireless networks, 374
spectral efficiency

optical communications systems and, 1488
optical fiber systems and, 1848–49 
wireless transceivers, multi-antenna and, 1579,

1581–82 
spectral lines (Lebesgue decomposition), PPM, 2035,

2037, 2038
spectral noise shaping, photonic analog to digital con-

version, 1960
spectral null constraints, optical recording, 579, 580
spectral shaping

power spectra of digitally modulated signals and,
1990–91 

pulse amplitude modulation and, 2024
pulse position modulation and, 2032–33 

spectral thinning, concatenated convolutional coding,
558

spectrally raised cosine modulation, 585
spectrum (see frequency)
spectrum efficiency, cochannel interference, 452–454 
spectrum of radio waves, 208
specular effects, in radiowave propagation, 211–213,

212, 213
speech coding/synthesis, 2340–59 

a priori probabilty and, 2367
acoustic echo cancellation and, 4, 5
adaptive differential PCM in, 2343, 2354, 2355,

2372, 2382, 2820–22, 2822
adaptive multirate coding in, 2355, 2828
adaptive postfiltering in, 2346
algebraic CELP in, 1304, 1306, 2349, 2355, 2356,

2826–27 
algebraic vector quantized CELP in, 1306
algorithmic (objective) quality measures in, 2353–54 
analog to digital conversion in, 2370
analysis by synthesis in, 2344–50, 2344, 2823–24 
analysis of speech in, 2370–71 
applications for, 2340
articulation in, 2364–65 
articulation in, place of, 2360
articulation index in, 2362, 2363–68 
artificial neural networks in, 2378–79 
audibility in, 2363–64 
automatic speech recognition and, 2373–79, 2382
average magnitude difference function in, 2350
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speech coding/synthesis (continued)
bandwidth in, 2363–67, 2365
bit rates in, 2341
boundary conditions, open- and closed-glottis, 2350
broadband and, 2362
cepstrum in, 2373, 2386
channel coding and, 1299
characteristic waveforms in, 1301–02, 1302
clippers for, 2362
coarticulation in, 2361
code division multiple access, 2354
code excited linear pulse in, 1266–67, 1302–05,

1303, 2348–49, 2349, 2372, 2382, 2820–28
comb filtering in, 2378
companded PCM, 2342, 2342
companders and, 529
comparitive measures of quality in, 2352–53 
compression and, 648
conjugate structure CELP in, 1304, 1306
continuous speech recognition in, 2377
continuously varying slope delta modulation in, 2343,

2356
convolutional coding and, 2355
current technologies in, 2382
cyclic redundancy check in, 2355
diagnostic acceptability measure in, 2352
diagnostic alliteration test in, 2352
diagnostic rhyme test in, 2352
differential PCM in, 2342–43, 2343
digital to analog conversion in, 2370
dynamic time warping in, 2373
EFR algorithm in, 2827
embedded and multimode coding in, 2354–55 
enhanced full rate coders in, 1306
enhanced variable rate coder in, 1306, 2827
error detection and correction in, 2342, 2355, 2367,

2372
Euclidean distance and, 2355
excitation functions in, 2341, 2347–48 
feedforward/feedback algorithms in, 2354
filtering in, 2344–45, 2370, 2378
finite impulse response filter in, 2343, 2346
focused search technique in, 1306
formants in, 2361, 2820
frame-based analysis in, 2346–48, 2346
fricatives in, 2360
full rate and half rate standards for (Japanese),

909–911, 2827
fundamental frequency estimation in, 2372–73, 2820
G.723.1 multimode coder in, 2354–55 
gain in, optimum, 2347–48 
global system for mobile and, 909–911, 2356,

2819–20, 2827
Hamming distance and, 2355
hidden Markov models and, 2373–80, 2385
importance density function in, 2365–66, 2366
infinite impulse response filter in, 2343, 2346
intelligibility in, 2352, 2362, 2363, 2367
interactive voice response systems and, 2384
IP telephony and, 1178–79 
joint position and amplitude search in, 1306
joint source channel coding and, 2355
language models for, 2376–77, 2385, 2388–89 
Levinson–Durbin algorithm in, 2349
line spectral frequencies in, 2350, 2372
line spectral pairs in, 2350, 2821
linear prediction in, 2820–23, 2821, 2822
linear predictive coding and, 1264–67, 1264, 1265,

1266, 1267, 2341, 2344–50, 2344, 2372, 2373
linear time invariant coders in, 2341
long term prediction in, 2823–24, 2825
lossy coders in, 2341
low bit rate speech coding in, 1299–08, 1299
low delay CELP in, 2349, 2355, 2825–26, 2826
masking spectrum in, 2345, 2364
mean opinion score in, 1179, 1305, 2352, 2353,

2819–20
mean square error, 2347–48 
mel scale frequency cepstral coefficients in, 2373, 2382
mixed excitation linear pulse in, 1266–67, 1300,

1306, 2351, 2351, 2356, 2822–24, 2823

modulation and, 2368
MPEG compression and, 2356, 2819
multiband excitation coding in, 2351
multipulse LPC in, 2348, 2355
narrowband coding in, 2341
network issues and, 2354–55 
noise in, 2353–54, 2378
numerical measure of perceptual quality in, 2352
Nyquist rate in, 2371
Nyquist theorem and, 2370
parameter estimation from speech segments in,

1302–05, 2371
perception of speech in, 2359–69 
perceptual analysis measurement system, 1179
perceptual error weighting in, 2345
perceptual speech quality measurement, 1179, 1305,

2354
phonemes in, 2360–63, 2370, 2371
pitch detectors in, 2372–73 
pitch period in, 2361
pitch prediction filtering in, 2344–45, 2345
pitch synchronous innovation CELP in, 1304
predictive coding for, 1300
processing in, 2369–83 
prototype waveform interpolative coding in, 2351
psychophysical (subjective) quality measurement in,

2352–53 
public switched telephone network standards for, 2355
pulse coding modulation and, 1299, 2341–42, 2371,

2372
QCELP and, 2354, 2826
quality measurement in, 2351–54, 2372
quantization in, 2340–41 
rapidly evolving waveform in, 1301
rate compatible channel coding and, 2355
rate compatible punctured convolution coding in,

2355
reduced acoustic information and, 2361–62 
regular pulse excitation algorithm in, 2824
regular pulse excitation with long term predictor in,

1304, 2356
relative spectral method in, 2378
relaxed CELP and, 2827
residual quantization in, 2345–46 
rollover effect in, 2366
sampling in, 2340–41, 2370
segmentation in, 2377–78 
selectable mode and, 2827–28 
self-excited linear pulse in, 2349
sensation level in, 2363–64 
signal characteristic of speech in, 2360–61, 2360
signal to noise ratio in, 1305, 2342, 2345–46, 2346,

2353–55, 2361 
sine wave speech in, 2362
sinusoidal coders for, 1300–01 
skyphone and, 2824
slowly evolving waveform in, 1301–02, 1302
sound pressure levels in, 2366–67, 2366
speaker verification systems and, 2379–80 
spectral representation of signal for, 2361, 2371–72,

2820
spectrogram of, 2361, 2383, 2384
speech intelligibility index in, 2362, 2363, 2366–67,

2366
speech recognition software and, 2370
speech transmission index in, 2362, 2367–68 
standards for, 2355–56, 2819
stochastic codebooks in, 2345
stops in, 2360
subband coding in, 2343–44, 2343
temporal representation of signal for, 2360–61, 2360
text to speech systems in, 1304–05 
text to speech synthesis and, 2380–82 
third-generation CELP and, 2827–28 
thresholds in, 2364, 2364
top down and bottom up processing in, 2363
unequal error protection in, 2355, 2764
variable rate CELP and, for CDMA, 2826
vector quantization in, 2350, 2372
vector sum excited linear pulse in, 2349, 2356, 2821,

2825, 2825

videoconferencing and, 2827
vocoders (LPC type), 2350–51, 2350, 2819–29 
voice activity detection and, 2355
voice over IP and, 2354, 2355, 2827
voice, unvoiced, and mixed signals in, 2820
voicing in, 2360
waveform coders for, 1301–02, 2341–43, 2819
wideband coding in, 2341
zero crossing rate in, 2371
zero state response/zero input response in, 2347

speech intelligibility index (SII), 2362, 2363, 2366–67,
2366

speech perception (see also speech coding/synthesis),
2359–69 

speech recognition (see also automatic speech recogni-
tion), 2370, 2373–79 

speech signals, in underwater acoustic communications,
37

speech transmission index, 2362, 2367–68 
speed of sound, 15, 30
spherical conformal antenna arrays, 152–153 
spherical coordinates, in antenna arrays, 142
spiders, microstrip/microstrip patch antenna, 1388, 1388
spiral antenna, 935–946, 936–945 
splices, optical fiber, 440, 1707
split state diagrams, convolutional coding, 604–605, 604
split TCP, satellite communications, 2120
splitters

community antenna TV and, 519, 520
very high speed DSL and, for POTS and, 2785–86 

splitting algorithms, media access control, 1347
splitting method in quantization, 2129
splitting ratio, optical couplers, 1699
spontaneous emission, lasers, 1776
spoofing, 1646, 2120, 2809–10 
sporadic E radiowave propagation, 2065
spot beam satellite communications, 877–878, 1249
spotsize, of lasers, 1777
spread F, 2065
spread spectrum, 2391–2402, 2391

adaptive receivers for spread-spectrum systems,
95–112 

ALOHA protocol and, 131, 132
Bluetooth and, 309–310 
cdma2000 and, 359, 367
chann/in channel modeling, estimation, tracking, 409
chirp modulation in, 440–448 
code division multiple access and, 458, 2276–78, 2400
commercial systems of, 2399–2400 
community antenna TV and, 2399
direct sequence, 2392–96, 2392
diversity and, 733–734 
ensemble-averaged autocorrelation in, 428
error detection and correction in, 2394–95 
feedback shift registers and, 789
frequency division multiple access (frequency divi-

sion multiple access and, 828
frequency hopped, 2396–99 
frequency shift keying and, 2396–97 
global positioning system and, 2399
global system for mobile and, 2400
Gold sequences and, 428
intelligent transportation systems and, 505
interference and, 1130–41, 2393–94 
IS95 cellular telephone standard and, 347, 348, 2400
media access control and, 1343–45 
packet rate adaptive mobile receivers and, 1886
performance in, 2396
phase shift keying and, 2397
polyphase sequences and, 1975
pulsed interference in, 2396
satellite onboard processing and, 482
shallow water acoustic networks and, 2216–17 
signal to noise ratio, 2395
signature sequence for CDMA and, 2276–78 
synchronization and, 2479–81, 2479
underw/in underwater acoustic communications, 41
wideband CDMA, 2400
WiFi and, 2400
wireless communications, wireless LAN and, 1285,

2399
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spreading, wireless multiuser communications systems,
1611–12, 1612

spreading coding
adaptive receivers for spread-spectrum system and,

106
cdma2000 and, 367
media access control and, 1344–45 

spreading factor
in channel modeling, estimation, tracking, 411
code division multiple access and, 459
signature sequence for CDMA and, 2275

spreading rates, cdma2000, 359
spreading sequence, multicarrier CDMA, 1523
spreading sequences

cell planning in wireless networks and, 386
chaotic systems and, 422, 428, 428
polyphase sequences and, 1975
Universal Mobile Telecommunications System and, 386

spur free dynamic range, 1965
spur suppression, in frequency synthesizers, 858–862 
square root bound authentication coding, 220
square root raised cosine filter, in cable modems,

328–329 
squared error distortion, compression, 640
squaring loop, in pulse amplitude modulation, 2028,

2028
stability, 1653, 2240–43, 2319
stack algorithm, in sequential decoding, 2140, 2148–50,

2155, 2159
stacks of protocols, 541
standards

acoustic echo cancellation and, 4
cdma2000 and, 358, 359–367 
CDROM and, 1736, 1737
cellular communications channels and, 397
cellular telephony and, 1479
compact disc, 1736
digital versatile disc and, 1737–38 
general packet radio service and, 866
Gigabit Ethernet and, 1509
global system for mobile and, 905
image and video coding and, 1048–55 
image compression and, 1070
IMT2000 and, 1095–97 
IP telephony and, 1181
local multipoint distribution services and, 1268–70 
modems and, 1497–99 
optical memories and, 1736, 1737
personal area networks and, 2683
powerline communications and, 1996–97, 2002
pulse position modulation and, 2041
satellite communications and, 2113
session initiation protocol and, 2197
software radio and, 2304–05 
speech coding/synthesis and, 2355–56, 2819
terrestrial digital TV and, 2546, 2550–52 
very high speed DSL and, 2779–84, 2791
vocoders and, 2819
wireless infrared communications and, 2929–30 
wireless LANs and, 2682, 2945–46 
wireless MPEG 4 videocommunications and, 2978
wireless, 371

standing wave linear dipoles, 1257
standing waves, in waveguide, 1394
Stanford Research Institute, 268
star topologies, optical fiber, 1716–17, 1717
STARNET, 1720
start frame delimiter, Ethernet, 1503
start frame delimiters, 1282
start/stop transmission, modems, 1495
state combination, constrained coding techniques for

data storage, 578
state diagrams, feedback shift registers, 790–791, 790,

793, 794
state management, for optical networks, 2618
state matrices, in cryptography, 608
state merging, in constrained coding techniques for data

storage, 575
state space, in traffic engineering, 492–493, 493
state splitting, in constrained coding techniques for data

storage, weighted vs. consistent, 578–579, 578

state transition diagram
constrained coding techniques for data storage and,

573
magnetic recording systems and, 2253–57, 2256
traffic engineering and, 492–495, 493, 495, 498

state variables, in low density parity check coding, 1316
states, in sequential decoding of convolutional coding,

2142
static mode analysis, incell planning in wireless net-

works, 388, 389
static routing and wavelength assignment, 2100–01 
static SLSP, in optical Internet, 2469–70 
static vs. dynamic optical WDM networks, 1798
station keeping, satellite communications, 1248
stationarity, in traffic engineering, 487
statistical multiplexing, 2420–32 

adaptive receivers for spread-spectrum system and,
95

admission control in, 2428–29 
bandwidth in, 2428–29 
flow control and, 1625
fluid buffer models and, 2427–28 
packet switched networks and, 1907–09, 1908
video and, 2424–32, 2425

steering, in active antenna, 66, 69, 70
Steiner tree problem, in multicasting, 1532–33 
Steiner triple system, in low density parity check cod-

ing, 659
step size factor, in acoustic echo cancellation, 7
stereo broadcasting, FM, 823, 823, 824
stereophonic systems, acoustic echo cancellation, 11, 11
stiction, 1351
STIMAX free space grating, 1754–55 
stimulated Brillouin scattering, 1844, 1846
stimulated emission, lasers, 1776
stimulated Raman scattering, 1685, 1712, 1843, 1846
stimulated scattering, 1684–85, 1685, 171
stochastic channel modeling and estimation, 405,

411–412 
stochastic codebooks, in speech coding/synthesis, 2345
stochastic differential equation, in chaotic systems, 424,

425
stochastic maximum likelihood algorithm, in channel

modeling, estimation, tracking, 405–406 
stochastic relaxation quantization, 2130
Stoke’s theorem, in active antenna, 55
Stokes photons, in optical fiber, 1712
Stokke method and groundwave propagation, 2060
stop and go algorithm, 92, 1660
stop and wait, automatic repeat request, 226, 226,

229–230, 545
stop and wait flow control, 545
stopping condition in quantization, 2129
stops, in speech coding/synthesis, 2360
storage area networks, 1714, 1733
storage devices, 1319
store and forward networks, 1907
Strat–Chu equation, 172
stream ciphers, 607–609, 608
streaming sources, in traffic modeling, 1671
streaming video, 2432–41, 2433

additive increase/multiplicative decrease in, 2439
application layer and, 2436
buffers in, 2438
client and server for, 2433, 2434
coding for, 2433–34 
congestion control in, 2438–39 
future of, 2439–40 
MPEG compression and, 2435–36 
packetization and transport layer issues in, 2436–37 
real time streaming protocol in, 2438
real time transport protocol and, 2436–37 
RTP control protocol in, 2438
session control in, 2437–39 
transmission control protocol in, 2439
user datagram protocol in, 2439
wireless MPEG 4 videocommunications and, 2974

stripe, magnetoresistive, 1323
subband coding

compression and, 648
speech coding/synthesis and, 2343–44, 2343

waveform coding and, 2836, 2836
subband systems, acoustic echo cancellation, 11–12, 11
subcarrier multiplexing, in signal quality monitoring,

pilot tones, 2272–73, 2272
subcarriers/subchannels, in orthogonal frequency divi-

sion multiplexing, 1867
subdomain basis functions, in antenna modeling,

174–176 
submarines, acoustic telemetry, 24
subnetwork connection protection, 1635
subreflectors, 1920, 2083–84, 2083
subrefraction, 1435–36, 2559
subscriber identity module, 906
subscriber links, in satellite communications, 1251
subset construction, in constrained coding techniques for

data storage, 575
subspace blind multiuser detection, 298, 301–302 
subspace algorithm, in channel modeling, estimation,

tracking, 406–407 
substitution attack, 219, 222
substitution coding, 581
substitution method, in constrained coding techniques

for data storage, 578
subtractive interference cancellation, in wireless multi-

user communications systems, 1617
subvectors, in vector quantization, 2127
subword closed systems, 573
successive interference cancellation, 1617
sudden ionospheric disturbance, 949, 2066, 2067
suites of protocols, 541
sum product decoding, LDPC, 1309, 1312–15, 1314
Sunda’s FSK, minimum shift keying, 1472
sunspot activity and radiowave propagation, 1477, 2061,

2063, 2065
super high frequency, 208
superfinger demodulator, 357
supergain antenna arrays, 160–161 
superheterodyne receivers, 1478
superrefraction, microwave, 2559–60 
supertrunks, community antenna TV, 512
supervisory frames, high level data link control, 546
suppressed carrier signal, amplitude modulation, 134
surf zone acoustic telemetry experiment, 24
surface acoustic wave, 327
surface acoustic wave filters, 2441–61 

antenna duplexers and, 2458–59 
applications for, 2457–60 
chirp modulation and, 441, 447
clock recovery circuits and, 2460
convolvers and, 2455–56, 2455, 2456, 2460
finite impulse response filters and, 2450–52, 2456
piezoelectricity and, 2444–45 
resonators and, 2454–55, 2455, 2456–57 

surface equivalence principle, in antenna modeling, 172,
172

surface modeling, in antenna modeling, 175–176, 176
surface roughness (specular effects), radiowave propaga-

tion, 211–213, 212, 213
surface skimming bulk waves, 2441, 2444
surface transverse waves, 2441, 2444
surface waves, in leaky wave antenna, 1237
survivable optical Internet, 2461–72 
sustained cell rate, 117, 266, 551, 1656, 1658
Svensson, Arne, 2274
swept power measurements, simulation, 2290
switch transmit diversity, 1586
switched beam antenna, 191–192 
switched virtual circuits, ATM, 265–266 
switches (see also optical cross connects and switches)

Ethernet and, 1505–06, 1506
microelectromechanical systems and, 1354, 1355

switching, 549
acoustic echo cancellation and, 5
ATM and, 200–207, 200, 272–273 
Banyan networks in, 202–203, 202
Batcher-banyan networks in, 203
buffering input and output in, 203–204, 203
bus matrix, 203–204 
crossbar, 202–203, 202
distributed intelligent networks and, 719–29, 722,

726
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switching (continued)
multistage interconnection networks in, 202, 202
NxN crossbar, 201–203, 202
routing and wavelength assignment in WDM and,

2098
satellite communications and, 2113
satellite onboard processing and, 482
space division, 202–203 

switching diversity, radio resource management, 2093
switching modulator, amplitude modulation, 138–139,

138
symbol by symbol detectors, 1932
symbol duration, in modulation, 1335
symbol error probability, QAM, 2043, 2047–52, 2048,

2049, 2050
symbol error rate, Reed–Solomon coding for magnetic

recording channels, 473
symbol fields, in BCH (nonbinary) and Reed–Solomon

coding, 253
symbolic dynamic models, chaotic systems, 422
symbolic dynamics, chaotic systems, 427
symmetric ciphers, cryptography, 1152
symmetric key/private key encryption, 606, 607–609,

607
synapses, in neural networks, 1675–76, 1676
synchronization, 545–546, 2472–85 

acoustic telemetry in, 23
additive white Gaussian noise, 2473–85 
baseband and, 2479
carrier frequency and phase, 2481
cdma2000 and, 367
channel impulse response and, 2474–85 
chaotic systems and, 422
code division multiple access, 2479–81, 2479
coding tracking in, 2480
coding, 2480–81 
constrained coding techniques for data storage and,

576
continuous phase modulation and, 2473–85 
digital audio/video broadcasting and, 2481
drive-response, chaotic systems and, 422, 422
feedforward/feedback systems in, 2475
frame, 2482–83 
frequency and timing estimation in, 2482
frequency, 2475–77 
global system for mobile and, 912–913 
hard disk drives and, 1320
intersymbol interference in, 2474–85 
mean square error and, 2475
minimum shift keying and, 1471–72, 1471, 1472
multicarrier transmission and, 2481–82 
multiple access interference and, 2479–85 
narrowband, 2473–85 
orthogonal frequency division multiplexing and,

2481–85, 2481, 2482
phase shift keying, 2473–85 
phase, 2477–78 
pulse amplitude modulation and, 2028–30, 2029
pulse position modulation and, 2031
quadrature amplitude modulation and, 2052–57,

2473–85 
RAKE receivers and, 2481
signal to noise ratio, 2473–85 
spread spectrum and, 2479–81, 2479
timing, 2478–79, 2478
wideband CDMA and, 2878–79 

synchronization channels, in IS95 cellular telephone
standard, 349, 350

synchronous CDMA, 1096
synchronous connection oriented link, 313, 315
synchronous demodulator (see also phase coherent

demodulator), 134
synchronous digital hierarchy, 2485–2510, 2486, 2485,

2509 
administrative units in, 2497, 2498
ATM and, 201
bit rates in, 2496–97 
containers in, 2498
dense WDM and, 748–757, 749
frame structure in, 2500
frequency justification in, 2506–2508 

history and development of, 2485–87 
interconnection of STMs in, 2498–99 
multiplexing in, 2498–2504, 2498, 2499, 2500,

2501–2506
optical cross connects/switches and, 1798
optical fiber and, 1798, 2615
pointers in, 2498, 2503–08, 2506–2508 
scrambling in, 2499–2500 
signal quality monitoring and, 2269
software radio and, 2307
synchronous transport module in, 2497–98 
tributary units in, 2497–98 
virtual containers in, 2497
wavelength division multiplexing and, 2863–73 

synchronous optical network (see SONET)
synchronous round robin with reservation, 1557
synchronous transmission, 545–546, 546, 1495, 1808
synchronous transport module, 2497–98 
syndrome decoder, for cyclic coding, 620
syndrome equations for decoding, 247–248, 255, 623
synthesis, in antenna arrays, 153–157, 187
synthetic aperture radar, 1393, 1393
synthetic environment tactical integration visual torpedo

program telemetry, 26, 27
system capacity, in radio resource management, 2090
system distance, in acoustic echo cancellation, 6
systematic (Cartesian) authentication coding, 220, 221
systematic coding

cyclic coding and, 619, 619
Reed–Solomon coding for magnetic recording chan-

nels and, 469
sequential decoding of convolutional coding and,

2141
threshold coding and, 2579

t error correcting coding, 244, 253
T1 lines, 263
tabu lists, in quantization, 2130
tailbiting convolutional coding, 2511–16, 2513

a posteriori probability decoders in, 2515
applications for, 2516
BCJR algorithm for, 2515
decoding of, 2515–16 
Viterbi algorithm for, 2515

tamed frequency modulation, 584–593 
tank circuits, active antenna, 62
Tanner graph

low density parity check coding and, 1311, 1311,
1312

product coding and, 2011, 2011
tap leakage algorithm, in adaptive equalizers, 87
tape drive, for Reed–Solomon coding for magnetic

recording channels, ECC, 474
tapered microstrip transition waveguide, 1400–01, 1400
tapering, in leaky wave antenna, 1241, 1242
tapped delay line equalizers, 1688–96 

baseband communications systems and, 1690, 1690
decision directed feedback equalizers and, 1693
decision feedback equalizers and, 1688–89, 1692
feedback filters in, 1690
feedforward filters in, 1690
filters and, 1690
finite length and, 1692–94, 1694
high definition TV and, 1689
impulse response and, 1689, 1689
infinite length symbol spaced equalizers for, 1690–92 
intersymbol interference and, 1688
linear equalizers and, 1688, 1691–92 
matched filters and, 1691
minimum mean square error detectors and, 1690,

1691, 1692
nonuniformly spaced, 1689–90, 1690
optical synchronous CDMA systems and, 1815,

1815, 1816
performance example of, 1694–95, 1695
quadrature amplitude modulation and, 1690
signal to noise ratio in, 1690
simulation and, 2289, 2289
sparse multipath channels and, 1688–96 
tropospheric scatter communications and, 2700–02 
zero forcing, 1690

taps, in community antenna TV, 518, 518
target lists, for multicasting, 1536
target probability, in satellite communications, 2119–20 
Taylor distribution (Chebyshev error), 154–157, 155,

157, 187
Taylor one-parameter distribution, antenna arrays, 155
TCP for transactions, 2120
TCP friendly rate control, congestion control, 1662
TCP Reno (see also transmission control protocol),

1625, 1630, 1628, 1662
TCP segments, 541, 544
TCP Tahoe (see also transmission control protocol),

1625, 1628, 1662
TCP Vegas (see also transmission control protocol), 554,

1625, 1628–30, 1662
TCP/IP, 540–544, 1644

admission control and, 114
ATM and, 264, 273
broadband and, 2661–63 
IP networks and, 267, 268
packet switched networks and, 1912 
radio resource management and, 2094–95 
satellite communications and, 1232–33, 2113, 2120
transmission control protocol and, 2603 
virtual private networks and, 2807

TD/CDMA, 2589–90, 2592
TDSCDMA
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magnetic recording systems and, 2260–61, 2260
magnetic storage and, 1331–33 
maximum likelihood decoding in, 2638, 2646–48 
modulation in, 2635
multidimensional coding and, 1538
multiple input/multiple output systems and, 1455
parallel concatenated (see turbo coding)
power control in, 2636–37 
quadrature amplitude modulation and, 2636–53 
quadrature phase shift keying and, 2637–53 
Reed–Solomon coding and, 2640
sequence decoding in, 2646–48 
sequential decoding of convolutional coding and,

2142, 2144, 2154–56 
serially concatenated coding and, 2164, 2180
Shannon or channel capacity in, 2636–37 
signal to noise ratio, 2637–39, 2642
single channel per carrier in, 2638
soft output decoding algorithms and, 2296, 2296
space-time coding and, 2325–26, 2328–29 
spatiotemporal signal processing and, 2333
symbol decoding in, 2648–49 
tailbiting convolutional coding and, 2513–16, 2513
terminating, 2296
trellis coded modulation and, 2637–53 
truncation length or decision depth in, 2648
turbo coding and, 2637, 2640, 2649–51, 2650
in underwater acoustic communications, 45
V.34 modems and, 2640
Viterbi algorithm in, 2647, 2648

trellis diagrams, 600, 600, 601, 1618, 1618
trends in broadband communication networks, 2653–77 
trends in wireless indoor networks, 2677–92 
triangular inequality elimination, in vector quantization,

2126
tributary units, in synchronous digital hierarchy,

2497–98 
triggered backup, 1634–35 
triple transit echo, in surface acoustic wave filters, 2449
trivial file transfer protocol, 335
tropical anomalies in radiowave propagation, 2065
tropospheric propagation, 2059
tropospheric radiowave propagation, 208, 1477, 2059
tropospheric scatter communication, 215, 2692–2704 

adaptive equalizers in, 2700–02 
analog system performance using, 2697–98 
decision feedback equalizer and, 2701–02, 2701,

2702
digital systems using, 2689–2703 
diversity and, 2693–95 
Doppler effect, Doppler spread in, 2698–99 
error detection and correction in, 2701–02 
fading in, 2698–99 
frequency division multiplexing and, 2693
intermodulation noise, 2697, 2698
intersymbol interference and, 2699
losses in, 2695–96 
matched filters in, 2700, 2700
maximum likelihood detectors and, 2702–03 
multipath in, 2697–98 
quadrature phase shift keying and, 2693, 2700
receivers for, 2699–2703 
signal to interference plus noise ratio in, 2697
signal to noise ratio, 2697
tapped delay lines and, 2700–02 
thermal noise and, 2697, 2698
time division multiplexing and, 2693
transmitters for, 2695–97 
variability in, 2696

true time delay shifter, in microelectromechanical sys-
tems, 1355, 1355

truncated binary exponential backoff, Ethernet, 1281

trunking, in flow control, 494, 1654
trunking theory, 1478
trust, in authentication coding, 222–224 
Trust software radio, 2305, 2316
trusted authority, authentication, 613–614 
trusted entities, 1649
trusted third party, authentication, 613–614 
truth tables, feedback shift registers, 790–791, 790, 793,

794
tunable bandpass filters, 1764
tunable lasers, 1780–81 
Tundra orbit, 1250
tunneling

general packet radio service and, 867
IP networks, 273
multiprotocol label switching and, 271, 1596–97 
security and, 1651
virtual private networks and, 2809, 2811–12, 2812

turbo coding (see also concatenated convolutional cod-
ing and iterative decoding), 556–570, 2179, 2180,
2704–16

a posteriori probability decoders in, 2705, 2714
additive white Gaussian noise, 2703
applications for, 2714–15 
binary phase shift keying and, 2704–16 
bit error rate and, 2704–16 
bit interleaved coded modulation and, 285
cdma2000 and, 367
circular recursive systematic convolutional coding

and, 2709, 2709
convolutional coding and, 600
decoding in, 2713–14, 2713
encoding/decoding in, 2705, 2705
error correction coding and, 2704–05 
interleaving in, 1141–51, 1142–1149 
iterative decoding and, 560
iterative detection algorithms for, 1182–96 
logarithmic likelihood ratio and, 2713, 2714
low density parity check coding and, 1312, 1316
low density parity check coding and, 658
magnetic recording systems and, 2266–67 
magnetic storage and, 1326–27 
maximum a priori decoders and, 2705, 2714
multidimensional coding and, 1548–49, 1549
multiple input/multiple output systems and, 1456
parallel concatenated convolutional coding , 2710
permutation function in, 2711
product coding and, 2011, 2012, 2727–37 
quadrature phase shift keying and, 2704–16 
recursive systematic convolution (coding and,

2705–07, 2706
Reed–Solomon coding and, 2703
satellite communications and, 1229–30, 1230
serially concatenated coding and, 2164, 2176–77, 2176
soft input/soft output systems in, 2713, 2714
soft output decoding algorithms and, 2295, 2302,

2303
space-time coding and, 2328–29 
termination of, 2708–09, 2708
trellis coded modulation and, 2737–53 
trellis coding and, 2637, 2640, 2649–51, 2650
unequal error protection coding and, 2766–67 
Viterbi algorithm and, 2705, 2714
wireless multiuser communications systems and,

1604, 1610
turbo equalization (see also turbo coding), 28, 2716–27 

error correction coding and, 2716–27 
intersymbol interference and, 2716–27 
signal to noise ratio, 2716–27 
soft input/soft output systems and, 2716–27, 2715

turbo trellis coded modulation, 2737–53 
Bahl–Jelinek algorithm in, 2738
binary phase shift keying and, 2738–53 
bit error rate and, 2738, 2747–49 
code constraints in, 2740–42 
component code search in, 2742
decoding and, 2738, 2743–47, 2744, 2745, 2746
encoding in, 2738–42, 2739, 2740
examples and simulations using, 2747–49 
interleaving in, 2740–42, 2741
maximum a priori decoder in, 2743–45, 2750

metric calculation for first stage decoding in,
2745–46 

noise and, 2738
quadrature amplitude modulation and, 2738–53 
quadrature phase shift keying and, 2738–53 
signal to noise ratio, 2738
subset decoding in, 2747
Ungerboeck coding and, 2738
Viterbi algorithm and, 2738, 2743

turbulence, atmospheric (see also scintillations),
1861–63, 1861

TV SAT horn feed, 1392, 1392
two dimensional burst coding, multidimensional coding,

1538
two dimensional constraints, constrained coding tech-

niques for data storage, 582
two dimensional dot coding, multidimensional coding,

1538
two layer spreading, code division multiple access,

2875–76, 2875
two stage conjugate algorithm, quadrature amplitude

modulation, 2056
2n prime coding, optical synchronous CDMA systems,

1811–12 
two-tone products, optical fiber, 1687

u law companders, 529, 529
U. S. Navy Advanced System Technology Office, 24
U.S. digital cellular systems, 1479, 1481
U.S. Naval Command Control and Ocean Surveillance

Center, 24
Udaltsov–Shlyuger skywave method, 2062, 2064
ultra high frequency, 208, 1478, 2517–36 
ultrasound, surface acoustic wave filters, 2441–43, 2441
ultrawideband (UWB) radio, 2754–62 

additive white Gaussian noise, 2756, 2757
applications for, 2760–62 
bandwidth and, 2761–62 
binary phase shift keying and, 2755–62 
code division multiple access, 2754–62 
differential phase shift keying and, 2755
direct sequence, 2757
encoding and decoding in, 2755
frequencies for, 2754
impulses and impulse streams in, 2754–55 
in building propagation of, 2758–59 
link budget for, 2760
monocycle pulses in, 2755, 2755
multipath and, 2761
pseudonoise coding and, 2754
pulson application demonstration and, 2758
radar and, 2761
RAKE receivers and, 2757–59 
receivers for, 2757, 2757
reception of impulses in, 2760
reflection and, 2759–60 
Shannon or channel capacity in, 2760–61 
signal propagation in, 2758–60 
signal to noise ratio, 2756
spectrum allocation and, 2761–62 
tracking in, 2761
transmitters for, 2757, 2757
wireless systems and, 2761

UMTS terrestrial access radio network, 2116
unbalance feed modified batwing antenna, 2517–36 
uncompressed digital video, image and video coding,

1027
unconditionally secure authentication coding (see also

authentication coding), 218
unconstrained source coding, transform coding, 2593,

2595
undersampling, photonic analog to digital conversion,

1960, 1961
underspreading, 395, 1604
underwater acoustic communications, 36–47 

applications for, 36
axis of the deep sound channel in, 38
bandwidth in, 36–38 
bit error rates in, 37
channel characteristics in, 37–40 
control signals in, 37
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underwater acoustic communications (continued)
convergence zone in, 38
data compression for, 36, 37
data rates in, 37
digital signal processing in, 36, 43–44 
Doppler effect and, 39–40, 39
encoding in, 43, 45–46 
equalization in, 42–43 
frequency division multiple access in, 44
history of, 36
interference cancellation, 44
intersymbol interference (ISI) in, 38, 44
loss in, 37–38, 38
mobile communications and, 46
modulation schemes in, noncoherent vs. coherent,

40–41, 45–46
multipath interference in, 38
multiuser networks for, 44–45 
noise in, 37
optical communications vs., 36
phase coherent detection in, 41–43, 42
range in, 37–38 
research topics in, 43–46 
self-optimization in, 45
shallow water networks and, 2206–21 
signal processing methods in, for multipath compen-

sation, 41–43 
signal to noise ratio in, 37–38 
single sideband in, 36
speech signals in, 37
system design for, 37, 40–41 
telemetry and, 37
telephone, 36
time division multiple access in, 44
time variation, delay, scattering, and fading in,

38–40, 39, 45–46 
transmitters and receivers for, 42–45, 42
video signals in, 37

underwater acoustic telemetry (see also acoustic teleme-
try), 22–29 

underwater communications (see acoustic modems for
underwater communications 

underwater range data communications, 26–27 
underwater telephone, 22–23 
undetected word error, sequential decoding of convolu-

tional coding, 2159
undisturbed error, acoustic echo cancellation, 6, 10
unequal error protection, 2355, 2762–69 
unfairness factor (see also fairness), 2103
Ungerboeck coding, 2738
Ungerboeck set partitioning, 276, 276, 280–281 
“unhappiest source” concept, 1653
unicast ing, 654–655, 1530, 2615
unidirectional path protection/path switched rings,

SONET, 2495
unidirectional transducers, surface acoustic wave filters,

2449–50, 2449
unified modeling language, 2304, 2312
unified theory of diffraction, 216
uniform linear antenna arrays, 144–145, 146, 153, 153
uniform linear arrays, cochannel interference, 455
uniform linear virtual array, 69–71, 75, 77
uniform resource locators (URL), wireless application

protocol, 2901
uniform theory of diffraction, path loss, 1936, 1942
union bounds, convolutional coding, 598–599, 605
universal approximators, neural networks, 1679
universal asynchronous receiver/transmitter, 1495
Universal Disc Format, 1736
universal mobile telecommunications systems, 371–372,

2963
admission control and, 120, 126
bit error rate in, 387
cell planning in wireless networks and, 384, 385–391 
cellular communications channels and, 397
coding puncture rates in, 386
dynamic mode in, 388, 390–391 
forward error control in, 386, 387
frequency division multiple access and, 828
general packet radio service and, 866
global system for mobile and, 907

H.324 standard for, 918–929, 919
Hadamard coding and, 929
IMT2000 and, 1096–1108 
intelligent transportation systems and, 507
mobility portals and, 2191, 2194
network design in, 388–391, 389
orthogonal variable spreading factors in, 387
planning strategy for, 387
quality of service and, 387
quasidynamic mode in, 388, 389–390 
RAKE receivers and, 387, 388
satellite communications and, 2116
service types in, 386–387 
signal to interference ratio in, 386, 387
spreading sequences in, 386
static mode analysis in, 388, 389
wideband CDMA and, 2873–74 
wireless IP telephony and, 2932–41 

universal phone numbers, paging and registration,
1917–18 

universal plug and play, 2194, 2310
universal resource identifier, session initiation protocol,

2196, 2198 
universal theory of diffraction, indoor propagation mod-

els, 2018
universal wireless communication (UWC), wireless

local loop, 2954
Universal Wireless Communications Consortium, 126
UNIX, 268
unlicensed bands, 308–309, 2678–79 
unlicensed national information infrastructure, 2941,

2944
unmanned airborne vehicles, 169
unmanned undersea vehicles, 24, 28, 36
unnumbered frames, high level data link control, 546
unreliable protocols, 542
unshielded twisted pair, Ethernet, 1283, 1506–07 
unslotted ALOHA, 128–132, 342–343, 343
unspecified bit rate, 123, 206, 267, 551, 1658
unsupervised learning, in neural networks, 1678
uplinks, satellite communications, 877, 1223, 1223, 2115
upper layer (see layer 3) signaling, 365
upper sideband, amplitude modulation, 133
upstream channel descriptor, cable modems, 334–335 
usage parameter control, 205, 206, 1659
user agents, session initiation protocol, 2196, 2198,

2201
user datagram protocol, 544, 549, 2902

broadband and, 2662
congestion control and, 1662
flow control, traffic management and, 1653, 1662
packet switched networks and, 1911
security and, 1646, 1651
session initiation protocol and, 2197
streaming video and, 2439
transmission control protocol and, 2604

user network interface, ATM, 264, 265, 272, 1657
user plane, ATM, 264
user to network interface, 113–114, 1799
utility acoustic modem, 24
utilization rates, traffic engineering, 486–487, 486
UTRAN, 2873–74 

V.32 modems, trellis coded modulation, 2632, 2632,
2633

V.34 modems, trellis coding, 2640
V.42bis compression, 1496
V.90 modems, 2770–79, 2771
validated queue algorithm, medium access control, 1556
validation, authentication coding, 219
Van Allen radiation belt, 1249, 2112
varactors, microelectromechanical systems, 1353, 1354
variable bit rate (VBR), 123, 267, 1563, 1566, 1567,

2420
variable decision circuits, signal quality monitoring,

2269–70, 2270
variable gain amplifier, magnetic recording systems,

2250
variable length coding, 1030, 2123
variable length message transmission, medium access

control, 1551–55 

variable length principal state coding, constrained cod-
ing techniques for data storage, 578

variable message signs, 505
variable optical attenuators, 1704
variable rate CELP, 2826
variance, 1339, 2129
VASCO project in intelligent transportation systems,

503
vector potentials and loop antennas, 1290–91, 1294
vector quantization, 2122–32, 2125–28, 2125

adaptive, 2128
classified, 2127
codebooks in, 2125
complexity barrier in, 2126
compression and, 642–644 
discrete cosine transform in, 2125–26 
encoding and decoding in, 2125
entropy constrained, 2128
exact vs. approximate methods in, 2126
finite state, 2127
image and video coding and, 1030, 1035–37, 1036
image compression and, 1065
L stage, 2127
lattice, 2127–28 
mean distance ordered partial search in, 2126
mean removed, 2127
nearest neighbor problem in, 2126
open-, closed-, and semi-closed loop, 2127
partial distortion search in, 2126
prediction error or residual in, 2127
prediction techniques in, 2127
predictive vector quantization in, 2127
product codevector in, 2126
product coding and, 2127
quality and resolution in, 2126
reproduction vectors in, 2125
residual or multistage, 2127
shape-gain, 2127
speech coding/synthesis and, 2350, 2372
structures in, 2122–28 
subvectors in, 2127
training sets in, 2125
transform coding and, 2601–02, 2602
transforms in, 2125–26 
tree structured, 2129
tree structured search in, 2126
triangular inequality elimination in, 2126
unstructured vs. structured, 2126
Walsh–Hadamard transform in, 2126
waveform coding and, 2833–34 

vector sum excited linear pulse, 2349, 2356, 2821, 2825,
2825

vector transformations, image and video coding, 1041
vectors, BCH coding, binary,, 239–240 
Vernier effect, 1725, 1780
vertex, parabolic and reflector antennas, 1920, 2083
vertical Bell Labs layered space time scheme, 1587–89,

1589
vertical cavity surface emitting lasers, 1739, 1781, 1853
vertical plane launch approximation, 1942–43 
very high frequency, 208, 1478, 2517–36 
very high speed DSL, 2779–2807, 2781

architecture for, 2784–91 
broadband wireless access and, 317
carrierless amplitude and phase and, 2791, 2801
cyclic suffix in, 2795–96, 2796, 2797
decision feedback equalizer, 2802, 2803
digital duplexing in, 2793
digital subscriber line access multiplexer and, 2784
digital TV and, 2780
discrete multitone and, 2791–2801, 2792, 2794
Ethernet in the first mile and, 2803–05, 2804
extension to, 2781–84 
framing in, 2800–01 
frequency division duplexing and, 2801
history and development of, 2779–84 
home phone network of America and, 2790
initialization in, 2801
integrated services digital network and, 2780
modems for, 2779
multicarrier concept in, 2791–93 
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very high speed DSL (continued)
multiple input/multiple output systems and, 2803–05 
near end and far end crosstalk in, 2786, 2798–2800,

2803–05, 2805
noise and, 2789–90, 2790
optical fiber and, 2782–84 
optical network unit and, 2780–81 
profiling in, 2801–2802, 2802
quadrature amplitude modulation and, 2791, 2801
Reed–Solomon coding and, 2800
reference configurations in, 2785–86, 2787
robustness of, 2787–90, 2789
simulations of, 2788–89 
spectral plans for, 2787, 2788
spectrum allocation in, 2786–90 
splitters for POTS and, 2785–86 
standards for, 2779–84, 2791
timing advance in, 2796–98, 2797
unbundling issues and, 2785
windowing of extra suffix and prefix in, 2799–2800,

2799
very long baseline interferometry, 1927
very low frequency, 208
very small aperture terminal, 879–880, 1247, 2656
vestigial sideband, 1478, 1826
vestigial sideband AM, 133, 136–137, 137, 140
video

asymmetric DSL and multimedia transmission in,
1576

bandwidth reduction (see also bandwidth reduction
techniques for video service), 232–237 

batching in, 234–235, 234
coding for (see also image and video coding),

1025–62 
H.324 standard for, 918–929, 919
image sampling and reconstruction and, 1079–94,

1081–92 
microelectromechanical systems and, 1349
multimedia over digital subscriber line and, 1576
orthogonal frequency division multiplexing and,

1867, 1878
patching in, 233–234, 234
periodic broadcasting in, 235–236, 236
piggybacking in, 232–233, 232
statistical multiplexing and, 2424–32, 2425
streaming, 2432–41 
traffic modeling and, 1672, 1672
unequal error protection coding and, 2764–66, 2765
wireless MPEG 4 videocommunications and,

2972–81 
video coding, terrestrial digital TV, 2552
video compression, community antenna TV, 522, 525
video on demand, 232–237, 1558
video signals, in underwater acoustic communications,

37
video streaming, differentiated services, 675
videoconferencing

mobility portals and, 2195
session initiation protocol and, 2202
speech coding/synthesis and, 2340, 2827

virtual channel connections, 1658
virtual channel identifier, 201, 206, 270, 549, 550
virtual channels, ATM, 200, 205, 550
virtual circuit deflection protocol, 553
virtual circuit emulation, multiprotocol label switching,

271
virtual circuit identifier, ATM, 264
virtual circuit switching, shallow water acoustic net-

works, 2208
virtual circuits, 116, 207, 264, 270, 550, 1635, 2211
virtual clock, flow control, traffic management, 1660
virtual containers, synchronous digital hierarchy, 2497
virtual home environment, IMT2000, 1101
virtual LAN, 1282, 1284, 1721–22 
virtual path identifer, 200, 201, 206, 264, 270, 549, 550
virtual paths, 200, 205, 264, 273, 550
virtual point to point bit pipe, 539
virtual private networks, 2807–15, 2807

access, 2707–08 
ATM and, 273
authentication header in, 2811, 2811

authentication in, 2810
border gateway protocol and, 2809
broadband and, 2663–64, 2664
customer edge in, 1599
eavesdropping and, 2810
encapsulating security payload in, 2810–11, 2810,

2811
encapsulation in, 2708–09 
firewalls and, 2809
forwarding in, 2808
generic routing encapsulation and, 2808
hijacking and, 2810
integrated services digital network and, 2808
Internet key exchange protocol and, 2812–14, 2813
Internet protocol and, 2809–14 
Internet Security Association and Key Management

Protocol and, 2813–14 
Internet service providers and, 2808
intranets and extranets in, 1163–72, 1165, 2807
IP in IP encapsulation in, 2808
IP networks and, 2808
IPSec and, 2810–14, 2810
layer 2 forwarding in, 2808
layer 2 tunneling protocol in, 2809
link layer (layer 2), 2808
man in the middle attacks and, 2810
multimedia networks and, 1568
multiprotocol label switching and, 1591, 1599–1600,

1600, 2809, 2809
network layer (layer 3), 2708–09 
point to point tunneling protocol in, 2808
provider edge in, 1599
reservation protocols and, 2809
routing and, 2809
security and, 1165–69, 2809–14 
spoofing and, 2809–10 
subnet to subnet, 2707–08 
traffic engineering and, 2809
transport mode in, 2811–12, 2812
tunneling in, 2707–08, 2809, 2811–12, 2812

virtual topologies, routing and wavelength assignment in
WDM, 2100–01 

virtual tributaries, SONET, 2488–89, 2491
virtual wire service, differentiated services, 674
visible region, antenna arrays, 144
visitor location register, 906, 2987
visual texture coding, image and video coding, 1050
Viterbi algorithm/decoder

in acoustic modems for underwater communications,
19

adaptive equalizers and, 81, 90
bit interleaved coded modulation and, 280
compression and, 644
continuous phase frequency shift keying and, 597
continuous phase modulation and, 591
convolutional coding and, 598, 599–600, 600–602,

601
direct sequence CDMA and, 1196–1210 
finite traceback Viterbi decoding in, 602, 602
hidden Markov models and, 961
high rate punctured convolutional coding and,

979–993 
iterative decoding and, 560
magnetic recording systems and, 2259, 2260, 2265
magnetic storage and, 1330–1331, 1332–1333 
multiple input/multiple output systems and, 1455
partial response signals and, 1932, 1933
path metrics of, 600
sequential decoding of convolutional coding and,

2140, 2156, 2161–62 
serially concatenated coding and, 2164
simulation and, 2287
soft output Viterbi algorithm and, 2295, 2297–99,

2298, 2302
space-time coding and, 2326
tailbiting convolutional coding and, 2515
trellis coded modulation and, 2627
trellis coding and, 2647, 2648
turbo coding and, 2705, 2714
turbo trellis coded modulation and, 2738, 2743
unequal error protection coding and, 2766–67 

wireless multiuser communications systems and,
1619

Viterbi pruning, in channel modeling, estimation, track-
ing, 418

VMTP, 2616
VOACAP software, radiowave propagation, 2066
vocoders (see also speech coding/synthesis), 2350–51,

2350, 2819–29 
adaptive multirate coder in, 2828
code excited linear prediction and, 2820–29,
EFR algorithm in, 2827

enhanced variable rate coder and, 2827
full rate and half rate standards for (Japanese), 2827
global system for mobile and, 2819–20, 2827
linear prediction in, 2820–23, 2821, 2822
long term prediction in, 2823–24, 2825
mean opinion score and, 2819–20 
MPEG compression and, 2819
regular pulse excitation algorithm in, 2824
relaxed CELP and, 2827
selectable mode vocoder and, 2827–28 
skyphone and, 2824
source system models for, 2820–22 
spectral representation of signal for, 2820
standards for, 2819
third-generation CELP and, 2827–28 
variable rate CELP and, for CDMA, 2826
videoconferencing and, 2827
voice over IP and, 2827

voice communications
community antenna TV and, 512, 523–524 
satellite communications and, 880
traffic modeling and, 1671

voice activity detection, 909, 2355
voice coding, IS95 cellular telephone standard, 350, 354
voice over IP (VoIP), 274, 544

satellite communications and, 2121
session initiation protocol and, 2197, 2198
speech coding/synthesis and, 2340, 2354, 2355, 2827

voice recognition (see automatic speech recognition)
voice switching, 1906
VoiceXML mobility portals, 2192
voicing, 2360
Volta, 1477
voltage controlled clock, 2029
voltage controlled oscillator

frequency synthesizers and, 830, 836, 843, 860
pulse amplitude modulation and, 2027
quadrature amplitude modulation and, 2056

voltage reflection coefficient, active antennas, 56
voltage standing wave ratio, microstrip, 1360, 1363,

1366, 1367, 1390
voltage waves, active antennas, 56
voltages, powerline communications, 1995, 1996
Volterra-based predistorer, 533, 534–535, 534
vortex induced vibration, 20
Vxx standards for modems, 1498–99 

Wagner coding, BCH coding, binary, and, 252
Walker star or polar constellations, 1250, 1250
Walsh coding, mobile radio communications and, 1482
Walsh functions

cdma2000 and, 362
IS95 cellular telephone standard and, 350, 354,

356–357 
Walsh sequences, polyphase sequences and, 1976
Walsh–Hadamard coding, sequences, transforms

Golay complementary sequences and, 897–898 
multicarrier CDMA and, 1526
signature sequence for CDMA and, 2282–83 
vector quantization and, 2126

Wang skywave method and, 2062–64
WAP Forum, 2193, 2899
Ward’s method in quantization, 2129–30 
water filling in time, wireless multiuser communications

systems and, 1606
water pouring result, rate distortion theory and, 2069
water vapor and absorption, millimeter wave propaga-

tion and, 1437, 1437
waterfall region, serially concatenated coding and,

2166–67, 2167
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watermarking, 1077
waveform analysis, 2575–79, 2576
waveform coding, 2830–37, 2830

adaptive transform coding and, 2837
analog to digital conversion and, 2830
band limited waveforms and, 2831
channel optimized coding and, 2830
codebooks for, 2834
compander and, 2834, 2834
delta modulation and, 2835
differential pulse code modulation in, 2835, 2835
digitization and, 2830–34 
discrete cosine transform and, 2837
discrete Fourier transform and, 2837
discrete Hadamard transform and, 2837
discrete Walsh transform and, 2837
encoding in, 2834–37 
Hotelling transform in, 2837
Karhunen–Loeve transforms in, 2837
Nyquist rate and, 2831
pulse code modulation and, 2834–35, 2834
quantization and, 2830, 2832–34 
reconstruction in, 2832
sampling and, 2830–32, 2831, 2837
scalar quantization in, 2833
signal to quantization noise in, 2830, 2833 
spectral coding and, 2835–37 
speech coding/synthesis and, 2341–43, 2819
subband coding and, 2836, 2836
threshold sampling in, 2837
transform coding, 2836–37, 2837
vector quantization in, 2833–34 
zonal sampling in, 2837

waveform interpolation coding, speech synthesis/coding
and, 1301–02 

waveform level simulation, 2285, 2285, 2285
waveguide dispersion, optical fiber and, 1711
waveguide grating filters, 1723, 1723, 1727–28, 1727,

1728
waveguide grating router, 1786
waveguides (microwave waveguides), 1390–1423

active phase aray antenna and, 1391, 1391
airgap matching networks in, 1410–11, 1410, 1412
AMOS 8 feed for, 1392, 1392
antennas as, 169, 179, 180, 184, 187
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cutoff frequency in, 1395, 1396
DFH-3 feed for, 1392, 1392
dielectric filled, 1401–05, 1401, 1403, 1404,

1411–16, 1413–16 
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wavelength in, 1396, 1396
wide angle impedance matching sheet in, 1391

wavelength
active antennas and, 49, 49
millimeter wave antennas and, 1423
optical fiber and, 434, 1714
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speech coding/synthesis and, 2341
ultrawideband radio and, 2754–62 

wideband CDMA, 1196, 2391, 2873–83, 2954
admission control and, 126
cell planning in wireless networks and, 372, 386
chann/in channel modeling, estimation, tracking, 409
diversity and, 733–734 
filtering in, 2878
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wire modeling for antennas and, 174–175, 174, 175,

182–183, 183
wired equivalent privacy, 1155–56, 1286, 1287–88
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2194–95 
personal digital assistants and, 2899
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wireless LANs and, 2929

wireless IP suite enhancer, 1233
wireless IP telephony (see also IP telephony), 2931–41 
wireless LAN, 1284–89, 1285, 2391, 2678–82, 2680,

2941–47 
access points (AP) in, 1285
ad hoc networks in, 1285
antennas, 190
association, disassociation, reassociation in, 1287
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