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Preface

This handbook is targeted as a reference for the use of engineers and scientists in industry. We have
compiled a collection of selected topics that are directly related to the design and control of mechanical
systems. The main motivation for the book is to present a practical overview of fundamental issues
associated with design and control of mechanical systems. The reader will find four sections in the
handbook: (1) Manufacturing, (2) Vibration Control, (3) Aerospace Systems, and (4) Robotics. Although
the sections are arranged in a certain order, each contribution can stand alone to represent its subject.
Thus, people can read the handbook in any order they see fit.

The late Professor Osita Nwokah envisioned this project. Unfortunately, he could not see it through
to completion. Professor Nwokah was the chairman of the mechanical engineering department at South-
ern Methodist University and a distinguished member of the control community when he passed away
on April 20, 1999. It was important to me to finish one of Professor Nwokah’s last projects.

The reader will find a broad range of thoroughly covered important topics by well-known experts in
their respective fields. Section I encompasses control issues related to manufacturing systems including
several topics from precision manufacturing to machine vibrations. Section II deals with active vibration
control including a diverse spectrum of topics such as suspension systems and piezoelectric networks.
Section III touches upon aerospace systems, and the authors have presented a detailed analysis of
tensegrity structures. Section IV covers robotics and is an encyclopedic review of most issues related to
the control and design of robotic systems.

It has been a pleasure to work with the four section editors, each a renowned international expert in
his respective area. They, in turn, recruited very competent people who wrote chapters that, in my view,
are individually important contributions to the design and control of mechanical systems. I also thank
the people at CRC Press whose energy and constant support were essential to the completion of this
handbook. I especially thank Nora Konopka who has spent numerous hours developing and producing
this handbook.

Yildirim Hurmuzlu
Dallas, Texas
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Editors

Yildirim Hurmuzlu currently serves as the Chairman of the Department of Mechanical Engineering at
Southern Methodist University in Dallas, Texas. He has been with the department since 1987, and has
served as assistant, associate, and full professor. Dr. Hurmuzlu's research interests are in the field of
dynamic systems and controls, with particular emphasis on robotics and biomechanics. His research has
been supported by the National Science Foundation, Whitaker Foundation, and Texas National Labora-
tory Commission, and industrial corporations such as Bell Helicopter, Raytheon, Saudi Aramco, and
Alcatel Corp. He has authored more than 50 articles in journals and conference proceedings and has
organized sessions at national and international conferences. Dr. Hurmuzlu is an associate editor of the
ASME Journal of Dynamic Systems Measurement and Control. He has also served as the chairman of
IEEE Dallas—Fort Worth Control Systems Society and the ASME DSC biomechanics panel.

Osita Nwokah was a leading international authority on the application of multivariable design methods
for the control of high-performance, high-bypass ratio turbomachinery. As a graduate student at the
University of Manchester Institute of Science and Technology (UMIST), Manchester, England, he was a
member of the team that wrote the initial control algorithms for the regulation of the Rolls Royce
Concordce Olympus 925 Engines using the inverse Nyquist array in 1971. After moving to the United
States, Dr. Nwokah continued this line of work and developed fundamental methodologies to combine
the inverse Nyquist array with the quantitative feedback theory (QFT) design method of Horowitz. At
the time of his death, Dr. Nwokah was studying multivariable control design and implementation for
the RASCAL Helicopter for NASA and U.S. Army at NASA Ames RC, Moffet Field, California.
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1.1 Introduction

Manufacturing has always been the key to success among nations in the world economy (Figure 1.1).
A responsive manufacturing system working in harmony with the rest of an enterprise has a major
impact on its competitiveness; it plays a vital role in the successful introduction of new products or
continuous improvements of existing products in response to demands of the market (Cohen, 1987).

A wide variety of items are produced by manufacturing firms, depending upon the market
demands they may be custom made or mass produced. Manufacturing systems used for their
production are designed and tailored to specific requirements. Consequently, several manufacturing
techniques are adopted to address new market demands.

This chapter is devoted to a high-level overview of manufacturing techniques, their objectives
and design principles. In this regard, some of the available manufacturing techniques are explained
and their achievements, advantages, and limitations are discussed. Due to the significant impact of
computers on manufacturing, an effort is made to introduce the role of computers and information
technology in modern manufacturing systems. In this regard, applications and functions of com-
puters in various stages of product design, generation of the sequence of operations and process
planning, control of the machines and monitoring of the processes (on/off line), automation,
networking and communication systems, and quality control of the production systems are
explained. Later in the chapter, the design principles of manufacturing systems and their components
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Manufa cturing
as % o/ GOP

30 1994 GDP =$6.7 Trillion
Manufacturing = $1.5 Trillion

FIGURE 1.1 Despite assertions that the U.S. is becoming a service industry, manufacturing has consistently
accounted for about 22% of GDP. (Source: U.S. Bureau of Labor Statistics.)

are presented as well as some of the issues related to their enabling technologies and barriers. The
chapter concludes with a discussion of some of the future directions in manufacturing systems.

1.2 Major Manufacturing Paradigms and Their Objectives

New technological developments and market demands have major impacts on manufacturing. As
a result, several shifts in the focus of manufacturing processes can be observed, which can be
conveniently divided into three major epochs: (1) precomputer numerical control, (2) computer
numerical control (CNC), and (3) knowledge epochs (Mehrabi and Ulsoy, 1997; Mehrabi, Ulsoy,
and Koren, 1998). In the pre-CNC epochs (before the 1970s), the emphasis was on increased
production rate; little demand existed for product variations and the market was characterized by
local competition. Mass production uses dedicated lines designed for production of a specific part;
it uses transfer line technology with fixed tooling and automation. The objective is to cost-effectively
produce one specific part type at high volumes and with the required quality.

The emphasis on cost-effective production was supplemented with a focus on improved product
quality in the CNC epoch (the 1970s and 1980s). Manufacturing was dramatically affected by the
invention of CNC machines as they provide more accurate control and means for better quality.
Japanese production techniques such as Kaizen (continuous improvement); just-in-time (JIT) (elim-
ination/minimization of inventory as the ideal goal to reduce costs); lean manufacturing (efficiently
eliminate waste, reduce cost, and improve quality control; and total quality management (TQM)
(increased and faster communications with customers to meet their requirements) attracted consid-
erable attention. Furthermore, CNC machines provided necessary tools for easier integration/auto-
mation which, in turn, contributed to manufacturing of a product family on the same system.
Consequently, flexible manufacturing systems (FMSs) were introduced to address changes in work
orders, production schedules, part programs, and tooling for the production of a family of parts.
The economic objective of an FMS (see Figure 1.2) is to make possible the cost-effective manu-
facture of several types of parts that can change over time, with shortened changeover time, on the
same system at the required volume and quality. It has a fixed hardware and fixed (but program-
mable) software (see Figure 1.3). In terms of design, the system possesses an integral architecture
(hardware/software), i.e., the boundaries between the components and their functionalities are often
difficult to identify and are tightly linked together. This type of architecture does not allow for
reconfiguration changes to be made. Therefore, an FMS has limited capabilities for upgrading, add-
ons, customization, and changes in production capacity.

In the knowledge epoch (i.e., starting in the 1990s), focus shifted to the responsiveness of a manu-
facturing system characterized by intensified global competition, the fast pace of technological inno-
vations, and enormous progress in computer and information technology (Jaikumar, 1993; Mehrabi
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FIGURE 1.2 Economic goals for various manufacturing paradigms.
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FIGURE 1.3 Key hardware and software features of manufacturing systems.

and Ulsoy, 1997; Mehrabi, Ulsoy, and Koren, 1998). Rapid progress was made in areas such as
management information systems, development of software/application programs for various spe-
cific purposes, advances in communication systems (hardware and software), and penetration of
computer technology in various fields (Gyorki, 1989). Therefore, global competition and informa-
tion technology are the driving forces behind recent changes in manufacturing. These conditions
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TABLE 1.1 Summary of Definitions

Systems
(Machining/Manufacturing) Definitions

Machining System One or more machine tools and tooling, and auxiliary equipment (e.g., material handling,
control, communications) that operate in a coordinated manner to produce parts at the
required volumes and quality.

Dedicated Machining System A machining system designed for production of a specific part, and uses transfer line

(DMS) technology with fixed tooling and automation.
Flexible Manufacturing A machining system configuration with fixed hardware and fixed, but programmable,
System (FMS) software to handle changes in work orders, production schedules, part programs, and
tooling for several types of parts.
Reconfigurable A machining system that can be created by incorporating basic process modules, both
Manufacturing System hardware and software, that can be rearranged or replaced quickly and reliably.
(RMS) Reconfiguration will allow adding, removing, or modifying specific process capabilities,

controls, software, or machine structure to adjust production capacity in response to
changing market demands or technologies. This type of system will provide customized
flexibility for a particular part family, and will be open-ended, so that it can be improved,
upgraded, and reconfigured, rather than replaced.

Note: A part family is defined as one or more part types with similar dimensions, geometric features, and tolerances,
such that they can be produced on the same, or similar, production equipment.

require a responsive manufacturing system that can be rapidly designed, able to convert quickly to
the production of new product models, able to adjust capacity quickly, able to integrate process
technology, and able to produce an increased variety of products in unpredictable quantities. Agile
manufacturing (Goldman, Nagel, and Preiss, 1995) was introduced as a new approach to respond
to rapid change due to competition. It brings together individual companies to form an enterprise
of manufacturers and their suppliers linked via advanced networks of computers and communication
systems. Agile manufacturing, however, does not deal with production system technology or
operations.

More recently, reconfigurable manufacturing systems (RMSs) were introduced (Koren and Ulsoy,
1997; Mehrabi and Ulsoy, 1997) to respond to the new market-oriented manufacturing environment.
In terms of design, an RMS has a modular structure (software and hardware) that allows ease of
reconfiguration as a strategy to adapt to market demands (see Table 1.1). Open-architecture control
systems are one of the key enabling technologies of an RMS, and have the ability to integrate/remove
new software/hardware modules without affecting the rest of the system. Another key enabling
technology is modular machines (Moon and Kota, 1998; Garro and Martin, 1993). System design
tools are also needed to properly configure a system from these software and hardware building
blocks (see Figure 1.3). This means an RMS has the ability to be converted quickly to the production
of new models, to be adjusted rapidly to exact capacity requirements as the market grows and
product changes, and to integrate new technology. The objective of an RMS is to provide the
functionality and capacity that is needed, when it is needed. Thus, a given RMS configuration can
be dedicated or flexible, and can change as needed. An RMS goes beyond the economic objectives
of an FMS by permitting: (1) reduction of lead time for launching new systems and reconfiguring
existing systems, and (2) the rapid manufacturing modification and quick integration of new
technology and/or new functions into existing systems.

1.3 Significance of Functionality/Capacity Adjustments
in Modern Manufacturing Systems

Due to the globalization of economies, responsiveness is becoming the cornerstone of manufac-
turing competitiveness. Therefore, rapid, controlled-cost response to market demands is the key to
the success of manufacturing companies. This section is devoted to discussion of the abilities of
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available manufacturing systems in terms of the rapid adjustment of capacity and functionality in
response to the market demands. Figure 1.4 provides mapping of the available manufacturing
systems in capacity-functionality coordinates. As is shown, dedicated transfer lines typically have
high capacity but limited functionality (Koren and Ulsoy, 1997). They are cost effective as long as
they produce a limited number of part types and demand exceeds supply. But with saturated markets
and the increasing pressure of global competition, situations exist where the dedicated lines do not
operate at their full capacity, which creates a loss. Flexible systems, on the other hand, are built
with all the flexibility and functionality available, including some cases that may not be needed at
installation time. In these cases, capital lies idle on the shop floor and a major portion of the capital
investment is wasted. These two types of waste will be eliminated with RMS technology. In the
first case, the RMS allows the addition of the extra capacity when required, and in the second case,
adds functionality when needed. Referring again to the capacity vs. functionality trade-off in
Figure 1.4, the RMSs may, in many cases, occupy a middle ground between DMSs and FMSs.
This also raises the possibility of various types of RMSs, with different granularity of the RMS
modules that evolve from either DMSs or FMSs, respectively. For example, an RMS can be designed
with a CNC machine tool as the basic building block. This would require an evolution of current
FMSs through lower-cost, higher-velocity CNC machine tools with modular tooling that also have
in-process measurement systems to assure consistent product quality. On the other hand, an RMS
can be designed with drive system modules, rather than CNC machines, as the basic building
blocks. This would represent an evolution of RMSs from DMSs and require, for example, modular
machine tool components and distributed controllers with high bandwidth communication.

1.4 Critical Role of Computers in Modern Manufacturing

A number of steps are involved in manufacturing a part from its conceptualization to production.
They include product design, process planning, production system design, and process control.
Computers are used extensively in all these stages to make the entire process easier and faster.
Potential benefits of using computers in manufacturing include reduced costs and lead times in all
engineering design stages, improved quality and accuracy, minimization of errors and their dupli-
cation, more efficient analysis tool, and accurate control and monitoring of the machines/processes,
etc. Some of the applications of computers in manufacturing are shown in Figure 1.5. In computer-
aided design (CAD), computers are used in the design and analysis of the products and processes.
They play a critical role in reducing lead time and cost at the design stages of the products/process.
Also, computers may be utilized to plan, manage, and control the operations of a manufacturing
system: computer-aided manufacturing (CAM) (Bedworth, Handerson, and Wolfe, 1991). In CAM,
computers are either used directly to control and monitor the machines/processes (in real-time) or
used off-line to support manufacturing operations such as computer-aided process planning (CAPP)
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FIGURE 1.5 Applications of computer technology in manufacturing.

or planning of required materials. At higher levels, computers are utilized in support of management.
They play a critical role in all stages of decision making and control of financial operations by
processing and analyzing data and reporting the results (management information systems, MIS)
(Hollingam, 1987). Computers facilitate integration of CAD, CAM, and MIS (computer-integrated
manufacturing, CIM) (Vajpayee, 1995) (see Figure 1.5). They provide an effective communication
interface among engineers, design, management, production workers, and project groups to improve
efficiency and productivity of the entire system.

1.5 Design Principles of Modern Manufacturing Systems

Manufacturing is a complex process that begins with evaluating the market and investigating the
demands for a product, and ends with delivery of the actual product. Successful marketing should
take into account the factors that affect current and future demands for a product. It provides
management with appropriate inputs for decision making and directing resources of a company
toward production of a part that is needed in the market. This sets the stage for product design and
manufacturing as described in the following sections.

1.5.1 Product Design and Design for Manufacturability

At the product design stage, designers and product engineers generate new ideas and study various
aspects of design. Also, production engineers investigate the availability of the resources and
capabilities of the production system. CAD systems are extensively used at this stage for rapid
design and revisions of a product (Groover and Zimmers, 1984). Designs for manufacturability
(DFM) and assembly are used to emphasize the significance of the links between design of a
product and its manufacturing (Beckert, 1990). Design for manufacturing focuses on appropriate
product design, process planning, and manufacturing to ensure optimum results (Vajpayee, 1995).
It emphasizes the importance of quality and its relation with the machines/processes accuracy of
machined (produced) parts tolerances, and correction of a product defect at the design stage (as
opposed to after production) and its significant impact on cost of a product.
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1.5.2 Process Planning and System Design of Manufacturing Systems

Once a product design is completed, it is produced by using machines and other equipment (e.g.,
material handling) and resources. Computers are used extensively to identify optimal machining
configurations by taking into account the cost, quality, and reliability of the entire system (see
Figure 1.6), control the activities of planning and distributing the sequence of operations among
the machines, and to specify machining parameters such as feed, speed, etc., computer-aided process
planning (CAPP) (Bedworth, Handerson, and Wolfe, 1991; Vajpayee, 1995).

Two basic approaches to CAPP exist, variant and regenerative. The variant technique is used
mostly for process planning of a family of products. With this technique, group technology (GT)
is used to create and classify the plans (for a family of parts), and store them in a database. For
the next design, the required plans are retrieved from the database already created for this family
of parts (Groover and Zimmers, 1984). With the regenerative method, process plans are produced
for every new product and as such, no database of plans exists (Gyorki, 1989; Vajpayee, 1995). It
is more sophisticated than the variant method and has the advantage of facilitating integration of
process planning stage with product design while the needs for human experts are minimized or
totally eliminated.

1.5.3 Software/Hardware Architecture and Communications
in Manufacturing Systems

An integral part of a manufacturing system is the software required to handle tasks at various levels
such as control, monitoring, and communications among mechanical, electrical, and electronic
components (low level) as well as higher level tasks such as process planning, user interface, process
control, data collection/report from the process, etc. Therefore, the structure and functionality of
the control software are very critical and directly affect the performance of the entire system. The
controllers of the machines, networking and data communication between CNC controller/PLC
(programmable logic controllers) or PLC/PLC, have been through proprietary networks (similar
situation as with controllers); i.e., related control systems, communication systems, protocols, and
software/hardware are not open to users or other vendors (Aronson, 1997; Altintas and Munasinghe,
1996). Therefore, further system enhancements, integration of sensors, and new technologies are
severely restricted. Open-architecture principles and systems are introduced to accommodate these
features (see Figure 1.7).

Another critical issue in the design of modern intelligent manufacturing systems is communica-
tion. Let us consider a set of sensors/devices communicating with a central computer/controller.
Traditionally, they should be hard-wired to the central controller/PLC; therefore, the costs associated
with wiring, connections, control cabinet, space, labor, maintenance, and trouble shooting are quite
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high. With a proper communication system, the same sensor/device is connected to a network
(locally) which takes care of all data reporting and condition monitoring of the entire manufacturing
system.

Recent developments in built-in intelligent control devices and communication networks, such
as Devicenet, address some of these issues (Proctor and Albus, 1997; Proctor and Micholski, 1993).
In the Devicenet network, local devices have built-in intelligence (with little cost) and their
communication capabilities are enhanced. Therefore, control decisions/actions are made locally
and the entire control system for manufacturing is decentralized. Also, progress is made in the
development of standard terminology for message and instruction sets, such as manufacturing
message specification (MMS), which is necessary for shop floor communication.

1.5.4 Monitoring and Control of Manufacturing Systems

One of the key factors in evaluating product quality is precision in machining. To achieve that, the
cutting operation is tightly controlled by using real-time data collected from sensors located at
different locations of the workpiece, tool, and machine. Also, some measurements are made for
process monitoring purposes with the objective of preventing irrepairable damages to the workpiece
and the machine. In general, real-time measurements of the following variables are required:
dimensional errors, quality of surface finish, thermal deformations during machining, and dynamic
deformations of the workpiece; chatter vibration, cutting force, condition of the chip, and identi-
fication of the cutting for process monitoring; thermal deformation, dynamic deformation of the
machine elements, and structural vibration of the machine tool and wear, failure, and thermal
deformations of the tool (Rangwala and Dornfeld, 1990; Li and Elbestawi, 1996).

Currently, commercially available controllers of CNC machines have been equipped with pro-
prietary control systems; i.e., the users do not have access to the controller and further modifica-
tions/enhancements of the system (by the users) are either impossible or very costly. This has
significantly hindered the applications of efficient control algorithms, addition of new sensors for
process improvement/monitoring purposes, and has suppressed the automation of the entire pro-
duction system. PC-based control systems (Koren et al., 1998; Hollenback, 1996) are the answer
to the limitations mentioned above; they are very suitable for operating in an open-architecture
environment (see Figure 1.7).

The same view is valid for programmable logic controllers (PLCs). To date, PLCs have been
used in industrial automation to control and monitor discrete event systems. The functionality of
PLCs can be enhanced, however, by proper implementation of available I/O boards (and compatible
software) on a much more compact and industrial PC platform such as PC/104. This offers the
advantage of integrating the functional logic (discrete) of PLCs and machine-tools’ motion control
(continuous) by utilizing modeling capabilities of Petri nets (Park et al., 1998) (see Figure 1.8).
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1.6 Future Trends and Research Directions

It is very difficult to forecast long-term trends for manufacturing systems, because the changes are
happening at a very fast pace. However, it is possible to extrapolate future trends from the current
situation by analyzing and specifying the key drivers behind the changes. Certainly, availability
and distribution of information play an important role in this transition and are considered key
drivers. In this regard, the need for improvements and standardization of various components (such
as data interfaces, protocols, communication systems, etc.) exists so that data can be transferred to
the desired location at a faster rate (Agility Forum, 1997).

There are many research efforts underway; however, we are still at the beginning of a new era of
modern manufacturing systems, and there are many barriers to their advancement. Advances in man-
ufacturing will not occur without the proper machine tools and equipment. Machine tools are under-
going some fundamental changes in terms of their structure (modular structure) and components
(controllers, hardware/software, spindles, tooling, sensors, etc.). Therefore, new theories, design con-
cepts, and methodologies should be developed for these purposes (Garro and Martin, 1993; Lee, 1997;
Moon and Kota, 1998). These changes are fundamental to the success of future manufacturing systems.
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Abstract

This chapter presents an overview of the research work in computer-aided process planning (CAPP)
during the past 2 decades. This has been driven primarily by the need to automate the mapping of
design information and intent from computer-aided design (CAD) systems to instructions for driving
automated manufacturing equipment. While the concept of CAPP extends over all manufacturing
domains, we summarize those developments primarily in the machining domain. As part of CAPP
research, we also discuss developments in the area of feature recognition. Features are fast becoming
the mechanism through which higher level design information is embodied and manipulated within
the computer-aided engineering (CAE) environment. Feature recognition is one mechanism by
which this higher level of abstraction is constructed and related to the underlying geometry. Finally,
we briefly introduce a new area of research in CAPP, parallel machining.
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2.1 Introduction

The past decade has seen an explosion in the use of computers throughout all engineering diciplines.
This is particularly true in the activities that span the life cycle of discrete product development.
Commercial viability of computer-based tools has occurred at either end of the product life cycle,
i.e., in product design and in manufacturing. In product design, previously expensive CAD systems
are now affordable and run on ever cheaper and more computationally powerful PCs, which makes
this technology more widely accessible to an evergrowing number of users. In addition, the
sophistication of these systems has increased dramatically. Whereas the initial first-generation CAD
system was primarily concerned with wireframe modeling and automated drafting, current third-
generation systems are incorporating features technology built on top of powerful geometric/solid
modeling engines (second-generation systems).

As explosive as the CAD side of product development has been, so has that in manufacturing
automation. With the advent of cheaper computers and controllers, an increasing percentage of
machines used in the modern factory is software controlled and interconnected through networks.
This greatly reduces the length of time during which a machine tool or robot can theoretically be
reprogrammed for a new task, thus increasing productivity. Practically, these increases are yet to
be realized because of the lead time required to convert design information into programs to drive
these machines. Computer-aided process planning (CAPP) systems enable shorter lead times and
enhanced productivity in the automated factory.

In the following sections, we discuss research developments in CAPP systems during the past
2 decades. While much research has been done, commercialization of this technology is yet to be
realized in the same way that other CAE technologies have experienced.

2.2 What Is Computer-Aided Process Planning (CAPP)?

In this section we introduce the topic of CAPP, and review important components of this technology.

Chang and Wysk (1985) define process planning as “machining processes and parameters that
are to be used to convert (machine) a workpiece from its initial form to a final form predetermined
from an engineering drawing.” Implicit in their definition is the selection of machining resources
(machine and cutting tools), the specification of setups and fixturing, and the generation of operation
sequences and numerical control (NC) code. Traditionally, the task of process planning is performed
by a human process planner with acquired expertise in machining practices who determines from
a part’s engineering drawings what the machining requirements are.

Manual process planning has many drawbacks. In particular, it is a slow, repetitive task that is
prone to error. With industry’s emphasis on automation for improved productivity and quality,
computerized CAD and computer-aided manufacturing (CAM) systems which generate the data
for driving computer numerical control (CNC) machine tools, are the state-of-the-art. Manual
process planning in this context is a bottleneck to the information flow between design and
manufacturing.

CAPP is the use of computerized software and hardware systems for automating the process
planning task. The objective is to increase productivity and quality by improving the speed and
accuracy of process planning through automation of as many manual tasks as possible. CAPP will
increase automation and promote integration among the following tasks:

1. Recognition of machining features and the construction of their associated machining vol-
umes from a geometric CAD model of the part and workpiece

2. Mapping machining volumes to machining operations

Assigning operations to cutting tools

4. Determining setups and fixturing

[ON]
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5. Selecting suitable machine tools

6. Generating cost-effective machining sequences

7. Determining the machining parameters for each operation

8. Generating cutter location data and finally NC machine code

Traditionally, CAPP has been approached in two ways. These two approaches are variant process
planning and generative process planning. In the following section we discuss these and other issues
in a review of work in this field.

2.3 Review of CAPP Systems

The immense body of work done in the field of CAPP makes it impossible to discuss each
development in detail within the confines of this chapter. We, therefore, direct the reader to Alting
and Zhang (1989), CAM-I (1989), and Kiritsis (1995) for detailed surveys of the state-of-the-art
in CAPP. Eversheim and Schneewind (1993) and ElMaraghy (1993) provide good perspectives on
the future developments of CAPP. It is worth mentioning that although the surveys by Alting and
Zhang (1989) and CAM-I (1989) are over 12 years old, they came at a time when most of the
basic foundation for CAPP system development had already been laid. Although new researchers
have entered the field, these surveys still provide valuable insight to the problem. Kiritsis (1995)
provides a later survey that focuses on systems that are knowledge based. He also classifies the
feature recognition approach that is used for each reviewed CAPP system. The perspectives pro-
posed by Eversheim et al. (1993) and ElMaraghy (1993) are directed toward a second generation
of CAPP systems. The characteristics of these second generation systems are summarized in
Section 2.5.

Figure 2.1 is a chronology of CAPP system developments through the 1980s until 1995, showing
some of the more well-known contributions. In addition to indicating the year when each initiative
began, the figure also lists the characteristics of each system. These characteristics include among
others, the planning methodology adopted and the planning domain that is targeted. In the following
sections we discuss a subset of the most important characteristics.

2.3.1 Variant Planning

The variant planning approach was the first to be adopted by CAPP system developers. This
approach, as the name implies, creates a process plan as a variant of an existing plan. The most
common technique used to implement this approach is group technology (GT). GT uses similarities
between parts to classify them into part families. When applied to machining process planning, a
part family consists of a set of parts that have similar machining requirements. In addition to part
family classes, two other ingredients are necessary for variant process planning: a coding scheme
for describing parts, and a generic process plan for each part family.

Whenever a process plan is needed for a new part, the part in question is mapped to a part code.
This code is then compared with a code associated with each part family class. If a match is found,
the plan for the matched family is retrieved. It is then modified to suit the new part.

The variant approach has obvious disadvantages. The most glaring is the dependence for success
on the existence of a family with which a match can be made. This means that new parts with
significantly different characteristics than any found in the database must be planned from scratch.
Another major disadvantage of the variant approach is the cost involved in creating and maintaining
databases for the part families. Due to these problems, variant systems are normally adopted only
when a well-defined part family class structure exists, and it is expected that new parts will generally
conform closely to the characteristics of these classes.

Variant systems developed in-house have been widely implemented throughout industry. Exam-
ples include CAPP, (Link, 1976) GENPLAN, (Tulkoff, 1981), and GTWORK (Joshi et al., 1994).
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FIGURE 2.2 Components of a generative CAPP system.

2.3.2 Generative Planning

Generative planning creates unique process plans from scratch for each new part, utilizing algo-
rithmic techniques, process knowledge, process data, and the geometric and technological specifi-
cations of the part. In contrast to the variant approach, generative planning does not use a generic
family plan as the starting point. Experiential knowledge is applied through the use of techniques
such as decision tables, decision trees, or production rules which can be customized to fit specific
planning environments. The key components of a generative CAPP system are illustrated in
Figure 2.2. They are

* Part Specification Input: See Section 2.3.7.

* Manufacturing Data and Knowledge Acquisition and Representation: In the machining
domain this refers to the data and knowledge that are commonly applied by human process
planners in planning machining operations. In this context, examples of manufacturing data
are the machining process parameters stored in a database or derived from formulae con-
structed from machinability experiments. Examples of machining knowledge are the rules
that match machining requirements based on part specifications to process capabilities.

* Decision-Making Mechanisms: These are the techniques used to generate a process plan
given the part specifications and the available manufacturing data and knowledge. Examples
of these mechanisms include hard-coded procedural algorithms, decision trees and tables,
and production rules. The actual decision-making mechanism is likely to be a hybrid com-
bination of different types of reasoning mechanisms.

Generative process planning systems are not necessarily fully automatic. Chang (1990) used the
term automatic process planning to define systems with (1) an automated CAD interface, and (2)
a complete and intelligent planning mechanism. Because these are the two major high-level tasks
in planning, these systems eliminate human decision making. The current state-of-the-art is such
that no CAPP system, either research or commercial, can claim to be fully automatic.

A major advantage of generative CAPP systems over variant systems is that they can provide a
planning solution for a part for which no explicit manufacturing history exists, i.e., no variant of
the part has an existing plan which may be retrieved and modified. Another advantage is the
generation of more consistent process plans. While these advantages seem to weigh heavily in favor
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of generative planning solutions, the practical problems to be overcome are formidable. The
computerization of manufacturing knowledge (its acquisition, representation, and utilization), in
particular, is difficult. A high level of expertise is currently required to build and maintain knowledge
bases. Cost effectiveness and confidence in such systems are not yet at a state where commercial-
ization is viable. Examples of generative CAPP systems are APPAS (Wysk, 1977),TIPPS (Chang,
1982), EXCAP (Davies et al., 1988), SIPS (Nau and Gray, 1986), XPLANE (Erve and Kals, 1986)
XCUT (Hummel and Brooks, 1986; 1988; Brooks et al., 1987), and PART (Houten and Erve, 1988;
1989a; 1989b; Houten et al., 1990).

2.3.3 Hybrid Planning

While fully generative process planning is the goal of CAPP system development, in the interim,
systems that combine the variant and generative planning approaches are useful. We refer to these
as hybrid planners. Another term used to refer to this approach is semi-generative plannign (Alting
and Zhang, 1989). A hybrid planner, for example, might use a variant, GT-based approach to retrieve
an existing process plan, and generative techniques for modifying this plan to suit the new part
(Joshi et al., 1994).

One important aspect of hybrid planning is user interaction. As generative CAPP systems become
more and more automatic, the amount of work a process planner needs to do will decrease. However,
this trend should not lead to a process planning system that removes the human planner from the
roles of arbitrator and editor. The human planner should always have the ability to modify and
influence the CAPP system’s decisions. This leads to a hybrid planning approach where two
parallel planning streams exist. The first utilizes generative planning techniques, and the second
a user-interaction approach. User interaction acts either to bypass generative planning functions
or becomes part of feedback loops in an evaluate-and-update cycle. In this way, the user always
has control over the planner and makes the final decisions when conflicts arise that cannot be
resolved automatically.

2.3.4 Artificial Intelligence (AI) Approaches

Since the early 1980s, Al techniques have found widespread application in CAPP work. They have
been applied both at the feature recognition stage and in capturing best machining practices for
the purposes of operation selection and sequencing, resource selection, and process plan evaluation.
Expert systems have been the main Al tool used in CAPP work. These systems combine domain
data, knowledge (rules), and an inference mechanism for drawing conclusions about a planning
problem. Expert systems are based on nonprocedural programming in contrast to the procedural
approach of more conventional programming languages such as Basic, Fortran, or C. This makes
them especially suited for domains where algorithms are difficult to structure and where high
uncertainty exists.

Knowledge representation schemes used in expert systems include production rules, frames,
semantic nets, predicate logic, and neural networks. Of these, the most commonly used are pro-
duction rules and frames. CAPP systems that use production rules include GARI (Descotte and
Latombe, 1981) (one of the first Al-based CAPP systems), TIPPS (Chang, 1982), SAPT (Milacic,
1985; 1988), XCUT (Hummel and Brooks, 1986), Turbo-CAPP (Wang and Wysk, 1987), Hi-Mapp
(Berenji and Khoshnevis, 1986), and FRAPP (Henderson and Chang, 1988). Systems that use
frames include SIPP (Nau and Gray, 1986), Hi-Mapp (Berenji and Khoshnevis, 1986), FRAPP
(Henderson and Chang, 1988) and QTC (Chang et al., 1988).

2.3.5 Object-Oriented Approaches

Object-oriented programming is often associated with artificial intelligence. They provide a tech-
nique by which data and methods can be encapsulated within an object. Encapsulation masks the
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inner workings of the object behind an interface through which the objects communicate with each
other and the rest of the world. Inheritance allows objects to be ordered hierarchically such that
they inherit data and methods from their ancestors.

One of the most powerful features of object-oriented programming is the ability to separate the
calling program or application from the inner workings of objects. The calling program interacts
with objects through the use of message handlers (member functions in the case of C++). This
interface allows objects to be changed without the need to modify the application program in which
the objects are used. This is particularly useful in situations where objects are changing or evolving,
as is usually the case in the CAPP domain.

Object-oriented programming has been integrated into expert system shells. CLIPS™ (C Lan-
guage Integrated Production System* (Giarrantano and Riley, 1989) is an example of this. COOL™
(CLIPS’ Object-Oriented Language) allows the knowledge engineer to represent data as objects
and manipulate these objects within production rules. This is a great help in structuring and
managing the knowledge base. XCUT (Hummel and Brooks, 1986) is an example of a CAPP
system which uses a rule-based expert system with an embedded object-oriented language. Other
researchers who have utilized the object-oriented paradigm include Turner and Anderson (1988),
Lee et al. (1991), and Yut and Chang (1994).

2.3.6 Part Geometry

Almost all CAPP research work in the machining domain focuses on either rotational or prismatic
(2.5D milled) part geometries. Systems that generate plans for rotational parts include
MICROPLAN (Philips et al., 1986), DMAP (Wong et al., 1986), ROUND (Houten, 1986), and
EXCAP (Davies et al., 1988). Examples of systems that generate plans for prismatic parts include
GARI (Descotte and Latombe, 1981), TIPPS (Chang, 1982) SAPT (Milacic, 1985) Hi-Mapp
(Berenji and Khoshnevis, 1986), SIPS (Nau and Gray, 1986), XCUT (Brooks et al., 1987) and
PART (Houten and Erve, 1988; 1989a; 1989b; Houten et al., 1990).

2.3.7 Part Specification Input

The front end to a generative planning system is designed to input the part specification. Various
approaches have been adopted for this step. Some approaches use coding schemes similar to those
found in many variant planning systems to describe the part. One example is that adopted by Wysk
(1977) as part of the APPAS generative planning system. The coding scheme in this work is called
COFORM (Rose, 1977) and is used to generate a coded description of each individual machined
surface of a part. The surface’s coded attributes are subsequently used to drive process selection
in the generative planner.

Another approach to part specification input is through the use of a part description language
which translates the basic part geometry into a higher level format that can be used by the process
planning system. Technological information (surface finishes, tolerances) also can be included.
Examples of this approach to part input can be found in GARI (Descotte and Latombe, 1981) and
AUTAP-NC (Eversheim and Holtz, 1982). One of the problems encountered in using part descrip-
tion languages and codes in the earlier systems was that the information for each part needed to
be prepared manually. This was both time consuming and prone to error. With CAD systems, it is
now possible to write a translator to automatically or interactively create the part description file.

The widespread use of solid modeling in CAD now makes this the preferred choice for part
specification input. However, because part modeling and planning tools (e.g., expert system shells)
generally are not designed to work as an integrated environment, the information within CAD

*CLIPS™ and COOL™ are components of an expert system shell developed at the Software Technology Branch
of the Lyndon B. Johnson Space Center.
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models must still be translated to some representation within the planning environment (e.g., frame
or object instances). A truly integrated system will allow the planning mechanisms (rules or
methods) to directly interrogate the CAD model.

2.4 Drivers of CAPP System Development

In the previous section we reviewed work in CAPP. In this section we briefly discuss the drivers
of CAPP system development. This discussion shows that continual advances in design and man-
ufacturing automation, the emergence of new planning domains, and ever-changing market condi-
tions call for new and improved CAPP tools. As illustrated in Figure 2.3, developments in CAPP
are driven primarily by

* Design automation

* Manufacturing automation

* Extension of planning domains; new planning domains

* Market conditions

2.4.1 Design Automation

Design automation closely parallels advances in computer hardware and software. In particular,
design automation is driven by advances in CAD. The growth of CAD software development
remained strong throughout the 1990s. The following trends are largely responsible for this growth:

* More computing power for less cost
* The use of solid modeling as an integral part of CAD systems
* CAD software migration from UNIX systems to PC platforms
* Feature-based CAD systems
The result of these trends is that powerful CAD systems are now available to a much wider
range of end-users than ever before. With a large proportion of CAD systems being links in the

production cycle, a corresponding increase in the need to convert CAD product models quickly
and easily into manufacturing data exists.

2.4.2 Manufacturing Automation

As with design automation, trends in manufacturing automation are geared toward improving the
speed, efficiency, predictability, reliability, and quality of manufacturing processes. Machining
systems in particular are an example of this trend. The mill/turn is one machining system that
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represents the state-of-the-art in manufacturing automation. At the same time, severe restrictions
exist on the utilization of this type of complex machining system because of the lack of automated
process planning tools. This work is, in fact, an example of how advances in manufacturing
automation are driving CAPP system development.

2.4.3 Extension of Planning Domains; New Planning Domains

Developments in CAPP are always driven by the introduction of new planning domains and the
extension of old ones. Most of the work to date in CAPP has focused on process planning for
machining. New planning domains, on the other hand, arise when new processes are created. An
example of a new process is layered manufacturing. This process creates parts a layer or slice at
a time. Researchers are looking at a broad range of issues which can be regarded as process planning
for this new domain. They include adaptive slicing, locating the optimal part orientation, and the
generation of support structures.

2.4.4 Market Conditions

What is eventually manufactured is dictated to a large extent by demand. The market conditions
that reflect demand usher in new manufacturing paradigms from time to time. These paradigm
shifts are the manufacturing sector adapting to market forces so as to remain viable and competitive.
According to analysts (e.g., Pine, 1993), the mass production system that characterized manufac-
turing from the 1960s through the 1980s is giving way to a new paradigm, one of mass customi-
zation, in which traditional, standardized products are replaced by those customized to individual
consumer needs and preferences. This leads to the fragmentation of homogeneous markets with
subsequent reductions in product development time and overall life cycles.

CAPP is a crucial piece of the puzzle in creating a manufacturing environment that is responsive
to mass customization. An ability to create customizable CAD models (using features and para-
metric modeling, for example) needs to be matched with an ability to generate manufacturing data
for those models just as quickly. Without efficient CAPP systems for mapping design specifications
to manufacturing instructions, design and manufacturing environments that are separately respon-
sive to customized production are largely unresponsive when integrated.

2.4.5 Summary of Drivers
From the above discussion, the following can be said about the drivers of CAPP system development:

* Advances in design and manufacturing automation continue to call for better CAPP tools.

* CAPP development is needed for extensions to existing domains (machining) and to provide
automation for new domains.

* The move toward mass customization in manufacturing requires CAPP systems that are
compatible with tools in design and manufacturing environments that are responsive to
customized product development.

Figure 2.4 illustrates the view of CAPP as both an interface and a bottleneck between CAD and
CAM. While it is likely that CAPP will remain the weakest of the three, the drivers we have
discussed are challenging CAPP system developers to make the bottleneck as wide as possible.

2.5 Characteristics of CAPP Systems

In the previous section we looked at the drivers of CAPP system development. In this section we
present a set of CAPP system characteristics that are required if these systems are to become viable,
integrated parts of production environments. We do this by first presenting our perspectives on
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FIGURE 2.4 CAPP bottleneck between CAD and CAM.

CAPP systems based on experiences from research in the field. These perspectives along with their
relevance to the key characteristics of CAPP systems are presented in Table 2.1.

A major problem that has affected the evolution of CAPP systems toward commercialization is
that many systems have been implemented using a prototype philosophy. With this approach a
tendency exists to neglect important practical concerns which greatly affect the nature of the
conceptual and implemented models. Because the ultimate goal is to provide an end-user with a
practical CAPP solution, these concerns must be addressed if these systems are to become com-
mercially viable. The perspectives presented in Table 2.1 address many of these concerns.

Table 2.2 brings this discussion full circle. It summarizes the characteristics presented in Table 2.1
(plus a few others) and indicates the effect(s) of the characteristic. These effects in turn address
the perspectives presented in Table 2.1.

2.6 Integrating CAD with CAPP: Feature Extraction

A considerable amount of research effort has been invested in integrating CAPP with CAD. A
major component of this task is the extraction of machining features from a CAD representation
of the product. This is an essential step in improving the speed at which design information is
converted into manufacturing instructions during process planning. This section reviews some of
the important research contributions in this field.

2.6.1 What Are Features?

The term feature is now commonly used in engineering jargon. The first use of the term was,
however, in the context of process planning. One of the earliest definitions of a feature can be
found in CAM-1:41 A specific geometric configuration formed on the surface, edge, or corner of
a workpiece.

The use of the term workpiece in the definition shows the relation to the machining domain.
Other researchers who have linked their definition of a feature to the manufacturing domain include
CAM-I (1986), Chang et al. (1988), Henderson (1984), Hummel and Brooks (1986), Turner and
Anderson (1988), and Vandenbrande (1990).

Since its inception in the process planning domain features, technology has evolved to encompass
a much broader range of definitions. The following terms are examples of some definitions that
are relevant to this work (for a more comprehensive list of feature terms, see Shah (1991):

Form Feature: First used in the process planning domain. Form features are defined based on
their geometry and not their function. Examples of form features include holes, slots, steps,
and pockets.

Manufacturing Feature: A feature that is meaningful within a manufacturing domain. Although
the machining domain is the most common, researchers also have looked at other domains
including features in sheet metal manufacture.

Machining Feature: A feature that is generated by a machining process.
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Volumetric Feature: A volumetric feature consists of a connected solid entity that corresponds
to a removal (sub-) volume for a particular manufacturing process. This definition is relevant
to the machining domain.

Surface Feature: A surface feature is a collection of workpiece faces that result from machining
(i.e., subtracting) a volumetric feature (Vandenbrande, 1990).

Precision Feature: This may refer to reference or datum surfaces from which dimensions or
tolerances are specified, or to the actual dimensions or tolerances themselves.

Many different ways of using the concept of features exist in engineering design and manufacture.
Although a number of attempts have been made to create feature taxonomies, e.g., CAM-I (1986),
no standard has yet been adopted by the research community. This is problematic because the lack
of standardization works against integration. For example, having a standard set of design and
manufacturing features would allow researchers to develop generic methodologies for mapping
between the two domains. This would help to integrate CAPP with feature-based CAD.

For machining process planning, machining features are of primary interest. Figure 2.5 illustrates
how they are related to the broader view of features. Machining features are just one of many
different types of manufacturing features as can be seen from Figure 2.5(a). Other types of manu-
facturing features include casting, welding, and sheet metal features. Manufacturing features them-
selves are a subclass of the basic feature class. Other subclasses at the same level include design
features and assembly features.

Two ways of representing a machining feature are illustrated in Figure 2.5(b). The first repre-
sentation defines the feature by the machined surfaces that are left on the part after the machining
process, a slotting operation in this example. The second representation defines the feature by the
actual volume that is removed by the machining process, referred to as a machining volume. The
two representations are, in fact, interdependent; by removing a machining volume associated with
a machining feature, its machined surfaces are generated. The machined surfaces representation is,
however, more general because as indicated in the figure, more than one machinable volume may
generate the same machined surfaces (e.g., S1 or S1°).

2.6.2 Feature Recognition

The area of feature extraction has received much attention over the past 2 decades. We discuss in
the following sections relevant developments that have taken place in the field, including a chro-
nology of feature extraction work since 1980 when research in this field was first published. This
chronology classifies the feature extraction methodologies into one of several categories. The more
important contributions are discussed.

The purpose of feature recognition in the context of machining process planning is to identify
machining features in a CAD model. Research work in feature recognition can be classified into
the following areas:

* Volume decomposition

* Alternating sums of volume

* Graph-based recognition

» Syntactic pattern recognition

* Knowledge-based feature recognition
 User-interactive recognition

* Recognition from CSG representations
* Recognition from 2D drawings

» Hybrid feature recognition

» Recognition of alternate feature sets
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TABLE 2.1 Perspectives on CAPP System Characteristics

Perspective

Comments

CAPP System Characteristics

User Friendly

Customizable

Robust

Extendable

Complete

Adaptable

Integratable

Teachable

Modular

Efficient

1. An ability to generate, compare, and
record multiple process plans to a given
part input.

2. An ability to learn in a quick and efficient
way that is controlled by the end-user.

3. The system should evolve during use to
provide planning that is adapted to the
application.

4. CAPP systems should demonstrate
definite time savings and provide
consistently equivalent or better plans

than those generated by human planners.

5. The CAPP system should assimilate
information from various stages of the
product life cycle, most importantly from
the shop floor.
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The user should be able to generate multiple feasible mappings of
the part to manufacturing operation sets. This is facilitated by the
paradigms for interpreting the part and applying machining
practices.

Two areas where learning capabilities can be utilized are in the part
interpretation stage (matching volume extraction) and in the
application of manufacturing practice rules.

Due to this feature, the unique quality of a CAPP system becomes
the information it has acquired during use within a particular
environment. This will obviously vary from user to user. The “local
knowledge” makes the system more user friendly after it has fully
evolved.

This implies that the system should be easy to use and can perform
computationally in a manner that is acceptable to the planner. It is
worth noting that most systems in use today demonstrate savings
of less than 15% over manually prepared plans.

Process plans must often be modified by shop-floor personnel during
a test period when the part is brought into production. The
reasoning used to make these changes is often lost. Integrating this
knowledge into the accumulated knowledge within the process
planning tools can lead to future plans utilizing this knowledge at
the planning stage.



10.

11.

. The philosophy of a CAPP system as a

black-box is unacceptable to most end-
users.

. The CAPP system should be independent

of any specific design or manufacturing
system.

. CAPP systems should provide tools which

aid synthesis and analysis in addition to
tools which seek to automate and
simulate.

. CAPP systems should be more holistic in

their approach to planning.

CAPP systems should support planing on
different levels.

The CAPP system should be cost effective
to purchase, operate, and maintain.

To most process planners the inability to understand how a solution
is generated and to control and influence the generation, leads to
skepticism. The more the system is understood and tailored by
those who use it, the more accepted it will be.

The purpose of this is to make the system usable by the largest range
of end-users who as a group may have a wide variety of CAD/CAM
systems which must be integrated with process planning.

While automation may promote planning efficiency, planning
diversity comes from allowing the end-user to investigate a wide
range of feasible planning solutions. Efficient synthesis and
analysis tools give impetus to the planner to explore new
approaches to machining.

CAPP system research and commercialization have focused
primarily on machining processes even though few mechanical
parts are produced solely by machining. A holistic system that can
combine many processes within one planning environment
generates more complete solutions.

There are many activities for which an initial, nondetailed (high-
level) process plan might be useful: bidding for jobs, and for
equipment procurement and facility planning.

Because much manufacturing work is out-sourced today, CAPP
systems must be affordable to smaller manufacturers.
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TABLE 2.2 CAPP System Characteristics and Their Effects

Characteristic Effects

Complete ¢ Provides a complete manufacturing solution for the part in question.
* Meets all the end-user’s requirements.
* Facilitates the generation of multiple solutions.

Extendable * New technologies can be merged into the system.
» The system can be extended by the end-user or a third-party software developer.
Adaptable  The system can be used by many different types of end-users.

User Inclusive ¢ Utilizes human expertise and computer efficiency in correct proportions.
» Promotes synthesis and analysis in addition to automation and simulation.
User Friendly * Easy to implement and maintain.
* Easy to use.
Teachable * Allows the expertise of the end-user to be incorporated into the system.
» The system can act as an archiving tool for the end-user’s expertise.
» The system can be used to train new process planners.
Customizable » The system (and its cost) can be tailored to the end-user’s requirements.

Modular * Facilitates extendability, adaptability, customizability, and cost effectiveness.
Robust * Provides consistently “correct” (by the end-user’s standard) solutions.
* Reduces human error.
Efficient * Solutions are generated in a more timely fashion than by conventional planning.
* The work load for a process planner generating a solution is reduced.
Integratable * Implementation is not computer hardware or software specific.

Cost Effective  * The system in a customized form suits the budget of a wide range of end-users.
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Figure 2.6 presents a chronology of feature recognition work during the past 2 decades. The
figure shows the year in which the research was published as well as the category (from above)
into which the work falls. It can be seen from the figure that graph-based recognition, syntactic
pattern recognition and knowledge-based approaches have received the widest attention. In the
following sections, some of the categories mentioned above are discussed.
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2.6.2.1 Volume Decomposition

Volume decomposition approaches seek to break up the A Volume* into machining volumes. This
process is illustrated in Figure 2.7. One of the most well-known approaches using volume decompo-
sition is that adopted by Sakurai and Chin (1994). In their approach, the A Volume is decomposed by
extending planar and curved faces of the part into minimal cells. These cells are recombined to form
maximal volumes. By subtracting these volumes in different orders, alternate volume decompositions
can be generated. Tseng and Joshi (1994) have also adopted a similar decomposition process.

One advantage of the approach adopted by Sakurai and Chin (1994) is that the definition and
use of maximal volumes permit their algorithm to generate all feature interpretations. They argue
that this provides an opportunity “to find the optimal or near optimal feature interpretations”
(Sakurai and Chin, 1994). This follows because their method is purely algorithmic as opposed to
the more common heuristic approaches.

One concern about their approach is that it is driven purely by the geometry of the part. Although
this enables them to create a decomposition without having to specify a feature type and domain,
a priori, it raises the question as to whether or not all maximal volumes generated can be mapped
to a feature within a given domain, in particular the machining domain. A second concern is whether
their approach can be extended to surfaces which generate closed halfspaces, quadrics, for example.

2.6.2.2 Alternating Sums of Volume

A similar approach to volume decomposition, first proposed by Woo (1982) and known as the
alternating sum of volumes (ASV), recursively subtracts the part from its convex hull until the null
set is reached. Woo represented the resulting decomposition as a series of convex volumes with
alternating signs. This approach was not always successful for two reasons: (1) When the convex
hull at successive iterations was the same, the algorithm cycled, and (2) the algorithm did not
always generate a usable decomposition from a machining perspective. A third shortcoming is
similar to that of Sakuari’s approach to volume decomposition: ASV is driven purely by part
geometry. This is even more critical in the ASV approach, because the algorithm generates nonin-
tersecting convex volumes, i.e., precedences are generated using only the part geometry. For
machining volume decompositions, this is unacceptable since machining practices need to be
considered in determining precedences. Finally, parts with curved surfaces must first be mapped
to a polyhedral representation for the convex hull operator. Kim and Wilde (1992), Waco and Kim
(1993), and Kim (1994) have extended the ASV approach by introducing modifications that
eliminate cycling and generate machinable convex volumes.

*The A Volume (delta volume) is a term commonly used in feature recognition to refer to the stock that must be
removed from a workpiece to generate the final machined part.
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2.6.2.3 Graph-Based Recognition

Graph-based feature recognition has received much attention. The basic philosophy of the approach
is to represent the part model and features as graphs, and to perform feature recognition by finding
subgraphs of the part graph that match feature graphs.

The first step in this approach is to represent the part as a graph. Because a boundary represen-
tation (B-rep) solid model is itself a graph, some researchers have worked directly from this
representation (Sakurai and Gossard, 1990). Others have mapped the part from its original repre-
sentation to other graph representations. These include Attributed Adjacency Graphs (AAG) (Joshi,
1987), Face Edge Graphs (FEG) (DeFloriani, 1989), Face Adjacency Hypergraphs (FAH) (Falcidieno
and Giannini, 1989), Vertex Edge graphs (V-E) (Chuang and Henderson, 1990), and Aspect Face
Edge Graphs (AFEG) (Corney, 1993). Often the arcs in these graphs are supplemented with
additional geometric information. For example, Joshi (1987) tags the arcs in the AAG with O if the
edge is concave and 1 if the edge is convex.

A decomposition step is normally performed to break up the part graph into a number of smaller
subgraphs. These subgraphs may be equivalent to protrusions or depressions in the part. This
decomposition step is geared to creating a more computationally manageable problem. Graph
matching subsequently is performed on these subgraphs using the feature graphs as templates.

The two main problems with graph-based techniques are (1) the computational complexity of
the problem as the size of the part and the number of features and their complexity increase, and
(2) the problem of feature interactions which can create phantom features and mask the presence
of true features.

2.6.2.4 Syntactic Pattern Recognition

Syntactic pattern recognition is closely related to graph-based techniques. In syntactic pattern
recognition, a language is developed with which to represent the part model. The resulting repre-
sentation is then “parsed” using a feature grammar. Features are recognized by finding combinations
of literals of the language within a part representation that conform to the rules of the grammar.

One of the first applications of this approach to feature recognition was by Kyprianou (1980), who
used a faceset data structure to represent the part. His algorithm first mapped the B-rep of a part to a
series of facesets for depressions and protrusions of the part. These facesets are then analyzed using a
feature grammar to generate a part code for the one in question. Kyprianou’s work in syntactic pattern
recognition is acknowledged by many as ground breaking in the field of feature recognition. It can be
argued that syntactic pattern recognition is a formalization of many of the other recognition method-
ologies. Henderson (1984) uses such an argument in his work. Other researchers who have used this
approach include Choi (1982), Jakubowski (1982), and Liu and Srinivasan (1984).

The main limitation to syntactic pattern recognition is the difficulty in developing 3D feature
grammars that are general and robust enough to model features of the complexity and diversity
found in design and manufacturing. Concern about the computational complexity of shape gram-
mars also exists. Finally, customization of the recognition process requires feature grammars that
must be adaptable to different applications.

2.6.2.5 Knowledge-Based Feature Recognition

One of the earliest applications of knowledge-based expert systems to the problem of feature
recognition can be attributed to Henderson (1984). His approach uses feature production rules
created in the logic programming language Prolog, to interrogate the part. The part itself is first
converted from a B-rep into a series of Prolog facts which convey geometric and topological
information about the part. The successful execution of a feature rule returns information about
the feature from the part facts. This information is used to construct a feature volume which is
subtracted from the A Volume. The recognition process continues until the A Volume is the null set.

Vandenbrande (1990) attempted to overcome some of the shortcomings of previous work using
Al techniques. One of the primary problems he addressed was that of interacting features. He
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critiqued Joshi’s work (Joshi, 1987) as being based on “rigid feature definitions that rely mainly
on face adjacency information.” When feature interactions occur, the rigidity of these definitions
limits the feature-matching algorithm. This observation is the main motivation behind his work:
To implement a strategy that is based on feature hints not rigid feature definitions, which can handle
features incompletely represented in the object’s B-rep due to feature interactions. To do this he
proposed a “hint generation and testing” methodology which he implemented using an expert
system shell that integrated object-oriented and rule-based programming.

Vandenbrande’s approach and others based on feature hints and knowledge about feature recog-
nition are promising. They recognize that feature recognition is a complex problem in human
reasoning and approaches that handle inexact and uncertain data have a greater chance of being
successful. For example, because these approaches are driven only by hints of features and not a
complete representation of the feature embedded within the model, they are more robust in handling
feature interactions.

2.6.2.6 User-Interactive Approaches

User-interactive recognition approaches rely on the user to select constitutive geometric elements
of a feature (edges or faces) through a graphical interface. These can be viewed as hints similar to
those identified automatically in other approaches (Vandenbrande, 1990). The user may be required
to either select all trace elements of a feature in the model, or select a minimal set from which the
other elements may be identified. Thus, a user-interactive approach need not necessarily be brute
force. Rather, by minimizing the level of work that the user must do in selecting feature hints, the
system can be designed to behave intelligently. User-interactive methodologies also may be coupled
with automatic recognition to extend the domain of the latter.

Although some researchers have implemented user-interactive recognition, it has almost exclu-
sively been done within the context of CAPP system development (Chang, 1982; Brooks et al.,
1987; Giusti et al., 1989). The focus of these approaches has been to provide an integrated envi-
ronment more than to develop an intelligent, user-interactive methodology.

2.6.3 Discussion

As is clear from the chronology in Figure 2.6, feature recognition is a problem that has been
addressed by many researchers over the past 2 decades. The focus of this work has been primarily
on rotational and 2.5D (prismatic) geometries. While many researchers have solved subsets of these
domains, no one work provides a provably complete methodology for automatic feature extraction
in either domain.

At the same time, while limitations to current solutions exist, this research highlights the
inherent complexity of the problem when the objective is to develop a practical solution. A major
complicating factor lies in the definition of a feature itself. Three approaches to feature definition
are possible. The first is to create a standard set of features that can be used by all CAE system
developers. While such a standardization is useful, deciding on a feature set broad enough to
cover the requirements of all possible contexts just within the machining domain is difficult, if
not impossible. The second approach attempts to address this open-endedness by proposing that
features be user defined, i.e., the feature recognition methodology utilizes a feature set created
by and customized to the needs of each end-user. The difficulty with this approach is that it
requires representation methodologies that are generic, modular, and customizable, yet imple-
mentable in the sense that they can be integrated with the underlying recognition algorithms.
The third approach is a hybrid combination of predefined feature sets and user-defined features.
This approach offers the best of both worlds. It recognizes that there is a standard feature set
that is applicable to many machining contexts while providing a mechanism for extending the
set when the situation requires it.
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Recent commercialization efforts in CAPP have resulted in a number of viable feature extractors.
Once such extractor comes with the PART™ CAPP system.* This system evolved from the work of
Houten at the University of Twente, The Netherlands, in the mid to late 1980s (Houten, 1988; 1989a;
1989b; 1990). In PART, feature extraction is based on the hybrid notion of features. The current version
of the system comes with a standard library of around 60 features to which others can be added by
the user. PART also has an editing facility that allows the user to modify automatically generated
results. The inclusion of this capability underscores the assertion made previously that a provably
correct, fully automatic feature extraction methodology has yet to be developed.

2.7 Integrating CAPP with Manufacturing

As important as the task of integrating CAPP with automated design systems, is the task of
integration with manufacturing. Figure 2.8 illustrates the relationship. CAPP provides the informa-
tion to drive the manufacturing processes, yet at the same time it relies upon an understanding of
the manufacturing facility (resource data, methods, process data, etc.) to constrain the planning
task so that the plans created are relevant to the manufacturing context. Traditionally, this interaction
has been based on a static view of manufacturing, i.e., CAPP provides a single detailed process
plan for a part on a given facility that is static both in configuration and capability. This is indicated
in the figure as the inner loop (thinner line). There is now, however, much interest in considering
the dynamic nature of this integration by requiring CAPP systems to generate alternative process
plans that conform to changing production constraints (product mix, annual volume, machine
utilization) and reconfiguration of the machining facility. This is represented by the outer loop
(heavier line) in the figure. Examples of research work in this area include EIMaraghy and EIMaraghy
(1993), Chryssolouris et al. (1984), Lenderink and Kals (1993), and Zhang (1993).

Two components of integration that warrant special attention are NC tool path generation and
machining methods. These are discussed briefly in the next sections.

*PART™ is a commercial CAPP system originally developed at the University of Twente, The Netherlands. The
system was commercialized by CDC as part of the ICEM system, but has since been acquired by Technomatix Inc.
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FIGURE 2.9 Role of machining feature recognition in NC tool-path generation.

2.7.1 NC Tool-Path Generation

Much work has been done on the problem of NC tool-path generation. Many commercial NC tool-
path generation systems, stand alone (SmartCAM™, Gibbs™) and integrated within CADCAM
systems (Bravo™, Unigraphics™, Pro-Manufacture™) are now available. While researchers are
still investigating new techniques for improving tool path generation (Sarma, 1996), another major
challenge that needs to be addressed is improving the ease with which these tools are used. NC
part programming remains a time-intensive task.

Machining feature recognition has the potential of doing just this by driving the automation of
part programming. This is illustrated in Figure 2.9. The figure also shows manual functions which
give the user the ability to override any decisions made by the system as well as automatic feedback
links from verification. The tasks for which automation can be helpful are

* Selection of machining surfaces

* Specification of generation parameters

» Feedback of changes from verification for the reselection of machining surfaces

» Feedback of changes based on verification for the respecification of generation parameters

As can be seen from the figure, feature extraction has the potential to eliminate the timely and
error-prone task of machining surface selection because, by definition, the surfaces of the machining
feature are identified. In addition, extraction procedures can be further automated to create the
machining volume associated with the surface feature. This volume is useful in automating the
identification and avoidance of interference geometry. Another useful output generated from feature
extraction is the precedences between features. These precedences can be used to automatically
merge the tool paths created for each feature into a single “tape” for machining the part.

2.7.2 Manufacturing Data and Knowledge

Machining methods (also referred to as machining practices) provide CAPP with the knowledge,
expertise, and procedures that a human process planner uses. These methods may be based on
sound scientific principles, experimental results, experience, or preferences established within a
particular machining context. They also may be generic and applicable over a wide range of
machining problems or specific to a single one.

The challenges in using machining methods within CAPP fall into the following categories:

* Identification and retrieval
* Implementation
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¢ Maintenance
¢ Customization

Identification and retrieval are concerned with understanding how a human process planner
applies experience and techniques to make decisions when generating process plans: What decisions
are being made? What characteristics of the situation are being recognized by the planner that
trigger these decisions? The main challenge here stems from the fact that human planners do not
necessarily follow a consistent strategy in applying methods. The process often requires complex
trade-offs of information from several sources. When one of these sources is experience, the basis
of the applied method can be difficult to verify. Thus, identification and retrieval of methods are
not just a bookkeeping task. Rather, it requires the cultivation of an attitude toward process planning
based on a sound methodology for applying machining methods.

Methods implementation requires an approach that is general enough to capture information
from very different sources while at the same time is simple enough to provide a maintainable,
noncorruptible environment. Rule-based expert systems have been the most commonly adopted
implementation strategy among CAPP system developers.

Because the need to update or add new methods always exists as more information becomes available
or as new methods are applied to more applications, maintenance of the knowledge base becomes a
key concern. As changes are made, the integrity of the information needs to be preserved. One problem
occurs when new methods are added that conflict with old ones. The system needs to include a strategy
for resolving such conflicts. One approach that has been used extensively with expert systems is to
place the onus on a knowledgable engineer to avert such problems. However, as the size of the
knowledge base grows, the cost of employing dedicated personnel for this task becomes prohibitive.

Finally, creating off-the-shelf CAPP systems with the methods included is a difficult if not
impossible task. This is because it is unlikely that the system developer can capture all the desired
methods from all potential users during system development. Thus, while a system may come with
some generic, widely accepted methods, it must include a facility to allow new methods customized
to each context to be added to the system.

2.8 CAPP for New Domains

Even though formidible problems remain in the development of commercially viable CAPP sys-
tems, researchers have continued to broaden the applicability of this technology to new domains.
An example of such research is in the domain of parallel machining.

2.8.1 Parallel Machining

Parallel machining is the simultaneous removal of material from a workpiece by multiple cutting
tools on a single machine tool or machining system. This concept has been in existence for some
time. Examples of parallel machining are found on transfer line machines in automobile production
for machining powertrain components, multi-spindle plano-milling machines for the simultaneous
machining of casting surfaces and multi-turret (4-axis)* lathes. In these instances, parallel machin-
ing is preferred to sequential machining because higher production rates can be realized due to the
reduction of cutting times.

The application of parallel machining in these examples suffers from one major drawback: a
limitation in the range of parts which can be machined due to the dedication of the machining
resources to specific tasks. Transfer lines are a prime example of this. Transfer line machines are
constructed with the aim of mass producing components from a single engine model. The machining

*The term 4-axis lathe is commonly used in industry to refer to a lathe with two turrets. Each turret is positioned
by movements along an independent pair of orthogonal axes (x-axis and z-axis).
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elements are dedicated to this task. Once this model is taken out of production, the machines must
be stripped down and retooled. This contributes to high setup costs when switching lines from an
old engine model to a new one.

One class of machine tools that combines the advantages of parallel machining with the flexibility
of nondedicated tooling afforded by computer numerical control (CNC) is the mill/turn (also
referred to as a turning center) (Figures 2.10 and 2.11). Parallel machining on mill/turns takes two
forms:

* Multiple machining operations performed simultaneously on a single part
* Multiple operations performed simultaneously on multiple parts
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A secondary feature of mill/turns which adds to their flexibility is, as their name implies, the
ability to perform both turning and milling operations in the same setup. This contrasts greatly
with conventional machining practice which dictates that turning and milling operations be per-
formed in separate setups on different machines. The resulting elimination of setups on mill/turns
has obvious advantages in reducing the machining time per part and in increasing part accuracy
by reducing work handling.

For the capabilities of mill/turns to be fully exploited, a CAPP system for the mill/turn domain
must be developed. This presents problems of a different nature than those encountered for con-
ventional CAPP systems. In particular, the presence of multiple tool- and work-holding devices
raises the question of the efficient utilization of the machine tool. Considerations of the effect of
parallel machining on tool wear and part quality also must be addressed. A greater need for collision
checking and avoidance planning due to the simultaneous motions of multiple turrets is necessary.
Currently, the complexity of process planning for this domain results in conservative process plans
which underutilize the machine tool’s resources.

2.8.1.1 CAPP for Parallel Machining

While a great body of work exists in the area of CAPP for the sequential machining domain,
research about CAPP for the parallel machining domain is relatively new. One example of prior
work in this domain is by Levin and Dutta (1992). In their work, they outline their experiences in
implementing their version of a CAPP system for parallel machining (PMPS). Within PMPS, a
Giffler-Thompson algorithm which generates active—delay type schedules was used to sequence
machining operations. An active schedule is one in which no operation can be started any earlier
without either delaying some other operation or violating a technological constraint. A delay type
schedule allows a resource such as a machine tool turret to be idle instead of performing an
operation. The author surmises that these two characteristics are highly applicable for process
planning in this domain.

While the Giffler-Thompson algorithm is intuitively easy to understand and equally easy to
implement, it is difficult to determine how good the final schedule is. In fact, because it uses a one-
step look-ahead strategy, the plans are likely to be myopic in nature. Nevertheless, this work does
discuss in detail the nuances of process planning for parallel machining and provides a good
foundation for this research.

New approaches to scheduling for mill/turns using Genetic Algorithms have been developed by
Yip-Hoi (1997). This dissertation work also makes contributions to defining an architectural frame-
work for a CAPP system for parallel machining as well as developing numerous geometric modeling
and feature extraction tools to assist the process planner in generating process plans for this domain.

2.9 Conclusions

This chapter presents a overview of research work in the area of computer-aided process planning.
This field has generated much attention over the past 20 years as researchers have tried to bridge
the gap between automated design and manufacturing. We have presented some of the key enablers
and characteristics of CAPP systems. We also have discussed research in feature recognition, which
is one of the key underlying technologies of CAPP.

Despite the efforts outlined, and extensions to new CAPP domains, fewer commercially viable
CAPP systems are available than CAD or CAM systems. This is in large part due to the complexity
of interpreting CAD models of complex engineered products and the difficulties in identifying and
capturing machining practices that are customized to the end-user’s requirements. Current trends
such as the increasing use of features in CAD/CAM systems and the explosion in information
engineering techniques prompted by internet development are likely to spur on a second generation
of CAPP systems that will attempt to address current deficiencies.
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3.1 Introduction

A (discrete part) manufacturing process, whether it be machining or assembly, consists of a sequence
of steps that must occur to transform the raw materials into finished parts. A manufacturing system
is a set of machines (and humans) along with associated control and information systems protocols
that implement the manufacturing process. The steps in the process, often called “operations,” are
assigned to certain machines. The machines are arranged in a line, and as the part moves along the
line, the specified operations are performed on it; at the end of the line, it becomes a finished
product. The line of machines may be a physical arrangement, or a virtual “line”” where the machines
are grouped into cells and an operator or computer guides the parts through the appropriate sequence
of machines.

Automated manufacturing systems must perform the same sequence of operations repeatedly.
There are two distinct types of control systems in a typical automated manufacturing system:
continuous control and discrete event control. Continuous control systems regulate continuous
variables such as position, velocity, etc.* Discrete event control correctly sequences the system

*In current technology, continuous control is often implemented using digital computers. In this sense, this type
of control is discrete-time digital control. This discrete-time control should not be confused with discrete event
control.
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operations: do one step after another, perform a specified sequence in the event of a failure, etc.
In actual operation, these two types of control systems work concurrently. In this presentation, we
will focus on the discrete event control and neglect the interactions between discrete event con-
trollers and the continuous controllers.

In a discrete event framework, the behavior of a manufacturing system is described by a sequence
of events, such as the flip of a switch, the push of a button, or the start or end of an operation.
These events take the system from one discrete state to another. The state of the manufacturing
system is one of a finite set of states, rather than a collection of continuous variables. For example,
the discrete event model of a robot gripper may have four states: open, closing, closed, opening;
whereas, the continuous model of the gripper would contain position, velocity, and force variables
to indicate how wide the gripper is open, how fast it is moving, and the force exerted by the gripper
in the closed position.

Because the capital equipment cost for an automated manufacturing system is extremely high,
many of these systems typically operate 2 or 3 shifts each day, and 6 or 7 days a week, making
reliability extremely important. Thus, in addition to controlling the manufacturing system when it
is working well, the discrete event controller must be able to handle various errors. For example,
if one machine breaks, the machine before it should stop sending it parts, or if the coolant tank is
empty, the spindle should stop drilling. When errors do occur, the discrete event controller should
notify an operator by producing some type of error message.

In this chapter, we discuss the problem of discrete event control related to manufacturing systems,
how industry currently solves these control problems, current trends in the area, and formal methods
that can be used to design and analyze the discrete event control systems used in manufacturing.

3.2 Background on the Logic Control Problems

Discrete event control problems encountered in manufacturing systems consist of the logic and
sequence coordination, error recovery, and manual control. These problems are simple in the small
view, but extremely complex in the overall picture due to the large number of events that must be
coordinated, each with its own input and/or output. For example, a transfer line machining system
with ten machining stations can easily contain 10,000 discrete I/O points. Even for such complex
manufacturing systems, with thousands of inputs and outputs, the discrete event control is typically
written in a low-level programming language. This creates large, unwieldy programs that, although
they are intuitive at a very low level, are difficult both to implement and to maintain.

3.2.1 Logic Control Definition

The discrete event control for a manufacturing system controls all of the activity at the machine
level as well as the coordination between machines (including material handling). The discrete
event controller is also responsible for machine services, such as lubrication and coolant.

Both the discrete event behavior of a manufacturing system and the discrete event controller for
the system can be modeled as discrete event systems. Because of the overwhelming complexity of
most industrial manufacturing systems, however, the entire possible behavior of the system is rarely
described. Typically, only the desired or controlled behavior is specified. In any case, the existing
formal methods for analyzing such a combined discrete event system are limited by the computa-
tional complexity of dealing with large numbers of states.

A simple block diagram of a manufacturing system with a logic controller is shown in Figure 3.1.
The logic controller governs the sequence of the manufacturing process. It controls the system so
that the events occur in the specified order in the process, and generate an error event and stops
the process in case something goes awry.

Inputs to a discrete event control system consist of proximity and limit switches that indicate
the state of the manufacturing system as well as buttons and switches controlled by the operator.
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FIGURE 3.1 A block diagram of a manufacturing system with logic control. Raw materials (unfinished parts)
enter the system, the machines in the system perform some operations on the parts (such as machining, assembly,
etc.), and processed materials (finished or semi-finished parts) leave the system. The logic controller coordinates
the operations of the various machines. It is preprogrammed to execute the proper sequence, and also takes some
inputs from a human operator. Sensors attached to each machine provide feedback to the logic controller.

The outputs are on/off signals that control valves, motors, and relays as well as lights on the operator
interface panel.

3.2.2 Control Modes

The discrete event control for a manufacturing system typically has several different modes. In
normal operation, when the system is producing parts, the control operates in the automatic cycle
or auto mode. This mode requires little or no operator supervision or intervention, and is the simplest
mode to specify and implement. In the event that an error occurs, an operator is usually required
to help get the system back to normal operation. The manual modes allow the operator to step
through the operation one task at a time or retract slides to allow access to change a tool. Other
modes allow the entire operation sequence to be performed only once, or provide diagnostics.

For example, consider a machining system operating in the auto mode. At some point, the tool
on the drilling station may break while the system is drilling. The part being worked on will need
to be removed, and the machine returned to its default or home position to be ready for the next
part. To accomplish this, the operator will first put the machine into manual mode, and will push
a sequence of buttons to turn off the power to the spindle, retract the slide, unclamp the part, etc.
Then he or she will reach into the machine and physically remove the damaged part and replace
the broken tool; hardwired safety interlocks will ensure that the machine cannot operate while the
operator is inside the enclosure. Another sequence of buttons will need to be pressed to reset the
machine to its home position, and then the operator can switch the machine to the auto mode again.
A flow chart depicting this switching of control modes is shown in Figure 3.2.

3.2.3 Logic Control Specification

The sequencing behavior of a manufacturing system can be specified in many different ways. The
process plan specifies the operations that must be done to a part to transform it from raw material to
a finished product. This plan is generated from the part definition along with the chosen manufacturing
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FIGURE 3.2 A flow chart indicating the transitions between auto mode and manual mode. In the manual mode,
operator pushbuttons are enabled that can help the operator get the machine back into the home position. The auto
mode can only begin when the machine is correctly configured. An error will cause the machine to exit the auto
mode and go to the manual mode; an operator is required to fix the machine and help return it to the home position.

processes. If there is only a single sequence in the process, an ordered list of operations will suffice
for the logic control specification. Often, however, many tasks must take place simultaneously. The
interrelationships and sequential dependencies between these tasks may be specified using a timing
bar chart. The tasks to be performed are listed on the vertical axis, and the time taken for each task
is represented by a horizontal bar, with the horizontal axis representing time. Dependencies between
tasks are indicated by dotted arrows.

A transfer line is a manufacturing system used for high-volume machining operations, for
example, automotive engine blocks. Generally, a transfer line is composed of 4 to 12 machining
stations; the operation of the system is governed by event sequences within the stations as well as
dependencies across the stations. In devising control algorithms for such a machining system, it is
necessary to consider not only the sequence of each station but also the correlated sequences of
the whole system. An example of a transfer line is shown in Figure 3.3. The system has 15 stations,
consisting of 4 mills, 3 clamps, a cradle, and a rotating table. Not all stations are used; the extra
space is needed to provide access to the machines for maintenance and repair. The engine blocks
move through the machine via a transfer bar from station 1 to station 15. At station 6, they are
reoriented.

The timing bar chart shown in Figure 3.4 represents part of the behavior of the high-volume
transfer line shown in Figure 3.3. In a transfer line, all of the individual stations must synchronize
their operations to the transfer mechanism. Thus, each station has the same amount of time to finish
its operation. The total time for operation and transfer is called the cycle time of the transfer line.
The causal dependencies of the sequences are represented using the time axis, and the dotted arrows
correlate the sequences which depend on each other physically. The timing information of each
operation comes from the specifications of the continuous control loops that govern the underlying
continuous-time mechanical systems. The timing bar chart shows at a glance the time taken by
each task within the cycle time, the time dependencies of tasks, and the total cycle time.

The timing bar chart thus has all the information needed to describe the sequences of tasks that
must be performed, and it represents the specification of the operations for the desired process. It
is limited by the fact that it only includes the specification for the normal operation of a system,
the automatic cycle, or auto mode. The specifications for the other modes of the system (manual,
diagnostics, etc.) are rarely described precisely; the control programmer uses experience and
intuition to write the logic control for these other modes. Because of this imprecise specification,
and the impossibility of foreseeing every possible error that may occur, the logic for the manual
modes often requires significant modification during the testing and debug phase.
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FIGURE 3.3 Sketch of a high-volume transfer line for engine block surface milling. Engine blocks move through
the transfer line from station 1 to station 15. The system is composed of four milling machines, a transfer mechanism,
and fixture mechanisms. The clamp mechanisms are fixtures for the milling machines and the cradle mechanism
prevents interference between mill 2 and the engine block in location number 2. The transfer bar mechanism moves
each engine block to next location in each cycle motion. The milling machines start to work after the engine blocks
are located properly by the transfer bar mechanism, the cradle mechanism, and the clamp mechanisms.

3.2.4 Tasks of a Logic Control Programmer

A major task in the design of manufacturing systems is the design and programming of the logic
controllers. A logic control programmer starts from the mechanical definition of the machine and
the tasks that it must perform. The inputs to the mechanical system (valves to control coolant and
lubrication, motor drives, etc.) are identified, and a set of outputs (limit switches, proximity sensors,
etc.) are determined. The total number of inputs and outputs for the system must be known before
the control hardware can be specified. It is not uncommon for a machine tool to have 1000 or more
I/0 points; the complexity is considerable.

Each input and output must be assigned a unique address. Oftentimes, one controller is used for
several machines. Even if the logic program is the same for each machine and can be written once
and copied, the I/O addresses must be changed — a laborious process. A table of the I/O is
maintained to guide the programmer as well as the electrician who will wire everything up.

Once all of the I/O are available, the logic control program must be written. A logic control
program may be written as a sequence of if/then rules, or as a flow chart. For example, a logical
statement may be “if the part is in place, then engage the clamp.” The part is considered to be in
place if the appropriate proximity sensor is active, and the clamp is engaged by turning on a
solenoid. This statement is implemented in a low-level language as “if the memory location P
contains a 1, then write a 1 to the memory location S.” It is common for variables to be referred
to by their memory locations and not by names; thus, the I/O table must be accurate and up-to-
date. Logic control programs may also be written in a flow-chart type program to emphasize the
sequential nature of the tasks.

Although each logical statement may be relatively simple, tens of thousands of such statements
will be required to make the machine work properly. Also, the logic control program must implement
all of the control modes, and it must prevent damage from occurring to the machine. For example,
if a drill is extended, the “open clamp” command should be disabled. Other things that must be
considered when writing the logic control program include supplying lubrication to a spindle and
coolant to a machining operation, checking for availability of hydraulic fluids, as well as all the
operator interfaces.
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FIGURE 3.4 A portion of the timing bar chart for the transfer line system shown in Figure 3.3. Each operation that
must be performed by the system is listed on the left-hand side of the table; the horizontal axis indicates time. The solid
lines indicate the amount of time taken by each operation, and the dotted lines indicate causal dependencies between
operations. Note that all operations are synchronized to the transfer bar mechanism. The total cycle time is 22.2 seconds.

In any automated manufacturing system, safety is always a primary concern. Typically, the safety
circuitry is not programmed into the logic controller but hardwired using relays. An “emergency
stop” switch (big red button) is always available; when it is engaged, the machine will stop
immediately. The logic control programmer is often responsible for specifying the emergency
control logic to be wired by an electrician.

3.3 Current Industrial Practice

Logic controllers for manufacturing systems run on proprietary control systems known as PLCs,
or programmable logic controllers.

3.3.1 Programmable Logic Controllers

PLCs are specialized computing devices designed for logic control. They combine a general-purpose
microprocessor with discrete I/O capabilities, and are able to handle the thousands of inputs and
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outputs that are necessary to control a manufacturing system. There are several manufacturers of
PLCs, each with their own software tools for programming and slightly different interpretations of
the standard languages. Code written for PLCs is not generally portable; a program written for an
Allen-Bradley PLC will not run on a Modicon PLC without modification.

PLCs typically operate by reading all of the inputs to a system, then computing all of the logic,
then writing all of the outputs. This “scan time” depends on the number of inputs and outputs as
well as the complexity of the logic, and may not be repeatable from scan to scan. In addition, the
same logical program implemented in a different language or even in the same language on a
different platform may require a different scan time. For this reason, it is difficult to achieve
guaranteed and repeatable real-time performance with PLCs.

In the early days of automated manufacturing, hardwired relays were used to control the logical
behavior of the machines. The logic control “program” was an electromechanical circuit, and
programming was done by electricians. When the first microprocessors became available, they were
used to replace the unreliable relays. A programming language called “relay ladder logic” was
developed to program these early logic controllers. Its graphical interface mimicked the appearance
of relays, to make the transition from hardwiring to software easier.

3.3.2 Relay Ladder Logic

Almost 30 years after it was developed, ladder logic remains the industry standard for logic control.
Ladder logic is similar to assembly language, the lowest-level programming language commonly
used. This makes it easier to implement ladder logic on a microprocessor than it would be to
implement a higher-level language. In addition, low-level languages such as assembly and ladder
logic give the programmer full control over the instructions being executed on the processor.
Programs written in these low-level languages can be made to run very efficiently.

A sample ladder logic program is shown in Figure 3.5. The main elements of ladder logic are
normally open contacts, normally closed contacts, and output coils. The relay contacts switch from
open to closed or vice versa if the corresponding input terminal or memory location contains a
“high” voltage or a “1.” Each rung of the ladder implements a simple “if/then” statement. If all of
the relays in a rung are closed, then the output coil will be activated. In many implementations of
ladder logic, an animated display can tell the programmer or operator which signals are high and
which rungs are active, allowing for efficient low-level debugging.

However, because ladder logic is a low-level programming language, the programs for even a
relatively small system rapidly become unwieldy (the printout may be several inches high). There
is very little support for subroutines or procedures, and no sense of variable “scope.” Because all
variables are global, it is relatively easy for one part of a large program to mistakenly overwrite
or change a variable used by another part of the program. In addition, no facility exists for structured
data; only bits and registers are allowed.

Ladder logic has many disadvantages; programs written in ladder logic take longer to develop,
are harder to maintain, and are less reusable than equivalent programs written in a higher-level
language (such as C++). The most common method for reuse of ladder logic code is to copy the
rungs of the ladder from an old program and paste them into a new program. The data I/O address
must still be changed to match those of the current project. Databases and libraries can be developed
to automate this process, but it is still tedious.

Several alternatives to ladder logic have been proposed. A new standard, the IEC 1131-3,!214
includes five distinct languages. One is the familiar ladder diagram; others include structured text,
function block diagrams, instruction list, and sequential function charts. Although these languages
are based on familiar languages, they have more support for subroutines, parameter passing, limited
scope, and strongly typed variables. The standard is intended to allow software written for one
brand of PLC to be able to be run on other brands of PLCs.
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FIGURE 3.5 A sample of relay ladder logic. There are three types of elements: normally open contacts, normally
closed contacts, and commands. The I1 and IS5 are input signals from a clamp proximity switch and a pushbutton,
respectively; the signals M1, M2, and M5 represent memory locations; and Q1 represents an output that may go to
a solenoid or a memory location. The ladder diagram implements the following logical statement: “If (((I1 and M1)
or (I5 and M2)) and not M5) then Q1;” or equivalently “If the clamp is closed and the system is in auto mode, or
the move button is pressed and the system is in manual mode, and there is no fault, then move.”

3.3.3 Sequential Function Charts

Sequential Function Chart (SFC) is one of the IEC 1131-3 languages for logic controllers.!? It is
based on Grafcet which was inspired from Petri nets, and thus logic controllers designed using
Petri nets (see 3.5.4) can be easily implemented using SFC. Logic control programs can also be
written directly in SFC.

Sequential Function Chart and Grafcet are both commonly used in industry along with the ladder
diagram.*> SFC programs have two types of nodes: steps and transitions. Steps are represented by
squares and initial steps are represented by a double square. The steps in Grafcet can have only
one token; in other words, the marking of a step is a Boolean representation. In SFC, a set of
simultaneously firable transitions can be fired. It can be shown that a special class of Petri nets
(safe marked graphs) is equivalent to SFC.

3.4 Current Trends

3.4.1 Issues with Current Practice

Because logic control programs must be implemented in proprietary programming languages, there
is little ability to reuse code (or even library functions) from one project to the next unless the
same brand of hardware is used. Even if the same hardware is used, and some code can be reused,
the hardware is not inexpensive. Because there is a relatively small market for PLCs, they are
expensive compared to more general-purpose computers (such as PCs) with similar performance.
Hardware add-ons, such as video cards and networking cards, must be developed for each propri-
etary architecture and contribute significantly toward the overall cost of a PLC system.

Another major expense associated with discrete event control in a manufacturing system comes
from the required electrical wiring. Each limit switch or proximity sensor must have power, and
its output must be connected to the PLC. With hundreds or even thousands of I/O points on a
typical machine, the labor needed to initially set up this wiring results in a high cost. Additionally,
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such a mass of wires is extremely difficult to debug — and often the wires do get crossed or
connected to the wrong terminal. The PLC and its associated I/O are typically housed in an electrical
cabinet near the machine, along with the power supplies, transformers, and motor drives. The floor
space consumed by this cabinet is significant.

Most PLC programming languages are fairly low level, requiring many lines of code to implement
simple functions. The development time for such programs is relatively long. Some code can be
reused mostly through copying and pasting previously written code. Because of the low-level
language, all variables are referred to by either their I/O address or their memory address. Thus,
if the same function is going to be performed on a different part of the same machine, the same
code can be reused, but all of the variable names need to be changed.

In current practice, the logic programs are written while the machine is being built, and are
verified on the machine during the ramp-up phase. No method for formally testing the program
for correctness exists (although simple tests can be done to find inputs not used or conflicts in
the logic program). Some work is currently being done to automatically convert ladder logic into
a more formal discrete event system formalism for verification purposes.?* However, current
verification algorithms for discrete event formalisms test all possible combinations of states.
With large systems, the number of combinations of states grows too large to feasibly test every
combination.

3.4.2 PC-Based Control

There is currently a great deal of interest in moving away from standard logic controllers imple-
mented as ladder logic on a PLC. Both hardware and software are changing. The drivers for this
change include price and flexibility. As noted earlier, most PLC systems are proprietary, and even
ladder logic programs are not interchangeable between brands. As special-purpose computing
devices, PLCs have a relatively small market size. The competition is based on software and support;
the hardware commands premium prices. The most likely successor of the PLC is an industrialized
version of the desktop PC, which benefits from a large market share to drive down prices for
microprocessors, memory, communication peripherals, etc. Because of this intense competition,
PCs have much more computational power at a lower cost than PLCs. As the market moves toward
general-purpose PCs, programming languages and development tools designed for conventional
software will become available. There will certainly be ladder logic implementations on a PC, but
more varied programming languages, more powerful and easier to use, will also become viable
options. PC-based control will allow the continuous and discrete event control to be integrated on
the same computer platform.

3.4.3 Distributed Control

Traditionally, the I/O for an entire machine was brought back to a centralized PLC. Now, distributed
systems are being implemented. In a distributed system, a group of smaller PLCs each control a
region or subsystem of the machine, and these PLCs communicate and cooperate to control the
entire machine. These distributed systems are easier to wire up, and can be designed and debugged
in a modular manner.

In some instances, all of the sensors and actuators for a machine may be connected to a sensor
or control network. Instead of two or three wires for each sensor, there is one cable which brings
both power and a network connection to each sensor. The sensor information is then transmitted
to the PLC over the network. Control networks, or sensor networks, are high-bandwidth networks
optimized for sending small, periodic packets of information, as opposed to data networks which
send large, asynchronous packets of information.!>2! Currently, these networks are used only to
replace the wiring; in the future, each device may also have some embedded intelligence and be
able to glean information off the network to determine appropriate control actions.
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3.4.4 Simulation

Although some simulation packages have recently become available, control systems for machining
systems are typically not verified before they are implemented. A relatively long “cycle and debug”
stage in the development process is used to fix most of the problems with the control code. In the
past, a transfer line could be expected to build the same parts for 10 or more years. With reduced
product lifecycles, the lifetime has been reduced to 5 years or less. Currently, the control system
cannot be tested until all of the machinery is in place in the factory setting.

Simulation of the control system combined with the mechanical machine is becoming more common
in industry, but is time consuming in terms of both operator setup and computer time. For an unfamiliar
system, this may be warranted, but many systems are built as variations of previously built ones, and
a reasonable degree of confidence in the correctness of the approach exists.

Several simulation environments are available for production systems, both from universities?
and commercially.®? A simulation of the manufacturing equipment can be built, and an interface
built to the control system. Then the control system can “control” the simulation. Depending on
the fidelity and accuracy of the simulation, the control software can be sufficiently tested before it
is deployed on the plant floor. Performance can be predicted, and problems with collisions and
timing discovered. Some environments provide simple 2-D line graphics; others use 3-D or even
virtual reality to animate the manufacturing process.

In addition to control analysis and testing, these simulations have other advantages such as
enabling process improvements by the manufacturing engineers (and subsequent changes to the
control program) and operator training in a virtual environment. Because the control software and
the manufacturing system are so complex, formal verification methods typically fail. However, in
a simulation environment, many different test cases can be examined quickly, and some problems
can be identified and fixed before they occur on the plant floor.

3.5 Formal Methods for Logic Control

Even though logic controllers are very important in the manufacturing industry, a standard integrated
tool does not yet exist that is sufficiently simple to use, powerful, versatile and with which it is
possible to carry out systematic analysis and design of discrete event control systems.

3.5.1 Important Criteria for Control

Logic controllers for manufacturing systems must satisfy a given set of criteria. The most important
is performing the given task. The task may be defined as a single sequence of events or as an intertwined
sequence such as a timing bar chart. It must not be possible for a logic controller to get stuck in a state
from which it cannot move; this is formalized as the definition of deadlock-free. The systems must
also be reversible, meaning that from any state, they can always return to the initial state with a suitable
sequence of events. The time taken to complete one entire cycle of the operation is called the cycle
time of the system; this time is often specified in advance (if not, it should be as short as possible while
maintaining the desired part quality). In addition to performing the specified task in the automatic
mode, the logic controller should contain some diagnostics to detect errors or problems when they
occur, and either inform the operator or possibly take action to correct them. The manual modes must
allow the operator enough flexibility to control the machine through a pushbutton interface.

3.5.2 Discrete Event Systems

A discrete event system is defined as a dynamic system whose evolution through the state space
is defined by the occurence of instantaneous discrete events.> Examples of discrete events are the
push of a button by an operator, the triggering of a limit switch, the activation of a solenoid, a tool
breaking. An event occurs at some discrete moment in time rather than over a time interval.
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There has been quite a bit of academic research into the area of discrete event systems, primarily
as they relate to computer programming. Most of the control-related research has been based on
the framework set up by Ramadge and Wonham,?>?3 in which a controller is defined entirely as a
mechanism for the prevention of unacceptable behavior, but not as a method of forcing a discrete
event system to complete a task. There has been some research into the concept of forcing events, !
but it is not yet complete. Very little extension of the formal academic theory to real manufacturing
systems has occurred. The reason generally given is that as a system grows in complexity, the
complexity of a discrete event system associated with the system grows at an exponential rate. This
quickly leads to intractable controller verification.

A variety of representations of discrete event systems exist; a few of them are described in this
section. Languages are the most general way to express a discrete event system. Any discrete event
system can be described using a language, but generally languages are difficult to work with. Finite
state machines are a common expression of a discrete event system and have a more well-defined
structure than languages; however, they can still be quite complex. Basic descriptions of these
representations can be found in Kumar and Garg.'? Petri nets are another formalism for describing
discrete event systems. All of these representations have their advantages and disadvantages. As a
rule, the more general the representation of a discrete event system, the more difficult it is to prove
desired properties about the system.

The most general representation of a discrete event system is in terms of language theory. The
set of events which can occur in a system is denoted by the set X = {0, ©,, ...}. The basis of
language theory is the “string,” which represents one possible sequence of events which can occur
in a discrete event system.

Definition 3.5.1 (Languages) A string is an ordered list of events, representing a possible
sequence of events in a discrete event system. A language is a (possibly infinite) set of strings,
representing all possible sequences of events that may occur in a discrete event system.

Given a set of events X, the language consisting of all possible strings with elements in this set
is denoted X*. Other languages with the same event set are subsets of this. Two strings s and ¢ can
be combined by concatenation; s.t denotes the list of events in s immediately followed by the list
of events in ¢.

Thus, a discrete event system with event set £ has a language L which is a subset of Z*, i.e.,
L c ¥*. Even if X is a finite set (which is not necessary), L is often an infinite set. This complexity
of enumeration makes language theory difficult to work with from a computational point of view.

Although a language can describe any discrete event system, it is difficult to prove desirable
properties of a system from its language definition. For this reason, other modeling formalisms
such as finite state machines and Petri nets are more popular than language theory.

3.5.3 Finite State Machines

A finite state machine is a special type of discrete event system in which the event set 2 contains
only a finite number of events. In addition, the language of the discrete event system must be
describable in terms of the evolution of a state machine with finitely many states.

Definition 3.5.2 (Finite State Machine) A finite state machine is a quintuple, S = {X, X, a, x,,
X, }, where:

X = The finite set of all states in the FSM

Y = The set of all events recognized by the FSM
o = The transition function; o X X X = X

X, = The initial state

X = A set of marked states

m
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1
limit switch opened

c2
_open command

close command

(2

limit switch closed
open command

FIGURE 3.6 A finite state machine modeling a gripper or clamp. The system has four states (X = {x,, x,, x3, X4})
and four events (X = {0}, G,, ¥, Vo})-

The transition function o is not generally defined for all possible event/state pairs. At any state,
only a subset of the events in £ can happen. The function o is generally extended recursively to
map the set of all states X strings to the set of states as follows. For a string s, a state x, and an
event o, if o (x, s) =x"then o (x, 5.6) = oL (x”, 6). This is equivalent to the state reached if all the
events in the string are executed sequentially starting from the state x.

The marked states typically represent some desired final states that the finite state machine should
reach. If only cyclic behavior is desired, then the initial state may be the only marked state. In
other cases, more than one marked state may be used to denote different execution models.

The language admitted by the finite state machine S is denoted £(S). This is the set of all strings
admitted by the finite state machine. The marked language &,,(S) of the finite state machine can
also be defined as the set of all strings which take the initial state to a marked state.

F(S) = {s € Z*: oUxy, §)=x € X}
L8 ={se Z* axy, s) =x € X,}
A finite state machine is generally visualized as a  TABLE 3.1 The State Transition Function o,

set of nodes representing the states connected by a set  for the Finite State Machine in Figure 3.6.
of arrows labeled with events representing the transi-

tions. The finite state machine shown in Figure 3.6 can o« 10 6, Y T
be used as a model of a gripper or clamp. There are X, X, - - -
four states representing the discrete state of the gripper X _ X x -

(x, =open, x, =closing, x; =closed, and x, =opening).
There are four events in the system. Two of them, 6, =
close and G, =open represent commands that tell the
gripper to change state. The other two, ¥, =closed and
Y, =opened, represent limit switches that trip when v - &Y
the gripper has completed its state transition. Not every across the top, and the entrics in the table mdlc?te

the state that results after an event occurs. Entries
event is allowed at every state. The state transition  marked with a — indicate that the corresponding
function o can be specified by enumeration; it is given  event cannot occur when the system is in that state.
in Table 3.1.

States are listed along the left-hand side, events
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3.5.3.1 Combinations of Finite State Machines

When broken down into small pieces such as the four-state system described above, discrete event
models of manufacturing systems are relatively simple. The complexity arises when many small
pieces are put together to form the discrete event model of the entire system. The formal method
for combining finite state machines is through parallel composition. For a finite state machine
S=1{X, X, 0, X, » XS/”}, let the set of events which can occur at a state x € X be denoted X (x).

X (x)={oceX;a(x,0)€ X}

Parallel composition for two finite state machines is then defined as follows.

Definition 3.5.3 (Parallel Composition, |[) Given two finite state machines, A and B:
A={X,Z,,0,, %, X, }
B={Xpy, Xy, 0, Xp> X, }
The parallel composition of A and B is defined as:

Al B={(X, X X,),(Z,UZ,), 0, (x X,, %X

A0? xB())’ Bm}

where the transition function o of the parallel composition A || B is defined as:

(o, (x,,0),0, (x,,0)) ifoeX, (x,)NZ,(x,)
(o, (x,,0),x,) ifoceX, (x,)andog X

o(xy, xp) o) =4 AT . A ?
(x,,0,(x,,0)) ifoeX,(x;)andoegX,
undefined otherwise

In other words, the parallel composition of two machines is equivalent to running both machines
simultaneously, with the restriction that events which are elements of both event sets must occur
concurrently in both machines. Although the number of events in the combined state machine is
(at most) the sum of the number of events in X, and X, the number of states in the parallel
composition is the product of the number of states in each state machine A and B. This leads to
the state explosion property as many finite state machines are combined.

3.5.3.2 Supervisory Control of Discrete Event Systems

The most prevalent framework for supervisory control of discrete event systems is that of Ramadge
and Wonham.?>?3 In this formalism the set of events X is divided into two subsets, labeled X and
X, called the “controllable” and “uncontrollable” events, respectively. All events must be in one
of the two sets, thus X = X UZ andX NX_ = @. As suggested by the name, controllable events,
can be disabled by the supervisor, which means that any transition labeled with a controllable event
can be removed at will. For example, in the simple finite state machine of Figure 3.6, the events
2. = {7, ¥»} which represent the open and close commands would be considered controllable. The
events X, = {7,, ¥,} which represent the trippings of the two limit switches are influenced by a
physical process and would generally be considered uncontrollable.

The supervisor consists of another state machine, which operates on the same set of events as
the finite state machine being controlled. Associated with each state in the supervisor finite state
machine is a set of controllable events that are enabled when the supervisor is in that state. Only
events in this set can be executed by the machine being controlled. At all times every uncontrollable
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event must be enabled. For example, consider the state machine shown in Figure 3.6 representing
a robot gripper combined with a similar one representing the robot moving from one location to
another (say to pick and place a part). Once the robot is positioned over the part to be grasped, the
supervisor would enable G,, representing the close command. Once the event ¥, has occurred,
signaling that the gripper is closed, the supervisor would enable the event corresponding to com-
manding the robot to move to the desired destination, and so forth. The supervisor keeps track of
the state of the system and enables events appropriate to that state.

Another notion of supervisory control of discrete event systems has also been proposed.'? In
this framework, controlled events are those that can be forced by the supervisor onto the plant, and
will only happen then. Uncontrollable events are those the plant can force on the supervisor.
Technically, these notions are equivalent;? either can be used to design and analyze finite state
machine controllers.

3.5.3.3 Verification of Closed-Loop Behavior

Specification of the desired behavior of control system in the finite state machine framework is
generally given in terms of the language L that should be admitted by the finite state machine. The
language may be enumerated or specified by another finite state machine. The controller finite state
machine will act to disable controllable events that should not happen in certain states.

For a plant P and a controller C, both finite state machines, the controlled (closed-loop) behavior
is defined as the parallel composition of the two, P || C. The controller should interact with the
plant in such a manner that the parallel combination can always reach a marked state; this is
formalized by the definition of non-blocking.

Definition 3.5.4 (Non-blocking) A finite state machine S is non-blocking if a marked state can
be reached from every state in the machine. That is, for every state x € X, there exists a sequence
of events s = 0, G,... such that o (x, s)=x,, € X,

The existence of a non-blocking controller/plant combination that allows all possible uncontrol-
lable events to occur can be determined based on the finite state machine representing the plant
and the desired language L.”> If a non-blocking controller exists, it can be constructed in a
straightforward manner as a finite state machine.

Most approaches for verification of finite state machines rely on enumerating all of the states
and events to guarantee that an undesirable state is never reached. Even though there are finitely
many states and finitely many events, the number of states grows exponentially as more state
machines are combined together using parallel composition. Thus, although techniques exist for
constructing a supervisory controller given the finite state machine of the plant P and the specified
closed-loop behavior (the language L), the large size of the resulting state space limits the sizes of
systems that can be handled.

3.5.4 Petri Nets

Petri nets, as graphical and mathematical tools, provide a powerful environment for modeling,
formal analysis, and design of discrete event systems. Historically, Carl Adam Petri first developed
Petri nets in 1962 as a net-like mathematical tool for the study of communication. Since that time,
they have found many uses in a wide variety of applications such as communication protocols,
manufacturing systems, and software development. A good survey on properties, analysis, and
applications of Petri nets can be found in References 4, 7, 16, and 27.

Petri nets have been used as an analysis tool for event-based systems that are characterized as
being concurrent, synchronized, and distributed. Petri nets enable the qualitative and quantitative
analysis of an event-based system. The modeled system can be verified to be correct from the
qualitative analysis, and the efficiency of the modeled system can be determined from the quanti-
tative analysis.
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FIGURE 3.7 Marking evolution of an ordinary Petri net: (a) initial marking, (b) firing transition ¢, (c) firing
transition t,, (d) firing transition #;. In the initial marking (a), there is one token in p,. Transition ¢, is enabled because
all places leading to it are marked; it is the only transition enabled. After transition ¢, fires, the marking becomes
that shown in (b). Each place leading out of transition #, gets a token. Now transition ¢, is enabled (transition #,
cannot fire until both places p; and p, are marked). If more than one transition is enabled at a time, the Petri net
exhibits nondeterministic behavior. After ¢, fires, the Petri net returns to its initial marking (a). The Petri net is thus
said to be reversible.

Petri net models are used to analyze three important properties of a discrete event system: liveness,
safeness, and reversibility. The meanings of these properties for a Petri net for a logic controller
are summarized in Reference 26 and are discussed later in this section. By analyzing these properties
of the Petri net model, the functional correctness of the logic generated from the Petri net model
can be assured.

3.5.4.1 Graphical Representation of Petri Nets

As stated above, a Petri net is a mathematical formalism which has a simple graphical representation.
Petri nets consist of two types of nodes: places represented by circles, and transitions represented
by bars. Nodes are connected by directed arcs. The dynamics of a Petri net are determined by its
initial marking and marking evolution rule. A marking assigns to each place a nonnegative integer
and the integer value is graphically represented by the number of tokens in each circle (place). The
number of tokens in a place represents the local state of the place and the state of the whole system
is defined by the collection of local states of the places. A pictorial example of the evolution of an
ordinary Petri net is given in Figure 3.7.
A Petri net and its evolution rule can be represented formally by the following definitions.

Definition 3.5.5 (Petri Nets) A Petri net is a four-tuple, (P, T, F, W) where:

Px=x{p,, py, ---» P,}, a finite non-empty set of places

Tx = x{t, t,, ..., t,,}, a finite non-empty set of transitions

F c (PXT)u(T XP),the flow relation (set of directed arcs)

Wx:xF — Z*, the weight function which assigns an integer weight to each arc

A Petri net is termed ordinary if all the arc weights are one. A marking M of a Petri net N is the
assignment of a nonnegative integer to each place. It is an n-dimensional state-vector of the Petri
net system. A Petri net with the given initial marking is denoted by <N , MO> . The state or marking
in a Petri net evolves according to the following transition (evolution) rules:
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FIGURE 3.8 Some modeling capabilities of Petri nets: (a) conflict: if #, fires, #, is not enabled and vice versa; (b)
concurrency: ¢, and t, can be fired independently; (c) synchronization: ¢, synchronizes p,, p,, and p;.
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FIGURE 3.9 Hierarchical representation of a Petri net. The original Petri net is shown in (a). The hierarchical
reduction (b) uses a double circle place to encapsulate the right branch of the Petri net. In (c), the internal structure
of the double circle is shown with the original places p, and p, with the box transition as another hierarchical level.
The internal structure of the box transition is shown in (d) with the original places p, and p;

1. A transition ¢ is enabled if each input place p of 7 is marked with at least as many tokens as
the weight of the arc joining them.

2. An enabled transition may or may not fire depending on whether or not the transition (event)
actually takes place.

3. A firing of an enabled transition ¢ removes w(p, t) tokens from each input place p of ¢, and
adds w(t, p) tokens to each output place p of ¢.

The use of Petri nets in modeling manufacturing systems has several practical features. It can
easily model causal dependencies, conflicts, synchronization, mutual exclusion, and concurrency.
Some of these modeling capabilities are shown in Figure 3.8. Petri nets also have a locality property
on places and transitions which enables hierarchical and modular constructions of complicated
systems; a hierarchical representation of a Petri net is shown in Figure 3.9.

In Section 3.2, an example of a timing bar diagram for a transfer line was given. For simplicity,
consider only the behavior of mill 1. The Petri net shown in Figure 3.10 describes its behavior as
specified by the timing bar chart of Figure 3.4. Here places represent operations and transitions are
enabled at the end of operations. A place with the notation “W” represents a waiting place; these
places are very useful in modeling synchronization among operations. When the mill Petri net is
combined with the clamp Petri net, as shown in the figure, the mill operation “rapid advance”
cannot occur until the clamp has advanced due to the synchronizing transition. The two waiting
places in the clamp Petri net indicate synchronizations with other parts of the machining system.
The tokens are shown in their initial places, representing the starting moment of the timing bar chart.
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FIGURE 3.10 A Petri net implementation of the controller for mill 1 along with the corresponding clamp.
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3.5.4.2 Analysis of Petri Net Models

As mentioned earlier, the qualitative properties that are especially important in Petri net models
for manufacturing systems are liveness, boundedness or safeness, and reversibility. The formal
definitions of these properties are omitted here, but their general meaning in logic controllers in
manufacturing systems can be summarized as follows:!’-2

1. Boundedness or safeness guarantees the stable behavior of the system without any overflow.
The safeness property of the places which represent operations indicates there is no attempt
to request execution of an ongoing operation. Another important implication of safeness is
the Boolean representation of places, which enables a direct conversion from a Petri net to
SFC as shown in Figure 3.11.

2. Liveness is equivalent to absence of deadlocks. This property guarantees that all transitions
can be firable and that all operations or conditions represented by places can happen.

3. Reversibility characterizes the recoverability of the initial state from any reachable state of
the system. It implies the cyclic behavior of a system and that it will perform its function
repeatedly.

Petri net models of logic controllers can be formally analyzed to verify that the boundedness,
liveness, and reversibility properties are satisfied. This verification process can guarantee that the
corresponding manufacturing system exhibits the desired behavior. There are three approaches to
the analysis of these qualitative properties: analysis by enumeration, analysis using linear algebraic
techniques, and analysis by transformation.®!¢ The enumeration methods are based on the construc-
tion of the reachability graph or the coverability graph of the Petri net. The linear algebraic
techniques use the state transition equation to represent the evolution of a Petri net and derive some
invariant structures. The transformation method is based on simple reduction rules that preserve
the important properties of Petri nets (boundedness, liveness, and reversibility); some simple
reduction rules are presented graphically in Figure 3.12. The transformation procedure is iterative
and applies the reduction rules until the reduced Petri net becomes irreducible. Generally, the first
two techniques are limited by the complexity of the system. Although reduced Petri nets are
irreducible, they may not be simple to analyze. One of the first two methods, however, can then
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FIGURE 3.12 Simple reductions of Petri net models that preserve the properties of liveness, safeness (or bound-
edness), and reversibility: (a) fusion of series places, (b) fusion of series transitions, (c) fusion of parallel places.

be applied to the reduced model. In other words, these techniques are complementary and not
exclusive.

Petri nets models can be categorized into several subclasses based on their structural character-
istics. Analysis techniques are well developed for some subclasses of Petri nets, and the properties
of Petri net models can easily be verified using these powerful structural results. For example, a
Petri net is said to be strongly connected if there exists a directed path (sequence of places and
transitions) from every place to every transition, and from every transition to every place. Many
properties of Petri nets rely on the definition of directed circuit, a sequence of connected places
and transitions with the final place being the same as the initial place.

The behavior of many manufacturing systems, including the high-volume transfer line shown in
Figure 3.3, can be represented by a subclass of Petri nets called marked graphs. In a marked graph,
each place p has exactly one input transition and exactly one output transition. Although transitions
can have multiple input and output places, the marked graph formulation does not allow for
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contention for operations; the systems have no conflict and are decision free. The simpler structure
of the marked graph allows many theoretical results to be derived.® For example, a marked graph
is live if and only if its initial marking contains at least one token on each directed circuit. A live
marked graph is safe if and only if there is exactly one token on each directed circuit. An initial
marking of the marked graph which results in the graph being both live and safe can be found if
and only if the graph is strongly connected. And finally, a marked graph is reversible if and only
if it is live. Therefore, the verification procedure of safeness, liveness, and reversibility properties
of Petri nets representing a manufacturing system and its logic control can be simplified if the
system can be modeled using a marked graph or one of the other subclasses of Petri nets with well-
understood structural behaviors.

3.6 Further Reading

Industry is currently moving toward open-architecture control systems for manufacturing automa-
tion. There are several national and international efforts to define, formalize, and institute an open-
architecture standard. OSACA, which began as a European consortium, has focused on developing
an open interface standard for proprietary control systems.!® This open standard allows integration
and communication between different systems; OSACA-compliant commercial systems are cur-
rently being produced. The North American effort, OMAC, grew out of a specification issued by
the “Big 3” auto manufacturers in 1994.!® The entire control system, from the interface to the
factory network down to the servo control algorithm, must be open and user-modifiable. Although
this architecture gives much more freedom and flexibility to the end-user, technical and business
issues remain to be addressed before it becomes practical. Numerous control system companies
promote varying degrees of openness in their products. For up-to-date information, the reader is
encouraged to consult the web sites for the various open control consortia as well as the National
Industrial Automation Show and Conference (in conjunction with National Manufacturing Week)
and the International Automotive Manufacturing Conference sponsored by the Society of Automo-
tive Engineers.

This chapter discussed only a few of the PLC languages currently in use in industry. The language
of choice in a given factory depends on the industry (automotive, chemical, etc.) as well as the
geographic location. An international standard, the IEC 1131, attempts to unify the many languages
in use to enable conversion between them. More information can be found in the standard'? and
in textbooks.!4

The logic controllers discussed in this chapter are typically implemented using digital computers.
The field of real-time computer systems is focused on issues of operating systems, networks,
applications programming, formal analysis, and design of algorithms with a focus on real-time
issues. This area, which is directly relevant to the topic discussed here, is a very active area of
research and development. The reader is referred to proceedings of the IEEE Real-Time Systems
Symposium for recent developments in this field.

Within the field of control theory, there has been a lot of work on the theory of discrete event
systems. This work is focused on fundamental concepts of controllability, observability, controller
synthesis, etc. for discrete event systems. In this approach, the system to be controlled is modeled
as a finite state machine with discrete event inputs and outputs, and closed-loop specifications are
given in terms of the language generated by the machine. The reader is referred to recent books*!3
for background in this area. The IEEE Transactions on Automatic Control, the Journal of Discrete
Event Systems, and the Proceedings of the IEEE Conference on Decision and Control should be
consulted for the latest developments in this field.

In this chapter, we have intentionally ignored the interactions between the logic controller and
the servo controllers used to control continuous variables such as position, velocity, etc. Hybrid
systems is an emerging field of research emplasizing systems that contain both continuous variables

© 2002 by CRC Press LLC



and discrete variables. The work in this area is focused on defining appropriate frameworks for
analyzing and designing such hybrid systems. The interested reader is referred to the Proceedings
of the Workshop on Hybrid Systems'®!! for the latest developments.

Some of the formal methods for discrete event control described in this chapter are also used to
control the scheduling of flexible manufacturing systems. Flexible systems, which produce many
different types of parts on the same set of machines, are much more complex than the systems
described thus far. In addition to the logic control for each machine, a supervisor or scheduler must
determine which parts to send to which machine at which time. The supervisor tries to optimize
the overall performance of the manufacturing system, but with unknown part mixes and potential
machine breakdowns, the problem can become intractable.
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4.1 Introduction

The accuracy of a machined part depends on the precision motion delivered by a machine tool
under static, dynamic, and thermal loads. The accuracy is evaluated by measuring the discrepancy
between the desired part dimensions identified on a part drawing and the actual part achieved after
machining operations. The cutting tool deviates from a desired tool path due to errors in positioning
the feed drives, thermal expansion of machine tool and workpiece structures, static and dynamic
deformations of machine tool and workpiece, and misalignment of machine tool drives and spindle
during assembly. Because the parts to be machined will vary depending on the end-user, the builder
must design the machine tool structure and control of drives to deliver maximum accuracy during
machining.

A machine tool system has three main groups of parts: mechanical structures, drives, and controls.

4.1.1 Mechanical Structure

The structure consists of stationary and moving bodies. The stationary parts carry moving bodies,
such as table and spindle drives. They must be designed to carry large weights and absorb vibrations
transmitted by the moving and rotating parts. The stationary parts are generally made of cast iron,
concrete, and composites, which have high damping properties. The contact interface between the
stationary and moving bodies can be selected from steel alloys that allow surface hardness in order
to minimize wear.

4.1.2 Drives

In machine tools moving mechanisms are grouped into spindle and feed drives. The spindle drive
provides sufficient angular speed, torque, and power to a rotating spindle shaft, which is held in
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the spindle housing with roller or magnetic bearings. Spindle shafts with a medium-speed range
are connected to the electric motor via belts. There may be a single-step gear reducer and a clutch
between the electric motor and spindle shaft. High-speed spindles have electric motors built into
the spindle in order to reduce the inertia and friction produced by the motor—spindle shaft coupling.
The feed drives carry the table or the carriage. In general, the table is connected to the nut, and
the nut houses a lead screw. The screw is connected to the drive motor either directly or via a gear
system depending on the feed speed, inertia, and torque reduction requirements. High-speed
machine tools may employ linear direct motors and drives without the feed screw and nut, thus
avoiding excessive inertia and friction contact elements. The rotating parts such as feed screws and
spindles are usually made of steel alloys, which have high elasticity, a surface-hardening property,
and resistance against fatigue and cracks under dynamic, cyclic loads.

4.1.3 Controls

The control parts include servomotors, amplifiers, switches, and computers. The operator controls
the motion of the machine from an operator panel of the CNC system.

Readers are referred to machine design handbooks and texts for the basics of designing stationary,
linearly moving, and rotating shafts.! The principles of machine tool control can be found in
dedicated texts.?? The fundamentals of machine tool vibrations, which are unique to metal cutting,
are covered in this handbook.

4.2 Chatter Vibrations in Cutting

Machine tool chatter vibrations occur due to a self-excitation mechanism in the generation of chip
thickness during machining operations. One of the structural modes of the machine tool-workpiece
system is excited initially by cutting forces. A wavy surface finish left during the previous revolution
in turning, or by a previous tooth in milling, is removed during the succeeding revolution or tooth
period and also leaves a wavy surface due to structural vibrations.* Depending on the phase shift
between the two successive waves, the maximum chip thickness may exponentially grow while
oscillating at a chatter frequency which is close to, but not equal to, a dominant structural mode
in the system. The growing vibrations increase the cutting forces and may chip the tool and produce
a poor, wavy surface finish. The self-excited chatter vibrations may be caused by mode coupling
or regeneration of the chip thickness.” Mode-coupling chatter occurs when there are vibrations in
two directions in the plane of cut. Regenerative chatter occurs due to phase differences between
the vibration waves left on both sides of the chip, and occurs earlier than mode-coupling chatter
in most machining cases. Hence, the fundamentals of regenerative chatter vibrations are explained
in the following section using a simple, orthogonal cutting process as an example.

4.2.1 Stability of Regenerative Chatter Vibrations in Orthogonal Cutting

Consider a flat-faced orthogonal grooving tool fed perpendicular to the axis of cylindrical shaft
held between the chuck and the tail stock center of a lathe (see Figure 4.1). The shaft is flexible
in the direction of feed, and it vibrates due to feed cutting force (F;). The initial surface of the shaft
is smooth without waves during the first revolution, but the tool starts leaving wavy surface behind
due to vibrations of the shaft in the feed direction y which is in the direction of radial cutting force
(Fp). When the second revolution starts, the surface has waves both inside the cut where the tool
is cutting (i.e., inner modulation, y(#)) and outside surface of the cut due to vibrations during the
previous revolution of cut (i.e., outer modulation, y(¢ —-7)). The resulting dynamic chip thickness
h(?) is no longer constant, but varying as a function of vibration frequency and the speed of the
workpiece,
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FIGURE 4.1 Mechanism of chatter vibrations in a plunge turning process.

h(t) = hy=[y(®)=y(=T)] (4.1

where A, is the intended chip thickness which is equal to the feed rate of the machine. Assuming
that the workpiece is approximated as a single degree-of-freedom system in the radial direction,
the equation of motion of the system can be expressed as

m y(t)+c y(t)+ky(t) = F,(1) = K ,ah(1)
(4.2)
=K,alhy +y(t=T)-y(1)]

where the feed cutting force F (7) is proportional to the cutting constant in the feed direction (K)),
width of cut @, and the dynamic chip load A(#). Because the forcing function on the right-hand side
depends on the present and past solutions of vibrations (y(#), y(t —T)) on the left side of the equation,
the chatter vibration expression is a delay differential equation. The jumping of the tool due to
excessive vibrations, and the influence of vibration marks left on the surface during the previous
revolutions may further complicate the computation of exact chip thickness. The cutting constant
K, may change depending on the magnitude of instantaneous chip thickness and the orientation of
the vibrating tool or workpiece, which is additional difficulty in the dynamic cutting process. When
the flank face of the tool rubs against the wavy surface left behind, additional process damping is
added to the dynamic cutting process which attenuates the chatter vibrations. The whole process
is too complex and nonlinear to model correctly with analytical means, hence time-domain numer-
ical methods are widely used to simulate the chatter vibrations in machining. However, a clear
understanding of chatter stability is still important and best explained using a linear stability theory.
The stability of chatter vibrations is analyzed using linear theory by Tobias,® Tlusty,* and Merritt.’

The chatter vibration system can be represented by the block diagram shown in Figure 4.1, where
the parameters of the dynamic cutting process are shown in a Laplace domain. Input to the system
is the desired chip thickness A, and the output of the feedback system is the current vibration y(7)
left on the inner surface. In the Laplace domain, y(s) = Ly(¢), and the vibration imprinted on the
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outer surface during the previous revolution is e™*" y(s) = Ly(t — T) where T is the spindle period.
The dynamic chip thickness in the Laplace domain is

h(s) = hy = y(s) + €Ty(s) = hy + (€ = 1)y(s) (4.3)
which produces dynamic cutting force,
F; (s) = K; ah(s) (4.4)
The cutting force excites the structure and produces the current vibrations y(s),
y(s) = F; (5)@(s) = K, ah(s) D(s) 4.5)
where @(s) is the transfer function of the single degree of workpiece structure,

y(s) o,

Fi(s)  k(s*+200,s+0})

v

D(s) =

Substituting y(s) into A(s) yields,
h(s) = hy + (e=" = 1)K; ah(s)D(s)
and the resulting transfer function between the dynamic and reference chip loads becomes,

h(s) 1

hy(s) T+ (1- g‘ST)Kf ad(s) (4.6)

The stability of the above close-loop transfer function is determined by the roots (s) of its charac-
teristic equation, i.e.,

1+ (1 -e" K a®(s) =0

Let the root of the characteristic equation is s = ¢ + jo,.. If the real part of the root is positive
(6 > 0), the time domain solution will have an exponential term with positive power (i.e., e * /ol
The chatter vibrations will grow indefinitely, and the system will be unstable. A negative real root
(6 < 0) will suppress the vibrations with time (i.e., e°", and the system is stable with chatter
vibration-free cutting. When the real part is zero (s = j®.), the system is critically stable, and the
workpiece oscillates with constant vibration amplitude at chatter frequency ®.. For critical border-
line stability analysis (s = j®,), the characteristic function becomes,

1+(1-e K a, ®(jo,)=0 (4.7)
where a;, is the maximum axial depth of cut for chatter vibration free machining. The transfer
function can be partitioned into real and imaginary parts, i.e., ®(jo.) = G + jH. Rearranging the
characteristic equation with real and complex parts yields,

{1+ Kfa [G(1—cosw T)— Hsinw T]} +j{Kf.ah.m[Gsin oT+H(O-cos®w T)]}=0

lim

Both real and imaginary parts of the characteristic equation must be zero. If the imaginary part
is considered first,
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Gsinw I+ H(-cosw T)=0
and

_Hw,) sinoT
Go,) coswT-1

tan y (4.8)

where \ is the phase shift of the structure’s transfer function. Using the trigonometric identity cos
o.T = cos’(®.7/2) — sin*(®.7/2) and sin ®,T = 2sin (®.7/2) cos (0,7/2),

cos(m T/2)
t =——<¢——=tan[(w 7)/2—-(3mn)/2
WY = a2y " E@D2-6012)
and
o H
o T=3n+2y, y=tan G 4.9)

The spindle speed (n[rev/s]) and the chatter vibration frequency (®,) have a relationship which
affects the dynamic chip thickness. Let’s assume that the chatter vibration frequency is ®_.[rad/s]
or f.[Hz]. The number of vibration waves left on the surface of the workpiece is

FIHZ) Tlsec.]= e =k+ € (4.10)
n 21

where k is the integer number of waves and /2w is the fractional wave generated. The angle
represents the phase difference between the inner and outer modulations. Note that if the spindle
and vibration frequencies have an integer ratio, the phase difference between the inner and outer
waves on the chip surface will be zero or 2w, hence the chip thickness will be constant albeit the
presence of vibrations. In this case, the inner (y(#)) and outer (y(# — 7)) waves are parallel to each
other and there will be no chatter vibration. If the phase angle is not zero, the chip thickness changes
continuously. Considering k integer number of full vibration cycles and the phase shift,

2nf. T = 2kmw + € 4.11)

where the phase shift between the inner and outer waves is € = 31 + 2\. The corresponding spindle
period (Tsec]) and speed (n[rev/min]) is found,

p= e, 60 (4.12)
2r f. T

The critical axial depth of the cut can be found by equating the real part of the characteristic
equation to zero,

1+ Kfah.m[G(l —cos®w T—-Hsinw T]=0

or
a : G)sinw 7
lim K,Gl(1-cos® T —(H/G)sinw,T]
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Substituting H/G = (sin ®, T)/(cos ®, T — 1) and rearranging the above equation yields,

a,, = S (4.13)
2K G(w,)

Note that since the depth of cut is a physical quantity, the solution is valid only for the negative
values of the real part of the transfer function (G(®,)). The chatter vibrations may occur at any
frequency where G(®,) is negative. If a,, is selected using the minimum value of G(®,), the
avoidance of chatter is guaranteed at any spindle speed. The expression indicates that the axial
depth of cut is inversely proportional to the flexibility of the structure and cutting constant of the
workpiece material. The harder the work material is, the larger the cutting constant K; will be, thus
reducing the chatter vibration-free axial depth of cut. Similarly, flexible machine tool or workpiece
structures will also reduce the axial depth of cut or the productivity.

The above stability expression was first obtained by Tlusty.* Tobias® and Merrit” presented similar
solutions. Tobias presented stability charts indicating chatter vibration-free spindle speeds and axial
depth of cuts. Assuming that the transfer function of the structure at the cutting point (®) and
cutting constant K, are known or measured, the procedure of plotting the stability lobes can be
summarized in the following:

 Select a chatter frequency (®,) at the negative real part of the transfer function.

* Calculate the phase angle of the structure at ®,, Equation (4.8).

* Calculate the critical depth of cut from Equation (4.13).

* Calculate the spindle speed from Equation (4.12) for each stability lobe k=0, 1, 2, ....

» Repeat the procedure by scanning the chatter frequencies around the natural frequency of
the structure.

If the structure has multiple degrees of freedom, an oriented transfer function of the system in
the direction of chip thickness must be considered for ®. In that case, the negative real part of the
complete transfer function around all dominant modes must be scanned using the same procedure
outlined for the orthogonal cutting process.

4.3 Analytical Prediction of Chatter Vibrations in Milling

The rotating cutting force and chip thickness directions, and intermittent cutting periods complicate
the application of orthogonal chatter theory to milling operations. The following analytical chatter
prediction model was presented by Altintas and Budak,®® and provides practical guidance to
machine tool users and designers for optimal process planning of depth of cuts and spindle speeds
in milling operations.

4.3.1 Dynamic Milling Model

Milling cutters can be considered to have 2-orthogonal degrees of freedom as shown in Figure 4.2.
The cutter is assumed to have N number of teeth with a zero helix angle. The cutting forces excite
the structure in the feed (X) and normal (Y) directions, causing dynamic displacements x and y,
respectively. The dynamic displacements are carried to rotating tooth number () in the radial or
chip thickness direction with the coordinate transformation of v;= —x sin ¢, — y cos ¢, where ¢, is
the instantaneous angular immersion of tooth (j) measured clockwise from the normal (Y) axis. If
the spindle rotates at an angular speed of Q (rad/s) the immersion angle varies with time as ¢; (¢) =
€. The resulting chip thickness consists of static part (s, sin ¢,), which is due to rigid body motion
of the cutter, and the dynamic component caused by the vibrations of the tool at the present and
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FIGURE 4.2 Mechanism of chatter in milling.

previous tooth periods. Because the chip thickness is measured in the radial direction (v;), the total
chip load can be expressed by,

h(9,) = [s, sin ¢, + (v~ v)1g(0,) (4.14)
where s, is the feed rate per tooth and (v;, v;) are the dynamic displacements of the cutter at the

previous and present tooth periods, respectively. g( ¢,) is zero when the tool is out of cut, and unity
otherwise

g)=1<0¢,<0,<0,

8(¢,) =0« q)‘,' <¢A, or q)‘,' >¢gx'

(4.15)

where ¢, ¢, are start and exit immersion angles of the cutter to and from the cut, respectively.
Henceforth, the static component of the chip thickness (s, sin ¢j) is dropped from the expressions
because it does not contribute to the dynamic chip load regeneration mechanism. Substituting v;
into (4.14) yields,

h(0;) = [Axsin 0, +Aycos 0,1¢(9,) (4.16)
where Ax = x — x5, Ay =y — ¥,. (x, ¥) and (x,, y,) represent the dynamic displacements of the cutter

structure at the present and previous tooth periods, respectively. The tangential (F;) and radial (F,))
cutting forces acting on the tooth j is proportional to the axial depth of cut (a) and chip thickness (%),

F,=Kah(¢,)). F,=K,F, 4.17)

7 ey

where cutting coefficients K, and K, are constant. Resolving the cutting forces in the x and y
directions,
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F;=—F;cos¢;— F;sing,
(4.18)
F,; =+F;sing; - F, cos9,

I

and summing the cutting forces contributed by all teeth, the total dynamic milling forces acting on
the cutter are found as

N-1 N-1
EV=_204FX,(¢,.> ; F).=ZO‘1@/_(¢,> (4.19)
J= J=

where ¢, = ¢+ jo . and cutter pitch angle is ¢ , =27/ N. Substituting the chip thickness (4.16) and
tooth forces (4.7) into (4.18), and rearranging the resulting expressions in matrix form yields,

F;( 1 a)(‘( a\’V A'x
=—aK| = - .
Fy 2 o Ay ayy Ay *:20)
where time-varying directional dynamic milling force coefficients are given by

N-1

a, = Z —g,[sin20, + K, (1 - cos2¢,)]

J=0

N-1

dy = Z—gj[(l +¢0820,)+ K, sin2¢,]

J=0

N-1
ay.\’ = 2 g,[(l —Cos 2(])]) - K}_ Sin 2¢j]

j=0

N-1
a,= Y ¢ isin20, ~ K,(1+cos20))

j=0

Considering that the angular position of the parameters changes with time and angular velocity,
Equation (4.20) can be expressed in time domain in a matrix form as'®!!

(F(1)) = %aK,[A(r)] {A®) @.21)

As the cutter rotates, the directional factors vary with time, which is the fundamental difference
between milling and operations like turning, where the direction of the force is constant. However,
like the milling forces, [A(#)] is periodic at tooth passing frequency ® = NQ or tooth period T =
21/, thus can be expanded into Fourier series.

oo

T
[A(t)]:Z[Ar]e’m’, [Ar]=% -[) [A(t) | e ™ dt (4.22)

r=—co
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The number of harmonics (r) of the tooth-passing frequency (®) to be considered for an accurate
reconstruction of [A(f)] depends on the immersion conditions and the number of teeth in the cut.
If the most simplistic approximation, the average component of the Fourier series expansion, is
considered, i.e., r=0,

1 T
= ?L [A(t)dt. (4.23)

Because [Ay] is valid only between the entry (¢ )and exit (¢, ) angles of the cutter
(.e., g,(0)=1), and ¢, =Qtand 0,= Q T, itbecomes equal to the average value of [A(#)] at cutter
pitch angle ¢ =27/ N.

o (04

yx »

1 Oex N O(‘,\‘x a.x’\‘
o= [ aendo= | (4.24)
0, Jo, 2n
where the integrated functions are given as

Oex
o, = 5[005 20-2K,0+ K sin 2¢]%

Dex

Q

:%[ sin2¢p—-2¢+ K, co%2¢]
= 7[ sin2¢p+20+ K 0052¢] “

o, = %[ cos20—2K 6—K sm2¢]¢”
The average directional factors are dependent on the radial cutting constant (K,) and the width of

cut bound by entry (¢,) and exit (¢, ) angles. The dynamic milling expression (4.21) is reduced
to the following

(F(1)) = %aK,[AO] (A®)) (4.25)

where [A,] is a time-invariant but immersion-dependent directional cutting coefficient matrix.
Because the average cutting force-per-tooth period is independent of the helix angle, [A,] is valid
for helical end mills as well.

4.3.2 Chatter Stability Lobes

Transfer function matrix ([® (iw)]) identified at the cutter—workpiece contact zone,

@ _(iv) fbxy(ion} (4.26)

[D(im)] = |:q’yx(i0)) ®, (i)

where @, (iw) and @, (iw) are the direct transfer functions in the x and y directions, and @, (iw)
and @, (iw) are the cross-transfer functions. The vibration vectors at the present time () and previous
tooth period (¢ — T) are defined as,
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{r}={x@) y0) 1 {n} = (x =T) ye =T}

Describing the vibrations at the chatter frequency ®. in the frequency domain using harmonic
functions,

{r(i®,)} =[@(i0)]{F}e'"
_ (4.27)
[ (i0,)} = e " {r(im,)}
and substituting {A} = {(x —x,} (y—y,)}" gives,
{Alio,)} = {rio,)} {5 (i,))
=[1—e " 1 [D(io,)]{F}

where ®,T is the phase delay between the vibrations at successive tooth periods 7. Substituting
{®(iow,)} into the dynamic milling Equation (4.25) gives

io,. 1 —im,. . io
(Fle™ = —ak [1—e T I1A [ @G )] {Fle™
which has a nontrivial solution if its determinant is zero,
1 i .
det[[/] —EK,a(l —e ‘T)[AO][CID(z(oC)]] =0

which is the characteristic equation of the closed-loop dynamic milling system. The notation is
further simplified by defining the oriented transfer function matrix as

. a’xx¢xx (l(l)() + a‘xvq)vx(i('o(') a’qu)xv(imc) + axyq)v\'(iwc)
[D,(iw,)]= . T . o (4.28)
o,® (o)+o @ (o) o (io)+ta P (o)
and the eigenvalue of the characteristic equation as
A =—ﬂa1<t(1 —e Ty, (4.29)
41
The resulting characteristic equation becomes,
det[[/]+ A[D,(iw )]]=0 (4.30)

The eigenvalue of the above equation can easily be solved for a given chatter frequency ®,, static
cutting coefficients (K,, K,) which can be stored as a material-dependent quantity for any milling
cutter geometry, radial immersion (¢, ¢, ), and transfer function of the structure (4.28). If two
orthogonal degrees-of-freedom in feed (X) and normal (Y) directions are considered (i.e., @,,=
®,,=0.0), the characteristic equation becomes just a quadratic function

aUA2+a1A+1=O (4.31)
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where

=0 (zu))CI) Jo ) (o o —o o)

xx Uy xy U yx

a=0 ® (io)+ (x”,(Dyy(iw(,)

Then, the eigenvalue Q is obtained as

A= ——(a1 al —4a,). (4.32)

2a,

As long as the plane of cut (x, y) is considered, the characteristic equation is still a simple quadratic
function regardless of the number of modes considered in the machine tool structure. Indeed, the
actual transfer function measurements of the machine dynamics can be used at each frequency.
Because the transfer functions are complex, the eigenvalue has a real and an imaginary part, A =
Ag + iA, Substituting the eigenvalue and ¢ " = =cos®, T —isinw T in Equation (4.29) gives the
critical axial depth of cut at chatter frequency ®,

21 |:AR(1 —cos®,T)+ A, sinw,T

a, =-—
fim NK, (1-cosw 1)
(4.33)
+i A,(I-cosw T)— A, sinw T
1
(I-cosw,T)
Because q;;, is a real number, the imaginary part of the Equation (4.33) must vanish,
A,(I=coso T)—A,sinw, T=0 (4.34)
By substituting,
A, sino T
K=—"tf=——¢— (4.35)
A, 1- cosm, T

R

into the real part of the Equation (4.33) (imaginary part vanishes), the final expression for chatter-
free axial depth of cut is found as

_ 2mA, >
i = NK, (I+x7) (4.36)
Therefore, given the chatter frequency (®,), the chatter limit in terms of the axial depth of cut can
directly be determined from Equation (4.36).
The corresponding spindle speeds are also found in a manner similar to the chatter in orthogonal
cutting presented in the previous section.
From Equation 4.35,

cos(w T/2)
K=t =——"=tan[n/2— (0 T/2 4.37
any sin (@, T/2) an| (@, )l ( )
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FIGURE 4.3 Stability lobes for a half immersion down milling of Al7075-T6 material with a bullnose cutter
having two edges, 31.75 shank diameter and 4.7625-mm corner radius. The feed per tooth was s,= 0.050 mm/rev
in cutting tests.

and the phase shift of the eigenvalue is ¢ = tan"'k, and € = w — 2y is the phase shift between inner
and outer modulations (present and previous vibration marks). Thus, if k is the integer number of
full vibration waves (i.e., lobes) imprinted on the cut arc,

o, T=e+2kn (4.38)

Again, care must be taken in calculating the phase shift (y) from the real (A;) and imaginary (A))
parts of the eigenvalue. The spindle speed n(rev/min) is simply calculated by finding the tooth-
passing period 7(s),

T:L(e +2kn)—>n:@ (4.39)
® NT

In summary, the transfer functions of the machine tool system are identified, and the dynamic
cutting coefficients are evaluated from the derived Equation (4.24) for a specified cutter, workpiece
material, and radial immersion of the cut. Then the stability lobes are calculated as follows:?

* Select a chatter frequency from transfer functions around a dominant mode.

* Solve the eigenvalue Equation (4.31).

* Calculate the critical depth of cut from Equation (4.36).

* Calculate the spindle speed from Equation (4.39) for each stability lobe k=0, 1, 2, ....

» Repeat the procedure by scanning the chatter frequencies around all dominant modes of the
structure evident on the transfer functions.

A sample stability lobe for a vertical machining center milling Aluminum 7075 alloy with a
four-fluted helical end mill is shown in Figure 4.3. The measured transfer function parameters of
the machine at the tool tip are given as follows: ®, = {452.8, 1448}H z; {,= {0.12, 0.017}, k.=
{124.7E + 6, (-) 6595.6E + 6}N/m; w,, = {516, 1407 }H z; {,= {0.024, 0.0324}, k,= {(-) 2.7916E
+ 10, 3.3659E + 9}N/m in the feed (x) and normal (y) directions, respectively. The stability lobes
are predicted analytically with the theory given here, as well as using a time domain numerical
solution which takes a considerable amount of computation time. The analytical method agrees
well with the numerical solutions. The machine tool exhibits severe chatter vibrations when the
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spindle speed is set to 9500 rev/min. The cutting force amplitudes are large, and the chatter occurs
at 1448 Hz, which is the second bending mode of the spindle. When the speed and, therefore,
productivity are increased to 14,000 rev/min, the chatter disappears and the force is dominated by
the regular tooth-passing frequency of 467 Hz. The finish surface becomes acceptable, and the
cutting force magnitude drops at the chatter vibration-free spindle speed and depth of cut.
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5.1 Introduction

Machine tool monitoring and control are essential for automated manufacturing. Monitoring is
necessary for detection of a process anomaly to prevent machine damage by stopping the process,
or to remove the anomaly by adjusting the process inputs (feeds and speeds). A process anomaly
may be gradual such as tool/wheel wear, may be abrupt such as tool breakage, or preventable such
as excessive vibration/chatter. Knowledge of tool wear is necessary for scheduling tool changes;
detection of tool breakage is important for saving the workpiece and/or the machine; and identifying
chatter is necessary for triggering corrective action. One difficulty in machine tool monitoring stems
from the limited sensing capability afforded by the harsh manufacturing environment. Sensors can
seldom be placed at the point of interest, and when located at remote locations they do not provide
the clarity of measurement necessary for reliable monitoring. This limited sensing capability is
often compensated for by using multiple sensors to enhance reliability. Another difficulty in machine
tool monitoring is the absence of accurate analytical models to account for changes in the measured
variables by variations in the cutting conditions. Such changes are often attributed to process
anomalies by the monitoring system, which result in false alarms.

Machine tool control is motivated by two objectives: (1) process regulation, so as to preempt
excessive forces, correct a process anomaly, or reduce contouring errors; and (2) process optimi-
zation, for the purpose of improving the quality of the part or reducing operation time based on
feedback from the process.

The aim of this chapter is to provide a conceptual survey of machine tool monitoring and control.
As such, no attempt has been made to acknowledge all the research in this area, and the citations
are included mainly to provide representative examples of various approaches.

5.2 Process Monitoring

Process monitoring is generally performed through the analysis of process measurements. For this
purpose, a process variable or a set of variables (e.g., force, power, acoustic emission, feed motor
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current) is measured and processed on-line to be compared against its expected value. Any deviation
from this expected value is attributed to a process anomaly. Expected values of measurements are
either determined according to an analytical model of the process' or established empirically.? The
advantage of using analytical models is that they account for changes in the machine inputs such
as feeds and speeds. The disadvantage of analytical models is that they are often not accurate and
need to be calibrated for the process. Establishing the expected values of measurements empirically
is simpler and more straightforward. However, the empirical values are only suitable for particular
operations and cannot be extrapolated to others. To provide a representative sample of approaches
used in this area, tool wear estimation, tool breakage detection, and chatter identification are
discussed as the most investigated topics in machine tool monitoring.

5.2.1 Tool Wear Estimation

Flank wear directly influences the size and quality of the surface.> Flank wear can affect fatigue
endurance limit by affecting surface finish, lubrication retention capability by changing the distri-
bution of heights and slopes of the surface,* and other tribological aspects> by affecting the
topography of the machined surface. Therefore, information about the state of flank wear is sought
to plan tool changes in order to avoid scrapping or manipulating the feed and cutting speed in-
process to control tool life.”

Methods used for flank wear estimation can be classified as either direct or indirect.® Direct
methods measure flank wear either in terms of material loss from the tool® or by observing the
worn surface using optical methods.!® Direct methods are generally more reliable, although they
are not convenient for in-process use in a harsh manufacturing environment. Indirect methods, on
the other hand, estimate the flank wear by relating it to a measured variable such as the change in
size of the workpiece,'! cutting force,'> temperature,' vibration,'* or acoustic emissions.!*> The ideal
measured variable in the indirect method is one that is insensitive to process inputs. For example,
noncontact methods have been recently developed for surface roughness measurement,'®!7 which
will undoubtedly have an impact on on-line estimation of tool wear.

Among the measurements used for indirect flank wear estimation, acoustic emission (AE) and
the cutting force have been the most popular due to their sensitivity to tool wear and reliability of
measurement. The cutting force generally increases with flank wear due to an increase in the contact
area of the wear land with the workpiece. Zorev!® and De Filippi and Ippolito!® were among the
first who demonstrated the direct effect of flank wear on the cutting force, which motivated
separation of the cutting force signal into two components, one associated with the unworn tool
and the other associated with tool wear. The unworn tool component is usually estimated at the
beginning of the cut with a new tool, and then subtracted from the measured force to estimate the
wear affected component. This method can provide relatively accurate estimates of flank wear so
long as the cutting variables (feed, speed, and depth of cut) remain unchanged. However, when the
cutting variables change, due to such factors as the geometric requirements of the part or manip-
ulation of the operating parameters, the identification of the wear affected component becomes
difficult. In such cases, either the effect of the manipulated cutting variable on the cutting force is
estimated by a model' and separated to identify the wear affected component,'®? or the wear
affected component is estimated from small cutting segments where the cutting variables remain
unchanged.?! In either case, recursive parameter estimation techniques, which require persistent
excitation of the cutting force to guarantee parameter convergence, are used for identification
purposes. The requirement for persistent excitation is relaxed,'> by measuring the cutting force
during the transient at the beginning of the cut when the tool engages the workpiece. During this
transient, the sharp tool chip formation component, which is proportional to the cross-sectional
area of the cut normal to the main cutting velocity, takes a wide range of values, from zero to the
steady-state value (product of the feed and depth of cut). The method uses the variations of the
cross-sectional area of the cut during this short time interval when flank wear is essentially constant

© 2002 by CRC Press LLC



to tune the model and estimate its parameters. It has been shown in laboratory experiments that
the residual force components in the axial and tangential directions increase linearly with the wear
land width, which can be used to estimate flank wear.!2

Similar to the cutting force signal, acoustic emission has been studied extensively for flank wear
estimation, where various statistical properties of the AE signal have been shown to correlate with
flank wear."> To define more clearly the effect of flank wear, statistical pattern classification of AE
signal in frequency domain has been utilized as well.??2?

Despite the considerable effort toward estimation of flank wear from a single variable, single
sensor measurements do not seem to be robust to varying cutting conditions. This has motivated
integration of multiple measurements through artificial neural networks.?*?> Artificial neural net-
works have the ability to represent patterns of fault signatures by complex decision regions without
reliance on the probabilistic structure of the patterns. Thus, they are powerful tools for fault
detection/diagnosis. Generally, a neural network is trained to identify the tool wear pattern by
supervised learning from samples of measurements taken at various levels of tool wear. Therefore,
the ability of neural networks to form reliable wear patterns depends not only on their topology,
but the extent of their training. In cases such as machining where adequate data are not available
to select the topology of the network or to provide the tool wear patterns for a wide range of cutting
conditions and material/tool combinations, these networks are not practical.

A remedy to supervised learning is the application of unsupervised neural networks? that can
form pattern clusters of data without a known target for each input vector. These networks use
prototype vectors to characterize each category, and then classify input vectors within each category
according to their similarity to these prototype vectors. While there is a need to provide data from
each category to these networks in order to form the prototype vectors, the demand for training is
considerably less. Therefore, unsupervised networks have better potential for on-line utility in
machine tool monitoring. A comprehensive demonstration of unsupervised neural networks in tool
failure monitoring is provided by Li et al.,>” who applied an array of adaptive resonance theory (ART2)
networks?® to detect tool wear, tool breakage, and chatter using vibration and AE measurements.

5.2.2 Tool Breakage Detection

Fracture is the dominant mode of failure for more than one quarter of all advanced tooling material.
Therefore, on-line detection of tool breakages is crucial to the realization of fully automated
machining. Ideally, a tool breakage detection system must be able to detect failures rapidly to
prevent damage to the workpiece, and must be reliable to eliminate unnecessary downtime due to
false alarms.

Several measurements have been reported as good indicators of tool breakage.?” Among these,
the cutting force,*® acoustic emission,3'3? spindle motor current,?? feed motor current,* and machine
tool vibration> have been investigated extensively for their sensitivity to tool breakage. In general,
to utilize a measurement for tool breakage detection, two requirements need to be satisfied. First,
the measurement must reflect tool breakage under diverse cutting conditions (e.g., variable speeds,
feeds, coolant on/off, workpiece material). Second, the effect of tool breakage on the measurement
(tool breakage signature) must be uniquely distinguishable, so that other process irregularities such
as hard spots will not be confused with tool breakage. The tool breakage signature is commonly
in the form of an abrupt change, in excess of a threshold value. Despite considerable effort,3"-3
reliable signatures of tool breakage that are robust to diverse cutting conditions have not yet been
found from individual measurements.

To extract more information from individual measurements to improve the reliability of tool
breakage signatures, pattern classification techniques have been utilized. One of the earliest efforts
was by Sata et al.* who related features of the cutting force spectrum such as its total power, the
power in the very low frequency range, and the power at the highest spectrum peak and its frequency
to chip formation, chatter, and a built-up edge. It was shown that the cutting force measurement
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alone provides sufficient information for unique identification of the above phenomena. Another
important work in this category is by Kannatey-Asibu and Emel?> who applied statistical pattern
classification to identify chip formation, tool breakage, and chip noise from acoustic emission
measurements. They reported a success rate of 90% for tool breakage detection. The only drawback
to spectrum-based tool breakage detection is the computational burden associated with obtaining
the spectrum, which often precludes its on-line application.

The alternative to single-sensor-based pattern classification is the multi-sensor approach using
artificial neural networks for establishing the breakage patterns.>* However, as already mentioned
for tool wear estimation, the utility of neural networks for tool breakage detection is limited by
their demand for expensive training. A pattern classifier that requires less training than artificial
neural networks is the multi-valued influence matrix (MVIM) method*® which has a fixed structure
and has been shown to provide robust detection of tool breakages in turning with limited
training.*!

Unsupervised neural networks have also been proposed for tool breakage detection in machin-
ing.# The two predominant methods of unsupervised learning presently available for neural net-
works are Kohonen’s feature mapping and adaptive resonance theory (ART2).28 Kohonen’s method
of feature mapping establishes the decision regions for normal and abnormal categories through
prototype vectors that represent the centers of measurement clusters belonging to these categories.
Classification is based on the Euclidean distance between the measurements and each of the
prototype vectors. While Kohonen’s method forms the prototype vectors far enough from each
other to cope with variations in the tool breakage signature, it requires one or more sets of
measurements at tool breakage to establish the prototype vector for the abnormal category. The
other method of unsupervised learning, the adaptive resonance theory (ART?2), classifies the mea-
surements as normal unless they are sufficiently different. When applied to tool breakage detection,
it does not require any samples of measurements to be taken at tool breakage. ART2, however,
may not cope effectively with varying levels of noise associated with different sensors, and may
classify multiples of a prototype within the same category, so it may produce misclassification. A
hybrid of the above pattern classifiers is the single category-based classifier (SCBC)* that performs
detection by comparing each set of measurements against their corresponding prototype values for
their normal category and detects tool breakage when the measurements are sufficiently different
from their normal prototypes. Another variant of ART2 applied to tool breakage detection is a
network consisting of an array of ART2 networks, each classifying the pattern associated with an
individual sensor.?’

5.2.3 Chatter Detection

Chatter is the self-excited vibration of the machine tool that reflects the instability of the cutting
process. Chatter is often a serious limitation to achieving higher rates of removal, as it adversely
affects the surface finish, reduces dimensional accuracy, and may damage the tool and machine.
Therefore, machine tool chatter needs to be detected rapidly and corrected before it damages the
workpiece, tool, or the machine.

Several variables have been studied for detection of chatter. These include the cutting force
signal, displacement or acceleration of a point in the vicinity of the tool-workpiece interface, or
the sound emitted from the machine. Delio et al.* claim that sensor placement and the frequency
response limitations of the transducer are the two major difficulties in detection of chatter. They
also claim that sound provides the most reliable and robust signature for chatter. While chatter has
been investigated extensively, most of the efforts have been directed toward prediction of chatter
rather than its detection. The approaches used for chatter detection mirror those employed for tool
breakage detection, except that analysis is performed primarily in frequency domain where the
effect of vibration is most pronounced.
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5.3 Process Control

The advent of open-architecture control provides a natural framework for implementation of control
systems in machine tools.* Machine tool control is generally performed at two levels: (1) servo-control
to execute the command motion dictated by interpolators for following a prespecified contour, or (2)
supervisory control to continually adjust the process variables for the purpose of either regulating the
process against disturbances/detected anomalies, or optimizing performance.*® Process regulation is
often incorporated as the next step to process monitoring, whereby the controller attempts to correct,
if possible, the detected anomaly. Process optimization, on the other hand, is implemented to enhance
productivity based on an assessment of process and part quality constraints.

5.3.1 Control for Process Regulation

Control for process regulation has been attempted for one of the following reasons: maintaining
constant power or force, safeguarding against chatter, or correcting machine tool errors. The most
regulated process variable in machining has been the cutting force, mainly for its ease of measure-
ment on-line, and its reflection of process anomalies such as tool breakage and chatter. While there
have been differences in format and the underlying models used, most of the controllers designed
for force regulation have used a dynamic model of the cutting force with respect to the manipulated
variable (i.e., feed or speed) and have employed parameter estimation to adapt the model to changing
process conditions.*”>* Within this category, Furness et al.>* regulated the torque in drilling to avoid
possible chipping of the drill tips, stall of the spindle motor, thermal softening of the tool, or
torsional failure of the drill.

Among the first to design a controller for elimination of chatter were Nachtigal and Cook> who
used the cutting force signal as feedback to control the position of the tool for increased stability.
They designed their controller on a fixed model of the machine tool-workpiece dynamics. As a
next step and to account for parameter uncertainty in that model, Mitchell and Harrison®® integrated
an observer in their control system to estimate the cutting tool motion on-line for feedback to the
control system. Active control of chatter is, by and large, an identification problem, because once
the presence of chatter is detected, the solution seems to be straightforward.*>7

Another active area of research in process regulation is error correction. The accuracy of a
machined part is generally attributed to geometric and kinematic errors of the machine spindle,
thermal effects, and static and dynamic loading of the drives.’® Therefore, considerable effort has
been directed toward error compensation by modifying the tool position. Two fundamental
approaches have been used for reducing contouring errors:*® (1) by reducing the tracking error of
individual axes, and (2) by reducing contour error which is defined as the error between the actual
and desired tool path. As in force-regulation problems, a common approach used in many of these
systems is utilization of parameter estimation to update the servo-models in the presence of variable
loading and friction (e.g., see Tsao and Tomizuka®). The literature on tool error compensation is
quite extensive and is not surveyed here in the interest of space. Interested readers are referred to
Koren*® or Tung et al.%®® for specific examples and an overview of the research in this area.

5.3.2 Control for Process Optimization

The adaptation of process variables for the purpose of enhancing process efficiency is addressed
within the area of control for process optimization.! Process efficiency is generally defined in terms
of reduced* production cost or cycle time. Under deterministic conditions (no modeling uncertainty

*Control for process optimization has also been referred to as adaptive control optimization (ACO) in the
manufacturing engineering literature.*
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and noise), there would be no need for a controller, as the optimal process inputs (feeds and speeds)
could be determined by nonlinear programming.®' In view of the highly complex nature of machin-
ing processes, however, the process inputs need to be changed iteratively in response to measure-
ments of process and part quality constraints. This interactive approach to process optimization is
adopted to enable the control system to maintain constraint satisfaction despite modeling uncertainty
arising from (1) the diversity of machining conditions due to variations in material properties,
tool/wheel type, and lubrication, (2) the stochastic nature of these processes caused by material
inhomogeneity, workpiece misalignment, and measurement noise, and (3) process time variability
due to tool wear.

The first attempt at control for process optimization was the Bendix system,%? which was designed
to continually maximize the machining removal rate through changes in both the feedrate and
spindle speed in response to feedback measurements of cutting torque, tool temperature, and
machine vibration. The Bendix System, however, was limited in applicability due to the need to
estimate tool wear based on an accurate model. A subsequent advancement in control for process
optimization was the Optimal Locus Approach,53%* which made it possible to forego estimation of
tool wear. In this approach, the locus of the optimal points associated with various levels of tool
wear is computed, and the optimal point is sought where process and part quality constraints become
tight. The Optimal Locus Approach can avoid estimation of tool wear by using the tightness of
constraints as the measure for optimality, but it still needs to rely on the accuracy of the process model
for computing the optimal locus and determining a priori which constraints are tight at the optimum.
Because the success of this approach depends on the premise that modeling uncertainty will have
negligible effect on the accuracy of the optimal locus, it will produce suboptimal results when this
premise is violated. A similar approach in drilling, but with several more constraints, was demonstrated
by Furness et al.® by locating the feasible region of the process according to the pair of constraints
active during each of the three drilling phases. In this application, the constraints were considered to
be stationary, due to the absence of tool wear in short-duration drilling cycles.

One approach to coping with modeling uncertainty in process optimization is to calibrate (e.g., by
parameter estimation) the closed-form solution of the optimal process inputs. This approach has been
implemented in cylindrical plunge grinding where each cycle is moved closer to its minimum time
based on a closed-form solution of the optimization problem according to a monotonicity analysis.®
In this method, parameter estimation is used to cope with modelling uncertainty and process variability
by continually updating the estimated optimal conditions using parameters estimated from the preceding
grinding cycle. The basic requirement for this system is the availability of a relatively accurate model
of the process that can be updated using parameter estimation. Such accurate modeling is possible for
a few machining processes, but its extension to less-understood processes is difficult.

Another approach that uses an iterative strategy to process optimization but does not require
accurate process models is the method of Recursive Constraint Bounding (RCB).%7 Like the Optimal
Locus Approach, RCB assesses optimality from the tightness in the constraints using measurements
of process and part quality after each workpiece has been finished (cycle). It also uses the model
of the process to find the optimal point. However, unlike the Optimal Locus Approach, RCB assumes
the model to be uncertain when determining which constraints are to be tight at the optimum and
selecting the machine settings for each process cycle. It obtains the machine settings by solving a
customized nonlinear programming (NLP) problem, and allows for uncertainty by incorporating
conservatism into the NLP problem. This conservatism is tailored according to the severity of
modeling uncertainty associated with each constraint. The repeated minimization of the objective
function with a progressively less conservative model has been shown to lead to bound constraints
and optimal machine settings.®

Empirical modeling using neural networks has also been proposed for coping with modeling
uncertainty in process optimization.®’" In one case, separate neural networks are used to represent
tool wear and the process, respectively, as a function of process variables (i.e., feed and speed),
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and the optimal point of the process is determined according to the neural network model and the
estimate of tool wear.®® In another approach, an iterative method to process optimization is adopted
by using a neural network trained as an inverse process model to provide increasingly more optimal
process variables.”® One of the inputs to this neural network is an estimate of a cost function
obtained from measurements of cutting force and vibration. Neural network modeling is appealing
from the point of view of coping with process uncertainty; however, it has limited utility in
manufacturing due to the expense associated with obtaining training data.

5.4 Conclusion

Machine tool monitoring and control provide the bridge between machining research and the
production line. Nevertheless, despite years of research and the multitude of success stories in the
laboratory, only a small amount of this technology has been transferred to production. It may be
argued that the slowness in technology transfer is due to the complexity of machining processes
and their incompatibility with the sensing technology. This is supported by the fact that most of
the monitoring systems developed are specific to isolated problems, and cannot be integrated with
other solutions to provide an effective monitoring system for all the process anomalies of concern.
Similarly, it may be argued that most control systems developed in the laboratory use impractical
or expensive transducers that are not suitable for the harsh production environment.

While complexity and sensing limitations are important impediments to technology transfer in
monitoring, they are minor compared to the cultural barrier imposed by the stringent manufacturing
environment. For implementation in production, monitoring and control systems need to be either
retrofitted to the existing machine tools or incorporated into new machine tools. The first option will
almost never happen because the savings from these systems rarely justify the loss from production
downtime. The second option, while more plausible, has not broadly occurred either, mainly due to
the cost competitiveness of the machine tool market. Three requirements need to be satisfied for
inclusion of monitoring and control in machine tools: (1) the underlying sensors need to be nonintrusive
and inexpensive, (2) the monitoring system needs to be comprehensive to detect every process anomaly
possible in operation, and (3) both monitoring and control need to be perfectly reliable and robust to
process variations. It is basically impossible to satisfy the above conditions, particularly the third one.

A compromise position is to incorporate monitoring and control for specific operations, based
on the sensing capability already available on the machine tool. The presence of open-architecture
control systems will be a significant boost to this solution, mainly due to the versatility these
systems offer in software development and trouble shooting.
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6.1 Introduction

Machining operations (e.g., drilling, milling) are shape transformation processes in which metal is
removed from a stock of material to produce a part. The objective of these operations is to produce
parts with specified quality as productively as possible. Many phenomena that are detrimental to
this objective occur naturally in machining operations. In this chapter, we present techniques for
monitoring and controlling the process phenomena that arise due to the interaction of the cutting
tool and the workpiece (e.g., force generation, chatter, tool failure, chip formation).

Process monitoring is the manipulation of sensor measurements (e.g., force, vision, temperature)
to determine the state of the processes. The machine tool operator routinely performs monitoring
tasks; for example, visually detecting missing and broken tools and detecting chatter from the
characteristic sound it generates. Unmanned monitoring algorithms utilize filtered sensor measure-
ments that, along with operator inputs, determine the process state (Figure 6.1). The state of complex
processes is monitored by sophisticated signal processing of sensor measurements that typically
involve thresholding or artificial intelligence (AI) techniques.! For more information on sensors for
process monitoring, the reader is referred to References 2 and 3.

Process control is the manipulation of process variables (e.g., feed, speed, depth-of-cut) to
regulate the processes. Machine tool operators perform on-line and off-line process control by
adjusting feeds and speeds to suppress chatter, initiate an emergency stop in response to a tool
breakage event, rewrite a part program to increase the depth-of-cut to minimize burr formation,
etc. Off-line process control is performed at the process planning stage; typically by selecting
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process variables from a machining handbook or the operator’s experience. Computer-aided process
planning* is a more sophisticated technique which, in some cases, utilizes process models off-line
to select process variables. The drawbacks of off-line planning are dependence on model accuracy
and the inability to reject disturbances. Adaptive control techniques,’ which include adaptive control
with optimization, adaptive control with constraints, and geometric adaptive control, view processes
as constraints and set process variables to meet productivity or quality requirements. A significant
amount of research in Al techniques such as fuzzy logic, neural networks, knowledge base, etc.
which require very little process information has also been conducted.b

This chapter concentrates on model-based process control techniques. A block diagram of a
typical process feedback control system is shown in Figure 6.1. A process reference, set from
productivity and quality considerations, and the process state are fed to the controller that adjusts
the desired process variables. These references are input to the servo controllers that drive the servo
systems (e.g., slides and spindles) that produce the actual process variables. Sensor measurements
of the process are then filtered and input to the monitoring algorithms.

The trend toward making products with greater quality faster and cheaper has lead manufacturers
to investigate innovative solutions such as process monitoring and control technology. Figure 6.2
shows the results of one study that clearly illustrates the benefits of process monitoring and control.
A trend toward more frequent product changes has driven research in the area of reconfigurable
machining systems.” Process monitoring technology will be critical to the cost-effective ramp-up
of these systems, while process control will provide options to the designer who reconfigures the
machining system. While process control has not made significant headway in industry, currently
companies exist that specialize in developing process monitoring packages. Process monitoring
and control technology will have a greater impact in future machining systems based on open-
architecture systems? that provide the software platform necessary for the cost-effective integration
of this technology.

The rest of the chapter is divided into six sections. The following three sections discuss
force/torque/power generation, forced vibrations and regenerative chatter, and tool condition mon-
itoring and control, respectively. The next section discusses burr and chip formation and cutting
temperatures. These discussions focus on the development of models for, and the design of, process
monitoring and control techniques. The last section provides future research directions. This chapter
is not intended to provide an exhaustive overview of research in process monitoring and control;
rather, relevant issues and major techniques are presented.

6.2 Force/Torque/Power Generation

The contact between the cutting tool and the workpiece generates significant forces. These forces
create torques on the spindle and drive motors, and these torques generate power that is drawn
from the motors. Excessive forces and torques cause tool failure, spindle stall (an event which is
typically detected by monitoring the spindle speed), undesired structural deflections, etc. The cutting
forces, torques, and power directly affect the other process phenomena; therefore, these quantities
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FIGURE 6.2 Machining cost comparison of adaptive and nonadaptive machining operations. (From Koren, Y.
Computer Control of Manufacturing Systems, McGraw Hill, New York, 1983. With permission.)

are often monitored as an indirect measurement of other process phenomena and are regulated so
that productivity is maximized while meeting machine tool and product quality constraints.

6.2.1 Cutting Force Models

A tremendous amount of effort has occurred in the area of cutting-force modeling over the past
several decades. However, these models tend to be quite complex and experimentation is required
to calibrate their parameters because an analytical model based on first principles is still not
available. The models used for controller design are typically simple; however, the models used
for simulation purposes are more complex and incorporate effects such as tooth and spindle runout,
structural vibrations and their impact on the instantaneous feed, the effect of the cutting tool leaving
the workpiece due to vibrations, intermittent cutting, tool geometry, etc. Two models that relate the
actual process variables to the cutting force and are suitable for force control design are given below.
The structure of the static cutting force is

F=Kd*v'f* (6.1)

where F is the cutting force, K is the gain, d is the depth-of-cut, V is the cutting speed, f is the
feed, and o, B, and vy are coefficients describing the nonlinear relationships between the force and
the process variables. The model parameters in Equation (6.1) depend on the workpiece and cutting
tool materials, coolant, etc. and must be calibrated for each different operation. Static models are
used when considering a maximum or average force per spindle revolution. Such models are suitable
for interrupted operations (e.g., milling) where, in general, the chip load changes throughout the
spindle revolution and the number of teeth engaged in the workpiece constantly changes during
steady operation (see Figure 6.3).
The structure of the first-order cutting force, assuming a zero-order hold equivalent, is

F=Kd*v' 1 te po (6.2)
Z+a
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FIGURE 6.3 Simulated cutting force response for an interrupted face milling operation (four teeth, entry and exit
angles of —/+ 27°). (From: Landers, R.G., Supervisory Machining Control: A Design Approach Plus Force Control
and Chatter Analysis Components, Ph.D. dissertation, University of Michigan, Ann Arbor, 1997.)

where a is the discrete-time pole which depends upon the time constant and the sample period,
and z is the discrete-time forward shift operator. The time constant, in turn, is sensitive to the
spindle speed because a full chip load is developed in approximately one tool revolution.® In addition
to the other model parameters, a must be calibrated for each different operation. First-order models
are typically employed when considering an instantaneous force that is sampled several times per
spindle revolution. Such models are suitable for uninterrupted operations (e.g., turning) where,
typically, a single tool is continuously engaged with the workpiece and the chip load remains
constant during steady operation.

6.2.2 Force/Torque/Power Monitoring

Load cells are often attached to the machine structure to measure cutting forces. Expensive dyna-
mometers are often used in laboratory settings for precise measurements; however, they are imprac-
tical for industrial applications. Forces in milling operations were predicted from the current of the
feed axis drive.! This technique is only applicable if the tooth-passing frequency is lower than the
servo bandwidth and the friction forces are low or can be accounted for accurately. Torque is
typically monitored on the spindle unit(s) with strain gauge devices. Again, expensive dynamom-
eters may be used, but are cost prohibitive in industrial applications. Power from the spindle and
axis motors is typically monitored using Hall-effect sensors. These sensors may be located in the
electrical cabinet making them easy to install and guard from the process. Due to the large masses
these motors drive, the signal typically has a small bandwidth.

6.2.3 Force/Torque/Power Control

Although the three major process variables (i.e., f, d, and V) affect the cutting forces, the feed is
typically selected as the variable to adjust for regulation. Typically, the depth-of-cut is fixed from
the part geometry and the force—speed relationship is weak (i.e., Y = 0); therefore, these variables
are not actively adjusted for force control. References are set in roughing passes to maximize
productivity, while references are set in finishing passes to maximize quality. References in roughing
passes are due to such constraints as tool failure and maximum spindle power, and references in
finishing passes are due to such constraints as surface finish and tool deflections (which lead to
inaccuracies in the workpiece geometry).

Most force control technology is based on adaptive techniques;!! however, model-based tech-
niques have recently been gaining attention.!> Adaptive techniques consider a linear relationship
between the force and the feed and view changes in process variables and other process phenomena
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as changes in the cutting-force parameters. Model-based techniques directly incorporate the non-
linear model and the effects of other process phenomena must be estimated. Robust control
techniques!?® have also gained recent attention. These techniques incorporate the cutting-force model
and require bounds on the model’s parameters. Regardless of the control approach, saturation limits
must be set on the commanded feed. A lower saturation of zero is typical because a negative feed
will disengage the cutting tool from the workpiece; however, a nonzero lower bound may be set
due to process constraints. An upper bound is set due to process or machine tool servo constraints.

Two machining force controllers are designed and implemented next for the following static
cutting force

F=0.764"% f* (6.3)

where Y= 0 and F is a maximum force per spindle revolution in a face milling operation. For
control design, the model is augmented with an integral state to ensure constant reference tracking
and constant disturbance rejection.

A model-based design is now applied.!? The control variable is u = %% and the design model
(with an integral state) is

F(z)=0——u(z) (6.4)

where 6= 0.764°% is the gain. Note that the nonlinear model-based controller utilizes process
information (in this case, depth-of-cut) to directly account for known process changes. The model
reference control (MRC) approach is applied and the control law is

u(z)=——— P[F(2)- F(z)] (6.5)

where F, is the reference force and b, is calculated given a desired closed-loop time constant and
sample period. The commanded feed is calculated from the control variable as

f= eXp[m} (6.6)

Therefore, the lower saturation on the control variable is chosen to have a small non-negative
value. The experimental results for the nonlinear model-based controller are shown in Figure 6.4.

Next, an adaptive force controller is designed. The control design model, including an integral
state, is

F(z) zeif(z) 6.7)
z—1

where 0 is the gain and is assumed to be unknown. The MRC approach is applied and the control
law is

@)= [EE@)-FG) ()

The term @ is an estimate of the gain. In this example, the common recursive least squares
technique is employed.'* At the i time iteration, the estimate is calculated as
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FIGURE 6.4 Force response, nonlinear model-based force controller. (From Landers, R.G., Supervisory Machining
Control: A Design Approach Plus Force Control and Chatter Analysis Components, Ph.D. dissertation, University
of Michigan, Ann Arbor, 1997.)

0(i)=6(i — 1)+ K(i)e(i) (6.9)
where
No PG=1fE)
K@) [1+ ()P -1) £ ()] (6.10)
P(i)=[1-K(i)f(i)]P(i-1) (6.11)
e(i)= F(i)— f(i)0(i —1) (6.12)

The parameter P is known as the covariance and the parameter € is known as the residual.
Estimating the model parameters on-line is a strong method of accounting for model inaccuracies;
however, the overall system becomes much more complex, and chaotic behavior may result.

The experimental results for the adaptive controller are shown in Figures 6.5 and 6.6. Both
approaches successfully regulate the cutting force while accounting for process changes in very
different ways. The adaptive technique is useful when an accurate model is not available, but is
more complex compared to the model-based approach.

6.3 Forced Vibrations and Regenerative Chatter

The forces generated when the tool and workpiece come into contact produce significant structural
deflections. Regenerative chatter is the result of the unstable interaction between the cutting forces
and the machine tool-workpiece structures, and may result in excessive forces and tool wear, tool
failure, and scrap parts due to unacceptable surface finish.

The feed force for an orthogonal cutting process (e.g., turning thin-walled tubes) is typically
described as

F(t) = Kd[ f, + x(t) - x(t - 7)] (6.13)
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FIGURE 6.5 Force response, an adaptive force controller. (From Landers, R.G., Supervisory Machining Control:
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FIGURE 6.6 Force model gain estimate, an adaptive force controller. (From Landers, R.G., Supervisory Machining
Control: A Design Approach Plus Force Control and Chatter Analysis Components, Ph.D. dissertation, University
of Michigan, Ann Arbor, 1997.)

where f, is the nominal feed, x is the displacement of the tool in the feed direction, and 7T is the
time for one tool revolution. The assumption is that the workpiece is much more rigid than the
tool, and the force is proportional to the instantaneous feed and the depth-of-cut and does not
explicitly depend upon the cutting speed. The instantaneous chip load is a function of the nominal
feed, the current tool displacement, and the tool displacement at the previous tool revolution.
Assuming a simple model, the vibration of the tool structure may be described by

mx(t)+cx(1) + kx(r) = F(1) (6.14)

where m, ¢, and k are the effective mass, damping, and stiffness, respectively, of the tool structure.
The stability of the closed-loop system formed by equations combining (6.13) and (6.14) may be
examined to generate the so-called stability lobe diagram (Figure 6.7) and select appropriate process
variables.

Another cause of unacceptable structural deflections, known as forced vibrations, arises when
an input frequency (e.g., tooth-passing frequency) is close to a resonant structural frequency. The
resulting large relative deflections between the cutting tool and workpiece lead to inaccuracies in

© 2002 by CRC Press LLC



92 Manufacturing

depth-of-cut (mm)

Stability
40 Borderline
30 4 increased depth .
possible due to » . 4 Ag{:ll)li)l'i(t);lc
process damping increase 3
20 + depth possible Borderline
at certain
10 A
I i b

0 10000 20000 30000
spindle speed (rpm)

FIGURE 6.7 Stability lobe diagram. The tool structure’s natural frequency is 12,633 Hz. Operating point (d =
5 mm, N,= 7500 rpm) denoted by dark circle is used in the simulations in Figures 6.10 and 6.11.

the workpiece geometry. An example of forced vibrations may be found in Reference 15. When
the tooth-passing frequency is close to a dominant structural frequency, productivity may be
increased (see Figure 6.7); however, forced vibrations will occur. Therefore, the designer must
make a trade-off between controlling regenerative chatter and inducing forced vibrations

In this section, common techniques for on-line chatter detection and suppression are presented.

6.3.1 Regenerative Chatter Detection

Regenerative chatter is easily detected by an operator because of the loud, high-pitched noise it
produces and the distinctive “chatter marks” it leaves on the workpiece surface. However, automatic
detection is much more complicated. The most common approach is to threshold the spectral density
of a process signal such as sound,'® force,!” etc. An example in which the force signal is utilized
for chatter detection (see Figure 6.8) demonstrates that chatter frequency occurs near a dominant
structural frequency. Note that the tooth-passing frequency contains significant energy. In this
application, the lower frequencies may be ignored by the chatter detection algorithm; however, if
the operation is performed at a higher spindle speed, the force signal has to be filtered at the tooth-
passing frequency. Also, the impact between the cutting tool and workpiece will cause structural
vibrations that must not be allowed to falsely trigger the chatter detection algorithm.

These thresholding algorithms all suffer from the lack of an analytical method to select the
threshold value. This value is typically selected empirically and will not be valid over a wide range
of cutting conditions. A more general signal was proposed by Bailey et al.!® An accelerometer
signal mounted on the machine tool structure close to the cutting region was processed to calculate
the so-called variance ratio

R=y, (6.15)

n

where o, and G, are the variances of the accelerometer signal in low and high frequency ranges,
respectfully. A value of R << 1 indicates chatter.

6.3.2 Regenerative Chatter Suppression

Chatter is typically suppressed by adjusting the spindle speed to lie in one of the stability lobe
pockets, as shown in Figure 6.7."° Feed has been shown to have a monotonic effect on the marginally
stable depth-of-cut (see Figure 6.9) and is sometimes the variable of choice by machine tool
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FIGURE 6.8 Power spectrum of force signal during chatter. (From Landers, R.G., Supervisory Machining Control:
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FIGURE 6.9 Theoretical prediction (solid line) vs. experimental data (circles) demonstrating the feed effect on
chatter. (From Landers, R.G., Supervisory Machining Control: A Design Approach Plus Force Control and Chatter
Analysis Components, Ph.D. dissertation, University of Michigan, Ann Arbor, 1997.)

operators.?’ The tool position may also be adjusted (e.g., depth-of-cut decreased) to suppress chatter,
and while it is guaranteed to work (see Figure 6.7), this approach is typically not employed because
the part program must be rewritten and productivity is drastically decreased.

Spindle speed variation (SSV) is another technique for chatter suppression.'> The spindle speed
is varied about some nominal value, typically in a sinusoidal manner. Figures 6.10 and 6.11
demonstrate how varying the spindle speed sinusoidally with an amplitude of 50% of the nominal
value and at a frequency of 6.25 Hz will suppress chatter that occurs when a constant spindle speed
at the nominal value is utilized (see Figure 6.7). Although SSV is a promising technique, little
theory exists to guide the designer to the optimal variation and, in some cases, SSV may create
chatter which will not occur when using a constant spindle speed. Further, it can be seen in
Figure 6.11b that SSV will cause force fluctuations even though the chatter is suppressed.
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FIGURE 6.10 Simulated responses of force and structural displacements for constant speed machining. Cutting
conditions given in Figure 6.7.
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FIGURE 6.11 Simulated responses of force and structural displacements for variable speed machining. Cutting
conditions given in Figure 6.7.

6.4 Tool Condition Monitoring and Control

Some of the most common monitoring techniques concentrate on tool condition monitoring. Vision
sensors and probes are used to detect missing cutting tools in a tool magazine and to ensure the
correct tool is being used. Vision and force sensors are also used to detect tool-workpiece collisions
or tool—tool collisions in parallel machining operations. If a collision is detected, an emergency
stop is typically initiated and the part program must be rewritten. The monitoring and control of
the more complicated tool condition phenomena (i.e., tool failure and tool wear) are discussed next.

6.4.1 Tool Failure

A tool has failed when it can no longer perform its designated function. This event may occur
when a significant portion of the tool breaks off, the tool shaft or cutting teeth severely fracture,
or a significant portion of one or more teeth chip. Broken tools drastically decrease productivity
by creating unnecessary tool changes, wasting tools, and creating scrap parts, and possibly injuring
operators.

The simplest way to detect a failed tool is to use a probe or vision system to inspect the cutting
tool. While this inspection is typically performed off-line, some techniques are being developed
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for on-line detection;?! however, chip and coolant interference is still a major obstacle to overcome.
Many sensors have been used to indirectly detect tool failure, including acoustic emission, force,
sound, vibration, etc. In these indirect methods, the signal magnitude, root mean square value, or
the magnitude of the power spectrum, among others, are inspected, typically via thresholding. One
example is given in Altintas!® where the residual of a first-order adaptive auto-regressive time series
filter of the average (during a tooth pass) drive current was monitored to detect insert chippage.
Creating a static threshold value is difficult to do in complex machining operations; therefore,
dynamic limits are often set to account for entry and exit conditions, changes in process variables,
etc. For operations where the feed rate is not adjusted, these limits may be correlated with time;
however, in general, these limits should be correlated with position. Pattern recognition techniques
may also be utilized. If a signal is compared to a stored pattern, then breakage may be determined
independent of the signal magnitude. Comparison to teach-in signals (i.e., an average of several
signals in similar operations where breakage did not occur) is another technique. Currently, little
theory exists to guide the user in setting these limits.

When a tool failure event has been detected, an emergency stop is typically initiated. A significant
amount of time is spent not only changing the cutting tool and workpiece, but also restarting the
machine tool or machining line. This loss of productivity can be avoided by an intelligent reaction
to the tool failure event. For example, the cutting tool may be moved to the tool change position
and vision may be utilized to examine the workpiece surface to verify whether or not the workpiece
must be scrapped. As another example, if a tooth chips in a milling cutter, optical techniques may
be used to determine if the workpiece and tool are undamaged and, if so, the feed can be decreased
and cutting may continue.

There have been some studies to detect the onset of tool failure. In Rice and Wu,?? the energy
release rate of an acoustic emission signal was monitored in interrupted cutting tests to determine
the advancement of a fracture event. If a tool does fail, steps must be taken to ensure that failure
does not happen again. Typically, a process parameter, i.e., the feed is adjusted; however, a reference
force may also be adjusted if a force control scheme is being employed.

6.4.2 Tool Wear

The contact between the cutting tool and the chips causes the shape of the tool to change (Figure 6.12).
This phenomenon, known as tool wear, has a major influence in machining economics, affects the final
workpiece dimensions, and will lead to eventual tool failure. A typical tool-wear curve is shown in
Figure 6.13. The tool wears rapidly in the initial phase and then levels off to a constant rate during the
steady phase. From an economic point of view, the designer would like to use the tool until just before
it enters the accelerated wear phase during which the tool will eventually fail.

The three main tool-wear mechanisms include abrasion between the cutting tool and workpiece,
which is always present; adhesion of the chips or workpiece to the cutting tool, which removes
cutting tool material and is more active as the cutting temperature increases; and diffusion of the
cutting tool atoms to the chips or workpiece, which is typically active during the accelerated tool-
wear phase.

The most well-known equation describing tool wear was developed by F. W. Taylor early in the
twentieth century.?® This equation, known as Taylor’s tool equation, is
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FIGURE 6.14 Estimated (solid line) vs. measured (crosses) flank wear. The circles are vision measurements used
to recalibrate the adaptive observer. (From Park, J.J. and Ulsoy, A.G., ASME Journal of Engineering for Industry,
115, 37, 1993. With permission.)

Vi'=C (6.16)

where ¢, is the tool lifetime and C and n are empirically determined constants. Modified Taylor
equations include the effects of feed rate and depth-of-cut, as well as interaction effects between
these variables. Increased testing is required to determine the extra model coefficients; however,
these models are applicable over a wider range of cutting conditions. Models relating tool wear
and cutting forces have also been developed.?*? See Kendall* for more information regarding
cutting tool-wear mechanisms and modeling.

The most reliable way to monitor tool wear is by direct visual inspection. Indirect techniques
utilizing such measurements as acoustic emission, force, temperature, vibration, etc. have also been
developed, or the final part geometry may be measured. Similar to tool breakage monitoring, these
indirect signals are typically processed to expose those characteristics that are highly correlated
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FIGURE 6.15 Exit burrs in a through-hole drilling operation and their burr ratings: (a) 1, (b) 3, (c) 5. (From Furness,
R.J., Ulsoy, A.G., and Wu, C.L., ASME Journal of Engineering for Industry, 118, 10, 1996. With permission.)

with tool wear. Again, cutting tests are required to determine this correlation. In Park and Ulsoy,?
a hybrid tool-wear monitoring technique was investigated. An adaptive observer was applied to
estimate wear on-line and a vision system was used intermittently (e.g., between parts) to recalibrate
the observer (Figure 6.14). The reader is referred to Dan and Mathew?’ for an overview of tool-
wear monitoring.

The two main issues in tool-wear regulation are to compensate for tool wear and to control the
tool-wear rate. As the tool wears, the workpiece dimension may become out of tolerance; thus, the
tool position must be adjusted (typically through the part program) to compensate for the tool wear.
From an economic point of view, it is desirable to regulate the tool-wear rate so that the tool life
corresponds to the scheduled tool change period in mass production, or to maximize tool life in
job-shop situations.

6.5 Other Process Phenomena

6.5.1 Burr Formation

Small, undesirable metal fragments left on the workpiece after the machining operation is complete
are known as burrs (Figure 6.15). Burrs cause improper part mating, accelerated device wear, and
decreased device performance. Because it is typically impossible to avoid the formation of burrs,
the designer should strive to reduce the complexity of subsequent deburring operations by mini-
mizing the burr strength and ensuring the burrs form at easily accessible workpiece locations.

The three major burr types (poisson, roll-over, and tear) form due to workpiece plastic deforma-
tion. When the cutting-tool edge extends over a workpiece edge, material is compressed and may
flow laterally forming a poisson burr. Roll-over burrs form when the cutting tool exits the workpiece
and the chip bends over the edge instead of being cut. If a chip is torn from the workpiece, instead
of being sheared off, some material from the chip will be left on the workpiece. The material is
known as a tear burr. The reader is referred to Gillespie?® for greater detail concerning burr models.
Burr measurement is typically performed off-line by measuring the average height, base thickness,
and toughness. Burr location and its accessibility are also important to note.

Process variables are known to have a strong effect on the physical characteristics of burrs. If
the depth-of-cut in a face milling operation is too small, the cutting tool will push the material over
the side of the workpiece and form a large, strong burr on the workpiece edge. In Furness, Ulsoy,
and Wu,? a feed controller regulated the feed at 0.051 mm/rev as the tool exited the workpiece in
a through-hole drilling operation to obtain an acceptable burr rating. The burr rating depended on
burr thickness and peak height, percentage of the hole’s circumference with an attached burr, and
qualitative assessment of the relative ease of removal. Without adequate models, one is left to
empirical techniques or Al methods to predict, and hence control, burr formation.
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FIGURE 6.16 Illustration of common chip breakers.

6.5.2 Chip Formation

The three major chip formation types are discontinuous, continuous, and continuous with built-up
edge (BUE).* Discontinuous chips arise when the operation continuously forms and fractures chips
because of the workpiece’s inability to undergo large amounts of plastic deformation, while con-
tinuous chips do not fracture but form continuous ribbons. Continuous chips with BUE form when
part of the chip welds to the tool due to high cutting temperatures and pressures. Continuous chips
(with and without BUE) will interfere with the normal interaction between the tool and workpiece
and cause poor surface finish, as will discontinuous chips that do not clear the cutting zone.
Therefore, chip control is the proper formation of chips that clear the cutting zone and are directed
toward the chip conveyor system for efficient removal.

Research of the chip formation process goes back nearly a century, starting most notably with
Taylor.?®* Theories have been developed to predict shear plane angle, chip velocity, etc. mainly for
two-dimensional cases. More recently, chip curling and chip breaking models have been empha-
sized. These models, however, are not widely applicable. Currently, computational mechanics (i.e.,
finite element methods) and artificial intelligence (AI) methods have been applied. See van Lutter-
velt, et al.3! for a comprehensive overview of the current status of machining modeling.

High-speed filming techniques have been used to directly monitor chip formation. Indirect
methods include force, acoustic emission, and infrared emission measurements, and sensor fusion
based on Al techniques.

Chip formation control is typically achieved through the design of chip breakers (Figure 6.16).
The grooves cause an otherwise continuous chip to curl and fracture. Small amplitude, high-
frequency variations in the feed are a relatively new technique for ensuring chip fracture. This
variation is accomplished using a passive device attached to the cutting tool and may also be
accomplished by varying the feed rate on-line; however, the variation frequency will be limited by
the bandwidth of the servo system. The use of process parameters has also been investigated. While
chip curling is typically independent of process variables, thicker chips formed from relatively
large feeds break more easily than do thinner chips.> Due to the complexity and incomplete
knowledge of chip formation, a database approach to selecting chip breakers and process variables
is the most reliable method for chip control. See Jawahir and van Luttervelt®* for a comprehensive
overview of research in this area.

6.5.3 Cutting Temperature Generation

Friction between the cutting tool and workpiece generates significant temperature in the cutting
zone. The cutting temperature affects the tool wear rate and workpiece surface integrity, and
contributes to thermal deformation.

The most basic temperature models estimate steady-state cutting temperatures and typically have
the following nonlinear relationship with the process variables®*

T=aV'f* (6.17)
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where T is the workpiece temperature and a, b, and ¢ are empirically determined constants. A
comparison with experimental results shows most models are qualitatively correct, but quantitatively
overestimate cutting temperatures and are unable to estimate cutting temperatures in operations
with discontinuous chip formation.? The use of thermocouples and infrared data to measure cutting
temperatures was investigated; however, cutting temperature measurements are rarely utilized in
industrial settings.*

Similar to burr and chip formation, cutting temperature generation has received little attention
from the control community. One investigation was performed by D’Errico, Calzavarini, and
Settineri.3¢ Using a simple static nonlinear relationship between cutting temperature and cutting
velocity similar to Equation (6.17), with ¢ = 0, a self-tuning regulator was developed to control the
cutting temperature via adjustment of the cutting velocity.

6.6 Future Directions and Efforts

This chapter has presented the major techniques for monitoring and controlling the phenomena
arising from the interaction of the cutting tool and the workpiece in machining operations. It can
be readily seen that advances in the modeling of cutting mechanics are required; in particular,
analytical models based on first principles applicable to a wide variety of cutting conditions must
be developed. Currently, models are determined empirically and typically contain nonlinear terms
that account for unmodeled effects. Further, the cost-effective design of process monitoring and
control technology will require simulation tools that simulate not only cutting mechanics and
monitoring and control modules, but also the machine tool structure and servo mechanisms. A
comprehensive simulator will allow the designer to investigate process monitoring and control
technology in a realistic environment (i.e., one with the appropriate complexities).

The biggest obstacles facing the implementation of process monitoring technology are low
reliability, limited applicability, and the need for experimentation to determine threshold values,
characteristic patterns, etc. Advances in models based on first principles and the increased use of
sophisticated signal processing techniques will be required to overcome these obstacles. Other
issues in process monitoring include the use of increasingly sophisticated sensors and the placement
of these sensors in harsh machining environments. Advances in sensor technology to integrate the
sensors with the machine tool or cutting tool and research into using computer numerical control
(CNC)-integral sensors (e.g., drive current) will address these issues.

Currently, the largest research effort in process monitoring is the Intelligent Manufacturing
Systems (IMS) project Sensor Fused Intelligent Monitoring System for Machining (SIMON) which
is an international, industry-driven project with the goal of developing a practical monitoring system
that can reliably identify actual cutting conditions according to information obtained from a sensor-
fused system.’” Another development in the field of process monitoring is a mapping theory to
facilitate the cost-effective design of modular monitoring packages.*® Given the machining opera-
tion, the so-called fault space (e.g., chippage, tool deformation) is generated. The characteristics
of these faults are mapped to those of the required sensor and used to select the correct sensor
package. The monitoring package will then be applied in the ramp-up phase of a machining system.

As process monitoring techniques become more reliable, process control will become more
prevalent. During the ramp-up phase of a machining system, process controllers will provide an
effective means of determining near-optimal process variables for complex operations. The part
program can be modified to incorporate the new process variable time histories and then process
controllers may be utilized in the production phase to reject disturbances. While process control is
not widely implemented in industry today, a substantial amount of work has been done in research
laboratories. This research has almost always been concerned with regulating a single process via
a single process variable. Future research will be concerned with utilizing multiple process variables
to control a single process and implementing multiple process controllers simultaneously in a single
operation.
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FIGURE 6.17 [Illustration of an off-line supervisory control implementation in a through-hole drilling operation.

The concept of implementing multiple process controllers has lead to research in supervisory
control.?>¥40 The supervisory control of a through-hole drilling operation was investigated in
Furness, Ulsoy, and Wu.?® The objective was to maximize operation productivity subject to a set
of machine, process, and quality constraints. Machine constraints included a maximum spindle
speed and feed rate. Process constraints included a maximum torque to avoid drill breakage and
cutting torque limitations, a maximum force to avoid buckling, and a minimum tool life to maintain
a constant tool replacement period. Quality constraints included a maximum hole location error
and minimum burr formation. The process controllers were supervised using an off-line optimization
technique where the controller configuration depended on workpiece location (see Figure 6.17).
The experimental results for the supervisory controller compared to other controller configurations
are shown in Table 6.1.

A state-based, on-line supervisory controller was developed in Landers and Ulsoy.*’ A state
supervisor monitored the operation including discrete events (e.g., tool-workpiece contact, chatter)
and continuous signals (e.g., force model parameter estimates). Given the operation state, an
operation supervisor configured the monitoring and control modules (i.e., turned them off and on,
reset them, etc.). Experimental results for a face milling operation are shown in Figure 6.18. The
force controller and chatter detector were turned on when the tool and workpiece came into contact.
As the tool became fully engaged in the workpiece, chatter developed. The chatter suppressor
rewrote the part program to add an additional tool pass and implemented a feed hold for five tool
revolutions to allow the vibrations to die out. The force controller was then reset and machining
continued. The force controller and chatter detector were turned off as the tool exited the workpiece
and were again implemented as the second tool pass began.

TABLE 6.1 Comparison of Drilling Control Strategies*!

No Controller Feed/Speed Controller = Torque/Speed Controller ~ Supervisory Controller

Machining time (s) 11.11 11.28 9.79 11.71
Burr rating 2.93 2.94 2.26 1.58
Hole location quality (in) 443 E-3 453 E-3 6.28 E-3 425 E-3
Event stoppages (%) 25 15 0 0

Source: Ulsoy, A.G. and Koren, Y., ASME Journal of Dynamic Systems, Measurement, and Control, 115, 301, 1993. With
permission.
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FIGURE 6.18 Force history results using a supervisory controller during a face milling operation. (From Landers,
R.G., Supervisory Machining Control: A Design Approach Plus Force Control and Chatter Analysis Components,
Ph.D. dissertation, University of Michigan, Ann Arbor, 1997.)

Acknowledgments

The authors gratefully acknowledge Yuan-Hung (Kevin) Ma and Yowjie Chien for their assistance
in preparing Figures 6.7, 6.10, and 6.11 and Figures 6.2, 6.14, and 6.15, respectively, and the
National Science Foundation Engineering Research Center for Reconfigurable Machining Systems
(Grant EEC95-92125) at The University of Michigan for its financial support.

References

1.

11.

12.

Du, R., Elbestawi, M. A., and Wu, S. M., Automated monitoring of manufacturing processes, Part
1: Monitoring methods, ASME Journal of Engineering for Industry, 117, 121, 1995.

. Byrne, G., Dornfeld, D., Inasaki, 1., Ketteler, G., Konig, W., and Teti, R., Tool condition monitoring

(TCM) — the status of research and industrial application, Annals of the CIRP, 44, 541, 1995.

. Jemielniak, K., Commercial tool condition monitoring systems, in 5th International Conference

on Monitoring & Automatic Supervision in Manufacturing, Warsaw University of Technology,
Warsaw, 1998, 59.

ElMaraghy, H. A., Evolution and future perspectives of CAPP, Annals of the CIRP, 42, 739, 1993.
Koren, Y., Adaptive control systems for machining, Manufacturing Review, 2, 6, 1989.
Rangwala, S. and Dornfeld, D. A., Learning and optimization of machining operations using
computing abilities of neural networks, IEEE Transactions on Systems, Man, and Cybernetics,
19, 299, 1989.

. Koren, Y. and Ulsoy, A. G., Reconfigurable manufacturing systems, Technical Report #1, NSF

Engineering Research Center for Reconfigurable Machining Systems, University of Michigan,
Ann Arbor, 1998.

. Pritschow, G., Daniei, C. H., Jurghans, G., and Sperling, W., Open systems controllers — a

challenge for the future of the machine tool industry, Annals of the CIRP, 42, 449, 1993.
Koren, Y. and Masory, O., Adaptive control with process estimation, Annals of the CIRP, 30, 373, 1981.

. Altintas, Y., Prediction of cutting forces and tool breakage in milling from feed drive current

measurements, ASME Journal of Engineering for Industry, 114, 386, 1992.

Ulsoy, A. G., Koren, Y., and Rasmussen, F., Principal developments in the adaptive control of
machine tools, ASME Journal of Dynamic Systems, Measurement, and Control, 105, 107, 1983.
Landers, R. G. and Ulsoy A. G., Machining force control including static, nonlinear effects, in
Japan—USA Symposium on Flexible Automation, ASME, New York, 1996, 983.

© 2002 by CRC Press LLC



13.

14.

15.

16.

17.

18.

19.

20.

21.

22.

23.
24.

25.

26.

217.

28.

29.

30.
31.

32.
33.

34.

35.

36.

Rober, S. J., Shin, Y. C., and Nwokah, O. D. L., A digital robust controller for cutting force control
in the end milling process, ASME Journal of Dynamic Systems, Measurement, and Control, 119,
146, 1997.

Astrom, K. J. and Wittenmark, B., Adaptive Control, Addison-Wesley, New York, 1995, 2.
Radulescu, R., Kapoor, S. G., and DeVor, R. E., An investigation of variable spindle speed face
milling for tool-work structures with complex dynamics, Part 2: Physical explanation, ASME
Journal of Manufacturing Science and Engineering, 119, 273, 1997.

Smith, S. and Delio, T., Sensor-based chatter detection and avoidance by spindle speed selection,
ASME Journal of Dynamic Systems, Measurement, and Control, 114, 486, 1992.

Landers, R. G., Supervisory Machining Control: A Design Approach Plus Force Control and
Chatter Analysis Components, Ph.D. dissertation, Department of Mechanical Engineering and
Applied Mechanics, University of Michigan, Ann Arbor, 1997.

Bailey, T., Ruget, Y., Spence, A., and Elbestawi, M. A., Open-architecture controller for die and
mold machining, in Proceedings of the American Control Conference, 1, IEEE, Piscataway, 1995,
194.

Delio, T., Tlusty, J., and Smith, S., Use of audio signals for chatter detection and control, ASME
Journal of Engineering for Industry, 114, 146, 1992.

Landers, R. G. and Ulsoy A. G., Chatter analysis of machining systems with nonlinear force
processes, in ASME International Mechanical Engineering Congress and Exposition, DSC 58,
ASME, New York, 1996, 183.

Jones, S. D., Mori, K., and Ryabov, O., Cutting tool sensor and requirements for reducing process
variation, in Japan—USA Symposium on Flexible Automation, ASME, New York, 1996, 991.
Rice, J. A. and Wu, S. M., On the feasibility of catastrophic cutting tool fracture prediction via
acoustic emission analysis, ASME Journal of Engineering for Industry, 115, 390, 1993.

Taylor, F. W., On the art of cutting tools, Transactions ASME, 28, 1907.

Koren, Y., Ko, T. R., Ulsoy, A. G., and Danai, K., Flank wear estimation under varying cutting
conditions, ASME Journal of Dynamic Systems, Measurement, and Control, 113, 300, 1991.
Park, J. J. and Ulsoy, A. G., On-line flank wear estimation using an adaptive observer and computer
vision, Part 2: Experiment, ASME Journal of Engineering for Industry, 115, 37, 1993.

Kendall, L. A., Tool wear and tool life, in Metals Handbook: Machining, ASM International,
Metals Park, Ohio, 1989, 16.

Dan, L. and Mathew, J., Tool wear and failure monitoring techniques for turning — a review,
International Journal of Machine Tools and Manufacture, 30, 579, 1990.

Gillespie, L. K., Deburring Capabilities and Limitations, Society of Manufacturing Engineers,
Dearborn, MI, 1976.

Furness, R.J., Ulsoy, A. G., and Wu, C. L., Supervisory control of drilling, ASME Journal of
Engineering for Industry, 118, 10, 1996.

DeVries, W. R., Analysis of Material Removal Processes, Springer-Verlag, New York, 1992.

van Luttervelt, C. A., Childs, T. H. C., Jawahir, I. S., Klocke, F., and Venuvinod, P. K., The state
of the art of modeling in machining processes, Annals of the CIRP, 47, 587, 1998.

Rotberg, J. and Ber, A., Chip control in cut-off tools, Annals of the CIRP, 40, 73, 1991.

Jawabhir, I. S. and van Luttervelt, C. A., Recent developments in chip control research and appli-
cations, Annals of the CIRP, 42, 659, 1993.

Chu, T. H. and Wallbank, J., Determination of the temperature of a machined surface, ASME
Journal of Manufacturing Science and Engineering, 120, 259, 1998.

Stephenson, D. A., Assessment of steady-state metal cutting temperature models based on simul-
taneous infrared and thermocouple data, ASME Journal of Engineering for Industry, 113, 121,
1991.

D’Errico, G. E., Calzavarini, R., and Settineri, L., Experiments on self-tuning regulation of cutting
temperature in turning process, in Proceedings of the IEEE Conference on Control Applications,
IEEE, Piscataway, 1994, 1165.

© 2002 by CRC Press LLC



37.

38.

39.

40.

41.

42.

Kaever, M. and Weck, M., Intelligent process monitoring for rough milling operations based on
digital drive currents and machine integrated sensors, in ASME International Mechanical Engi-
neering Congress and Exposition, MED 6-1, ASME, New York, 1997, 97.

Kannatey-Asibu, E., New concepts on multi-sensor monitoring for reconfigurable machining
systems, in ASME International Mechanical Engineering Congress and Exposition, MEDS,
ASME, New York, 1998, 589.

Teltz, R. and Elbestawi, M. A., Hierarchical, knowledge-based control in turning, ASME Journal
of Dynamic Systems, Measurement, and Control, 115, 122, 1993.

Landers, R. G. and Ulsoy, A. G., Supervisory machining control: Design approach and experi-
ments, Annals of the CIRP, 47, 301, 1998.

Ulsoy, A. G. and Koren, Y., Control of machining processes, ASME Journal of Dynamic Systems,
Measurement, and Control, 115, 301, 1993.

Koren, Y., Computer Control of Manufacturing Systems, McGraw Hill, New York, 1983.

© 2002 by CRC Press LLC



Forming Processes:
Monitoring and Control

7.1 Introduction: Process and Control Objectives
Process Control Issues * The Process: Material
Diagram e« The Machine Control Diagram

7.2 The Plant or Load: Forming Physics
Mechanics of Deformation: Machine Load
Dynamics ¢ Mechanics of Forming: Bending, Stretching,
and Springback

7.3 Machine Control
Sensors

7.4 Machine Control: Force or Displacement?
7.5 Process Resolution Issues: Limits to Process

Control
David E. Hardt Process Resolution Enhancement
Massachusetts Institute 7.6 Direct Shape Feedback and Control
of Technology 7.7 Summary

7.1 Introduction: Process and Control Objectives

Forming of metallic materials is the process of choice when complex net shapes with high levels
of productivity are desired. Myriad processes, ranging from job-shop metal bending machines to
very high speed stamping and forging presses are available. In all cases, the processes involve
plastic deformation of the workpiece, and the resulting strong forces required to create plastic
stresses. In this chapter, the problem of controlling such processes is considered from both the
viewpoint of controlling the forming equipment and the deformation process itself. Several unique
aspects of forming processes arise when considering control system design:

1. The process or plant transfer function becomes a static block with variable gain and severe
hysteresis.

2. The plant (the forming process) is inherently variable owing to the sensitivity to the workpiece
material properties.

3. An inherent lack of process degrees of freedom with respect to controlling overall part shape
exists.

Metal forming can be divided into sheet-forming processes and bulk-forming processes (typically
forging). The major difference is that the latter involves a complex three-dimensional flow of the
material, while the former tends to be dominated by plane strain conditions, and the process is not
intended to change material thickness, only the curvatures. In what follows, the sheet-forming
processes are used as model processes, but much of what is developed applies to bulk-forming as
well.
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FIGURE 7.1 Basic block diagram for forming.

7.1.1 Process Control Issues

The objective of all sheet-forming processes is to alter the curvature of the material to achieve a
target shape. In so doing, the material also may be intentionally stretched to aid in reducing shape
errors and to induce strain hardening for strength properties. Accordingly, the control objective for
the process is to achieve the desired shape, and (from a manufacturing point of view) to achieve
this shape with rapid setup (flexibility) and minimal part-to-part variation (quality).

Application of control principles can have a great impact on all three: shape fidelity, variation
reduction, and rapid changeover or setup. This control is accomplished either through the use of
machine or process feedback to achieve higher accuracy and repeatability or by facilitating more
mechanically complex machines to enhance process flexibility and control degrees of freedom. In
all cases, the properties of control loops: tracking changing inputs (i.e., new part shapes), rejecting
disturbances, and decreasing sensitivity to process parameter changes (e.g., tool-workpiece friction,
constitutive property changes) are perfect matches to forming processes.

To help see this connection at a phenomenological level, it is useful to develop a set of block
diagrams for these processes.

7.1.2 The Process: Material Diagram
A simple block diagram of the process is shown in Figure 7.1. Here the plant comprises:

* The forming machine or press, which provides the forming energy (force displacement)

* The tooling that takes this lumped energy and distributes it over the face of the tool-workpiece
interface

* The workpiece material that plastically deforms according to the force or displacement field

In each block a set of constitutive properties determines how the energy or power variable pairs of
each element relate to each other. For the machine blocks these properties would typically be the
stiffness, mass, and damping of the machine as well as the overall geometry. For the workpiece, the
set includes the large strain properties of the material and its initial geometry, which will affect how
the distributed forces and displacements, and moments and curvatures are related. As will be seen,
these material constitutive properties are the largest components of process variability in forming.

7.1.3 The Machine Control Diagram

In practice, the most common type of control used with forming processes is simple feedback of
the machine outputs (herein referred to as machine control). As with any mechanical process, these
outputs will be displacement or force, and control will involve application of servo-control tech-
nology to the actuators of the machine, whether eletrohydraulic or electromechanical. As shown
schematically in Figure 7.2, closing this loop affords good regulation of these quantities, and will reject
disturbances that enter the machine loop. These could include variations in the net force—displacement
curve of the load (the workpiece) and variations in the machine properties such as friction and
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FIGURE 7.2 Closed-loop machine control for regulating force or displacement.
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FIGURE 7.3 Material feedback and shape feedback control loops.

actuator nonlinearities and drift. It also can allow for a rapid change of set-points as production
demands change. However, it cannot change the force—displacement distribution, and it leaves the
part shape (which is the process output) outside the control loop.

Further stages of control can be attempted by actual measurement of forces and displacements
at the tool (material control) and direct measurement of the resulting part shape (shape control).
However, as shown in Figure 7.3, the only variables that can be manipulated are the press set-
points, which are restricted to the limited number of actuator degrees of freedom. This, in turn,
limits the process resolution, which is discussed below as the ultimate limit on process control
effectiveness.

Many mechanical systems issues are involved in forming press control, but it is equally evident
that even with precise control of force and displacement of the press, the resulting shape will still
be a strong function of the tooling and the material itself.

To appreciate the latter aspect of forming processes it is necessary to consider the physics of
forming as viewed in a control system’s context.

7.2 The Plant or Load: Forming Physics

7.2.1 Mechanics of Deformation: Machine Load Dynamics

To consider the control of forming processes it is important to have at least a general understanding
of the mechanics of the load as seen by a forming machine. Here a simple input—output description
of forming is developed that can be shown to cover the basic phenomena of any forming process.

While a detailed model of the deformation process is well beyond the scope of this chapter, the
basic phenomena of forming can be summarized by the classical unidirectional tensile stress—strain
or force—displacement diagram. If we consider the simplest forming operation, that of stretching
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a bar of metal from an initial shape to a longer one, the force—displacement relationship of the
workpiece is given by the constitutive stress—strain curve of the material. As shown in Figure 7.4
the curve includes not only the loading portion of the process, but also the unloading.

When looked at from a control system’s perspective, the material appears to be a static block
with nonlinear behavior. This arises from a power law-like plastic region, a hysteresis-like behavior
arising from the elastic unloading behavior, and a history-dependent reference point owing to the
permanent plastic deformation after loading beyond yield.

Because of the low mass of the material relative to the machine and tooling, the dynamics of
the material block are usually ignored. However, the deformation process involves very low damp-
ing, and unless there is considerable sliding friction between the workpiece and tool, the contribution
to overall system damping is minimal.

The variable slope in Figure 7.4 illustrates that if the sheet deformation process is within a control
loop, the level of strain and its history can cause the gain of this element to vary widely, because
the slope of the elastic region of the curve is typically more than an order of magnitude greater
than the equivalent slope of the post-yield curve (the plastic modulus). Consider the impact of this
on a closed-loop force controller for a simple tensile deformation. As shown in Figure 7.5, the
actuator is providing a displacement output, and the tensile force generated in the material is
measured and fed back to the controller. Figure 7.4 is the gain model for the workpiece block, and
it indicates that the overall loop gain will be highly variable over the entire range of deformation,
and will depend as well upon whether the displacement is increasing or decreasing.

7.2.2 Mechanics of Forming: Bending, Stretching, and Springback

Because all forming involves curvature change, some type of bending is always present. One of
the most common and simplest forming processes is brakeforming, which is essentially three-point
bending (see Figure 7.6). At any given cross-section along the arc length of the part, stress and
strain distributions can be approximated by those of pure bending.
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FIGURE 7.6 Simple brakeforming. Approximated as three-point bending with resulting stress and strain distri-
butions.

With the resulting bi-directional stress distribution about the neutral axis, release of the forming
loads leads to elastic unbending of the material. This curvature “springback” is the key source of
error in forming processes, because it causes a difference between the curvature of the part when
loaded to a known displacement and the final unloaded curvature.

To help reduce this springback and to achieve beneficial strain-hardening of the workpiece, the
ends of the material are either constrained not to move or allowed to slip under a frictional force
to provide an additive tensile force in the plane of the part. This process is shown in Figure 7.7
where it can be seen that the resulting stress distribution is now more uniform. As the tensile strain
increases, the stress distribution becomes all positive and nearly constant. (For an idealized material
that does not strain harden it will be constant.) As a result, the elastic unbending or springback of
the part from the loaded curvature is greatly reduced. Consequently, for precision forming opera-
tions, or for operations where very small curvatures are involved (as with the stretch forming process
used in aerospace) an intentional tensile force is added. Also, for three-dimensional forming
problems, this tensile “bias” is also necessary to prevent in-plane buckling.

From the above it is obvious that for sheet forming, springback is the main source of errors, and
variation in the springback will be the main source of process uncertainty. If we consider the simple
bending example of Figure 7.6, the bending constitutive relationship can be written in terms of the
moment—curvature relationship for the sheet. In the elastic region this is given by the simple
relationship:

M= I K (7.1)
where
M = pure bending moment
K = resulting sheet curvature
E = modulus of elasticity
I = area moment of inertia for the sheet,

and for a rectangular cross-section,
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FIGURE 7.7 Simple two-dimensional draw forming with a blankholder and stretch forming. Notice the effect of
adding stretch: the resulting stress distribution can become nearly uniform for a mildly strain-hardening material.

1,5
I=—Dbh 7.2
2 (7.2)
where
b = width of the sheet
h = thickness of the sheet

As the beam curvature K increases, the bending moment will increase, and eventually the beam
will begin to yield. When yielding occurs, the bending moment required for incrementally higher
curvatures will decrease, and a moment—curvature relationship such as shown in Figure 7.8 will
emerge. Just as with the tension example of Figure 7.4, the beam, when loaded to a maximum
moment M, will elastically unload along a line of slope EI. The curvature springback AK will, as
shown in the figure, be determined by the magnitude of this moment and the slope.

Consider now a very simple process where a sheet is formed between a matched set of cylindrical
tools (see Figure 7.9). We are interested in the final curvature (K, of the part after the sheet is
removed from the tools. The matched tools impose a fixed loaded curvature K, on the sheet, which
will load the sheet as shown in the figure. The amount of springback AK = K,—K, will depend on
the maximum moment M,,,, and the slope EI according to

AK:% (7.3)
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FIGURE 7.8 Generic moment curvature diagram showing curvature springback AK after unloading from the
loaded curvature K; .

FIGURE 7.9 Simple matched tool forming over a cylinder. No edge constraint is used so the sheet sees only a
bending moment if no interface friction is assumed.

Because the tooling imposes a fixed (input) curvature, the maximum moment (output) is determined
by the constitutive relationship of the material, most importantly the yield stress and the thickness. The
modulus E is most nearly constant, but the moment of inertia / varies with thickness to the 3rd power.
Not surprisingly, in practice it is found the most sensitive parameters with respect to springback are
the thickness, the yield stress, and the post-yield (strain-hardening) properties of the sheet.

7.2.2.1 Material Variations

The most common variations in sheet material are the thickness, yield stress, and plastic flow
properties. The thickness can vary owing to rolling mill variations, and while some stock (such as
aluminum beverage can stock) can be rolled to very low variations (~0.0002 in.), larger material
can vary considerably. In some thicker material, and up into plates of thickness > 0.5 in., material
specifications often call for only maintaining a minimum thickness for minimum service strength,
but have a very broad tolerance on maximum thickness.

Perhaps more insidious from a process control perspective is variation of the constitutive prop-
erties of the sheet. If we imagine a linearly strain-hardening material, there are (at least) three
parameters of concern: the elastic modulus E, the yield stress 6,, and the equivalent plastic modulus
E, Because the modulus E depends primarily on the crystalline structure of the material, it is nearly
constant for a given material independent of the particular alloy or working history. However, both
Gy and E, are very sensitive to the chemistry, heat-treating, and cold working history of the piece.
Variations in 6, of up to 20% from supplier to supplier for a given alloy have been reported,
although these quantities vary less within a given mill run or heat of material.

7.2.2.2 Machine Variation

Machine variations in forming are typical of most machine tools except that the loads and corre-
sponding structural distortions are greater than most other processes. Forming loads of 10° or even

© 2002 by CRC Press LLC



FIGURE 7.10 Simple closed-frame press shows the effect of sensor location on tool displacement control. Y

< Ao Decause of stretching of the frame under the influence of the forming load F.

tooling

10* tons are not unusual with sheet and can be far greater for bulk forming. The elastic frames of
the machine will deform with load, changing the relationship of the actuator displacements to the
actual displacement of the tool—sheet interface.

Consider the situation shown in Figure 7.10. This shows the “C” frame typical of a pressbrake
or stretch-forming machine. Clearly, the frame opening will stretch under load, and if the displace-
ment sensor is collocated with the actuators, a load-dependent bias will always occur. It is also
possible for the frame to bend as shown in the figure, further distorting the actuator—frame—tool
geometry.

A similar collocation problem occurs with force measurement because of friction in the actuators
and machine ways. If the forming force is measured at the actuator, or if as is often done, it is
measured using the cylinder pressure in a hydraulic system, the actual forming force transmitted
to the tooling will be attenuated by any static or sliding friction present. In general, it is wise to
place the force sensor in or very near the tooling to avoid this problem.

7.2.2.3 Material Failure during Forming

In addition to controlling a process to achieve repeatable shape fidelity, it is also important that
forming process control avoids situations where the workpiece will fail. Failure of sheet for bulk-
forming processes is a complex phenomenon, and often failure avoidance can be no more than
observing certain force or displacement limits on the machine.

Most failures occur either because of excessive tension in the sheet, causing it to tear, or excessive
in-plane compression (from compound curvature shapes) which causes the sheet to wrinkle if
unrestrained. Both forms of failure are difficult to detect. Tearing is preceded by localization of
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FIGURE 7.11 Simple draw forming with a frictional blankholder. As the tools move together, the sheet is drawn
in an amount AXx.

Fs

FIGURE 7.12 A stretch-forming process instrumented to measure force and displacement of the sheet during
forming.

strain with attendant local thinning, and failure then occurs because of the resulting stress concen-
tration. Wrinkling or buckling failure is even subtler because it often shows no detectable change
in the force—displacement characteristics of the process. Instead, it can be thought of as an uncon-
trolled material flow (bucking) out of plane caused by in-plane compressive forces.

Active control to avoid failure is a complex topic both with respect to the mechanics of failure!
and use of control to avoid these limits.>* However, we can consider a simple example, that of
stretch forming as shown in Figure 7.12. Here the stretch actuators are monitoring force (F,) and
displacement (d,). As the process progresses, the resulting F—d curve for the actuators mimics the
stress—strain characteristics of the sheet. By watching this curve develop, it is possible to determine
the state of deformation and, for example, discover how close one is to the ultimate tensile strength
of the material. In a more general case, the F—d data can be used as a process signature for which
nominal trajectories are determined. Then, variations from these trajectories can be used to diagnose
incipient failure.
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In some processes, such as the draw forming commonly used in automobile part production and
in aerospace stretch forming, it is possible to measure the strain of the material directly using
surface mounted gauges,> or by measuring the movement of the edge of the sheet as it is drawn
into the tool.% In either case, the strain in the sheet can be used to estimate proximity to failure
limits and control the process accordingly.

7.3 Machine Control

Historically, forming machines were used as a purely mechanical means to provide the large forces
necessary, whether by using a slider crank or knuckle-type mechanism, or even more crudely, using
high-momentum drop presses, to create the forming forces. However, with the advent of low-cost
servo-control technology, most presses are now controlled by either motor-driven high-load lead-
screws, or direct-acting linear hydraulic actuators with proportional servo valves.

The motor-driven leadscrews have the advantage of being mechanically simple, quieter, and often
less expensive than hydraulics. In addition, the leadscrew, if the pitch is high enough, can isolate
the actuator from the forming load in such a way as to nearly decouple the actuator dynamics from
that of the load. However, leadscrew systems are typically limited to lower loads, owing to limits of
the screw threads and nuts, and to lower velocities owing to the high pitches and wear on heavily
loaded screw surfaces. Therefore, the vast majority of modern forming machines are hydraulically
actuated and use either proportional servo-control of the actuators or a simple form of on—off control.

7.3.1 Sensors

As discussed above, there are many opportunities to measure either the forming machine or the
workpiece itself. Because the most important constitutive relationship to forming is stress—strain
or force—displacement, the latter two quantities are most often measured. In general, it is most
practical to locate such measurements on the machine itself, independent of any part-specific tooling
and the workpiece. However, as shown in Figure 7.10, it is always preferable to locate sensors as
near to the workpiece as possible to mitigate the effects of machine distortion.

7.3.1.1 On Machine

For hydraulically actuated machines, the pressure in the cylinders can be measured and used as a
surrogate force measurement if the cylinder area is known. For double-acting cylinders this area
will be different depending upon the movement direction, and the cylinder seal friction as well as
machine-bearing friction will add errors to this measurement. Load cells can be located either near
the actuator—tool interface or in the machine frame itself. The cell must not add too significantly
to machine compliance but must be sensitive enough to give useful force resolution over a large
range for forces.

Displacements are most typically measured using cable-connected rotary sequential encoders.
This allows for remote location of the encoder, and the cable can be stretched over long distances
to ensure the correct displacement is measured. Such encoders commonly have resolutions far
better than 0.001” and are noise free (except for quantization errors at very low displacements).
The major design concern is that the cable be protected if it is near the forming region.

7.3.1.2 On Sheet

The ideal feedback measurement for forming would be the stress and strain fields throughout the
sheet, preferably on each surface. With this information the local springback could be determined
and failure prevented. Unfortunately, in-process measurements of stresses and strains are imprac-
tical. However, certain strains and correlates to strain can be measured. For example, in processes
where substantial sections of the material remain free of surface pressures, optical or mechanical
strain measurement devices could be inserted. Again, in practice, this has limited viability, but some

© 2002 by CRC Press LLC



examples have been tested in the aerospace industry® using surface mounted linear variable differ-
ential transducers (LVDTs). Optical measurement of surface strains is done regularly in material
testing using video capture and measurement of circle grids on the surface of the sheet,” but it has
not been used in volume production In this case, the surface strains can be used to directly control
the extent of forming and, as was discussed in the earlier section on the process mechanics,
controlling strains instead of stresses leads to a far more robust process.

In the draw-forming process, like that shown in Figure 7.11, the sheet is pulled against the
frictional blankholder as the punch ascends into the die. The edge displacement of this sheet can
be measured at one or more places, and if combined with knowledge of the punch displacement,
can be used as an indirect indicator of strain.>® However, for all but the simplest geometries this
estimate will be crude at best. This measurement can be accomplished again with LVDTs but they
are difficult to protect in the industrial environment. Instead, optical methods are preferred, though
none are in practice at this time.

7.3.1.3 On Final Part

The ultimate measurement for control of forming processes is the actual final contour of the part.
This allows full closure of the process loop as shown in Figure 7.3. All of the disturbances that
enter the system, including material variations, press variations, and even machine controller
variations (provided they are not entirely uncorrelated random signals) will be reflected in this
measurement. However, such measurements have yet to be practical on an in-process basis, and
are at best limited to use after the actual forming is complete. In addition, if complete part shapes
are required, three-dimensional surface measurements are very time consuming, and can often take
10 to 100 times longer than the actual part processing time. This extended delay makes such
measurements useless for in-process control, and they are better used for process diagnosis or some
form of statistical process control.

New optical methods are under development® that may allow immediate post-process measure-
ment, and with this innovation the delay may be short enough to allow effective part-to-part
compensation. However, even if the measurement is made, for a general three-dimensional case
the issue of limited control degrees of freedom or process resolution limits confounds full imple-
mentation of such a scheme.

7.4 Machine Control: Force or Displacement?

Each actuator in a forming machine can be placed rather easily under force or displacement feedback
control. The design question then becomes: which is best? Of course, the answer depends upon
the details of the process at hand, but there are some general observations that can be helpful in
approaching this problem.

Consider the typical stress—strain curve in Figure 7.13. The implications of this curve are that
at high strains (typical of forming) large variations in displacement cause small changes in force,
and conversely, small variations in stress cause large variations in strain. This implies that we can
most accurately relate both springback and incipient failure to strain, and it suggests that it is most
logical to control displacement if given the choice. In addition, if the properties of the material
change as shown in Figure 7.13, controlling the strain (displacement) would also be less sensitive
to this variation than controlling the stress (force).

Indeed, it is best to control the true sheet strain if possible, but as discussed above it is usually
not feasible. The substitute is to control displacement of the tooling and try to relate that to strain.
Herein lie several problems. First of all, the single lumped machine displacement variable must be
related to a specific point strain, and on complex three-dimensional parts, the strain field can be
highly varied. Second, the machine will always have uncertainties caused by both the frame
deflections mentioned earlier and by mechanical backlash in the frame and actuators. Third, in
processes such as stretch forming, the sheet is loaded manually and the force—displacement “zero

© 2002 by CRC Press LLC



o]
Stress 4
c
Y
‘53 o Strain €
Stress '
R e e ELLLL L
*/ """
ASYield | ...
Se Strain €

FIGURE 7.13 Stress—strain sensitivity at high strains.

point” may be highly variable. For these reasons alone displacement control is prone to large errors,
despite its apparent robustness with respect to force and material property variations.

However, when looking at specific classes of processes, the question becomes a bit easier to
answer. For the brakeforming process shown in Figure 7.6, none of the above concerns is present,
and indeed all such machines are displacement controlled to give a more robust performance when
material properties change. However, from the geometry in Figure 7.6 it should be apparent that
changes in the thickness of the material introduce a displacement bias. (A novel method for in-
process determination of the thickness is possible using both force and displacement measurements.
By tracking the initial F-d curve, the actual zero point can be extrapolated from the data and used
to determine appropriate command bias.)

In contrast to brakeforming, consider again the matched tool-forming process shown in
Figure 7.9. In this case, displacement control would be very dangerous if the exact thickness of
the material is unknown or the tooling locations had some uncertainty. In simple terms, the problem
is between the extremes of never fully forming the part or bottoming the tooling and creating
excessive tool surface forces. Therefore, for this process, active force control or displacement control
into a compliant cushion (effectively a form of force control) is preferred.

7.5 Process Resolution Issues: Limits to Process Control

If we consider controlling part shape to be the ultimate goal of our process, then it is important to
evaluate the ultimate ability of the process to vary the shape under some form of process control.
This requires that the resolution of the process — the relationship between the actuator degrees of
freedom and the degrees of freedom required by the part shape — be determined.
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FIGURE 7.14 Photo of a prototype reconfigurable stretch-forming tool. The tool is comprised of > 2600 individual
servo-driven pins with spherical ends.

There is a natural diffusion of the lumped forming energy provided by the tooling to the inherently
distributed energy necessary to create a general three-dimensional deformation. This physical fact
emphasizes the most important control impediment in forming processes. Because control is most
easily exerted on lumped power variables on the machine (e.g., actuator forces or velocities/dis-
placements) the effect of this control is diffused over the entire workpiece by the tooling. As a
result, the effect of the lumped controls on the final part shape is indeterminate and well outside
the control loop. Instead, the control system is merely providing a highly consistent level of bulk
energy to the tool, which will, in turn, distribute the energy according to the local constitute
relationships of the tool and workpiece. The only solution to this dilemma is to add the energy
distributor degrees of freedom (the tool) to the control system. This can be done only by adding
spatial degrees of freedom such as programmable or movable die surfaces, or by taking three-
dimensional parallel forming processes and doing them in a series of two-dimensional stages. The
former has been accomplished, for example, by using discrete tools whose elements can be moved
in real time, and the latter is exemplified by processes such as roll forming.

7.5.1 Process Resolution Enhancement

It is worthwhile to close with some leading edge examples of how control can be extended beyond
the classical machine servo controllers commonly found on production machinery to include some
reflection of the sheet-forming process itself. Perhaps the two most interesting examples are attempts
to control the strain in a complex three-dimensional draw-forming process and attempts to use a
tool whose shape can be rapidly reprogrammed between forming cycles.

The process resolution discussion makes it clear that the main degrees of freedom with respect
to part shape are contained in the tool shape itself. If the tool can be changed only by actual addition
or subtraction of material, this can hardly be called process control. However, if the tool surface
is in some way programmable, then the process resolution can be greatly increased. An example
of such a tool'%!2 is shown in Figure 7.14 where the tool surface is comprised of many individually
controllable “pins” that form a discrete surface. This surface is then smoothed by a polymer pad
and can be used to form commercially acceptable parts.
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FIGURE 7.15 Shape control system using a reconfigurable tool and spatial frequency controller.

Other forms of resolution enhancement have been proposed. These include a sheet blankholder
(see Figure 7.7) that is either broken into independently controllable segments so that the frictional
restraining force can have several discrete values around the periphery of the sheet, or a deformable
blankholder with variable displacement supports'® that allow a continuously variable (but spatially
band-limited) blankholder pressure distribution.

7.6 Direct Shape Feedback and Control

The special case shown in Figure 7.3 of direct feedback of part shape has recently found pre-
commercial application to stretch forming in the aerospace industry.!! In this system the reconfig-
urable tool of Figure 7.14 is combined with a novel three-dimensional shape-sensing device and a
spatial frequency-based control law!'!-13 to actuate the tool until shape errors are minimized (see
Figure 7.15). The actual control system has a minimum one forming cycle delay built in because
the part cannot be measured until after forming.

7.7 Summary

Control of metal-forming processes has advanced considerably with the advent of inexpensive
computer servo controls. However, the inherent sensitivity of the process to variations in the
constitutive properties of the workpiece materials prevents simple servo control of machine variables
from fully controlling the process output. Such control does, however, greatly reduce the process
variability, and with good production control of material and proper maintenance of the machine
and tooling, highly consistent and accurate parts can be produced at high rates. To move to the
next level of control where either the strains or final shapes are actively controlled involves a large
jump in sensing, actuation, and control law technology that has yet to emerge on the production floor.
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Assembly is a very important part of most product realization processes. Components fabricated
through machining, forming, etc. will be assembled together to form higher level of assemblies or
the final products. An assembly process generally includes part positioning (or mating) followed
by part joining. Part positioning can be accomplished using fixtures or robots. Part joining methods
include mechanical fasteners, shrink and expansion fits, welding, and adhesives. Because an assem-
bly process is the place where quality variation from the individual components could accumulate,
it is critical to monitor and diagnose assembly and joining problems quickly and effectively.

This chapter provides an overview of various approaches available for monitoring assembly and
joining processes, in particular, resistance spot welding and arc welding processes; Section 8.1
describes techniques in the monitoring of assembly processes using examples from automotive
body assembly processes; Section 8.2 describes the monitoring and control of resistance spot-
welding processes; and Section 8.3 presents techniques in the monitoring and control of gas metal
arc welding processes.

8.1 Assembly Processes

There are two types of assembly processes (Mantripragada, 1998). Type I assemblies are comprised
of machined or molded parts that have their matting features fully defined by their respective
fabrication processes prior to assembly, for example, the insertion of a peg into a hole. Mating of
part features is the main function of the assembly process. Type II assemblies are those where some
or all of the assembly features and/or their relative locations are defined during assembly. These
types of assembly processes include, for example, automotive and aircraft body assemblies where
part mating is accomplished using fixtures during the assembly process.
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FIGURE 8.1 A schematic of an optical coordinate measuring machine checking body dimensions.

Monitoring of an assembly process can be accomplished by either directly monitoring the quality
characteristics of the assembled products (i.e., key product characteristics or KPCs), or monitoring
the processes characteristics that control the assembly process (key control characteristics or KCCs),
i.e., fixtures and welding machines. Examples of KPC monitoring include inspection of an assembly
on coordinate measuring machines. In automotive body assembly, the KPCs in a car body are the
sizes and shapes of the openings. Figure 8.1 shows schematically an in-line optical coordinate
measuring machine that is checking the dimensions of a car body assembly.

8.1.1 Monitoring of KPCs

In automotive body assembly, the critical KPCs are the sizes and shapes of the body openings,
e.g., doors, trunk opening, etc. Their sizes and shapes influence the downstream panel fitting
processes, which, in turn, influence the quality and functionality of the final vehicle. For example,
width and straightness are the critical product characteristics for the trunk opening. The indices for
the width and straightness of the decklid opening are defined as (Roan and Hu, 1994):

L=y +ys L=y;+y,
L=y -y L=y, - y4

where I,and I, are width indices, I; and I, are straightness indices, and y;s are the measured deviations
from design nominal dimensions. Because multiple product characteristics are to be monitored at
the same time, the simultaneous confidence interval (Johnson & Wichern, 1992) approach can be
used to establish control limits for the KPCs.

8.1.2 Monitoring of KCCs

As mentioned before, an assembly process can be monitored using the key control characteristics,
such as the fixturing and joining processes. Monitoring the torque in a fastening operation provides
such a direct approach to assembly monitoring. However, there are situations in which process
measurements are not readily available. In such a case, when only the product characteristics are
measured, various transformation techniques can be used to relate KPCs to KCCs. For example,
principal component analysis can be used to relate dimensional measurements on automotive bodies
to various fixturing faults (Hu and Wu, 1992; Ceglarek and Shi, 1996), then process monitoring
can be accomplished using the resulting principal components.

The basic idea behind principal component analysis is to find the interrelationship between
variables by taking the combination of them to produce uncorrelated variables. The principal
components, z;, are represented as linear combinations of the n original correlated variables, y;, as
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where the a;; are the j-th elements of the i-th eigenvectors of the covariance matrix C of the original
correlated variable y;.

An example of assembly monitoring using principal components is shown in Figure 8.2. Here
measurements are made on the cross-car deviation of the roof after assembly. Figure 8.2(a) shows
these dimensions. Figure 8.2(b) shows the principal components, z;’s. Because z;’s are not correlated
with each other, standard process control charts, such as x-bar and R charts, can be used as tools
for monitoring (DeVor et al., 1992).

8.2 Monitoring and Control of Resistance Welding Process

The resistance welding process is a very popular joining technique used in the manufacture of such
items as automobiles, furniture, and appliances. For example, in a typical steel auto body, there
are from 3000 to 5000 weld spots. Because of the extensive use of resistance spot welding, even
a small improvement would bring significant economic benefits. This potential payoff has attracted
a significant amount of research in both the resistance spot-welding field in general and the specific
field of resistance spot-welding monitoring and control.

Resistance welding is the process of welding two or more metal parts together in a localized
area by applying heat and pressure. The heat is provided by the resistance furnished by the metal
parts to the flow of current through the electrode tips. The pressure is also provided by these same
electrodes through pneumatic cylinders or servo drives. The schematics of a resistance welding
machine are shown in Figure 8.3.

Many models of resistance spot welding were based on two coupled partial differential equations
(Matushita, 1993): an electrical equation

. 1 =
v ( /31 vv) 0
and a thermal equation

o _y.

Co
ot

(KVT)+p,5

where p1 is the electrical resistivity of the workpiece, V is the electrical potential, K is the thermal
conductivity, V is the gradient, C is the specific heat, G is the workpiece mass density, and J is the
current density. To handle the complexity of solving these partial differential equations, most
researchers have resorted to finite difference methods or finite elements methods. Unfortunately,
these models and methods are not computable on-line, therefore, not suitable for on-line monitoring
and control.

The difficulty of generating simple dynamic models from the first principles has led researchers to
use ad hoc techniques for monitoring and control. Because weld quality, whether defined as a weld
attribute such as butt diameters from peel test, or strength, such as tensile strength of the weld, is not
directly measurable, identifying variables with a high correlation with nugget size would be desirable.
Variables studied so far include thermal emission, ultrasound, acoustic emission, thermal expansion,
temperature, voltage, current, energy, resistance, force, and residual stress. The most commonly used
variables are current (I), dynamic resistance (DR), and electrode displacement (D).
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FIGURE 8.2 Monitoring of principal components.

8.2.1 Monitoring
The possible importance of electrode head displacement was recognized early in a 1942 U.K.
patent. Waller (1964) reasoned that weld quality was related to maximum displacement and thus
took maximum displacement as a sign of weld quality. Needham proposed a controller that shuts
off the current when the weld displacement reaches approximately 80% of a predetermined max-
imum value. In other words, it is a closed-loop weld schedule around the displacement measurement.
Jantoa (1975) suggested using a zero rate of expansion as the signal that a complete weld had been
made. Kuchar et al. (1982) use a finite element model (FEM) model to create ideal electrode
displacement curves and then design a classical controller to track them. After this, several research
groups (Cho et al., 1985, Wood et al., 1985, Chang et al., 1989) also studied tracking control of
displacement signals. Adaptive control techniques have also been studied (Chang etal., 1989,
Haefner et al., 1991).

A displacement curve as shown in Figure 8.4 has been suggested by various researchers (Gedeon
et al., 1987). Here the displacement curve is divided into different regions and process monitoring
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is accomplished by detecting changes of the curve from region to region. However, the magnitude
of the displacement curve will be modulated by machine stiffness and weld force. Therefore, there
is no ideal displacement curve unless the welding force is maintained at a constant level and the
curve is calibrated for each machine.

The rationale behind using dynamic resistance as a feedback signal has taken a very similar
approach to that of electrode displacement. The dynamic resistance curves provide excellent
information and were believed to be much easier to instrument than force or displacement
(Figure 8.5). However, for coated steels, it was difficult to relate dynamic resistance with nugget
information. One of the early dynamic resistance-based controllers was presented by Towey (1968).
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The idea was that the resistance drop was related to the size of the nugget and thus, by looking
for a predetermined resistance drop, they could get the desired size nugget. Dickinson et al. (1980)
divided the dynamic resistance curve into the following stages: surface breakdown, asperity col-
lapse, heating of the workpieces, molten nugget formation, nugget growth, and mechanical collapse.
In 1987, Gould found that neither poor fit-up nor use of sealer at the faying surface adversely
affected the resistance-based control algorithms.

Monitoring systems based on other indirect signals also have been developed. For example, one
of the earliest acoustic/ultrasonic monitoring systems was devised by Burbank etal. in 1965.
Vahavilos (1981) studied acoustic emission as a feedback signal for weld quality control. While
good performance was claimed, this controller appears to have been unsuccessful in production
environments. The biggest obstacles seem to be the availability of sensors suitable for a shop-floor
environment, and lack of a real-time signal-processing device that can handle the huge amount of
data coming from the sensors.

Currently, process monitoring for resistance spot welding has focused on a multivariate approach.
For example, Hao, Osman, Boomer, and Newton studied the characterization of resistance spot
welding of aluminum. Both single-phase alternating current (AC) and medium-frequency direct
current (MFDC) are used. From the recorded weld data file, a large number of features are extracted
to monitor the nugget growth. Li et al. (1998) used principal component analysis to extract features
and then neural networks to classify fault and predict nugget growth.

8.2.2 Control

Two major difficulties exist with spot-welding control: First, there is no direct way to sense nugget
diameter (or strength) in real time. All the variables that can be sensed in real time have been
shown to be at best weakly linked to nugget diameter and strength. Many of the available sensors
are also found to be unsuitable under a production environment. Second, a sufficiently good model
of the process, in a form useful for control design, is difficult to develop.

To circumvent the first difficulty, two control approaches are usually taken: (1) open-loop control
(weld schedule, table lookup); and (2) feedback and control of indirect welding variables such as
current, displacement, force, acoustic emission, etc. In the first approach, the system is vulnerable
to any external disturbances (e.g., power fluctuation, poor fit-up, etc.). In the second approach, the
system is vulnerable to any external disturbances whose effect on nugget size/strength is undetect-
able from the feedback signal. The second approach seems to be more promising for generating
consistent welds if we can identify the right signal/sensor to close the loop.

Current was used in the earliest attempts as a signal for resistance spot welding (RSW) control
for two main reasons: First, there is a close relationship between current and total energy input to
the welding process. Second, current is directly controllable and is often used as the control input.
The assumption behind current control is that if the resistance across the two electrodes is constant,
then controlling electrical current (I) will provide direct control of the heat generated. Later on, it
was realized that resistance between electrodes (R) is not constant (it changes with temperature,
pressure, etc.). Variation to current control was adapted. For example, current density (current
divided by electrode face area) was attempted to compensate for electrode wear. As an electrode
wears, a current stepper in the weld control system will increase the current to try to maintain
constant current density.

The paper by Kuchar (1982) discusses a closed-loop multivariable control system using an
axisymmetric finite element model. The outputs from the FEM model are predicted nugget size
and corresponding electrode displacement for quality welds. Measured electrode displacement is
then compared with the ideal displacement curve and the error is used for feedback control. The
controller adjusts the electrode force, current, and voltage to bring the actual displacement close
to the ideal displacement curve. Tsai et al. (1991) also studied the correlation between the expansion
displacements among the electrodes during welding to the weld nugget quality.
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Haefner, Carey, Bernstein, Overton, and D’ Andrea (Haefner et al., 1991) developed a system
incorporating adaptive control technology for the process. This paper relates thermal growth to
nugget formation by deriving the thermal growth from the electrode displacement measurement.
This real-time adaptive strategy adjusts for long-term electrode wear and provides a short-term
weld-to-weld control to compensate for fit-up and surface oxide variations. Schumacher et al. (1984)
developed an adaptive control system that could weld different low-carbon and high-strength steels,
or a series of different welds in the same steel.

Recently, the research focus on spot-welding control seems to have shifted toward intelligent
control, or more specifically, neural network/fuzzy logic/expert system-based control systems. One
of the unique features of these systems, compared with traditional control design methods, is that
they generally do not require an explicit system model, and the control algorithm can be based on
rules or other forms of knowledge. Examples include Jou et al. (1994) and Shriver et al. (1998).
Because these techniques are relatively new, most of the proposed methods were not implemented
as control algorithms. They either involve proof-of-concept type of study, or are designed to generate
weld parameter suggestions, instead of controlling the weld process directly.

8.3 Monitoring and Control of Arc Welding Processes

Welding processes often encounter disturbances that effectively change the process outputs, result-
ing in a weld of undesirable characteristics. Such disturbances may include thermal distortion,
workpiece fit-up, geometrical variations in workpieces, robot motion errors, and the effects of
fixturing equipment. To achieve the desired weld characteristics while the process is subjected to
disturbances, it is necessary to use feedback control. The three principal stages of process control
involve modeling, sensing, and control (Cook et al., 1989; Kannatey-Asibu, Jr., 1997).

At the core of feedback control are the process inputs and outputs. The primary inputs in the
case of gas metal arc welding, for example, are the arc current/arc voltage, traverse velocity (welding
speed), and electrode wire feed rate (Cook, 1980; Dornfeld et al., 1982). The secondary inputs
include shielding gas flow, torch positioning and orientation, torch weaving or oscillation, and mode
of metal transfer. Non-manipulatable inputs include workpiece and electrode material properties,
workpiece geometry, and joint configuration. The primary outputs are usually difficult to measure
in real time, i.e., while the process is going on, and without destroying the part, while the secondary
outputs are more easily measured on-line, but not after the process. The primary outputs include
penetration, bead width, reinforcement (collectively, the bead cross-sectional area), hardness,
strength, microstructure, residual stresses, and discontinuities (cracks, inclusions, porosity, etc.).
The secondary outputs include peak temperatures (temperature distribution), cooling rate, arc
length, acoustic emission, arc geometry, arc motion, and pool motion.

In this section, we focus on modeling and sensing of arc welding processes for control, even though
control schemes are discussed in other chapters, and with specific emphasis on welding processes in
Cook (1989), Suzuki et al. (1991), and Tomizuka et al. (1980). The discussion starts with modeling for
feedback control of arc length followed by models for control of weld bead geometry and weld material
properties. Various techniques for monitoring the welding process are then outlined.

8.3.1 Modeling for Arc Length Control

Control of arc length is useful for wire feed welding systems such as gas metal arc welding. Arc
length variations for these systems can result from variations in power line voltage, groove geometry,
etc. and can affect porosity and other forms of discontinuity. Feedback control of arc length using
wire feed as input normally involves a constant current power source. With such a power source,
the system is not self-regulatory, and therefore significant variations in arc length can occur unless
it is under closed-loop control.
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The simplest model of arc length dynamics describing the characteristics of the gas metal arc
welding system is based on the assumption that the rate of correction of the welding wire tip is
proportional to displacement from its equilibrium position or operating point. In other words, the
rate of change of arc length is proportional to the change in arc length and is expressed (Muller,
Greene, Rothschild, 1951) as

dl 1
—+—1=0 8.1
d = 8.1)

where [ = change in arc length, and T = proportionality constant.

Using the melting rate relationship (Lesnewich, 1958; Halmoy, 1979; 1981), a more complete
form of Equation (8.1) which incorporates the control input is given (Kannatey-Asibu, Jr., 1987;
Wu and Richardson, 1989) by

dl
k-0 (8.2)

where K5 = K, mn, m = arc voltage — arc length characteristics slope, n = absolute value of the

inverse of the power source characteristics slope, K,= constant, r = transmission ratio from the

wire drive motor to the wire speed, / = arc length, # = time, and ® = drive motor rotational speed.
The corresponding transfer function is

L(S)=— K. Q(S) (8.3)
T s+1

where T =1/K, is the weld process time constant, K =r/K, is the weld process gain, and L(S)
and €(S) are the Laplace transforms of the arc length and motor angular speed, respectively.

If the wire-feed drive motor is modeled as a first-order system, then the overall system transfer
function becomes

KK,
LSy== (t S+1)(t, S+1) E.(5) 8.4)

m

where E,, is the input voltage to the drive motor, t,, the motor time constant, and K, the motor gain.

m

8.3.2 Weld Bead Geometry Control

One of the important characteristics of a weldment is the geometry of the weld bead as defined by
its cross-sectional area, but in simpler terms the bead width and depth of penetration. The models
developed in this and the next section may also be applicable to conduction mode laser welding.

The dynamics of the weld pool for full penetration autogenous welding, i.e., when there is no
filler metal being added, can be obtained by considering the idealized configuration when the weld
pool is assumed to be isothermal and at the melting point of the material (Hardt et al., 1985; Bates
and Hardt, 1985). The pool walls are assumed to be vertical, conduction heat transfer is considered
to be the principal mode, and the dynamics of weld pool volume resulting from melting are
considered to overshadow thermal dynamics of the solid material. For an idealized cylindrical
geometry, the heat balance for the system is

v,
=0 +pL, —2 8.5
an Q(' p h d[ ( )
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where Q,, is the net heat input from the source to the weld pool and is given by nEI for arc welding;
Q. is the heat flow by conduction from the weld pool to the base material; p is the density of the
molten pool; L, the latent heat of fusion; V, the pool volume; M heat transfer efficiency; E arc
voltage; and [ the welding current.

Using Fourier’s law, the conduction term can be expressed as

0 = —2nkhr§ (8.6)

r

where k is the thermal conductivity, & the plate thickness, r the pool radius, and T is the temperature.
Expressing the volume V, in terms of the radius and height of the pool, Equation (8.5) then reduces to

dr

dr
=2npL hr — — 2mtkhr
Qm p h dt dr

(8.7)

This is a nonlinear equation for the dynamics of the pool radius. In this form, the equation is
not suitable for use in simple feedback control. A form more suitable for simple control can be
obtained by lumping variables together as follows:

nEI:A(r,h)ﬂ+B(k,h,d—T)r (8.8)
dt dr

The result is a nonlinear first-order model of the process. However, if the parameters A and B
are assumed to be constant, then the Laplace transform of the equation can be taken to obtain the
following transfer function of the system:

RS) K
IS) 1,5+1

(8.9)

where K = hE/B is the process gain, T,= A/B is the process time constant, and R(S) and I(S) are
the Laplace transforms of the pool radius and welding current, respectively.

8.3.3 Weld Material Properties

Another primary output of the welding process is the microstructure, which determines the weld
material properties. Again, we are faced with the problem that this output is not directly measurable
in real time, i.e., it is unobservable. Thus, feedback control that involves direct measurement of
this parameter as an output cannot be implemented. However, closed-loop control of the temperature
field, along with an open-loop microstructure and material properties output would significantly
mitigate the impact of disturbances.

In this regard, the appropriate inputs for the process are the heat input Q,,, and traverse velocity,
V. The outputs are the bead cross-sectional area NS, heat-affected zone size HAZ, and centerline
cooling rate CR.

8.3.3.1 Bead Size

The dynamic relationship between the bead size NS and either the heat input Q
V is modeled as first order (Doumanidis and Hardt, 1989):

or welding velocity

in

NS _ K, (8.10)
vis) t.85+1
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8.3.3.2 Heat-Affected Zone Size

Because the heat-affected zone is given by the difference between two isotherms, the solidification
temperature 7, (for a pure material) and the temperature at which a phase change occurs 7, with
each being described by a first-order behavior, the heat-affected zone is expected to exhibit a non-
minimum phase second-order behavior. Thus,

HAZ(SS) _ K, K, _  K(1,5+])
0,8 TS+l T,5+1 (7 S+D(T,S+1)

(8.11)

8.3.3.3 Cooling Rate

The centerline cooling rate response to a step change in either Q
overdamped second-order behavior:

or V is best described by an

in

CR(S) _ K, ®.12)
0,(5) (T, S+(T,S+1)

Having outlined some of the basic models that constitute the basis for weld process control, we
now discuss some of the more common sensor systems for monitoring process outputs.

8.3.4 Monitoring of Arc Welding and Laser Welding

The hostile nature of the process environment (high temperatures and spatter) presents difficulties
in the development of reliable sensors. The principal parameters that need to be monitored during
laser welding, for example, include the weld pool geometry (width and penetration); discontinuities
(cracking, porosity, etc.); microstructure (strength); residual stresses; peak temperatures; and cool-
ing rates. Among the most commonly used sensors are acoustic emission, audible sound (acoustic
sensing), infrared/ultraviolet detectors, and optical (vision) sensors. A brief overview of commer-
cially available systems is presented first, followed by an outline of each of the principal sensor
systems.

8.3.4.1 Commercially Available Systems

Most of the systems currently available commercially in the United States for monitoring welding
processes maintain process inputs such as current, voltage, wire feed rate (in the case of arc welding),
and gas flow rate within some desirable range. Two of the key systems include the Computer Weld
Technology (formerly CRC-Evans) Arc Data Monitor (ADM) and Jetline Engineering’s Archcon
Weld Monitor. The LWM 900 is marketed by JURCA Optoelektronik in Germany, for monitoring
CO, laser welding processes. As opposed to the ADM and Archon systems, the LWM 900 indirectly
monitors the process output by detecting the ultraviolet and infrared radiation emitted by the welding
plasma and glowing metal spatter, respectively. It analyzes the amplitude and frequency of the
detected signals. The PMS10 plasma monitoring system by Thyssen also detects plasma radiation
and analyzes it by considering the plasma interrupts that are grouped into three categories, plasma
flashes grouped into two categories, and average plasma intensity. The groupings for the first two
cases are based on the duration of the signal. These parameters are then used to detect porosity
formation and incomplete penetration.

8.3.4.2 Acoustic Emission

One sensor type that has been extensively investigated for weld process monitoring is acoustic
emission (AE). AE refers to stress waves that are generated as a result of the rapid release of elastic
strain energy within a material due to a rearrangement of its internal structure. It is also sometimes
referred to as stress wave emission. The resulting stress waves propagate through the structure and
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produce small displacements on the surface of the structure. These are detected by sensors which
convert the displacements into electrical signals. AE is an active phenomenon, because it is
generated by the process under investigation. In addition, AE signals are well suited for real-time
or continuous monitoring because they are generated while the phenomenon is undergoing change.
Two types of transducers are normally used for AE signal detection: piezoelectric transducers and
capacitive transducers.

Investigations into AE generation during electron beam welding indicate that an increase in the
intensity of energy input increases the AE signal intensity (Dickhaut and Eisenblatter, 1975).
Continuous signals have been associated with smooth weld beads, while burst signals apparently
correlate with surface markings on nonuniform weld beads. Defect-related signals, especially
cracks, have been found to be of greater amplitude than the continuous AE signals (Fang et al.,
1996; Jolly, 1969; Wehrmeister, 1977). However, the presence of other undesired signal sources
made the detection of the actual crack signals rather difficult (Prine, 1978). Most of the difficulty
was caused by the method of signal analysis used at the time, the ring-down count. In recent years,
signal processing of acoustic emission signals has been extended from traditional count and count
rate analyses to the more reliable pattern recognition analysis that also enables different signal
sources to be identified (Liu and Kannatey-Asibu, 1990).

Acoustic emission, too, has found application in the location of the focal point during laser
welding, being maximum when the focal point coincides with the work surface (Orlick et al., 1991),
and also in laser spot welding (Hamann et al., 1989; Weeter and Albright, 1987).

Precautions that need to be taken when applying conventional AE instrumentation to welding
include (a) protecting the transducer from the high temperatures of welding environments and
providing a highly reliable acoustic contact between the transducer and the structure; (b) positioning
the transducer with respect to the material being welded and the source location; and (c) protecting
the instrumentation from electromagnetic interferences resulting from arc welding equipment
(Nechaev, 1978).

8.3.4.3 Audible Sound

Most manufacturing processes naturally emit sound, and an experienced human operator can use
these operational sounds to determine whether or not the process is functioning normally. This
indicates that the sound emitted by the process contains information that can be used to monitor
the system. Audible sound sensors detect low-frequency (5 to 20 kHz) signals generated during
processing (Mombo-Caristan et al., 1991), and involve microphones directed toward the process
area. An advantage of audible sound monitoring is that it is noncontact, and also reduces the risk
of instrumentation damage. Another advantage is the relatively lower frequency range, which makes
it easier to digitize and analyze the signals.

Various methods have been investigated for analyzing sound signals generated during welding.
These include statistical approaches which show that there is a narrow band of audible sound
emission near 4.5 kHz for good welds, with no narrow band being observed for poor welds, but
where the spectrum spreads out with a significantly lower amplitude (Gu and Duley, 1994, 1996).
Neural network and linear discriminant functions also have been used to monitor on-line arc welding
quality and classify the signals as acceptable or unacceptable (Matteson et al., 1993). Time-fre-
quency analysis of audible sound signals emanating from the weld also indicates that the spectrum
of a good weld can be differentiated from the spectrum of a bad weld (Farson et al., 1991, 1996).

8.3.4.4 Acoustic Nozzle and Acoustic Mirror

Airborne signals sensed by mounting a piezoelectric transducer on the focusing optic have been
compared with AE signals from a piezoelectric transducer mounted on the workpiece. The results
indicate airborne signals are capable of monitoring weld defects (Hamann et al., 1989; Jon, 1985).
Signals from the laser welding process have also been monitored using the acoustic nozzle and the
acoustic mirror (Li and Steen, 1992; Steen and Weerasinghe, 1986). With the acoustic nozzle, the
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transducer is mounted on the focusing assembly nozzle, while with the acoustic mirror the trans-
ducer is mounted on the reflecting mirror. Experimental results indicate that signal strength is a
function of penetration depth, incident power, and plasma density. Additional results indicate that
signal amplitudes increase dramatically when the keyhole forms.

8.3.4.5 Infrared/Ultraviolet Sensors

The infrared-ultraviolet (IR/UV) detection technique analyzes radiation emitted from the process
zone in two wavelength bands: the infrared band in which most of the radiation from the hot
material is considered to be concentrated, and the ultraviolet band in which the plasma radiation
is considered to be concentrated (Chen et al., 1991; Lewis and Dixon, 1985). A typical sensor used
for infrared radiation is a germanium photodiode fitted with a silicon filter having a spectral range
from 1.0 to 1.9 mm. The ultraviolet radiation may be measured with a gallium phosphide (GaP)
photodiode with a spectral range from 0.19 to 0.52 mm. Even though the signal intensity is generally
observed to depend on the viewing distance, its characteristics are found to be independent of the
arrangement used when viewing at two fixed wavebands. Both the ultraviolet and infrared signal
intensities, however, increase with laser power, while increasing shielding gas flow rate reduces
the signal intensities, probably due to a reduction in plasma volume.

Spatial temperature gradients in the vicinity of the weld pool can be detected using infrared
thermography. An ideal weld should result in regular and repeatable patterns of the temperature
gradients. Imperfections in the welding process, however, result in a discernible change in the
thermal profiles. Chin et al. (1983, 1989), Boillot et al. (1985), Khan et al. (1984), and Nishar et al.
(1994) showed that the average weld pool diameter can be obtained from a line scan across the
center of the pool profile, and is given by the inflections around the peak temperature. When the
heat source is shifted to one side of the joint center, the thermal image becomes distorted in shape,
consisting then of halfmoon shapes. This asymmetrical temperature distribution is caused by the
excess energy which is deposited on one side of the joint relative to the other, and the contact
resistance at the joint, which reduces heat flow across the joint, resulting in higher temperatures
on the side with excess energy. The heat source can then be moved in the appropriate direction
until the two radii are equal. A variation in the seam also causes a shift in the shapes of the isotherms.

In addition to being used for joint tracking, the temperature isotherms can also be used to identify
geometrical variations encountered in the welding process such as in the joint opening and mis-
matches. For example, a variation in the joint opening causes an indentation in the isothermal lines
corresponding to a decrease from the peak temperatures of the metal surrounding the opening.
Impurities in the weld pool appear as cold spots in the thermograms.

8.3.4.6 Weld Pool Oscillation

The weld pool, being a fluid system, oscillates when subjected to appropriate excitation, and the
nature of the oscillation is determined by the pool’s geometric configuration as well as its physical
properties (Renwick and Richardson, 1983; Sorensen and Eagar, 1990; Xiao and den Ouden, 1993).
For a stationary weld pool of infinite depth, the natural frequency of the pool is related to its
geometry and properties if the fluid is assumed to be inviscid and incompressible, with flow being
irrotational:

o = 7.66g 4 4.4?7
w Wp

while that of a pool of finite depth D is

o = 7.66¢ + 4.4?7 tanh(7'66D)
§ w W-p W
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where g = acceleration due to gravity, y = surface tension, W = width of the weld pool, and p =
density of the weld pool. This may be used to characterize arc and conduction-mode laser welding
systems.

8.3.4.7 Optical Sensing

Optical sensing (vision) is often used for monitoring weld pool geometry, observing flow on the
free pool surface, and chevron formation during welding. It is also useful for monitoring the kerf
size during laser cutting and laser material interactions in general (Denney and Metzbower, 1991).

The basic components of an optical sensing system include the sensor, illumination source,
object, transmission elements, and finally the processor. The sensing elements may be, for example,
silicon photodiodes or lateral effect diodes. The lateral effect diode behaves like a resistor with a
photogenerated current induced along its length by an incident light. The detector elements are
normally very light sensitive, and thus may saturate easily. Attenuation of the signal is often
necessary, and caution needs to be exercised in this regard because improper attenuation can
introduce distortion and interference effects. The wavelength response is typical of the spectral
response of the silicon which falls in the range 0.19 to 1.10 mm.

In the case of welding, for example, the sensed objects include the joint to be welded, weld pool,
under bead, and bead surface. Some of the problems associated with optical sensing include the
extreme brightness of the plasma plume compared to that of the molten pool (high contrast), and
dependence of the intensity on processing conditions. Spatter, fumes, and flux also may obscure
the object to some extent. As a result of these problems, separate illumination is often used to
counteract the effect of plasma plume illumination, maintain a stable intensity that is appropriate
for the sensor, enhance contrast, and provide a brightness level that is suitable for the sensor. This
increases the system resolution. The separate illumination may be in the form of either structured
light or general illumination, i.e., nonstructured light. A structured light is a pattern of lines or a
grid of light projected onto the object to help provide information on the three-dimensional shape
of the object based on the apparent distortion of the pattern.

The general illumination could come from an auxiliary high-intensity light source. One appli-
cation of general illumination would involve lighting the object with a narrow bandwidth laser
beam, with the beam bandwidth selected to be in the region where, based on the spectral charac-
teristics of the detector, the detector’s sensitivity is high. All light on the detector is then filtered
except for the narrow bandwidth of the auxiliary beam, thereby subduing the effect of the bright
light from the plume. An enhancement of this technique involves the use of both diffused and
focused light (Voelkel and Mazumder, 1990).

There are two main forms of optical sensing systems: linear array systems and two-dimensional
array systems. The linear systems may consist of a column of, for instance, up to 2048 pixels or
individual sensing elements in a line, while the two-dimensional system may have 500 x 500
elements.

One principal advantage of the linear array sensor is the rapid processing of information. The
resolution is limited by the size of the field of view and the spacing of the sensing elements. Moving
the sensor along the joint provides information on the joint profile. Periodic scanning of the array
yields the light intensity detected by each sensing element. Objects of interest can be identified
using various techniques, but in the simplest case, a threshold light intensity may be defined for
the object, such as the edge of a weld pool, and used to identify the pool edges. A line scan camera
has been used to measure the width of the weld puddle (Vroman and Brandt, 1976; Nomura et al.,
1976).

The two-dimensional array detector monitors a sizeable area simultaneously, and is thus suited
for two-dimensional objects such as the weld pool. The sensor in this case is normally a solid-state
video camera with an array say, 500 x 500 charge injection device or charge coupled device light
sensitive elements. The output of each element or pixel may be an 8-bit digitized video. The output
from the camera may be immediately dumped into a memory buffer for analysis.
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The pool width may be identified by analyzing the output of a row of elements located across
the weld pool. The pool area will require the entire two-dimensional image. The output may be
processed by averaging each pixel’s signal with a given number of pixels on either side. The
waveform may then be numerically differentiated by finding the difference between each adjoining
pixel, and again averaging the resulting signal. From this processed signal, the weld pool edges
would be given, for example, by the second zero crossings (Kovacevic et al., 1995; Richardson
et al., 1982).

For viewing the pool and/or the joint, the camera may be positioned at any desirable location,
but a convenient configuration involves having the camera’s optical axis coincident with the beam
axis, providing an image of the weld pool and surrounding area (Richardson et al., 1984).

8.3.4.8 Multi-Sensor Systems

In recent years multi-sensor systems have been investigated for monitoring manufacturing pro-
cesses. Utilizing multi-sensor integration incorporates the advantages of different sensors into one
system. Furthermore, incorporating modularity permits the selection of the combination of sensors
most appropriate for a particular application. An integrated system consisting of an acoustic mirror
for back reflection, acoustic nozzle for airborne emissions, plasma charge sensor for plasma
monitoring, and a dual wavelength infrared and ultraviolet sensing of the weld region has been
investigated for laser welding. (Steen, 1992) The results indicate that the acoustic mirror, acoustic
nozzle, and plasma charge sensor can monitor keyhole formation while the infrared/ultraviolet
sensor can monitor the temperature and size of the weld pool and the stability of the keyhole. Other
sensor combinations have been investigated (Parthasarathi et al., 1992).

8.3.4.9 Seam Tracking

A weld-seam tracking system that senses the arc voltage (GTAW) or current (GMAW) while
oscillating the welding torch from one sidewall extremity of the joint to the other has been developed
using the melting rate equation and relationships that exist between the arc voltage, current, and
torch-to-work spacing, Cook (1983). Seam tracking also can be implemented using infrared and
vision systems.
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9.1 Introduction

Process control is recognized as an important means of improving the performance and consistency
of thermoplastic parts. However, no single control strategy or system design is universally accepted,
and manufacturing systems continue to produce defective components during production. This
chapter provides an overview of modeling, measurement, and control strategies in polymer pro-
cessing, and discusses some of the difficulties posed by their complex and distributed nature.

Most plastic parts are fabricated by thermoforming, extrusion, or injection molding. In thermo-
forming and its variants (vacuum forming, blow molding, male forming, drape forming, plug-assist
forming, etc.) a continuous sheet of material is heated first until it becomes pliable (elastic modulus
of approximately 0.5 Mpa), and then it is expanded at strain rates of approximately 100% per
second to assume the shape of an evacuated mold. The hot sheet is then cooled by conduction of
heat to the mold, which itself is cooled with conditioned recirculated water. The resulting part
typically exhibits thickness distributions from 10 to 90% of the initial sheet thickness, with mold
cycle times varying from 15 seconds to 5 minutes per part.

Unlike thermoforming, which is a cyclic process, extrusion is a continuous and steady-state
process. In extrusion, solid thermoplastic pellets are fed into a rotating screw to be compacted into
a tightly packed solid bed. The thermal energy for melting comes from the mechanical power of
the motor that is consumed to rotate the screw. The tapered flight on the screw geometry is designed
to match the rate of dissipative melting to present minimum flow restriction and smooth flow. The
resulting homogeneous melt is then forced at a constant rate through a complex profile die designed
such that the material exits the die at uniform temperature and velocity. The continuous extruded
part is fed through a series of cooling molds to maintain and set the part geometry, after which
sections are cut to length while the extrusion process continues. Extrusion rates of approximately
20 feet per minute are typical. While the majority of extruded parts are simple round or square
tubing, the process is capable of producing intricate profiles such as window casings and structural
members.
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Injection molding consists of several stages: plastication, injection, packing, cooling, and ejection.
It is the most complex of the above processes and capable of producing very complex components
to tight specifications. Injection molding embodies the extrusion process for generating polymer
melt, yet has faster time dynamics than thermoforming, over a greater temperature and pressure
range. In injection molding and its variants (coinjection, injection compression, gas assist molding,
etc.), thermoplastic pellets are fed into a rotating screw and melted. With a homogeneous melt
collected in front of the screw, the screw is moved axially at a controlled, time-varying velocity to
drive the melt into an evacuated cavity. Once the melt is solidified and the molded component is
sufficiently rigid to be removed, the mold is opened and the part is ejected while the next cycle’s
thermoplastic melt is plasticized by the screw. Cycle times range from less than 4 seconds for
compact discs to more than 3 minutes for automotive instrument panels. In order to present a
general overview of issues involved in control of polymer processing in this chapter, we focus on
modeling and control strategies applied to injection molding.

9.2 Process Description

Control of injection molding is significantly challenged by the nonlinear behavior of the polymeric
materials, dynamic and coupled process physics, and convoluted interactions between the mold
geometry and final product quality attributes. A system’s view of a conventional injection molding
process is presented in Figure 9.1. The machine parameters are indicated on the left side of the
figure and some common molded part measures of quality are listed on the right. In this figure,
the process is decomposed into five distinct but coupled stages. The output of each stage not only
directly determines the initial conditions of the next stage, but also influences some of the final
qualities of the molded part.

Every stage of the injection molding process is complex and warrants detailed discussion
regarding its behavior. Plastication of the polymer melt is accomplished through simultaneous
shearing by rotation of an internal screw and heating by an externally heated barrel. As shown in
Figure 9.1, the plastication inputs include barrel temperature, screw rotation rate, screw plastication
pressure, and shot size. This list is simplified in that most inputs are vectors rather than scalar
quantities. For instance, barrel temperature is specified at several locations, because multiple heater
bands along the length of the injection unit control the temperature of the plasticized melt. Each
local segment of the barrel is typically equipped with a type J or K thermocouple embedded in the
barrel steel, and the power to each heater band is individually controlled through a closed-loop
programmable logic controller utilizing proportional—-integral-derivative (PID) control.! The result-
ing melt quality and residence time can directly affect the quality of the molded part as unplasticized
pellets and/or degraded material can reduce the structural integrity and aesthetics of the molded
component.

The purpose of the injection stage is to completely fill the mold cavity with the polymer melt.
This goal is achieved by driving forward the screw used for plastication at velocities of the order
of 100 cm/sec according to a selected time-velocity profile. The velocity profile is selected such
that the melt travels at relatively uniform velocity while converging and diverging in the mold
cavity. During polymer injection, contact of the hot polymer melt with the cold mold wall results
in the immediate generation of a frozen skin. Thermal conduction to the mold is then balanced
against thermal convection of the melt. This thermal equilibrium stabilizes the growth of the frozen
layer, which reduces the flow conductance of the melt. If too low a velocity is selected, the melt
front will prematurely solidify. If too high a velocity is selected, the resin may degrade or cause
excessive mold deflection and flash. The relationship between the screw velocity profile and melt
front velocity is convoluted by the compressibility and acceleration dynamics of the melt. The
specification of the time-velocity profile is so difficult, in fact, that most molders utilize the same
profile (slow at start, fast in the middle, and slow at the end) for all molding applications. The
distributed nature of the melt flow, and velocities changing with both time and position, also preclude
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simultaneous control of the melt flow at different positions. Considering that the injection stage
provides the initial conditions for the packing stage, the absence of complete controllability of the
melt flow would result in uncontrolled melt viscosity, solidified layer distribution, and tempera-
ture/pressure contours (see Figure 9.2).

Due to volumetric shrinkage during cooling of the melt, additional material must be forced into
the mold cavity during the packing stage to obtain satisfactory parts. For pack pressure control,
the hydraulic pressure behind the screw is adjusted through a high-speed servo valve to decrease
or increase the melt pressure at the inlet to the mold. The pressure feedback for control may be
provided by a pressure transducer mounted at the mold inlet, or it may be calculated by multiplying
the hydraulic pressure by a screw intensification ratio. Pressure is maintained and additional material
is forced into the mold cavity until the part has solidified. However, part solidification is an internal
variable to the molding process that cannot be measured directly. To determine the correct packing
time, multiple molding trials with various packing times must be performed and the molded parts
weighed. It should be noted that part weight is also dependent on melt temperature and pressure,
so a change in machine inputs may result in inaccurate packing times.

After packing, the polymer melt is solidified but is too soft for part ejection. As such, coolant
is recirculated at a controlled temperature through the mold to remove heat. The cooling stage
predominates the molding cycle, requiring approximately half of the cycle to complete. Production
economics dictate shorter cycle times, but shorter cooling times may lead to excessive part shrinkage
and warpage.

9.3 Process Variability

Process variability in injection molding further complicates process control. The sources of vari-
ability are attributed to the thermoplastic resin, the injection molding machine, and environmental
factors. Product inconsistencies among a batch of molded parts are most frequently assigned to
lot-to-lot variations in material properties. Small changes in viscosity, density, or composition may
occur when regrind is mixed with virgin material, a material is used after it has been stored over
an extended period of time, or a switch is made between different batches of the same material
grade.? Small changes in material properties can lead to inconsistencies in part weight, part
dimensions, aesthetics, strength, etc.

The second source of variability is process machinery. Molding machines of different injection
cylinder and clamp design will have very different machine dynamics, and provide different levels
of molded part quality for the same process set points. Even identical machines from the same
manufacturer can induce significant quality variation as a result of differences in their controllers
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TABLE 9.1 Magnitude of Process Variation by Machine Input

Control Quality Low (Class 9) High (Class 1)
Melt temperature (C) 5 1

Mold temperature (C) 8 2
Injection time (sec) 0.17 0.04

Pack pressure (Mpa) 0.5 0.1

Pack time (sec) 0.02 0.09
Cooling time (sec) 0.86 0.20

and varying amounts of wear in the melt and hydraulic delivery systems. Finally, parts molded
from the same press may vary due to internal controller variations relating to the shot size, injection
velocity, switchover point, pack pressure, etc. Hunkar? has characterized and described a machine
evaluation methodology that quantifies the process consistency of any molding machine. The
plastics industry is adopting this methodology, which categorizes machines into capability classes
from 1 to 9 with predefined variances as shown in Table 9.1.

The third source of variability is human and environmental interaction with the process. For
instance, process engineers have different definitions of “optimal™* and can induce product incon-
sistency through the modification of standard process set points such as injection velocity, pack
pressure, back pressure, cooling time, and ejection set-up. Press operators directly determine cycle
time and part handling, and may influence some process settings. The physical environment also
will introduce variation. For instance, outdoor temperature may affect the effectiveness of evapo-
rative coolers that determine the temperature of the plant water. Indoor temperature can likewise
have a significant effect on the mold wall temperature as well as the post-molding behavior of the
molded parts. Humidity can effect the dryness of the polymeric material entering the barrel, thus
introducing further quality inconsistencies.

9.4 Modeling

As previously discussed, the primary barrier to control of injection molding stems from the
distributed nature of the polymeric material. This demands models that can represent the state of
the material both spatially and temporally. For example, state variables such as the melt velocity,
melt pressure, and melt temperature are not only functions of time but are inhomogeneous both
through the thickness and across the mold.

Fundamental research of the injection molding process began with Spencer’s empirical investi-
gation of melt flow advancement.> Harry and Parrott later utilized a finite difference form of the
heat equation to predict the melt flow advancement along a long, narrow strip for a specific material
and injection pressure.® Williams and Lord” advanced the simulation of the injection molding
process by discretizing both the length and thickness dimension to track the melt front propagation
while simultaneously performing heat transfer calculations. This was the first analysis to consider
the dynamic buildup of a solidified skin layer as well as the polymer’s complex non-Newtonian
(shear dependent) rheological behavior. Based on these analyses, sophisticated simulations were
soon introduced for use in part design and process troubleshooting.® More advanced numerical
schemes based on the hybrid finite element/finite difference method were then introduced to simulate
melt propagation in arbitrarily complex three-dimensional geometries,”!® such as those presented in
Figure 9.2. Continuing research seeks to predict the residual stresses,''"!? fiber orientation,'#!> and other
properties of the final molded product.!’'¢!7 These simulation softwares are now standard tools in the
design of thermoplastic parts, as well as verification of various control strategies.

The modeling advances in injection molding, however, have not yet significantly impacted control
of these processes. The primary reason is the unsuitability of the developed mechanistic models for
control analysis and design. Although there have been applications of these mechanistic models in
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controls,'®2 by and large, they have not been used directly in control. As an alternative, models in the
form of a time series or auto-regressive moving average (ARMA) have been developed empirically
for control design.?"-? In such cases, the state of the material at a point only within the mold is modeled
and controlled. Another approach used for representing the melt behavior is neural network model-
ing,>*> where the distributed nature of the melt can be represented by multi-input/multi-output patterns.

9.5 Process Control

A fundamental difficulty in control of injection molding is that none of the final molded part
properties can be ascertained within the molding cycle. Instrumentation does not yet exist, and may
never exist, to yield information about aesthetics or structural integrity prior to opening the mold
and ejection of the part. Therefore, part quality is satisfied through a combination of on-line state-
variable control (through continuous control of the melt state) and off-line cycle-to-cycle adjustment
of the machine set points. These two modes of control give injection molding the characteristic of
both a continuous and discrete process.

An overview of injection molding control is shown in Figure 9.3. At the innermost level, only
the machine actuators are regulated. This level of control will ensure proper execution of the
programmed machine inputs (see Figure 9.1). At the second level, state variables such as melt
temperature and melt pressure are controlled to track prespecified profiles. This will provide more
precise control of the state of the melt. At the outermost level, the machine inputs are adjusted to
improve the quality of the part through better set points given feedback of part quality.

The logic behind the control strategy in Figure 9.3 can be explained by an example. Consider
the specification of the packing pressure profile as a machine input for control of the part width in
Figure 9.2. In this case, the machine actuator will be the hydraulic servo valve to the injection
cylinder, and machine control will ensure a specified packing pressure at the melt inlet. However,
the packing pressure will be nonuniformly distributed in the mold, as shown in Figure 9.2. This
motivates state-variable control to regulate the cavity pressure more precisely based on feedback
of measured pressure inside the mold. In this case, the input to the hydraulic servo valve will be
augmented to provide the additional level of precision. While this additional level of control ensures
realization of the specified cavity pressure, it still may not lead to a satisfactory molded part because
of a poorly specified cavity pressure. Set point control is incorporated to adjust the specified cavity
pressure. Each of these control levels is discussed next.

9.5.1 Machine Control

Prior to the 1970s, the majority of molding machines utilized open-loop control for most sub-
systems. For example, heater wattage was set to achieve a prespecified barrel temperature, or the
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servo valve spool position was set to provide a specified screw velocity and pressure profile. Since
the advent of programmable logic control, the majority of machine input variables have become
individually controlled via single-input/single-output PID algorithms. Among the machine inputs
listed in Figure 9.1, the melt temperature, the packing pressure profile, and the injection velocity
profile are considered the most important to control.

The first modern computer-controlled injection molding machine was described by Carl Ma in
1974 while employed at Cincinnati Milacron.?* Ma’s work led to the development of modern control
systems for injection molding machines and enabled current closed-loop control systems for ram
velocity and injection pressure.?* In theory, machine control algorithms are simple enough to enable
the molder to properly tune them. In practice, molders find controller tuning difficult, so controller
parameters are rarely changed from their factory defaults. Poor or infrequent controller tuning
results in reductions in process capability because one set of controller parameters will not be
appropriate for all molding applications. For example, an increase in polymer viscosity would
increase the resistance to flow and would increase the load on the screw, as would a decrease in
melt temperature. Each of these cases would require a different set of controller parameters. In an
effort to improve control performance, more sophisticated control methods than PID have been
investigated. For example, Pandelidis and Agrawal demonstrated the application of linear quadratic
control to tracking ram velocity.?> Tsai and Lu developed a multivariable self-tuning predictive
controller for improving set-point tracking performance, disturbance rejection, and robustness of
a temperature control system for an extruder barrel.??

9.5.2 State-Variable Control

While machine control is important, it is the polymer state (pressure, temperature, and morphology)
which directly determines the molded part quality.?® As such, recent technological developments
have rightly focused on closing the loop between the machine parameters and the polymer state.
If achieved, these advanced control strategies will provide increased molded part quality and
consistency.

The dichotomy between the machine inputs and state variables is illustrated in Figure 9.1, where
every input variable that utilizes closed-loop control has been identified with a numeric subscript
that quantifies the approximate time response of the controlled parameter in seconds. Also indicated
in this figure, is the role of state variables as intermediate variables between the machine inputs
and the final part quality attributes. A fundamental difficulty in injection molding control is the
lack of models to define the relationships from inputs to state variables and from state variables to
outputs. For example, melt temperature is known to be affected by barrel temperature, screw
rotational speed, and melt. However, only 20 to 50% of the energy required for melting originates
from the barrel heaters, and the exact relation to melt temperature is a function of polymer properties
and screw/barrel design. Similarly, melt temperature is widely accepted as affecting cycle time and
part dimensions, but the precise one-to-many relationships are generally not available prior to
molding. Although the void for mechanistic relationships is often filled with empirical or heuristic
models in state-variable control, empirical modeling has not been adopted by industry due to the
cost of experimentation.

The two dominant variables defining the state of the melt are temperature and pressure. Typical
strategies used for melt temperature control are discussed in References 27 and 28. The main effort
in these studies has been to identify the control method that can best achieve a prespecified melt
temperature. In addition to the lack of a systematic method for specifying the melt temperature,
melt temperature control suffers from the absence of reliable sensors for melt temperature
measurement. Intrusive thermocouple probes placed in the viscous melt stream fail quickly,?
and infrared pyrometers do not calibrate automatically with changes in resin color, filler content,
or emissivity.’® A review of temperature sensors available for injection molding is provided in
Reference 31.
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Another fundamental state variable that can be regulated during the cycle is cavity pressure.
Closed-loop control of cavity pressure could automatically compensate for variations in melt
viscosity and injection pressure to achieve a consistent process and uniform set of product
attributes.>! Mann introduced one of the first pressure control schemes by using modulated pressure
relief valves,’? and Abu Fara developed a process control model by relating the cavity pressure
response to open-loop perturbations. Srinivasan later used these models to propose a learning
controller for closed-loop cavity pressure control.>* Adaptive control methods have also been
proposed to track cavity pressure profile, usually at one location in the mold.3>-3’

Like melt temperature control, cavity pressure control suffers from the lack of a systematic
method for determining the pressure profile. In addition, it is handicapped by the absence of
appropriate actuators for distributed pressure control, as conventional molding machines are
equipped with only one actuator (the screw) which does not allow simultaneous cavity pressure
control at multiple points in the mold. A step toward solving this problem has been the development
of dynamic melt flow regulators that allow control of the flow and pressure of the polymer melt at
multiple points in the mold.3® Similar concepts regarding dynamic thermal actuation are discussed
in Reference 39.

Further advancements in state-variable control are becoming possible through development of
remote smart sensors. Packing time, for example, is currently controlled open-loop, using a fixed
time delay specified by the machine operator. Thomas et al.** have developed new sensors that infer
the solidification of polymer in the mold, and have devised a closed-loop strategy where pack time
is automatically controlled based on feedback from a solidification sensor. Using this strategy, the
pack time can be set once in reference to the sensor signal, making it possible to provide a minimum
pack time for each part under changing processing conditions.

9.5.3 Set-Point Control

The adjustment of machine inputs is a discrete control process, where the molded part quality
attributes from the cycle just completed are utilized to determine the magnitude of the machine
inputs for the next molding cycle. Ideally, these set points should be specified to produce parts
with acceptable part quality attributes, which for an injection molded part would typically be size,
surface topography, and/or mechanical properties (e.g., tensile strength, flexural strength). However,
the molding process is typically over-constrained, so a trade-off needs to be made between multiple
quality objectives and cost in the specification of the set points.

The traditional approach to machine input selection (tuning) in the plastics industry has been
trial and error. For this, shots are taken during start-up and part quality attributes are measured
after each shot to evaluate the acceptability of produced parts. The process engineer then uses
his/her knowledge of the process to select the machine inputs in such a way as to improve the
quality of the part from shot to shot. This tuning exercise is repeated until the specifications for
part quality are satisfied. The main drawback of the traditional tuning approach is its inefficiency
due to its ad hoc nature. An alternative to the traditional trial and error approach is the use of expert
systems where corrective guidelines are presented in the form of if-then rules.*'** The main
shortcoming of expert systems is that a generalized set of rules may not be applicable across a
broad range of part geometries, material properties, and machine dynamics.

The predominant practice for set-point specification in large job operations is to develop an
empirical model based on data obtained from a set of designed experiments.* Based on the empirical
model, an optimization may be performed to find the set of machine inputs that best maximizes
the molded part quality. Design of experiments (DOE)-based methods offer a systematic approach
to tuning that can also be used for mold qualification,*-*® but they often require significant invest-
ment in training and technology.

Alternative approaches have been utilized to relate machine inputs to the observed part quality
attributes. Woll and Cooper trained a backpropagation network (BPN) as an inverse model relating
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FIGURE 9.4 Diagram of the virtual search method of tuning.

discretized patterns of cavity pressure as inputs to the corresponding values of holding pressure
and barrel temperature that had produced them via simulation as outputs. The values of holding
pressure and barrel temperature were then adjusted from cycle to cycle by comparing the actual
cavity pressure pattern with a desired pattern, using the learned patterns as baselines.*” A similar
approach was utilized by Demirci et al. to determine the inlet flow rate to the mold given the current
position of the flow front during the filling stage.’® This control scheme was based on a neural
network that was trained with data obtained from a mechanistic model. The network was trained
to estimate the position of the next flow front as output given the present position of the flow front
and the inlet flow rate as inputs. Using this network as a forward model, a search was conducted
to determine the inlet flow rate to the mold, based on the present position of the flow front and its
desired next position. With this strategy, one could specify a desired flow progression scheme and
the controller would iteratively take corrective actions to realize this scheme. The drawback of the
above approaches is the considerable time they require to develop the underlying models off-line.

A similar approach to the above methods for set-point control is the virtual search method (VSM)
that also uses a forward model and search to determine the machine inputs;’! however, VSM has
the advantage of not requiring an off-line model by developing the input-output (I-O) model
concurrent with the process. The block diagram of VSM is shown in Figure 9.4. It consists of an
I-O model that estimates the corresponding changes to the part attributes, a search algorithm that
determines prospective changes to the machine inputs for the next part, and a learning algorithm
to update the I-O model after each cycle based on part quality measurements. VSM exhausts the
search based on the current I-O model and refers to the process in order to (1) test the feasibility
of the best set of inputs obtained from the I-O model, and (2) to update the I-O model using the
measurements of part quality attributes obtained from the process. According to this scheme, the
I-O model is updated only when it no longer provides guidance toward the feasible region, thus,
enabling efficient utilization of the I-O model to its fullest capacity before updating it. VSM’s
interleaved approach to tuning and model development has been shown to require fewer process
iterations than DOE methods, which require a comprehensive model of the process over a broad
range of machine inputs.

9.6 Conclusions

The polymer processing industry utilizes sophisticated control algorithms for machine control.
However, two significant barriers prevent 100% quality assurance and true cost minimization. First,
the relationships between the machine input variables and final quality attributes are not precisely
known. Second, these processes are largely over-constrained, such that improvement in one part
quality attribute is not feasible without reducing other quality attributes or increasing cost. In theory,
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more accurate process simulations could eliminate the need for costly molding trials and mold
tooling iterations uncertainty of material properties and the variability of the process.

Several development issues need to be addressed toward meaningful control of polymer process-
ing. First, more comprehensive models that can provide an accurate estimate of part quality attributes
for various sets of machine inputs, material properties, and mold configurations have to be devel-
oped. Second, robust and miniaturized sensors should be developed to provide feedback about the
state of the melt inside the mold. Third, advanced actuators need to be developed that can provide
the multi-degrees of freedom required for control of the melt in a distributed manner. The ultimate
aim is a machine that will produce no scrap material at increased production rates, and will require
less labor skill, less energy, and minimal maintenance.
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International competition and ever improving technology have forced manufacturers to increase
quality as well as productivity. Often the improvement of quality is realized via the enhancement
of production system precision. This chapter discusses some of the basic concepts in precision
system design including definitions, basic principles of metrology and performance, and design
concepts for precision engineering.

This chapter is concerned with the design and implementation of high precision systems. Due
to space limitations, only a cursory discussion of the most basic and critical issues pertaining to
the field of precision engineering is addressed. In particular, this chapter is targeted at the area of
precision machine tool design. These concepts have been used to design some of the most precise
machines ever produced, such the Large Optics Diamond Turning Machine (LODTM) at the
Lawrence Livermore National Laboratory which has a resolution of 0.1 pin. (107 inches). However,
these ideas are quite applicable to machine tools with a wide range of precision and accuracy. The
first topic discussed is the Deterministic Theory, which has provided guidelines over the past 30
years that have yielded the highest precision machine tools ever realized and designed. Basic
definitions followed by a discussion of typical errors are presented as well as developing an error
budget. Finally, fundamental principles to reduce motion and measurement errors are discussed.

10.1 Deterministic Theory Applied to Machine Tools

The following statement is the basis of the Deterministic Theory: “Automatic machine tools obey
cause and effect relationships that are within our ability to understand and control and that there
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is nothing random or probabilistic about their behavior” (Dr. John Loxham). Typically, the term
random implies that the causes of the errors are not understood and cannot be eradicated. Typically,
these errors are quantified statistically with a normal distribution or at best, with a known statistical
distribution. The reality is that these errors are apparently nonrepeatable errors that the design
engineers have decided to quantify statistically rather than completely understand. Using statistical
approaches to evaluate results is reasonable when sufficient resources using basic physical principles
and good metrology are not available to define and quantify the variables causing errors.! It must
be understood that in all cases, machine tool errors that appear random are not random; rather, they
have not been completely addressed in a rigorous fashion. It is important that a machine’s precision
and accuracy are defined early in the design process. These definitions are critical in determining
the necessary depth of understanding that must be developed with respect to machine tools errors.
For example, if it is determined that a machine needs to be accurate to 1 um, then understanding
its errors to a level of 1 nm may not be necessary. However, apparently, random errors of 1 um are
clearly unacceptable for the same machine.

Under the deterministic approach, errors are divided into two categories: repeatable or systematic
errors and apparent nonrepeatable errors. Systematic errors are those errors that recur as a machine
executes specific motion trajectories. Typical causes of systematic errors are linear slideways not
being perfectly straight or improper calibration of measurement systems. These errors repeat
consistently every time. Typical sources of apparent nonrepeatable errors are thermal variations, vari-
ations in procedure, and backlash. It is the apparent nonrepeatable errors that camouflage the true
accuracy of machine tools and cause them to appear to be random. If these errors can be eliminated
or controlled, a machine tool should be capable of having repeatability that is limited only by the
resolution of its sensors. Figure 10.1 presents some of the factors affecting workpiece accuracy.?

10.2 Basic Definitions

This section presents a number of definitions related to precision systems. Strict adherence to these
definitions is necessary to avoid confusion during the ensuing discussions. The following definitions
are taken from ANSI B5.54.-1991.3

Accuracy: A quantitative measure of the degree of conformance to recognized national or
international standards of measurement.

Repeatability: A measure of the ability of a machine to sequentially position a tool with respect
to a workpiece under similar conditions.

Resolution: The least increment of a measuring device; the least significant bit on a digital
machine.

The target shown in Figure 10.2 is an excellent approach to visualizing the concepts of accuracy
and repeatability. The points on the target are the results of shots at the target’s center or the bulls-
eye. Accuracy is the ability to place all of the points near the center of the target. Thus, the better
the accuracy, the closer the points will be to the center of the target. Repeatability is the ability to
consistently cluster or group the points at the same location on the target. (Precision is often used as
a synonym for repeatability; however, it is a nonpreferred, obsolete term.) Figure 10.3 shows a variety
of targets with combinations of good and poor accuracy and repeatability. Resolution may be thought
of as the size of the points on the target. The smaller the points, the higher the resolution.>*

Error: The difference between the actual response of a machine to a command issued according
to the accepted protocol of the machine’s operation and the response to that command
anticipated by the protocol.

Error motion: The change in position relative to the reference coordinate axes, or the surface
of a perfect workpiece with its center line coincident with the axis of rotation. Error motions
are specified as to location and direction and do not include motions due to thermal drift.
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FIGURE 10.1 Some of the factors affecting workpiece accuracy.
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FIGURE 10.2 Visualization of accuracy, repeatability, and resolution. (From Dorf, R. and Kusiak, A., Handbook
of Design, Manufacturing, and Automation, John Wiley, New York, 1994. With permission.)
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FIGURE 10.3 A comparison of good and poor accuracy and repeatability.
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FIGURE 104 Slideway straightness relationships. (From Dorf, R. and Kusiak, A., Handbook of Design, Manu-
facturing, and Automation, John Wiley, New York, 1994. With permission.)

Error motion measurement: A measurement record of error motion which should include all
pertinent information regarding the machine, instrumentation, and test conditions.

Radial error motion: The error motion of the rotary axis normal to the Z reference axis and at
a specified angular location (see Figure 10.4).

Runout: The total displacement measured by an instrument sensing a moving surface or moved
with respect to a fixed surface.

Slide straightness error: The deviation from straight line movement that an indicator positioned
perpendicular to a slide direction exhibits when it is either stationary and reading against a
perfect straightedge supported on the moving slide, or moved by the slide along a perfect
straightedge that is stationary.

10.3 Motion

This chapter treats machine tools and their moving elements (slides and spindles) as being com-
pletely rigid, even though they do have some flexibility. Rigid body motion is defined as the gross
dynamic motions of extended bodies that undergo relatively little internal deformation. A rigid
body can be considered to be a distribution of mass rigidly fixed to a rigid frame.® This assumption
is valid for average-sized machine tools. As a machine tool becomes larger, its structure will
experience larger deflections, and it may become necessary to treat it as a flexible structure. Also,
as target tolerances become smaller, compliance must be considered. For example, modern ultra-
rigid production class machine tools may possess stiffnesses of over 5 million pounds per inch.
While this may appear to be large, the simple example of a grinding machine that typically applies
50 Ibs. of force can demonstrate that compliance can cause unacceptable inaccuracies. For this
example, the 50 Ibs. of force will yield a 10 pin. deflection during the grinding process, which is
a large portion of the acceptable tolerance of such machine tools. These deflections are ignored in
this section. Presented in this section is a fundamental approach to linking the various rigid body
error motions of machine tools.
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FIGURE 10.5 Slide and carriage rigid body relationships. (From Dorf, R. and Kusiak, A., Handbook of Design,
Manufacturing, and Automation, John Wiley, New York, 1994. With permission.)

10.3.1 Rigid Body Motion and Kinematic Errors

There are six degrees of freedom defined for a rigid body system, three translational degrees of
freedom along the X, Y, and Z axes, as well as three rotational degrees of freedom about the X, Y,
and Z axes. Figure 10.5 depicts a linear slide that is kinematically designed to have a single
translational degree of freedom along the X axis. The other five degrees of freedom are undesired,
treated as errors, and often referred to as kinematic errors.”

There are two straightness errors and three angular errors that must be considered for the slide
and carriage system shown in Figure 10.5. In addition, the ability of the slide to position along its
desired axis of motion is measured as scale errors. These definitions are given below:

Angular errors: Small unwanted rotations (about the X, Y, and Z axes) of a linearly moving
carriage about three mutually perpendicular axes.

Scale errors: The differences between the position of the read-out device (scale) and those of
a known reference linear scale (along the X axis).

Straightness errors: The nonlinear movements that an indicator sees when it is either (1)
stationary and reading against a perfect straightedge supported on a moving slide or (2)
moved by the slide along a perfect straightedge which is stationary (see Figure 10.5).
Basically, this translates to small unwanted motion (along the Y and Z axes) perpendicular
to the designed direction of motion.

While slides are designed to have a single translational degree of freedom, spindles and rotary
tables are designed to have a single rotational degree of freedom. Figure 10.6 depicts a single
degree-of-freedom rotary system (a spindle) where the single degree of freedom is rotation about
the Z axis. As with the translational slide, the remaining five degrees of freedom for the rotary
system are considered to be errors.® As shown in Figure 10.6, two radial motion (translational)
errors exist, one axial motion error, and two tilt motion (angular) errors. A sixth error term for a
spindle exists only if it has the ability to index or position angularly. The definitions below help
to describe spindle error motion:

Axial error motion: The translational error motion collinear with the Z reference axis of an
axis of rotation (about the Z axis).

Face motion: The rotational error motion parallel to the Z reference axis at a specified radial
location (along the Z axis).
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FIGURE 10.6 Spindle rigid body relationships. (From Dorf, R. and Kusiak, A., Handbook of Design, Manufac-
turing, and Automation, John Wiley, New York, 1994. With permission.)
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FIGURE 10.7 Spindle error motion. (From Dorf, R. and Kusiak, A., Handbook of Design, Manufacturing, and
Automation, John Wiley, New York, 1994. With permission.)

Radial error motion: The translational error motion in a direction normal to the Z reference
axis and at a specified axial location (along the X and Y axes).

Tilt error motion: The error motion in an angular direction relative to the Z reference axis
(about the X and Y axes).

Figure 10.7 is a plan view of a spindle with an ideal part demonstrating the spindle errors that
are discussed. Both the magnitude and the location of angular motion must be specified when
addressing radial and face motion.’

As previously stated, runout is defined as the total displacement measured by an instrument
sensing against a moving surface or moved with respect to a fixed space. Thus, runout of the perfect
part rotated by a spindle is the combination of the spindle error motion terms depicted in Figure 10.7
and the centering error relative to the spindle axis of rotation.’

Typically, machine tools consist of a combination of spindles and linear slides. Mathematical
relationships between the various axes of multi-axis machine tools must be developed. Even for a
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FIGURE 10.8 Error terms for a machine tool with three orthogonal axes. (From Dorf, R. and Kusiak, A., Handbook
of Design, Manufacturing, and Automation, John Wiley, New York, 1994. With permission.)
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FIGURE 10.9 Typical machine tool with three desired degrees of freedom, the lathe. (From Dorf, R. and Kusiak,
A., Handbook of Design, Manufacturing, and Automation, John Wiley, New York, 1994. With permission.)

simple three-axis machine, the mathematical definition of its kinematic errors can become rather
complex. Figure 10.8 presents the error terms for positioning a machine tool (without a spindle)
having three orthogonal linear axes. There are six error terms per axis totaling 18 error terms for
all three axes. In addition, three error terms are required to completely describe the axes relationships
(e.g., squareness) for a total of 21 error terms for this machine tool. Figure 10.9 shows a simple
lathe where two of the axes are translational and the third is the spindle rotational axis.

The following definitions are useful when addressing relationships between axes:

Squareness: A planar surface is “square” to an axis of rotation if coincident polar profile centers
are obtained for an axial and face motion polar plot at different radii. For linear axes, the
angular deviation from 90° measured between the best-fit lines drawn through two sets of
straightness data derived from two orthogonal axes in a specified work zone (expressed as
small angles).

Parallelism: The lack of parallelism of two or more axes (expressed as a small angle).

For machines with fixed angles other than 90°, an additional definition is used:
Angularity: The angular error between two or more axes designed to be at fixed angles other

than 90°.
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FIGURE 10.10 Determination of axis average line. (From Dorf, R. and Kusiak, A., Handbook of Design, Man-
ufacturing, and Automation, John Wiley, New York, 1994. With permission.)
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FIGURE 10.11 Determination of axis direction. (From Dorf, R. and Kusiak, A., Handbook of Design, Manufac-
turing, and Automation, John Wiley, New York, 1994. With permission.)

The rotor of a spindle rotates about the average axis line as shown in Figure 10.7. Average axis
line (shown in Figure 10.10) as defined in ANSI B5.54-19923 is

Average axis line: For rotary axes it is the direction of the best-fit straight line (axis of rotation)
obtained by fitting a line through centers of the least-squared circles fit to the radial motion
data at various distances from the spindle face.

The actual measurement of radial motion data is discussed later in this chapter.

Just as spindles must have a defined theoretical axis about which they rotate, linear slides must
have a specific theoretical direction along which they traverse. In reality, of course, they do not
track this axis perfectly. This theoretical axial line is the slide’s equivalent of the average axis line
for a spindle and is termed the axis direction:

Axis direction: The direction of any line parallel to the motion direction of a linearly moving
component. The direction of a linear axis is defined by a least-squares fit of a straight line
to the appropriate straightness data.

The best fit is necessary because the linear motion of a slide is never perfect. Figure 10.11
presents typical data used in determining axis direction in one plane. The position indicated on the
horizontal scale is the location of the slide in the direction of the nominal degree of freedom. The
displacement on the vertical scale is the deviation perpendicular to the nominal direction. The axis
direction is the best-fit line to the straightness data points plotted in the figure. It should be noted
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FIGURE 10.12 Sketch of a lathe configuration. (From Dorf, R. and Kusiak, A., Handbook of Design, Manufac-
turing, and Automation, John Wiley, New York, 1994. With permission.)

that these data are plotted for two dimensions; however, three-dimensional data may be used as
well (if necessary). Measurement of straightness data is discussed later in this chapter.

10.3.2 Sensitive Directions

Of the six error terms associated with a given axis, some will affect the machine tool’s accuracy
more than others. These error terms are associated with the sensitive directions of the machine
tool. The other error terms are associated the machine’s nonsensitive directions. Although six error
terms are associated with an individual axis, certain error components typically have a greater effect
on the machine tool’s accuracy than others. Sensitivities must be well understood for proper machine
tool design and accuracy characterization.

The single-point lathe provides an excellent example of sensitive and nonsensitive directions.
Figure 10.12 and 10.13 depict a lathe and its sensitive directions. The objective of the lathe is to
turn the part to a specified radius, R, using a single point tool. The tool is constrained to move in
the X—Z plane of the spindle. It is clear that if the tool erroneously moves horizontally in the X-Z
plane, the error will manifest itself in the part shape and be equal to the distance of the erroneous
move. If the tool moves vertically, the change in the size and shape of the part is relatively small.
Therefore, it can be said that the accuracy is sensitive to the X and Z axes nonstraightness in the
horizontal plane but nonsensitive to the X and Z nonstraightness in the vertical plane (the Y direction
in Figure 10.12). The error, S, can be approximated for motion in the vertical (nonsensitive) direction
by using the equation:

S:ls—; E<<R
8 R

Sensitive directions do not necessarily have to be fixed. While the lathe in Figure 10.13 has a
fixed sensitive direction, other machine tools may have rotating sensitive directions. Figure 10.14
depicts a lathe which has a fixed sensitive direction (fixed cutting tool position relative to the
spindle) and a milling machine with a rotating cutting tool that has a rotating sensitive direction.
Because the sensitive direction of the mill rotates with the boring bar, it is constantly changing
directions.**
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FIGURE 10.13 Sensitive direction for a lathe. (From Dorf, R. and Kusiak, A., Handbook of Design, Manufac-
turing, and Automation, John Wiley, New York, 1994. With permission.)
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FIGURE 10.14 Fixed and rotating sensitive directions. (From Dorf, R. and Kusiak, A., Handbook of Design,
Manufacturing, and Automation, John Wiley, New York, 1994. With permission.)

10.3.3 Amplification of Angular Errors, The Abbe Principle

One of the most common errors affecting a machine’s ability to accurately position a linear slide
is Abbe error. Abbe error is a result of the slide’s measuring scales (used for position feedback)
not being in line with the functional point where positioning accuracy is desired. The resulting
linear error at the functional point is caused by the angular motion of the slide that occurs due to
nonstraightness of the guide ways. The product of the offset distance (from the measuring system
to the functional point) and the angular motion that the slide makes when positioning from one
point to another yields the magnitude of the Abbe error. Dr. Ernst Abbe (a co-founder of Zeiss
Inc.) was the first person to mention this error.'® He wrote, “If errors in parallax are to be avoided,
the measuring system must be placed coaxially with the axis along which the displacement is to
be measured on the workpiece.” This statement has since been named “The Abbe Principle.” It has
also been called the first principle of machine tool design and dimensional metrology. The Abbe
Principle has been generalized to cover those situations where it is not possible to design systems
coaxially. The generalized Abbe Principle reads: “The displacement measuring system should be
in line with the functional point whose displacement is to be measured. If this is not possible, either
the slideways that transfer the displacement must be free of angular motion or angular motion data
must be used to calculate the consequences of the offset.”!!

While the Abbe Principle is straightforward conceptually, it can be difficult to understand at first.
However, a variety of examples exist that clearly show the effects of Abbe error. An excellent
illustration of the Abbe Principle is to compare the vernier caliper with the micrometer. Both of
these instruments measure the distance between two points, and are thus considered two point
measurement instruments. Figure 10.15 shows these two instruments measuring a linear distance,
D. The graduations for the caliper are not located along the same line as the functional axis of
measurement. Abbe error is generated if the caliper bar is bent causing the slide of the caliper to
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FIGURE 10.15 Micrometer and caliper comparison for Abbe offsets and errors. (From Dorf, R. and Kusiak, A.,
Handbook of Design, Manufacturing, and Automation, John Wiley, New York, 1994. With permission.)

move through an angle 6 when measuring D as shown in Figure 10.15. The distance, A, between
the measurement graduations and the point of measurement is called the Abbe offset. In general,
the Abbe error, E, is given by

E = Asin(8)

Since the angle, 0, will be very small for most situations, the Abbe error can be accurately
approximated as the product of the Abbe offset and the angle expressed in radians. Since most
angular errors are measured in arc seconds, it is perhaps easier to remember that 1 arc sec is equal
to approximately 4.8 pin/inch so the calculation becomes:

Abbe error (jin)=[Abbe offset (in)|e[angular error (sec)]0[4.8(uin/in)]

The screw and graduated drum used in a micrometer are coaxially located to the distance being
measured. Therefore, angular errors will have no effect on the measured distance, as the Abbe
offset is zero. Thus, the micrometer obeys the Abbe Principle and is typically considered more
accurate than the caliper.

Another excellent example of Abbe error is the height gauge shown in Figure 10.16. Here the
slide of the gauge has a uniform angular motion of 10 arc sec error (that is exaggerated in the
figure). This is the equivalent of a 100 uin. nonstraightness over the length of the slide. The probe
arm of length 10 in. amplifies and transforms this angular error into a linear error in the height
measurement by the following relationship

E = Asin(0) =[10(in)] e sin[10(sec)] = [10(in)] e sin[10(sec)| = 0.000485 in

Using the approximate relationship that 1 arc sec is equal to approximately 4.8 pin/inch, the
error may also be computed as

E =[10(in)] [10(sec)] o[4.8(uin/in)| = 480 pin = 0.000480in
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FIGURE 10.16 Abbe error for a height gauge. (From Dorf, R. and Kusiak, A., Handbook of Design, Manufac-
turing, and Automation, John Wiley, New York, 1994. With permission.)

Thus, an error of approximately 485 pin is realized due to the angular motion error of the probe
arm as it traverses the length of the height gauge slide.?

10.3.3.1 Reducing Abbe Error

There are three methods that may be used to reduce the effects of Abbe error. The first is to reduce
the Abbe offset as much as possible. For example, placing measurement instrumentation coaxially
with the points being measured, or placing templates for tracer lathes in the plane of the tool
motion. Such modifications will eliminate Abbe error completely.

In many cases, machine designers are forced to place measurement devices at some distance from
the functional measurement axis. The retro-fitting of machine tools with glass scales is an excellent
example. In the retro-fit case, the replacement of the wheel gauge s (with typical resolutions of 0.0001
in.) on a machine tool with glass scale linear encoders that have an order of magnitude better resolution
may cause the machine’s positioning accuracy to be worse than the original design due to larger Abbe
offsets for the glass scales. Such a retro-fit does not obey the Abbe Principle; however, the engineers
effecting the retro-fit may not have an alternative to increasing the Abbe offset since it may be difficult
to find a location to mount the linear scales that is close to the working volume.

Besides reducing the Abbe offset, designers may employ the two other methods to reduce the
effects of Abbe error: (1) use slideways that are free of angular motion, or (2) use angular motion
data to calculate the consequences of the offset (map out the Abbe error). Either of these two
methods may be used to correct for Abbe error. However, slideways will never be completely free
of angular motion, and tighter angular motion specifications can be expensive. Using angular motion
data to correct the Abbe errors requires more calculations in the machine controller; however, with
modern controllers these additional calculations are easily executed. Still, the best option is to
minimize Abbe offsets before attempting to correct for them.!!

10.3.3.2 The Bryan Principle

There is a corollary to the Abbe Principle that addresses angular error when determining straight-
ness, known as the Bryan Principle. The Bryan Principle states that “The straightness measuring
system should be in line with the functional point whose straightness is to be measured. If this is
not possible, [two options are available] either the slideways that transfer the straightness must be
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FIGURE 10.17 Visualization of the Bryan Principle for straightness measurements. (From Dorf, R. and Kusiak,
A., Handbook of Design, Manufacturing, and Automation, John Wiley, New York, 1994. With permission.)

free of angular motion or angular motion data must be used to calculate the consequences of the
offset.”’!! Either of these two options may be used to improve straightness measurements; however,
they may require expensive modifications to the machine tool and its controller. As with the Abbe
Principle, it is always best, if possible, to comply with the Bryan Principle and design machines
with zero offsets.!! Figure 10.17 demonstrates this principle with a fixed table straightness test. The
set-up presented in Figure 10.17(a) obeys the Bryan Principle since the probe tip is located in line
with the spindle axis. However, Figure 10.17(b) does not obey the Bryan Principle since the probe
tip is at a distance, M, from the spindle axis.

10.4 Sources of Error and Error Budgets

As stated in the previous section, before any advanced mapping or control techniques should be
employed to improve a machine tool’s accuracy and repeatability, the designer should attempt to
design the best machine possible. Of course, time, economic constraints, and physics will prevent
the design engineer from achieving perfection and at best, the various error that a machine possesses
will be greatly reduced. An error budget is the realization that a perfect machine without error
cannot be constructed. The error budget is an attempt to separate and quantify a machine tool’s
errors into its basic components. These error components are then budgeted such that the combi-
nation of the various acceptable errors does not exceed the total desired error of the machine tool.

The error budget is developed before the machine is designed, and may be modified during the
design process if the target accuracies cannot be achieved by redistributing the error components
until a technically feasible and economically viable design is reached. By redistributing the errors,
the design team can still maintain the target acceptable while allowing the contributions of the
various individual errors to change. The error budget is both a guideline when designing a machine
and a tool to determine the machine’s final accuracy when the design process is complete. The
error budget provides a set of goals to the design team and identifies the errors that are the most
significant and those on which the most resources must be expended. This section briefly describes
some of the major considerations in developing an error budget. The process is a long and tedious
one as every component of error must be identified and quantified either precisely or statistically.

10.4.1 Soutrces of Errors

Generally, the sources of errors may be broken into four categories: geometric errors, dynamic
errors, workpiece effects, and thermal errors. This section presents a brief discussion of these errors
providing some insight into their causes and possible methods to reduce their effects.*

10.4.1.1 Geometric Errors

Geometric errors manifest themselves in both translational and rotational errors on a machine tool.
Typical causes of such errors are lack of straightness in slideways, nonsquareness of axes, angular
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errors, and static deflection of the machine tool. Angular errors are, perhaps, the least understood
and most costly of the various geometric errors. They are enhanced and complicated by the fact
that they are typically amplified by the linear distance between the measurement device and the
point of measurement (Abbe error). They are also the errors that can result in the largest improve-
ment with simple design modifications like reducing the Abbe offset. With proper procedures,
instrumentation and careful metrology, many errors can be identified, predicted and held within
the desired level of the error budget.

10.4.1.2 Dynamic Errors

Dynamic errors are typically caused by machine tool vibration (or chatter). They are generated by
exciting resonances within the machine tool’s structure. Current research is investigating the
prediction of vibrations in machine tools; however, from a practical perspective, this is quite difficult.
Usually, a machine tool is built and its resonant frequencies are determined experimentally. The
machine’s controller can then be programmed to avoid combinations of feeds and speeds that may
excite its various resonances. Typically, the best one can do during the design phases of machine
tools is to design a structure that is stiff, light weight, and well damped.

10.4.1.3 Workpiece Effects

The workpiece can affect a machine tool’s accuracy and precision in two manners: deflection during
the cutting process and inertial effects due to motion. Deflection may be addressed by reducing
the overall compliance of the machine tool. This is a relatively simple and well understood solution.
It should be noted that most machine tool’s are quite rigid by design, and it is usually the fixturing
that provides the largest amount of compliance. For example, a lathe is typically a massive machine
with an extremely rigid bed. However, the cutting tool or tool holder are often held in place by
only a few small screws. Clearly, the stiffness of these components is small in comparison to the
lathe bed, and are thus the weak point in the machine’s structural loop. It is typically these weak
points that yield the largest amount of stiffness increase with the least effort and design modification
(i.e., it is easier to change a tool holder design, and typically more beneficial, than changing the
design of the machine bed).!?

Inertial effects of the workpiece, however, are not as simple to address. They become more pro-
nounced with the increased speed that is associated with higher production rates. They are one of the
critical limiting factors in high speed machining and typically their severity increases nonlinearly with
respect to speed. Inertial effects may manifest themselves in several manners including asymmetry
about a rotating axis and overshoot on a linear slide. If the part is asymmetric and is being turned on
a lathe, the asymmetry may cause periodic spindle deviations reducing accuracy. A typical solution to
these rotary problems is to balance the spindle with the workpiece mounted on it. For high speed
spindles operating at over 200,000 rpm, balance levels under 3 mg are necessary for precision grinding
operations. Other inertial effects are seen as large parts are moved rapidly in high production rate
machines. Because of the high velocities and large masses of the workpieces, the machine tools may
overshoot their target point. Basically, the machine’s brakes are not powerful enough to stop the part
at the desired position without overshooting that position. Proper design of servo systems as well as
reasonable trajectories (smooth acceleration and velocity profiles) can substantially reduce inertial
errors. Also, position probes used in conjunction with the machine tool can inform the controller if the
workpiece is, indeed, tracking the proper trajectory.

10.4.1.4 Thermal Errors

Thermal errors are probably the most significant set of factors that cause apparent nonrepeatable
errors in a machine tool. These errors result from fluctuating temperatures within and around the
machine tool. They also result from nonfluctuating conditions at constant temperatures other than
20°C. Although deviations in machine tool geometry from thermal causes may be theoretically
calculated, in practice such an analysis is difficult at best to successfully achieve even in the simplest
of machine tools. Thus, proper thermal control is required.
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For typical machine tools, thermal errors may be caused by a wide variety of fluctuating heat
sources including motors, people, coolant, bearings, and the cutting process. Furthermore, variations
in the temperature of the environment may cause substantial thermal errors. For example, temper-
atures in a machine shop may vary from 95° F in the summer to 65° F or cooler in the winter. For
higher precision machine tools, sources such as overhead lighting and sunlight may substantially
contribute to thermal errors. Even windows or skylights in a machine shop may permit sunlight to
shine on such machines during a specific time of day causing them to expand more than the
tolerances that they are supposed to hold.

Thermal errors may be reduced substantially by proper procedure and design. For example, errors
due to motors and bearings heating-up during use are reduced by warming-up the machine tool
before it is used. Typically, high precision machine tools such as grinders are not shut down unless
they are not being used for a substantial period of time. The grinding wheels for such grinders are
kept spinning at their operational speed continuously, even when the machine is idle. This insures
that the grinder’s spindle motor and bearings as well as the grinding wheel are at a constant
temperature. To further eliminate thermal effects, coolant temperature as well as environmental
temperature should be controlled. The target temperature for the machine tool’s environment and
coolant is typically 20°C (68°F) which is the national (and international) temperature at which all
distance measurements are made.'

Finally, there are several design techniques that may be employed to reduce thermal effects,
including reducing the thermal capacitance of the machine tool. This permits the entire machine
tool to thermally equilibrate rapidly rather than have thermal gradients, thus reducing the amount
of time required for the system to warm-up. The use of materials with similar coefficients of thermal
expansion (C,), or the kinematic isolation of materials with different C,, will reduce thermally
induced stresses in the system. For example, glass scales having a low C,, are often fixed at both
ends to steel machines having a higher C,.. When the temperature of the machine varies, the steel
structure will deform more from the thermal variations than the glass scale. Since the scale is
significantly less rigid than the steel structure, the scale may undergo deformation as scale and
structure deform at different rates. This could generate an error in the measurement system. A
solution to this problem is to fix the scale at one end, and mount the other end of the scale such
that there is compliance in the scale’s sensitive direction. When the two bodies change size at
different rates the stresses are then mostly absorbed by the compliant mount.>'#

10.4.2 Determination and Reduction of Thermal Errors

The environment in which the machine tool operates has a significant effect on the performance
of the machine tool. Typically, in high precision applications thermal effects are the largest single
source of errors (Bryan, 1968)."> Figure 10.18 is a block diagram depicting various sources of
thermal disturbances that influence machine tools. As stated in ANSI B5.54, “Thermally caused
errors due to operating a machine tool in a poor environment cannot be corrected for by rebuilding
the machine tool, nor are they grounds for rejection of a machine tool during acceptance test unless
the machine is specified to operate in that particular environment.”> Furthermore, thermal error
cannot be completely eliminated by enhanced control algorithms or the addition of sensors. The
reality is that it is simpler and more cost effective to limit thermal effects than to attempt to
compensate for them. This section briefly discusses basic concepts of thermal behavior character-
ization, and simple methods to limit errors caused by varying thermal conditions.

To quantify the effects of thermal errors on a machine tool’s performance, the Thermal Error
Index (TEI) is used. The TEI is the summation, without regard to sign, of the estimates of all
thermally induced measurement errors, expressed as a percentage of the working tolerance or total
permissible error. The TEI and its computation are thoroughly explained in ANSI B89.6.2-1973.13
The computational procedures account for uncertainties in the quantification of various parameters
such as expansion coefficients and the differential expansions of various materials when machines

© 2002 by CRC Press LLC



Room . Cutting
Environment Coolants People Machine Process

| T A

I Heat Flow I
Conduction Convection Radiation
Thermal memory Temp. variation or Temp. gradients or
from previous ™1 dynamic effect static effect
environment |
Uniform Nonuniform
temp. other than 20°C temperature
Part Master Machine Frame
Geometric| Size Geometric] Size Geometric| Size
error error error error error error

—| Total Thermal Error |—

FIGURE 10.18 Factors thermally affecting machine tool environment. (From Dorf, R. and Kusiak, A., Handbook
of Design, Manufacturing, and Automation, John Wiley, New York, 1994. With permission.)

are operated at temperatures other than 20°C. The ANSI standard B5.54-19925 provides a method
of using the TEI to develop contractual agreements for the purchasing and selling of machine tools
and manufactured parts. It states that calibration, part manufacture and part acceptance procedures
are valid if all pertinent components of the system are at 20°C, or it can be shown that the TEI is
a reasonable and acceptable percentage of the working tolerance.

An important value used in the computation of the TEI is the temperature variation error (TVE).
The TVE is the maximum possible measurement error induced solely by the deviation of the
environment from average conditions. In particular this applies to repeatability, linear displacement
accuracy and telescoping ball bar performance measurement results. The TVE may be determined
from measurements using a standard drift test. Figure 10.19 presents a schematic for a three-axis
drift test using three orthogonally positioned air bearing LVDTs (linear variable differential trans-
former).> Once the set-up in Figure 10.19 is established, the LVDT signals are sampled and recorded
over an extended time period (typically 24 hours). The results are used to quantify the amount of
error motion that is generated along three orthogonal directions via thermal drift over a long period
in time. The error recorded in a drift test is often used to provide a bound on the repeatability of
a machine tool since a machine’s repeatability clearly cannot be smaller amount of drift that it
experiences.

There are several factors that must be considered if the machine tool and environment are to be
thermally controlled. The first is the temperature of the machine’s environment. The defined standard
temperature at which machine tools should be calibrated is 20°C (68°F). Proper temperature control
of the ambient air around the machine tool is critical in high precision operations. This includes
temperature control of the environment as well as providing sufficient circulation to remove any
excess heat generated by the system. Even seemingly small heat sources such as lights and sunlight
can substantially add to thermal errors.
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FIGURE 10.19 Three-axis drift test. (From Dorf, R. and Kusiak, A., Handbook of Design, Manufacturing, and
Automation, John Wiley, New York, 1994. With permission.)

It is also critical to control the temperature of the coolant. Variations of coolant temperature of
more than 30°F are typical in many plants depending on the time of the year and even the time of
the day, in particular if a central coolant system is used. Furthermore, a constant flow rate of coolant
should be supplied to the machine tool to eliminate any type of time dependent thermal gradients
in the machine. In fact, some machine tools are oil showered specifically to engulf the machine
tool in temperature controlled oil. Even the composition of the coolant is critical for temperature
control. Water based coolants will evaporate, cooling the machine more than expected depending
on environmental conditions. This will cause changing thermal gradients over time and yield thermal
errors in the machine tool (Bryan et al., 1982).!5 However, water-based coolants are currently
preferred over oil-based ones because they are not as harmful (toxic) the environment and are not
nearly as flammable. Thus, evaporation effects of water-based coolant should be considered if it
becomes necessary to use them in high precision operations.

Clearly, thermal gradients will exist in a machine tool; however, it is important that these gradients
remain constant with respect to time. For example, a large electric motor on a lathe will generate
heat. Ideally, it is best to remove this heat. However, in reality sections of the machine tool that
are nearest to the motor will have a higher temperature. Thus, from a spatial perspective, thermal
gradients exist. However, as long as those gradients do not change in a temporal fashion, the
machine tool’s repeatability will not be significantly affected by the thermal gradients.?

10.4.3 Developing an Error Budget

The error budget is based on the behavior of individual components of the machine tool as well
as their interactions with other components. Since no machine is perfect, error exists in positioning
the cutting tool relative to the workpiece. This error is called the tool positioning error (TPE). The
error budget is concerned with determining the effect of system variations (systematic and non-
systematic) on the TPE. The error budget should contain as many of the sources of error as possible.
The effects of each source of error on the TPE must also be well understood. Large error components
that are in highly sensitive directions (thus, contributing greatly to the TPE) should be primary
concerns. Other error components with lower sensitivities may be too small to be considered until
larger TPE components have been reduced.
To properly use an error budget, two tasks must be undertaken:

1. Determine the sources of error within the machine tool and its environment.
2. Determine how those sources of error combine to affect the TPE.
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This chapter is limited to a brief discussion on the identification and combination of errors that
affect the machine tool. However, extensive research has been conducted on these issues, and it is
recommended that an engineer be familiar with the literature before using an error budget.* This
section is concerned with combining error components that affect a machine tool to yield their
overall effect on the TPE in a particular direction.

The errors discussed in the previous section may be placed into three categories when developing
an error budget:

1. Random, which under apparently equal conditions at a given position, does not always have
the same value and can only be expressed statistically.

2. Systematic, which always has the same value and sign at a given position and under given
circumstances. (Wherever systematic errors have been established, they may be used for
correcting the value measured.)

3. Hysteresis is a systematic error (which in this instance is separated out for convenience). It is
usually highly reproducible, has a sign depending on the direction of the approach, and a value
partly dependent on the travel. (Hysteresis errors may be used for correcting the measured value
if the direction of the approach is known and an adequate pretravel is made.)"”

Systematic errors, e, may be considered vector quantities possessing both magnitude and
direction that may be added in a vector sense. That is to say that all systematic errors of a machine
tool along a particular axis may be summed together to yield the total systematic error. Because
the errors do possess direction (positive or negative in a specified direction), individual errors may
either increase the total system error or actually reduce the error via cancellation.

Random errors, however, must be treated via a statistical approach. The portions of an error
budget that represent random errors are always additive. That is to say they will always make the
error larger because the sign of their direction as well as the magnitude of the error is a random
quantity. The assumption here is that nature will work against the machine designer and generate
error components that increase the overall machine error. One cannot assume that one will be lucky
and have a random error component reduce the overall system error.

Root mean square (RMS) error is often used to quantify random errors where the random errors
tend to average together. The combined random RMS error is computed as the geometric sum of
the individual RMS errors. Thus, for N random error components, the total RMS error is given by

(RMS,,), = i(RMS.f)z

tot
|

| j:l

where RMS; is the j* component of random error in the i direction. This results in a total overall error of

(eps), = ‘z (e) + Z (e/)‘ +(RMS,,)

where (e,); and (ey,); are the systematic error and hysteresis error of the system along the i™ axis.
The absolute values about the systematic and hysteresis error make them positive quantities which
are added to the always positive quantity of the random error. This reflects the fact that random
error can only increase the total error; however, systematic errors may cancel each other.

Quite often, random errors are described in terms of a total peak-to-valley amplitude, PV. PV,
may be considered the separation of two parallel lines containing the j* error signal. PV, is related
to RMS; by the following equation

PV, =(K;)(RMS))
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where K; is a scalar quantity that depends on the error signal’s probability distribution. The values
of K; for uniform and 26 Normal (Gaussian) distributions are 3.46 and 4, respectively. Typically,
the Value for the uniform distribution (K;= 3.46) is used, since individual error traces are not
generally normally distributed. If there are some central tendencies for the distribution, the uniform
assumption will be conservative.!® Using the relationship for PV, given above, the total random
error generated by combining N random error components in the i direction is given by

N

O ha )

J=1

The total error in the i direction for the peak-to-valley scenario is

(er),- = ‘Z(esys)i + Z (ehyst)i‘ + (ePV,mml)l.

It should be noted that these error values are based on a probabilistic estimation. Therefore, the
actual error may be smaller or larger than the estimated value. Depending on the value that is used
for K;, the designer may estimate the probability of the error estimate being either too small or too
large. It must be remembered that the above equations only provide for an estimation of the error
and cannot provide a precise quantity, only a bound with a given probability. However, using these
relationships with a K; for a uniform distribution is the procedure that is practiced by many designers.

10.5 Some Typical Methods of Measuring Errors

Multi-axis machine tools have a wide variety of parametric error sources that may be determined
using a broad spectrum of approaches. This section presents a few of the most common and
important techniques for addressing scale errors, straightness errors, and radial motion of a spindle
(or rotary table). The techniques discussed are not the only techniques available to qualify machine
tools; however, they are a set of powerful tools that are relatively easy to implement and quite useful.

Before the various procedures for error measurement are described, it is worth while to discuss
the laser measurement system, one of the most versatile measurement systems available to the
metrologist. The laser measurement system may be used to measure linear displacement, angular
displacement, straightness, squareness, and parallelism. The laser measurement system, often
referred to as a laser interferometer, consists of the following components:

1. The laser head that is the laser beam’s source.

2. A tripod or stand on which the laser head is mounted.

3. An air sensor to measure the temperature, humidity, and barometric pressure of the ambient
air.

4. A material sensor to measure the temperature of the machine tool’s measurement system.

5. A linear interferometer that actually performs the interference measurements.

6. A linear retro-reflector (or measurement corner cube) to reflect the laser beam off of the
point being tracked.

7. A reference corner cube to split and recombine the beam generating the beam interference
needed for the interferometer.

Figure 10.20 is a drawing of a laser interferometer and its components set-up for a linear
displacement test.

Figure 10.21 is a schematic of the basic operational configuration of a laser measurement system.
The beam originates in the laser head and is sent through the reference corner cube where it is
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FIGURE 10.20 Laser interferometer set-up for linear displacement test. (From Dorf, R. and Kusiak, A., Handbook
of Design, Manufacturing, and Automation, John Wiley, New York, 1994. With permission.)
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FIGURE 10.21 Laser path.

split. Part of the beam continues to the measurement corner cube where it is reflected back towards
the reference corner cube. The two beams are then recombined in the reference corner cube where
they may combine (interfere) in a constructive or destructive manner. The combined beam then
continues to the interferometer. The interferometer measures the amount of interference between
the two beams, and determines the distance traveled between the initial location of the measurement
corner cube and its current position.

Laser interferometers typically use either a single or multiple frequency Helium-Neon gas laser. The
interferometer simply counts the number of wavelengths that the slide traverses between two points.
Thus, the laser interferometer can only measure relative displacements as opposed to absolute distances.
It can only inform the operator as to the number of wavelengths of light between two points. The wave
length of the laser is typically stabilized and known to better than 0.05 parts per million.

There are three basic guidelines in setting-up the laser measurement system:

1. Choose the correct set-up to measure the desired parameter (e.g., distance) and verify the
directional signs () of the system.

2. Approximate the machine tool’s working conditions as closely as possible. For example,
make sure that the machine tool is at its operational temperature. Machine tool scales may
be made of material that will change length as their temperature varies. This change in length
directly affects their position output.

3. Minimize potential error sources such as environmental compensation, dead path, and alignment.
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FIGURE 10.22 Laser interferometer dead path. (From Dorf, R. and Kusiak, A., Handbook of Design, Manufac-
turing, and Automation, John Wiley, New York, 1994. With permission.)

The potential error sources from the environment are variations in air temperature, humidity, and
barometric pressure. These affect the wavelength of light in the atmosphere. The wavelength of
the laser light will vary one part per million for each

1°C (2°F) change in air temperature
2.5 mm (0.1 inch) Hg change in absolute barometric pressure
30% change in relative humidity

As a comparison, if the machine’s scales are made of steel they will expand or contract one part
per million for every 0.09°C (0.16°F). The accuracy of the laser interferometer is directly determined
by how accurately the ambient conditions are known.

Typically, laser interferometers come equipped with environmental measurement systems that
are capable of tracking the temperature, barometric pressure, and humidity during a test. This
information is used to electronically alter the displacement values, compensating for the change in
the velocity of light in air under the measured conditions. Thus, proper compensation can eliminate
most environmental effects on the system. There is, however, an area known as the dead path where
compensation for the velocity of light error is not applied. The dead path, shown in Figure 10.22,
is the distance between the measurement corner cube and the reference corner cube when the laser
interferometer is nulled or reset. The compensation for the velocity of light error is applied only
to the portion of the path where displacement is measured as shown in Figure 10.22. To minimize
the dead path error, the unused laser path must be minimized by placing the reference corner cube
as close to the measurement corner cube as possible. The interferometer should then be reset, and
the set of distance measurements made by moving the reference corner cube away from the
measurement corner cube. Changes in the ambient environmental conditions during the measure-
ment will only be considered for the measured distance and not for the dead path. However, if the
dead path is small and the measurements are made over a short time period, the ambient conditions
typically will not change enough to generate significant velocity of light errors. Dead path error
may be further reduced by having a well controlled environment.

Misalignment of the laser beam to the linear axis of motion of the machine tool will result in
an error between the measured distance and the actual distance. This error is typically called cosine
error and is depicted in Figure 10.23. If the axis of motion is misaligned with the laser beam by
an angle, 0, then the measured distance, L is related to the actual machine distance, L
by the following equation

‘measured> ‘machine

=L

‘measured ‘machine

cos(0)
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FIGURE 10.23 Geometry for cosine error. (From Dorf, R. and Kusiak, A., Handbook of Design, Manufacturing,
and Automation, John Wiley, New York, 1994. With permission.)

Cosine error will always result in the measured value being less than the actual machine value
when the machine and the reference are perfect (L, ,qeq < L

The significant advantage in using the laser measurement system is that it is dependent only on
a well-calibrated wavelength of its laser source for measurement. That is to say, its measurement
standard is related directly to fundamental characteristics defined in physics. Linear measurement
devices such as micrometers, are typically calibrated to gauge blocks that are calibrated against
other gauge blocks that eventually can be traced back to a formal calibration at a calibration
laboratory such as the one at NIST (National Institute of Standards and Technology). Thus, the
traceability of an individual measurement can be established. However, the laser measurement
system need only be traced back to the wavelength of light; thus, it is a powerful tool in the
metrologists’ arsenal. When properly used, the laser measurement system is a powerful tool that
is useful for determining many types of errors. It is very important to understand the basic theory
of the laser measurement system’s operation and the correct procedures before using it. If employed
improperly, it can easily generate erroneous results that may not be at all obvious.

machine) .

10.5.1 Linear Displacement Errors

As previously stated the linear displacement error is the difference between where the machine’s
scale indicates that a carriage is and where the carriage is actually located. To determine linear
displacement error an accurate external reference device for measuring travel distance must be
used. Typically, a laser measurement system is employed for this task. This section is concerned
with the use of the laser measurement system to measure linear displacement.

The determination of linear displacement errors is accomplished by a simple comparison of the
linear scale output to that of the laser interferometer at different locations along a particular machine
tool slideway. The set-up for such a measurement is shown in Figure 10.20. The laser measurement
system should be set-up in accordance with the procedures previously outlined, minimizing errors
such as dead path errors, cosine errors, and environmental errors. The table of the machine tool is
then moved in increments of a given amount along the length of the slideway. At each interval, the
table is brought to a stop, and the distance traveled is computed from data gathered from the
machine’s scales. The scale distance is compared to the distance measured using the laser interfer-
ometer. The difference between the two distances is the linear displacement error. These measure-
ments and comparisons are repeated several times along the entire length of the slideway, mapping
the scale errors for the slideway. It should be noted that the linear displacement error includes not
only the machine’s scale errors, but the Abbe errors due to angular motion of the carriage.

10.5.2 Spindle Error Motion — Donaldson Reversal

As was discussed earlier, when a spindle or rotary table rotates, it has some error motion in the
radial direction termed radial motion. It is important to measure the amount of radial motion in
order to characterize spindle performance and understand the amount of error contributed by the
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FIGURE 10.24 Radial motion set-up. (From Dorf, R. and Kusiak, A., Handbook of Design, Manufacturing, and
Automation, John Wiley, New York, 1994. With permission.)

spindle or rotary table to the machine tool’s total error. To measure the radial motion of a spindle
or rotary table, a precision ball is centered on the axis of rotation of the table and rotated. A probe
is placed on the surface of the ball and radial deviations of the probe tip are recorded (see
Figure 10.24). If the precision ball was perfect and it was perfectly centered, the signal from the
probe would be the radial motion of the table.

Unfortunately, the precision ball is not a perfect sphere and the resulting probe signal is a combination
of the radial motion of the spindle and the imperfections in the ball. Donaldson developed a method
for completely separating gauge ball nonroundness from spindle radial motion."” This method has been
termed Donaldson ball reversal. All that is needed for ball reversal is:

1. A spindle with radial motion that is approximately an order of magnitude less than the value
of roundness desired (this is a rule of thumb).

2. An accurate indicator (preferably electronic).

3. Recording media (polar chart or a computer).

The following assumptions are made:

1. The radial motion is repeatable.
2. The indicator accurately measures displacement.

There are two set-ups for ball reversal that are shown in Figure 10.25. In the first set-up, the ball
is mounted on the spindle with point B of the ball located at point A on the spindle. The stylus of
the probe is located at point B on the ball. The spindle is then rotated 360° and the motion of the
stylus is recorded. The signal from the stylus, T,(0) is given by the sum of the nonroundness of
the gauge ball, P(6), and the radial motion of the spindle, S(0)

1,(6) = P(6) + S(6)

The spindle is then rotated back 360° and the gauge ball is relocated on the spindle such that
point B is rotated 180°, and is at a position opposite to point A on the spindle. The probe is also
positioned opposite point A and brought into contact with the gauge ball at point B. The spindle
is once again rotated 360° and the data from the probe are recorded. The signal from the probe,
T,(0) is
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FIGURE 10.25 Donaldson ball reversal set-up. (From Dorf, R. and Kusiak, A., Handbook of Design, Manufac-
turing, and Automation, John Wiley, New York, 1994. With permission.)

From the two data sets, T,(0) and T,(0), the spindle radial motion may be computed as

_T(0)-7,(6)

s(0) =121

and the gauge ball nonroundness may be computed as

T,(6)+7,(8)

P(0)= 5

This set of simple linear combinations of T,(0) and T,(6) provides information on both the ball
and the spindle without using secondary or intermediate standards. The method is also independent
of the errors in either the precision ball or the spindle. Thus, it is considered a self-checking
method."

If the spindle does not use rolling elements (e.g., an air aerostatic or hydrostatic bearing) then
the spindle does not need to be rotated backwards 360° degrees between the two set-ups. Rotating
the spindle back 360° between set-ups is necessary to insure that all of the rolling elements exactly
repeat the same motions each time the data are taken. Furthermore, if the spindle is being used as
a rotary axis, then is should only be used for the 360° measured by the reversal method. If the use
of a rotary table with rolling element bearings exceeds the test rotation range, then the measured
radial motion of the table, S(0), will not correctly represent the radial motion of the table outside
of the original 360° range. If more rotation than 360° is necessary, then the reversal should be done
for the entire range of rotation that will be used.

10.5.3 Straightness Errors — Straight Edge Reversal

As was discussed earlier, when a machine table moves along a slideway, it experiences straightness
errors along the slide perpendicular to the axis of travel. The straightness errors must be measured
to determine the amounts and directions of error that the slideway nonstraightness is contributing
to the overall machine tool error. To measure the nonstraightness of a slideway, a straight edge is
placed on the machine table parallel to the axis direction. A probe is placed normal to the surface
of the straight edge and deviations of the probe tip are recorded (see Figure 10.26). The resulting
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FIGURE 10.26 Nonstraightness measurement (first set-up). (From Dorf, R. and Kusiak, A., Handbook of Design,
Manufacturing, and Automation, John Wiley, New York, 1994. With permission.)

probe signal is the nonstraightness of the slideway, the nonstraightness of the straight edge, and
the nonparallelism of the straight edge to the axis. (If the slideway was perfectly straight and the
straight edge was also perfect, the signal from the probe would be a straight line.)

In a fashion similar to Donaldson ball reversal, a method termed straight edge reversal can be
used to separate the nonstraightness of the straight edge from the nonstraightness of the slideway.
All that is needed for straight edge reversal is:

1. A straight edge that has a length equal to the length of the slideway to be measured.
2. An accurate indicator (preferably electronic).
3. Recording media (strip chart or a computer).

The following assumptions are made:

1. The slideway straightness error is repeatable.
2. The indicator accurately measures displacement.

There are two set-ups for straight edge reversal. The first is shown in Figure 10.26, and the
second is shown in Figure 10.27. In the first set-up, the straight edge is mounted on the table with
a three point kinematic mount. Point B of the straight edge is located at the front of the table and
point A at the rear of the table. The stylus of the probe is located on the side of the straight edge
nearest to point B. The table is then moved along the entire length of the slideway and the motion
of the stylus is recorded. The signal from the stylus, T,(Z) is given by the sum of the nonstraightness
of the straight edge, P(Z), and the nonstraightness of the slideway, S(Z)

1,(2)=P(2)+S(2)

The table is then positioned back to its original starting point and the straight edge is relocated
(flipped) on the table such that point B is at the rear of the table and point A is at the front of the
table as shown in Figure 10.27. The probe is also moved to the rear of the table such that it is in
contact with the side of the straight edge that is nearest point B. The table is once again moved
along the entire length of the slideway and the data from the probe are recorded. The signal from
the probe, T,(Z) is
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FIGURE 10.27 Second set-up for straight edge reversal. (From Dorf, R. and Kusiak, A., Handbook of Design,
Manufacturing, and Automation, John Wiley, New York, 1994. With permission.)

From the two data sets, T,(Z) and T,(Z), the slideway nonstraightness error may be computed as

T(Z2)-T,(Z
S( Z) — 1( ) 2( )
2
and the straight edge nonstraightness error may be computed as

p7)= 1D T2)

This set of simple linear combinations of T,(Z) and T,(Z) provides information on both the
straight edge and the slideway without using secondary or intermediate standards. The method is
also independent of the errors in either the straight edge or the slideway. Thus, it is considered a
self-checking method.?

10.5.4 Angular Motion — Electronic Differential Levels

The angular motion about axes may be determined using a variety of tools including laser mea-
surement system, autocollimator, and electronic differential levels. This section presents angular
motion measurement using a set of electronic levels. This technique is simple and the levels are
relatively inexpensive in comparison to a laser measurement system or autocollimator. Since
electronic levels use gravity as a reference, they are limited to angular motion about axes in a
horizontal plane. Thus, roll and pitch errors may be determined for axes in the horizontal plane,
and pitch and yaw may be determined for vertical axes.

The electronic level is an instrument that measures small angles using the direction of gravity
as a reference. A typical set-up for determining the pitch of an axis is shown in Figure 10.28. The
two levels, A and B, are used differentially in one plane yielding the angular motion of one level
relative to the other level. Level A is located in the tool location, and level B is located where the
workpiece is mounted. These locations insure that the angular motions computed will be those that
are experienced between the workpiece and the tool. To perform the measurement, the table is
moved along its entire length, stopping at fixed distances along the length of the slideway. It is
important that the table is brought to a complete stop at each point where the readings are taken. This
permits the levels to stabilize so that accurate data can be recorded. The two levels are then read and
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FIGURE 10.28 Pitch measurement set-up using electronic levels. (From Dorf, R. and Kusiak, A., Handbook of
Design, Manufacturing, and Automation, John Wiley, New York, 1994. With permission.)

the value from B is subtracted from A resulting in the relative angular motion between the two levels.
The table is then moved to the next location where another reading is taken. This procedure is repeated
until the angular motion for the entire axis is mapped. The roll of the slide may be measured by simply
rotating the two levels 90° about the vertical axis and repeating the procedure. Yaw measurement
requires the use of either a laser angular interferometer or an autocollimator.

10.6 Conclusion

Precision manufacturing is continuously changing as technological advances and consumer
demands push machine accuracy, resolution, and repeatability to ever improving levels. This chapter
has presented some of the basic ideas, principles, and tools used to design high precision manu-
facturing systems. There are a plethora of other concepts available to engineers designing precision
machine tools or metrology systems, and the reader is encouraged to make use of the references
provided throughout this chapter. In conclusion, adherence to fundamental principles and the
combination of good design, metrology, and practice are necessary to realize machine tools of the
highest precision.

10.7 Terminology

Accuracy is formally defined as quantitative measure of the degree of conformance to recognized
national or international standards of measurement.

Angular errors are small unwanted rotations (about X, Y, and Z axes) of a linearly moving
carriage about three mutually perpendicular axes.

Angularity is the angular error between two or more axes designed to be at fixed angles other
than 90°.

Average axis line for rotary axes is the direction of the “best fit” straight line (axis of rotation)
obtained by fitting a line through centers of the least squared circles fit to the radial motion
data at various distances from the spindle face.

Axial error motion is the translational error motion collinear with the Z reference axis of an
axis of rotation (about the Z axis).

Axis direction is the direction of any line parallel to the motion direction of a linearly moving
component. The direction of a linear axis is defined by a least squares fit of a straight line
to the appropriate straightness data.’

Error is defined as the difference between the actual response of a machine to a command issued
according to the accepted protocol of the machine’s operation and the response to that
command anticipated by the protocol.
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Error motion is the change in position relative to the reference coordinate axes, or the surface
of a perfect workpiece with its center line coincident with the axis of rotation. Error motions
are specified as to location and direction and do not include motions due to thermal drift.

Error motion measurement is a measurement record of error motion which should include all
pertinent information regarding the machine, instrumentation, and test conditions.

Face motion is the rotational error motion parallel to the Z reference axis at a specified radial
location (along the Z axis).

Parallelism is the lack of parallelism of two or more axes (expressed as a small angle).

Radial error motion is the error motion of rotary axis normal to the Z reference axis and at a
specified angular location (see Figure 10.5).

Radial error motion is the translational error motion in a direction normal to the Z reference
axis and at a specified axial location (along the X and Y axes).

Repeatability is formally defined as a measure of the ability of a machine to sequentially position
a tool with respect to a workpiece under similar conditions.

Resolution is the least increment of a measuring device; the least significant bit on a digital
machine.

Runout is the total displacement measured by an instrument sensing a moving surface or moved
with respect to a fixed surface.

Scale errors are the differences between the position of the readout device (scale) and that of
a known reference linear scale (along the X axis).

Slide straightness error is the deviation from straight line movement that an indicator positioned
perpendicular to a slide direction exhibits when it is either stationary and reading against a
perfect straight edge supported on the moving slide, or moved by the slide along a perfect
straight edge which is stationary.

Squareness is a plane surface that is “square” to an axis of rotation if coincident polar profile
centers are obtained for an axial and face motion polar plot at different radii. For linear axes,
the angular deviation from 90° measured between the best fit lines drawn through two sets
of straightness data derived from two orthogonal axes in a specified work zone (expressed
as small angles).

Straightness errors are the nonlinear movements that an indicator sees when it is either
(1) stationary and reading against a perfect straightedge supported on a moving slide or
(2) moved by the slide along a perfect straight edge which is stationary (see Figure 10.5).
Basically, this translates to small unwanted motion (along the Y and Z axes) perpendicular
to the designed direction of motion.

Tilt error motion is the error motion in an angular direction relative to the Z reference axis
(about the X and Y axes).
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Abstract

This chapter reviews various ways of damping large space trusses. The first part discusses the use
of active struts consisting of a piezoelectric actuator collocated with a force sensor. The guaranteed
stability properties of the integral force feedback are reviewed and the practical significance of the
modal fraction of strain energy is stressed. The second part explains the concept of active tendon
control of trusses; the similarity of this concept with the previous one is pointed out. The third part
describes an active damping generic interface based on a Stewart platform architecture with
piezoelectric legs. The similarity with the previous concepts is emphasized. Finally, the damping
of microvibrations is briefly discussed.

11.1 Introduction

The development of future generations of ultralight and large space structures will probably not
be possible without active damping enhancement of the structures and active isolation of the
scientific payloads that are sensitive to vibrations. Interferometric missions are an example partic-
ularly stringent geometric stability requirements.!? This chapter addresses the problem of active
damping of large trusses with three different concepts: (i) active strut, (ii) active tendon, and (iii)
generic interface. In all cases, the same control architecture is used: a collocated piezoelectric
actuator and force sensor connected by a local controller with an integral force feedback (IFF).

11.2 Active Struts

The first concept is the most natural; it consists of replacing some passive bars in the truss by active
struts (Figure 11.1). The active struts consist of a piezoelectric linear actuator (or another type of
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FIGURE 11.1 Active truss with piezoelectric struts (ULB).

linear displacement actuator such as magnetostrictive) co-linear with a force transducer. This
concept was first demonstrated in the late 1980s.3-

11.2.1 Open-Loop Dynamics of an Active Truss

Consider the active truss of Figure 11.2. when a voltage V is applied to an unconstrained linear
piezoelectric actuator, it produces an expansion J.

d=dynV=gV (11.1)

where ds; is the piezoelectric coefficient, n is the number of piezoelectric ceramic elements in the
actuator; g, is the actuator gain. This equation neglects the hysteresis of the piezoelectric expansion.
If the actuator is placed in a truss, its effect on the structure can be represented by equivalent
piezoelectric loads acting on the passive structure. As for thermal loads, the pair of self-equilibrating
piezoelectric loads applied axially to both ends of the active strut (Figure 11.2) has a magnitude
equal to the product of the stiffness of the active strut, K,, by the unconstrained piezoelectric
expansion 0:

p=K3 (11.2)
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FIGURE 11.2 Active truss. The active struts consist of a piezoelectric linear actuator colinear with a force
transducer.

Assuming no damping, the equation governing the motion of the structure excited by a single
actuator is

Mx + Kx = bp = bK 8 (11.3)
where b is the influence vector of the active strut in the global coordinate system. The nonzero

components of b are the direction cosines of the active bar. As for the output signal of the force
transducer, it is given by

y=T=KJ, (11.4)
where §, is the elastic extension of the active strut, equal to the difference between the total extension

of the strut and its piezoelectric component 8. The total extension is the projection of the displace-
ments of the end nodes on the active strut, A= b"x. Introducing this into Equation (11.4), we get

y=T=K,(b'x-3) (11.5)
Note that because the sensor is located in the same strut as the actuator, the same influence vector

b appears in the sensor Equation (11.5) and the equation of motion (11.3). If the force sensor is
connected to a charge amplifier of gain g, the output voltage v, is given by

v, =8T=gK,(b"x—38) (11.6)
Note the presence of a feedthrough component from the piezoelectric extension 8. Upon trans-

forming into modal coordinates, the frequency response function (FRF) G(w) between the voltage
V applied to the piezo and the output voltage of the charge amplifier can be written:’

v, X v,
Y~ G)=g g Ky — -1 1.7
y ~o@=ssk, Zl—mz/gf D

i=
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FIGURE 11.3 Open-loop FRF G(®) of the active truss (a small damping is assumed).

where €, are the natural frequencies, and we define

K. (b"0,) K,(b"0.)
V. = =
o 0; Ko,

(11.8)

The numerator and the denominator of this expression represent, respectively, twice the strain
energy in the active strut and twice the total strain energy when the structure vibrates according to
mode i. V(= 0) is, therefore, called the modal fraction of strain energy in the active strut. From
Equation (11.7), we see that v, determines the residue of mode i, which is the amplitude of the
contribution of mode i in the transfer function between the piezo actuator and the force sensor. It
can, therefore, be regarded as a compound index of controllability and observability of mode i. v,
is readily available from commercial finite element programs and can be used to select the proper
location of the active strut in the structure: the best location is that with the highest v, for the modes
that we wish to control.’

11.2.2 Integral Force Feedback

The FRF (Equation 11.7) has alternating poles and zeros (Figure 11.3) on the imaginary axis (or
near if the structural damping is taken into account); on the other hand, G(®) has a feedthrough
component and some roll-off must be added to the compensator to achieve stability. It is readily
established from the root locus (Figure 11.4) that the positive integral force feedback (IFF):

¢D(s) = ];—f’s (11.9)

a

is unconditionally stable for all values of g. The negative sign in Equation (11.9) is combined with
the negative sign in the feedback loop (Figure 11.5) to produce a positive feedback.

In practice, it is not advisable to implement plain integral control, because it would lead to
saturation. A forgetting factor can be introduced by slightly moving the pole of the compensator
from the origin to the negative real axis, leading to

_ -8
gD(s) = K15 (11.10)
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FIGURE 11.5 Block diagram of the integral force feedback.

This does not affect the general shape of the root locus and prevents saturation. Note that piezo-
electric force sensors have a built-in high-pass filter.

11.2.3 Modal Damping

Combining the structure Equation (11.3), the sensor Equation (11.5), and the controller Equation
(11.9), the closed-loop characteristic equation reads

|:Ms2+l( (bK br):| =0 (11.11)

s+g

From this equation, we can deduce the open-loop transmission zeros, which coincide with the
asymptotic values of the closed-loop poles as g — oo. Taking the limit, we get

[Ms* + (K —bK b")|x=0 (11.12)

which states that the zeros (i.e., the anti-resonance frequencies) coincide with the poles (resonance
frequencies) of the structure where the active strut has been removed (corresponding to the stiffness
matrix K-bK b?.

To evaluate the modal damping, Equation (11.11) must be transformed in modal coordinates
with the change of variables x = ® z. Assuming that the mode shapes have been normalized
according to ®’M® = [ and taking into account that ® TK® = diag(2?) = Q2, we have
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st+g

The matrix ® T(bK bT)D is, in general, fully populated. If we assume that it is diagonally
dominant, and if we neglect the off-diagonal terms, it can be rewritten

7 (bK b7 )D ~ diag(v Q) (11.14)

where v, is the fraction of modal strain energy in the active member when the structure vibrates
according to mode i; v, is defined by Equation (11.8). Substituting Equation (11.14) into
Equation (11.13), we find a set of decoupled equations

S+Q -8 vai=0 (11.15)
s+g
and, after introducing
o =Q(1-v,) (11.16)
it can be rewritten
P+ -5 (@ -?)=0 (11.17)
s+g

By comparison with Equation (11.11), we see that the transmission zeros (the limit of the closed-
loop poles as g—e) are * jm,. The characteristic equation can be rewritten

s+’
gis((s2 +le)) =0 (11.18)

The corresponding root locus is shown in Figure 11.6. The depth of the loop in the left half plane
depends on the frequency difference ; — ®;, and the maximum modal damping is given by
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FIGURE 11.7 Force signal from the two active struts during the free response after impulsive load.

gros = S50, (11.19)
It is obtained for g = Qi\/‘Qi / ®, . For small gains, it can be shown that

g =8V (11.20)

20,

This interesting result tells us that, for small gains, the active damping ratio in a given mode is
proportional to the fraction of modal strain energy in the active element. This result is very useful
for the design of active trusses; the active struts should be located to maximize the fraction of
modal strain energy v, in the active members for the critical vibration modes. The preceding results
have been established for a single active member. If several active members are operating with the
same control law and the same gain g, this result can be generalized under similar assumptions. It
can be shown that each closed-loop pole follows a root locus governed by Equation (11.18) where
the pole €2, is the natural frequency of the open-loop structure and the zero ®, is the natural frequency
of the structure where the active members have been removed.

11.2.4 Experimental Results

Figures 11.7 and 11.8 illustrate typical results obtained with the test structure of Figure 11.1. The
modal damping ratio of the first two modes is larger than 10%. Note that in addition to being
simple and robust, the control law can be implemented in an analog controller, which performs
better in microvibrations.

11.3 Active Tendon Control

The use of cables to achieve lightweight spacecrafts is not new; it can be found in Herman Oberth’s
early books!”!8 on astronautics. In terms of weight, the use of guy cables is probably the most
efficient way to stiffen a structure. They also can be used to prestress a deployable structure and
eliminate the geometric uncertainty due to the gaps. One further step consists of providing the
cables with active tendons to achieve active damping in the structure. This approach has been
developed in References 7-12.
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FIGURE 11.8 FRF between a force in A and an accelerometer in B, with and without control.
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FIGURE 11.9 Active damping of cable structures.

11.3.1 Active Damping of Cable Structures

When using a displacement actuator and a force sensor, the (positive) integral force feedback
Equation (11.9) belongs to the class of “energy absorbing” controls: indeed, if

8~ITdt (11.21)

the power flow from the control system is W =—-T8 ~—T> <0. This means that the control can
only extract energy from the system. This applies to nonlinear structures as well; all the states
which are controllable and observable are asymptotically stable for all positive gains (infinite gain
margin). The control concept is represented schematically in Figure 11.9 where the spring-mass
system represents an arbitrary structure. Note that the damping introduced in the cables is usually
very low, but experimental results have confirmed that it always remains stable, even at the
parametric resonance, when the natural frequency of the structure is twice that of the cables.
Whenever possible, however, the tension in the cables should be adjusted in such a way that their
first natural frequency is above the frequency range where the global modes must be damped.
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FIGURE 11.10 Root locus of the closed-loop poles.

11.3.2 Modal Damping

If we assume that the dynamics of the cables can be neglected and that their interaction with the
structure is restricted to the tension in the cables, and that the global mode shapes are identical
with and without the cables, one can develop an approximate linear theory for the closed-loop
system. The following results that follow closely those obtained in the foregoing section (we assume
no structural damping) can be established:

The open-loop poles are * j€. where €2; are the natural frequencies of the structure including
the active cables and the open-loop zeros are * jw, where ®, are the natural frequencies of the
structure where the active cables have been removed.

If the same control gain is used for every local control loop, as g goes from 0 to oo, the closed-
loop poles follow the root locus defined by Equation (11.18) and (Figure 11.10). Equations (11.19)
and (11.20) also apply in this case.

11.3.3 Active Tendon Design

Figure 11.11 shows two possible designs of the active tendon: the first one (bottom left) is based
on a linear piezoactuator from PI and a force sensor from B&K; a lever mechanism (top view) is
used to transform the tension in the cable into a compression in the piezo stack, and amplifies the
translational motion to achieve about 100 um. This active element is identical to that in an active
strut. In the second design (bottom center and right), the linear actuator is replaced by an amplified
actuator from CEDRAT Research, also connected to a B&K force sensor and flexible tips. In addition
to being more compact, this design does not require an amplification mechanism and tension of the
flexible tips produces a compression in the piezo stack at the center of the elliptical structure.

11.3.4 Experimental Results

Figure 11.12 shows the test structure; it is representative of a scale model of the JPL-Micro-Precision-
Interferometer' which consists of a large trihedral passive truss of about 9 m. The free-floating condition
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FIGURE 11.11 Three different designs of active tendon or active strut (ULB).
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FIGURE 11.12  Free floating truss with active tendons.

during the test is simulated by hanging the structure from the ceiling of the lab with soft springs. In
this study, two different types of cables have been used: a fairly soft cable of 1-mm diameter of
polyethylene (EA = 4000N) and a stiffer one of synthetic fiber Dynema™ (EA = 18000N). In both
cases, the tension in the cables was chosen to set the first cable mode at 400 rad/sec or more, far above
the first five flexible modes for which active damping is sought. The table inset in Figure 11.12 gives
the measured natural frequencies ®; (without cables) and €2, (with cables), for the two sets of cables.

Figure 11.13 compares the experimental closed-loop poles obtained for increasing gain g of the
control with the root locus prediction of Equation (11.18). The results are consistent with the
analytical predictions, although a larger scatter is observed with stiffer cables. Note, however, that
the experimental results tend to exceed the root locus predictions. Figure 11.14 compares typical FRF
with and without control. An analytical study was conducted'! to investigate the possibility of using
three Kevlar cables of 2 mm diameter connecting the tips of the three trusses of the JPL-MPIL. Using
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FIGURE 11.13 Experimental poles vs. root-locus prediction for the flexible modes of the free floating truss. (a)
EA = 4000 N; (b) EA = 18000 N.
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FIGURE 11.14 Typical FRF with and without control (EA = 4000N).

the root locus technique of Figure 11.10, a damping ratio between 14 and 21% was predicted in
the first three flexible modes.

11.4 Active Damping Generic Interface

The active strut discussed in Section 11.2 can be developed into a generic six degrees-of-freedom
interface which can be used to connect arbitrary substructures. Such an interface is shown in
Figure 11.15; it consists of a Stewart platform with cubic architecture.'® Each leg consists of an active
strut similar to that shown at the center of Figure 11.11: a piezotranslator of the amplified design
collocated with a force sensor, and connected to the base plates by flexible tips acting like spherical
joints. The cubic architecture provides a uniform control capability in all directions, a uniform stiffness
in all directions, and minimizes the cross-coupling among actuators (which are mutually orthogonal).
The control is decentralized with the same gain for all loops. Figure 11.16 shows the generic interface
mounted between a truss and the supporting structure. Figure 11.17 shows the evolution of the first
two closed-loop poles when we increase the gain of the decentralized controller; the continuous line
shows the root locus prediction of Equation (11.18); €; are the open-loop natural frequencies, while
o, are the high-gain asymptotes of the closed-loop poles. Figure 11.18 shows a typical FRF of the
structure of Figure 11.16, with and without control of the Stewart platform.
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FIGURE 11.15 Stewart platform with piezoelectric legs as generic damping interface (a) general view; (b) the
upper base plate removed.

11.5 Microvibrations

The performance and robustness of the control strategy have been experimentally demonstrated;
however, most of the results presented in the literature have been obtained for vibration amplitudes
in a range from millimeter to micron. For applications to precision space structures with optical
payloads, it is essential that these results be confirmed for submicron vibrations,'*'¢ despite the
nonlinear behaviour of the actuator (hysteresis of the piezo).

It turns out that the performance limit of the control system is related to the sensitivity of the
force sensor. This is illustrated in Figure 11.19, which shows the Lissajou plots & vs. T (active
tendon displacement vs. dynamic tension in the strut) for two sensors with different sensitivities.
Because the control algorithm produces a 90° phase shift between the piezo extension and the force
measurement, the theoretical shape of the plot is an ellipse; the area corresponds to the energy
dissipation in the control system during one cycle. Figures 11.19 (a) and (c) on the left side have
been obtained with a standard sensor (B&K 8200, 4 pc/N). The curve becomes more noisy as the
vibration amplitude is reduced and the dynamic force approaches the sensitivity limit of the sensor.
On the other hand, Figures 11.19 (b), (d), and (f), on the right side have been obtained with a more
sensitive sensor (280000 pc/N). In this case, the Lissajou plots keep the right shape even for very
small vibration amplitudes (the limit of this experiment actually came from background vibration).
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FIGURE 11.16 Generic active damping interface acting as a support of a truss.

11.6 Conclusions

This chapter reviewed various ways of damping large space trusses. The active strut consisting of
a piezoelectric actuator collocated with a force sensor was described first. Next, three different
ways to use this active strut to achieve active damping were reviewed: first by integrating the active
strut as <ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>