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Preface

A substantial amount of new knowledge in the field of groundwater engineering has been accumulated
over the last decade. In particular, many new developments have taken place in the analysis of contaminant
transport both in the saturated and in the unsaturated zones. New techniques for the remediation of
contaminated groundwater have been implemented. New approaches in computer modeling of the flow
and movement of contaminants have appeared. The problem of modeling the heterogeneity of the
geological formations and their effects on flow and transport continues to be a challenge and has been
the object of many papers. This information is dispersed in many professional and scientific journals,
textbooks, and reports. This new Handbook of Groundwater Engineering attempts to synthesize these facts
and to provide this information in an easily accessible form. It contains a blend of professional practice
and scientific information.

The typical readers of the handbook are expected to be geohydrologists and engineers possessing
Bachelors or a Masters degrees in applied sciences or in engineering, possibly with some years of
experience.

The first two chapters provide an introduction to the geological setting and the analysis of simple
groundwater flow and contaminant transport problems. Chapters 8 and 9 are concerned with the
production of groundwater and hydraulics of wells. The last six chapters (22 to 27) provide practical
information on the solution of engineering problems concerned with pollution remediation, landfills,
and the associated legal and regulatory aspects. The remaining 18 chapters deal with the analytical tools
for the description and modeling of flow and transport phenomena in the saturated and in the unsat-
urated zones. Special attention is given to the effects of heterogeneity and the need to use probabilistic
methods to account for the variability of the parameters.

I am grateful to have an excellent group of authors who are leaders in their respective specialties. Their
names and affiliations appear in the headings of the individual chapters. The chapters were reviewed in
a manner similar to papers in scientific and professional journals. | am also very grateful to the reviewers.
They made a special effort to ascertain that the information presented is sound. Some reviewers read
two chapters.
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Introduction

Since Darcy’s pioneering work well over a century ago, our qualitative and quantitative understanding
of the flow of water and transport of chemicals in the subsurface has skyrocketed. Much of our current
understanding of flow processes has been developed over the past 30 years, and our understanding of
transport processes has developed mainly over the last 15 years. Substantial recent advances have been
largely driven by two factors: a) the development of high-speed computing, and b) the international
focus on environmental quality.

Much of the groundwater work performed earlier in this century revolved around very simplistic
conceptualizations of the subsurface, simplifications that were so drastic as to allow analytical solutions
to flow problems and the subsequent development of type-curves. Consequently, well installation and
design, and groundwater maintenance revolved around such idealizations as homogeneity, isotropy, and
infinite domains, which, as we all know, are completely unrealistic assumptions.

With the advent of computing in the 1960s, through its modern refinements in software and hardware,
and derivation of new sophisticated numerical algorithms, we have made a quantum leap forward in our
ability to predict the behavior of our groundwater resources. This, coupled with the tremendous amount
of research dollars, tied mainly to the environment, has led to a flood of research manuscripts, new
engineering tools, and commercially available groundwater flow and transport software.

Unfortunately, while we have made tremendous advances in our ability to model the subsurface, our
ability to cost-effectively measure material coefficients that go into the models has not kept pace. Thus,
modern models are full of uncertainty in input data, and hence, their output is uncertain. This uncertainty
has led to the recent introduction of stochastic tools to the field of subsurface hydrology.

This reference text is a compilation of many classical and more modern approaches to understanding
and modeling subsurface flow and transport. Chapters 1 through 3 provide an introduction to the subject.
In Chapter 1 the basic functions and terminology requisite to the study of flow and transport are laid
out. This chapter also provides a historical background of the field. Subsequently, steady one- and two-
dimensional flow and transport (Chapter 2) and deterministic two- and three-dimensional flow (Chapter
3) are discussed.

Flow and transport in geologic media are characterized by tremendous uncertainty in the geological
environment. One can safely say that in no other field of engineering are we faced with more complexity
and uncertainty than in groundwater flow and transport engineering. It is required that the groundwater
engineer have at his or her disposal the tools (Chapter 4) which account for uncertainty in designs of
dams, impoundments, etc. In addition, the engineer should have access to tools to characterize the
uncertainty in heterogeneous aquifers (Chapters 10, 11), i.e., aquifers with material parameters which
are assumed to vary randomly in space. It is also necessary to understand how to interpolate these data
and their uncertainties (Chapter 12), and how to efficiently manipulate enormous amounts of spatial
data (Chapter 21). Because of the randomness in geophysical data, stochastic analytic models often
provide considerable insight into uncertainty propagation. In this regard, Chapter 14 deals with conser-
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vative chemicals with special emphasis on uncertainty in dilution as contrasted with spreading. Chapter
15 introduces both lagrangian and eulerian stochastic-analytic models for chemicals undergoing equi-
librium or nonequilibrium, and linear or nonlinear reactions.

Often it is observed that when a chemical is introduced in the subsurface, its travel time to some
control plane follows a bimodal distribution, and in many cases the first arrival time of the chemical is
far sooner than could be explained by theories involving homogeneous media. Such problems are
discussed in Chapters 7, 17, and 18. Chapters 7 and 17 discuss flow in preferential paths of dual porosity
type. Chapter 7 focuses on preferential paths induced by living organisms and shrinkage such as is
encountered in natural soils, while Chapter 17 focuses on large-scale geologic fractures, such as those
found at Yucca Mountain. Chapter 18 deals with solution channels such as those found in Karst media.

For water or a contaminant to reach an aquifer, it often must pass through an unsaturated medium.
Chapters 5 and 6 deal with such flow problems, while Chapter 16 examines the transport of chemicals
in nonrandom unsaturated media.

Groundwater wells have been around for thousands of years. However, only over the last 50 or so years
have their siting and design (Chapters 8 and 9) significantly improved, and, unlike in earlier times, many
wells today are constructed not for drinking or irrigation purposes, but rather for monitoring ground-
water depletion and chemical migration (Chapter 24).

As environmental concerns have advanced, so too have the associated legal issues, and laws and
regulations (Chapter 22) have also continuously evolved. Many of these have led to extensive litigation
associated with landfills (Chapter 23) and various other contamination scenarios. This, in turn, has led
to continued refinements in flow modeling (Chapter 20) and attempts to holistically engineer systems
(Chapter 19). Litigation often results in one or more parties being liable for cleanup of groundwater
(Chapter 25), which has led to significant research in biodegradation (Chapter 26) and geosynthetic
material development (Chapter 27).

This text has been under development for approximately two years. The authors of the chapters are
widely considered to be among the best in their subject areas. The chapters have been peer reviewed and
revised accordingly.

John H. Cushman

Center for Applied Mathematics
Purdue University

January 1998
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For Further Information

References

Glossary

1.1 Introduction

Subsurface water is generally divided into two major types: phreatic water or soil moisture in the
unsaturated zone, and groundwater in the saturated zone. This division is made mainly because of the
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differences in the physics of flow of water in the saturated versus the unsaturated zone; these differences
are discussed later in this chapter.

In order to understand the growth of importance of groundwater and the science explaining it in a
modern, industrialized nation and economy; it is well to consider the experience of the United States. In
the 18th century when the U.S. was being formed into a new nation, little emphasis was given to
groundwater because in the humid East, where most of the population was located, surface water supplied
nearly all water needs. In the 19th century and into the first half of the 20th, groundwater was investigated
as a water source, especially as the population moved westward and new farms, ranches, mines, and cities
were created in the semi-arid West. Lack of water caused intense competition among the various uses
and users which continues to this day at an even greater pace.

Anticipating a need for natural resource evaluation of all kinds, the U.S. government in the waning
years of the last century sponsored a number of exploratory and investigative studies of water resources,
especially in the West. These studies continued until well into this century. Notable were the field efforts
of T.C. Chamberlin (1885), N.H. Darton (1909), C.H. Lee (1915), W.C. Mendenhall (1905), and others.
In addition, laboratory studies and theoretical studies added to our understanding of the physics and
chemistry of groundwater. Important breakthroughs in physical understanding were made by several
investigators who are listed with representative significant references: A. Hazen (1911), FH. King (1899),
C.V. Theis (1935), C.E. Jacob (1940), M.S. Hantush (1956), M.K. Hubbert (1940), and many others. The
work of O.E. Meinzer (1923, 1939) of the U.S. Geological Survey is significant in that he was the prime
motivator for many government-sponsored investigations.

The work of these scientists was built upon a solid foundation of theory developed in Europe during
the 19th and early 20th centuries by such luminaries as H. Darcy (1856), J. Boussinesq (1904), J. DuPuit
(1863), P. Forcheimer (1914), and G.Theim (1906).

In the latter half of this century, several refinements of physical groundwater concepts have been made,
and there has been a considerable body of knowledge built up as the result of efforts to more safely
dispose of hazardous and radioactive wastes. Numerous advances in remote sensing by satellites have
helped in delineating water-bearing entities such as fracture zones, springs, and to a lesser extent, aquifers.
Geophysical techniques and methods have improved significantly in their use as groundwater exploration
tools. Pumping tests and other hydraulic tests have been developed which greatly improve our under-
standing of the hydraulics of aquifers and their potential for groundwater supplies.

Perhaps the most significant tool developed in this century for the study of groundwater has been the
digital computer. As a consequence, numerical modeling of groundwater flow and contaminant transport
has become a commonplace effort in nearly all groundwater studies.

Problems of data quality and data quantity in quantitative assessment of groundwater properties are
mainly functions of the heterogeneity of most geologic formations and their hydraulic properties and
the difficulty and expense of drilling for good data. With the recent advent of stochastic methods for
analyzing hydrogeologic data, there are now better ways of interpolating, extrapolating, and predicting
trends in hydraulic parameters.

With all the advances, both theoretical and technical, there is still one overriding fact in hydrogeologic
analysis and modeling that must not be forgotten. Equations of flow and transport are differential in
nature and require boundary conditions for their complete solution. The goodness of the solution to a
partial differential equation of groundwater flow or transport is directly dependent upon the accuracy
of the boundary conditions used. Boundary conditions are geological in nature and are only as accurate
as the knowledge of the geology of the area being investigated.

This may appear simplistic to some, but the facts stand, not only from theory, but from the experience
of thousands of investigators working for the past several decades on this problem. A thorough under-
standing of groundwater hydrology, correct interpretations of results of hydraulic tests, and correct
interpretations of resulting model predictions can only be made after a thorough understanding of the
geology is attained.

Still, high accuracy is often difficult to obtain in the quest for hydraulic parameter values of aquifers.
There are variations in geologic structure which are often too small to be determined, but which do affect
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hydraulic conductivity on a significant scale. Even in fairly homogeneous systems, this problem still
frustrates the analyst and the modeler, and much more research is needed. Recent work by Eggleston et
al. (1996) gives an example of this problem in the glacial outwash of Cape Cod.

Perhaps the most crucial area of groundwater research today is the search for new and improved
methods to acquire, quantify, and properly utilize good subsurface hydrogeological data with minimal
expenditure of time and money.

1.2 Importance of Groundwater

1.2.1 Groundwater and the World’s Available Fresh Water

The amount of water on, under, and above the earth’s surface remains essentially constant. Although a
minor amount of water vapor may escape into space, additional new water is constantly created as juvenile
water by chemical reactions during volcanic emanations. Table 1.1 shows estimates of the volumes of
various kinds of water on, above, and under the surface of the earth as reported by Maidment (1993).
Examination of the fig\ 3in contrast
to the 1,338,000,000 km3 of sea water. Thus, fresh water makes up only 2.5% of all the water on earth,
but not all of this water is available for human use. The water in polar ice caps, other forms of ice and
snow, soil moisture, marshes, biological systems, and the atmosphere are not readily available. As a result,
only the 10,530,000 km3 of groundwater, 91,000 km? of fresh water in lakes, and the 2,120 km3 of water
in rivers are considered attainable for use and comprise a total of 10,623,120 km?2. Consequently, ground-
water comprises 99% of the earth’s available fresh water.

TABLE 1.1 Estimates of Relative Volumes of Water of Various Kinds on Earth

Item Area 108 km? Volume km3 Percent of total water Percent of fresh water

Oceans 361.3 1,338,000,000 96.50
Groundwater:

Fresh 134.8 10,530,000 0.76 30.10

Saline 134.8 12,870,000 0.93
Soil moisture 82.0 16,500 0.0012 0.05
Polar ice 16.0 24,023,500 1.7 68.6
Other ice and snow 0.3 340,600 0.025 1.0
Lakes:

Fresh 1.2 91,000 0.007 0.26

Saline 0.8 85,400 0.006
Marshes 2.7 11,470 0.0008 0.03
Rivers 148.8 2,120 0.0002 0.006
Biological water 510.0 1,120 0.0001 0.003
Atmospheric water 510.0 12,900 0.001 0.04
Total water 510.0 1,385,984,610 100
Fresh water 148.8 35,029,210 25 100

Source: Adapted from Maidment, D.R. 1993. Hydrology, in Maidment, D. R., ed. Handbook of Hydrology, 1.1-1.15. McGraw-
Hill, Inc., New York, NY. Data from UNESCO. 1992. International Glossary of Hydrology. 2nd Ed. WMO Rept. 385, World
Meteorological Association. Geneva, Switzerland.

1.2.2 Groundwater Availability in North America

Heath (1984) describes the groundwater regions of the United States. Heath (1988) has made a thorough
compilation of groundwater areas in all of North America, including the U.S., Canada, and Mexico.
Figure 1.1 shows the major groundwater regions of the conterminous United States.

The United States, because of its size and varied and complex geology, contains groundwater in many
different kinds of rocks and unconsolidated materials. Table 1.2 summarizes the hydraulic characteristics
of each of the regions in Figure 1.1. A major aquifer system in the U.S. is worth a brief discussion because
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FIGURE 1.1 Ground water regions in North America (Adapted from Heath, R.C. 1984. Ground-Water Regions of the United States.
U.S. Geological Survey Water-Supply Paper 2242, 1-78. U.S. Government Printing Office, Washington, DC.).
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TABLE 1.2 Hydraulic Characteristics of Groundwater Regions in the United States

Characteristics of the dominant aquifers
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AR A A R N HEE R A R B I R R H E R A A I A E T R
T|IF|a || lE|x|z]|=|Fla|&éSgsia|&lelc|alEl=E|a|3|=&|3=]s|2]|5]3]3|a]a] E
1 Western Mountain Ranges X X X X X X X X X X] X X
2 | Alluvial Basins X X X X X X X X| X
3 }Columbia Lava Plateau X X X X | X X| X X X| X X X
Col Plat
4 |Colorado Plateau and X X X X X X X X X X x| x
Wyoming Basin
5 |High Plains XX X X X X X X X X
6 Non.glacua!ed Central X X % X X x| x X X X X x| x X
Region
7 Glaglaled Central x x x x | x| x x| x x X X
Region
8 Piedmont and Blue Ridge X X X X X X X X Xl X X
9 Northeast and Superior X X X % X % X X X x X
Uplands
0 Atlantic anq Gulf x % X x| x X X X X X XX X
Coastal Plain
1 Southeast Coastal Plain X X X X X X X | X X X XX
12 Alluvial Valleys X X X X X X X X X X
13 Hawaii X X X X X X X X X] X X
14 Alaska X X X X1 X X X X X X X
Puerto Ri Virgi
15 uerto Rico and Virgin X X X x| x X X X X X X| X X
Islands

(Adapted from Heath, R.C. 1984. Ground Water Regions of the United States. U.S. Geological Survey Water-Supply Paper 2242, 1-78, U.S. Government Printing Office, Washington, DC.)
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of its importance in supplying water for major agricultural uses and because of problems associated with
heavy pumpage from it.

The High Plains Aquifer occupies the area marked as “High Plains” in Figure 1.1. It is composed of
several hundred feet of Tertiary sediments that were laid down by streams flowing eastward from the
present site of the Rocky Mountains as they were being uplifted. Sandy layers in the present aquifer
provide irrigation water for several states in the High Plains

Although there are a number of separate geological formations present, the Ogallala formation,
consisting of alluvium, is the principal water-yielding unit and, thus, is the one most often tapped by
wells. Gutentag et al. (1984) reported that in 1978 there were 170,000 wells extracting water from this
aquifer, and the pumping rate is from 2 to 100 times the recharge rate.

As a result, the water table has dropped 100 feet or more, causing an increase in pumping expense.
Careful management practices are now being put into place to better manage the resource. This is a
significant example of ground-water mining and shows the effects of overuse of water resources.

Detailed descriptions of the hydrogeology of each region and in all of North America can be found
in Heath (1988). In addition, the U.S. Geological Survey has performed detailed studies on several major
aquifer systems in the U.S. through a major investigative effort known as the Regional Aquifer Systems
Analysis (RASA). Specific reports of these studies are available from the U.S. Geological Survey National
Headquarters in Reston, Virginia. Summaries of results of the RASA studies can be found in Bennet
(1979), Sun (1986), and chapters 25, 26, and 27 of Back et al. (1988).

1.2.3 Brief History of Groundwater Usage

It is uncertain when mankind first started extracting groundwater by artificial means such as wells or
infiltration galleries. Early humans most likely drank from surface streams. They may also have discovered
groundwater through the discharge of natural springs in some parts of the world, and used this source
in addition to surface streams. As streams dried up in hot weather, people learned to dig into the alluvium
to find water below the surface.

Much speculation arose about the origin of water emanating from springs, and early theories proposed
a hollow earth filled with water. The ancient Greeks were the first to record their theories, germinated
no doubt from their observation of disappearing rivers and emerging springs in the limestone karst areas
of Greece and the rest of the Balkan Peninsula. Davis and DeWiest (1966) summarize the history of
groundwater use and the development of the body of knowledge now surrounding it.

The earliest recorded use of groundwater is found in the 16th chapter of the Book of Genesis, in which
it tells of a spring in the desert. In chapter 26, mention is made of the digging of wells. Egyptians are
reported to have perfected core drilling by 3000 BC. Ancient Chinese invented the churn drill (similar
to the modern cable-tool drill) and drilled to a depth of 1500 meters (Tolman, 1937). Western Europe
did not engage in drilling until the 12th century when churn drilling was developed there. Much of the
impetus for development of drilling methods was generated in the area around Artois, France, where
artesian water was in demand. In the latter part of the 19th century, the rotary drilling technique was
developed, and by 1890 the hydraulic rotary method had been perfected. This was probably the most
significant single advance in drilling technology (Davis and DeWiest, 1966).

As the water-well and oil-well drilling businesses grew in various parts of the world, rotary drilling
methods were continuously improved and introduced worldwide. Today, it is the most widely used
method and has been the primary reason that groundwater is now available to even primitive tribes.
Present groundwater availability to people on every continent has been a prime reason for increasing the
health and standard of living for untold millions. Groundwater is now recognized as a national treasure
and a most important natural resource. For example, approximately half the water used in the U.S. is
groundwater. In some areas, groundwater is the sole water supply for all purposes.
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1.3 Earth Materials

1.3.1 Minerals and Rocks

The inorganic part of the earth is made up of rocks and their weathering products. A rock, by definition,
contains one or more minerals, and a mineral is defined by Hurlbut (1970) as follows:

“In addition to being natural and inorganic, a mineral must meet another requirement: it must be a
chemical element or compound. It cannot be a random mixture of elements; the atoms that make it
up must have definite ratios to each other, so that its composition can be expressed by a chemical
formula. Not only are the proportions of the various atoms of a given mineral fixed, but so are their
relative positions. These attributes give to each mineral a set of properties that characterize it so
uniquely that one can distinguish it from all other minerals”

A rock can be composed of one mineral or a mixture of several. For example, sandstone may contain
grains of the mineral quartz (silica or SiO,), and a cement between the quartz grains composed of the
mineral calcite (CaCOj). Granite is normally composed of crystals of the minerals feldspar, quartz, mica,
and others. By definition then, frozen water (ice) is both a mineral and a mono-mineralic rock.

The most fundamental of the three classes of rocks are igneous rocks, which are formed as cooling
products from the molten state. Igneous rocks are primordial in many parts of the world and are some
of the world’s oldest, exceeding three billion years in age. One way they can be formed is when molten
rock is intruded into other rock formations and then cooled to the solid state. If the cooling is slow
enough, various minerals will crystallize into an interlocking solid mass that is characteristic of particular
rocks such as granite.

Extrusive igneous rocks like dense basalt are forced from fissures in the earth’s crust and harden into
vast sheets of solid material, usually containing very small crystals (due to the rapid cooling), or perhaps
no crystals at all (obsidian glass). Other extrusives like lighter lava or pumice are ejected during volcanic
eruptions and are highly charged with gases to form very porous and even frothy glasses resembling a
sponge. Some of the ejecta may fall from the air to settle as a sediment. This particular kind of deposit
is known as a pyroclastic rock, i.e., both igneous and sedimentary.

A sedimentary rock, the second class, is deposited from either air or water as grains of rocks and
minerals. These sediments in turn may have been derived from the weathering of igneous, metamorphic,
or other sedimentary rocks.

If any kind of rock, igneous, metamorphic, or sedimentary, is subjected to intense heat and pressure,
such as exists at great depths in the earth’s crust, at the edge of tectonic plates, or in rising mountain
ranges, the parent rock will be transformed into the third class of rock — a metamorphic rock. A
metamorphic rock may contain the same chemical composition as the parent rock, but the mineral
composition and structure may be changed drastically from the parent. For example, limestone containing
amorphous or cryptocrystalline calcite (CaCOs3) is often metamorphosed into marble that has a definite
crystal structure and is much harder than the original limestone. Granite may be metamorphosed into
gneiss with the same overall chemical composition as the original granite, but with new minerals and
mineral structures.

Groundwater can be found in all three classes of rocks, but in general, the sedimentary rocks contain
by far the greatest amounts of water due to their greater porosity.

1.3.2 Unconsolidated Materials

Unconsolidated materials are those earth materials which have not been indurated. That is, the grains
have not been fused together by heat and pressure, as in the cases of igneous granite or metamorphic
gneiss; or cemented together, as in the case of sedimentary rocks. Unconsolidated materials can be the
non-indurated products of weathering of all three classes of rocks, or sediments laid down by running
water, ponded water, the sea, or ejecta from volcanoes.
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Most unconsolidated materials are young, geologically speaking, and are at or near the earth’s surface.
Thus, they have not been exposed to pressure, heat, and migrating cementing fluids long enough to
become consolidated or hard. Hence, they generally have high porosity and are the sources for much
groundwater.

A common unconsolidated deposit in glaciated areas of the world is glacial drift. It is any kind of earth
material that was deposited directly by glaciers or by meltwater from glaciers. As such, it can range in
size from the finest silt to the largest boulders, and can be mixtures of all sizes. The name “drift” was
given to this material when it was believed that it was depositional material, or “drift,” from the great
Noachian Flood, described in the Book of Genesis. Drift can generally be subdivided into the more
specific lithologies such as till and outwash.

Glacial till is a generally heterogeneous mixture of many different lithologies and particle sizes. Typically
in the midwestern U.S., till contains a preponderence of clay and silt with additional amounts of ground-
up rocks and boulders that may vary in size from small pebbles to erratics the size of a house or larger.
On rare occasions, geologists find tills composed of one lithology, indicating local sources of material.
Glacial till is not generally utilized as a source of groundwater because of its low permeability

Glacial outwash is material deposited from high-energy streams of water that originated from melting
glaciers. This process can be seen today at the toe of any mountain glacier on different continents.

Glacial ice, more often than not, contains entrained rock and soil material which it has eroded from
the surrounding valley sides or the ground beneath it. This material varies widely in size from clay to
large boulders. As the ice melts and leaves the toe of the glacier, normally in great flow rates and very
turbulent, this material is moved with the flowing water. As the stream loses energy, materials settle out,
with larger material coming out first, followed by gradually smaller material. Therefore, along a stretch
of an outwash stream one may find coarse gravel and boulders settling out first, followed by finer gravel,
then sand and gravel mixtures, then sand, silt, and finally clay (in still water).

Many present-day stream courses were glacial spillways for outwash water and sediment during the
Pleistocene Epoch (Ice Age). For example, the Wabash River Valley in Indiana contains outwash sand
and gravel deposits in excess of 300 feet in thickness which were deposited by the melting of two and
possibly three different ice sheets. The Big Sioux River valley in South Dakota and lowa is another
example. A very extensive deposit of outwash sand is the Cape Cod peninsula which was deposited in
an interlobate outwash between two lobes of ice — one to the east and one to the west of the site. Outwash
sand and gravel deposits are frequently exploited for groundwater because of their high porosity and
permeability. Well yields in many of these deposits often exceed 5500 m3/d.

Other water-lain deposits not directly deposited from glacial meltwater may be comprised of reworked
glacial detritus (glacially transported material), or they may be found in areas where glaciers never
occurred. The most common example of such deposits is alluvium. Flood plains along large streams are
created of this material as the streams flood over their banks and deposit the material. Stream beds also
contain alluvium.

In fast-flowing streams with high gradients, as in mountainous areas, alluvium may be absent because
the stream is eroding rather than depositing material. If alluvium is found in and along such streams, it
is generally very coarse-grained gravel with large boulders. On the other hand, mature streams such as
the Ohio, Missouri, and Mississippi Rivers, deposit their loads of fine silt and clay over broad flood plains.

Alluvium deposits may serve as important groundwater sources, but in large river valleys, the yield of
such deposits may be low to moderate, depending on the grain size and the resulting permeability and
porosity.

Lacustrine materials are silts and clays that are deposited from relatively still bodies of water such as
lakes and lagoons. This material, being so fine-grained, is not utilized for groundwater supplies because
of its low permeability.

Peat is the remains mostly of water plants that die and accumulate in ponded water and marshes over
long periods of time. The top part of a peat deposit is very porous and permeable, but it becomes more
compact with depth. The lower layers of peat are often sticky masses of black organic material with little
resemblance to the original plant material.
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Peat is not generally utilized as a groundwater source, but it can serve, under the right conditions, as
a natural cleansing agent to remove organics and heavy metals from water that passes through it — the
large and complex organic molecules in the peat attract such contaminants.

Chemical precipitates of most importance include limestone and marl which precipitate directly from
sea water or even from fresh water bodies. Major deposits of limestone were deposited in many parts of
the world during the Cretaceous Period (the “Chalk Period”) of the Mesozoic Era. Examples include the
Chalk Beds of Dover, England; the limestones of the Balkan Peninsula; and limestones of the High Plains
in the United States. Other vast limestone deposits were formed in earlier times and are found across
most of the midwestern U.S. and the Appalachians.

Limestone is composed primarily of calcite. Entrained silt and clay and other materials may also be
present. After deposition, a process known as diagenesis often takes place in which the rock incorporates
magnesium to become dolostone, or CaMg(CO3),; this is also the formula for the mineral, dolomite.
Pure MgCOs is the mineral, magnesite.

Collectively, limestone and dolostone are called “carbonate rocks,” or “carbonates.” Carbonates, espe-
cially limestone, often undergo solution along bedding planes and fractures to form caves and sinkholes,
which in an interconnected system, is known as karst terrane, after the Karst region in Yugoslavia.
Networks of such caves and tunnels may exceed hundreds of miles in length and may contain large
streams which emanate from springs in the rock.

Examples of such systems are found in the Balkan Peninsula, the Mediterranean area, France, Kentucky
(Mammoth Caves), and New Mexico (Carlsbad Caverns), to name just a few. Karst systems are often
sources of very large quantities of groundwater, and due to the very high permeability, can be productive
aquifers. A drawback, though, is the ease with which water in karst systems can be contaminated by
surface sources. Thus, care must be taken to protect such sources.

Aeolian deposits are fine-grained materials, such as silt and sand, which may have been deposited
originally from water, but which have been reworked and redeposited by wind. Examples of such active
deposits today can be found in sand-dune areas of the Sahara, the Middle East, New Mexico, Nevada,
and many other places.

Ancient dunes from the geological past are often found as sandstone bodies and may have some
potential for groundwater extraction if coarse enough to allow sufficient porosity and permeability.
Generally, wind-blown deposits are fine-grained, and when cemented with precipitates from circulating
groundwater, may possess low porosity and permeability. The finest-grained aeolian deposits are com-
posed of silt or “rock flour” known as loess. The silt source is usually a wide river bed with braided
channels where large dry areas of fine-grained materials are exposed to the wind. In most cases, the silt
was deposited in such rivers as the end product in the long chain of deposition of glacial outwash.
Prevailing winds then pick up the silt and transport it downwind where it is deposited on the lee sides
of river valleys.

Significant loess deposits are found on the east side of the Missouri River, which acted as a glacial
spillway during the Pleistocene. North of Sioux City, lowa, this material forms bluffs which are tens of
meters high. Other noteworthy deposits are found along the Mississippi River (another spillway) and in
the Gobi Desert of China.

Loess, after deposition, will often be reworked by frost action to form columnar structures with vertical
fractures. The grains of silt are then oriented with their long axes vertically to form such features. With
this alteration, it will allow fast vertical movement and drainage of water and is fairly solid material to
build upon, but its permeability is too low to utilize it for a groundwater supply.
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1.4 Important Hydraulic Properties of Earth Materials and
Groundwater

1.4.1 Porosity

Porosity (n) is defined as the volume of the pores of a rock or soil sample (V) divided by the total volume
(V) of both pores and solid material. That is,

n=V,/V, )

When a rock is first formed by precipitation, cooling from an igneous melt, induration from loose
sediments, or when a soil is first formed by weathering of rock materials and possibly subsequent
biological action, the new entity will contain a certain inherent porosity known as primary porosity. This
porosity may later be reduced by cementation from precipitates from circulating groundwater, or from
compaction accompanying burial by later sediments. However, fractures or solution cavities formed in
the rock, or root tubes or animal burrows in soils may later form and are known as secondary porosity.
Thus, the total porosity of a sample will be the sum of the primary and secondary porosities.

Porosity of a consolidated sample can be determined quite simply by first cutting the sample to a
known dimension such as a cylinder or cube and measuring the total volume. Next, the sample is
submerged in a known volume of water and allowed to saturate. After saturation, the volume of water
displaced will be the volume of solids in the sample. The volume of voids is simply the difference between
the total volume and the volume of solids, and porosity can be calculated by the above formula. More
accurate and more sophisticated methods for testing earth materials for various properties are given in
various publications of the American Society for Testing and Materials (ASTM).

If all the pores in a rock are not connected, only a certain fraction of the pores will allow the passage
of water, and this fraction is known as the effective porosity. An example is pumice, a glassy volcanic ejecta
(a solidified froth) which may float in water because the total porosity is so high and because it contains
so much entrained gas that its bulk density is less than water. It may take some days to sink because the
effective porosity is so low that water cannot easily pass through it. Coarse gravel may have a porosity
of only 25%, but that porosity will practically all be effective. Thus, gravel is an excellent conductor of
water.

Porosity of a rock or soil is determined largely by the packing arrangement of its grains and the
uniformity of the grain-size distribution. The greatest ideal porosity that could be attained in a material
with uniform spherical grains is 47.65%,; this is known as cubic packing (Figure 1.2A) because the centers
of eight such grains form the vertices of a cube. The least porosity that can be attained with the same
grains is found in rhombohedral packing with a value of 25.95% (Figure 1.2B). The centers of the eight
adjacent spheres form the vertices of a rhombus.

These are ideal extremes because no natural sediment or rock contains spherical grains nor are the
grains of uniform size. If small grains are situated in the spaces between large grains, the porosity will
be reduced below that for the large grains only. This is demonstrated by the uniformity coefficient (C,)
which is a measure of how well or how poorly the sample grains are sorted,

C,= Deo/Dlo (2)

where Dy is the grain diameter below which 60% of the grains are finer, and Dy (the effective grain

size) is the diameter below which 10% of the grains are finer. If the C, is less than 4, the sample is well

sorted; if it is greater than 6, it is poorly sorted and will have a lower porosity than the first sample.
The void ratio, e, used in soil mechanics, is defined as
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FIGURE 1.2 (A) Cubic packing; (B) Rhombohedral packing.
e=V,/V, ©)
where V is the volume of solids, so that
n= ]/ (1 +1/ e) 4)

Typical values of porosity are given in Table 1.3.

TABLE 1.3 Important Physical Properties of Soil and Rock

Hydraulic conductivity Compressibility,

Lithology Porosity (percent) (cm/sec) o (m2/N or Pal)
Unconsolidated
Gravel 25-40 10-2-102 10-8-10-10
Sand 25-50 10-4-1 10-7-10-°
Silt 35-50 10-7-10-3 no data
Clay 40-70 10-10-10-7 10-6-10-8
Glacial Till 10-20 10-10-104 10-6-10-8
Indurated
Fractured Basalt 5-50 1051 108-10-10
Karst Limestone 5-50 10-4-10 not applicable
Sandstone 5-30 108-104 10-11-10-10
Limestone, Dolomite 0-20 107-10* <1010
Shale 0-10 10-11-10-7 10-7-10-8
Fractured Crystalline Rock 0-10 10-7-102 —10-10—
Dense Crystalline Rock 0-5 10-12-10-8 10-9-10-11

(Adapted from Domenico, P.A. and Schwartz, FW. 1990. Physical and Chemical Hydrogeology. John
Wiley & Sons, Inc., New York; Freeze, R.A. and Cherry, J.A. 1979. Groundwater. Prentice-Hall, Inc.,
Englewood Cliffs, NJ.; Fetter, C.W. 1994. Applied Hydrogeology, 3rd ed. Macmillan College Publishing
Co. Inc., New York; Narasimhan, T.N., and Goyal, K.P. 1984. Subsidence due to geothermal fluid
withdrawal, in Man-Induced Land Subsidence, Reviews in Engineering Geology, v. VI, Geological
Society of America, 35-66.)

1.4.2 Moisture Content

Moisture content (@) can be measured and described either gravimetrically or volumetrically. The gravi-
metric equation is
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D=W, /W, )

where W, is the weight of the water contained in a sample and W, is the total weight of the solids and
water in the sample. This definition, although useful for some purposes, does not indicate the degree of
saturation of the rock or soil. Thus, the volumetric definition is more widely used,

®=V,/V, (6)

where V,, = volume of water in the sample, and V; = the total volume of water and solids. Closely related
terms are the saturation ratio, which is the volume of contained water divided by the volume of voids,
and the degree of saturation, or saturation index, which is the saturation ratio times 100, (V,,/V,) x 100.
If the saturation ratio is less than unity, or the degree of saturation is less than 100%, the sample is
unsaturated and the pores are then partially filled with air.

Gravimetric moisture content can be determined by weighing a sample to obtain the total weight and
then drying it in an oven to drive out the moisture. The dry sample is weighed to obtain the weight of
the solids. The difference is the weight of the entrained water.

1.4.3 Capillarity

Capillary forces play a major role in the movement of water through unsaturated materials. Water is
attracted to solid grains by adhesion. The familiar example of water rising in a soda straw is also a good
example for capillary rise, h,, in a small tube of radius, r, (Figure 1.3) and the rise is calculated as

h, =20cosaly,r @)

where o is the surface tension of water (0.0756 N/m at 0°C), ¥, is the specific weight of water (9.805
kN/m83 at 0°C), a = 0° for water. Thus, for water at 0°C in a clean tube, Domenico and Schwartz (1990)
give the formula for capillary rise in cm as,

h, =0.153/r (8)

Mavis and Tsui (1939) developed the following equation to estimate the height of capillary rise in mm
in soils,

n, =(22/a,)[(1-n)/1]" ©

where dy is the harmonic mean grain diameter in millimeters and n is the porosity. Capillary rise in
coarse gravels may be only a few millimeters, but in clay it may be as much as three or four meters (Davis
and DeWiest, 1966; Lohman, 1972).

In the root zone, normally in the upper part of an unsaturated soil, there is a natural competition for
water between capillary forces in the soil and osmotic suction in the plant roots. The moisture content
at which the capillary forces become greater than osmotic forces is known as the wilting point, i.e., the
moisture content at which the plants will cease to take in water and will start to wilt. Due to the fact that
capillary forces in coarse-grained materials are not as great as those in fine-grained materials, the wilting
point in sand is only about 5%, whereas in clay it is around 25 to 30% (USDA, 1955). The wilting point
will be reached more rapidly during hot, dry weather, especially if rainfall is insufficient, because capil-
larity causes water in the soil to rise where evapotranspiration from the surface will accelerate the loss
of water from the soil.
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FIGURE 1.3 Capillary rise in a tube (Adapted from Lohman, S.W. 1972. Ground-Water Hydraulics. U.S. Geological
Survey Prof. Paper 708, US Government Printing Office, Washington, DC.).

1.4.4 Electrostatic Forces of Attraction and States of Water in Pores

Capillarity is caused by a combination of two forces: (1) molecular attraction, which is responsible for
water adhering to soil or rock particle surfaces, and (2) surface tension, which is due to cohesion of water
molecules toward each other when water is exposed to air. In saturated systems, the first force is balanced
in all directions and thus, canceled out, and surface tension is also balanced.

An unsaturated rock or soil, if allowed to drain under the force of gravity, will not lose all its water
by this means (Figure 1.4). Instead, some water will be held inside the pores by these forces. The drained
water is known as gravitational water, and the retained water as capillary water (Todd, 1980). Older
literature may refer to the latter as pellicular water. The capillary or pellicular water will stay in the pores
unless it is subjected to additional stresses such as centrifugation in the laboratory or excessive heat as
during a hot, dry period.

If moisture reduction continues, the minimal water that will be held will exist as thin films around
grains and will be held there by adhesive forces of molecular attraction; this water is known as hygroscopic
water and is unavailable to plants. The wilting point is always a higher moisture content than the
hygroscopic water content.

Often, initially dry soils near the surface will first attract and hold hygroscopic water if the air humidity
increases significantly. It is only after the hygroscopic moisture content exceeds the hygroscopic coefficient
(the maximum water content that can be held hygroscopically) that any additional water from precipi-
tation or irrigation travel through the soil. Adhesion and cohesion are strongly affected by the mineralogy
of soil or rock and chemical content of soil and water.

1.4.5 Compressibility of Water

Water is only very slightly compressible. At conditions of constant temperature and mass, Domenico and
Schwartz (1990) define the isothermal compressibility of water as

©1999 CRC PressLLC



FIGURE 1.4 Porous medium under drainage.

B, =YK, =1V, )(ov,. /) (10)

where 3, is the fluid compressibility in units of reciprocal pressure, K, is the bulk modulus of compression
for water, V,, is the bulk volume of water, and P is the pressure. At 25°C, groundwater possesses a 3, of
4.8 x 10719 m%/N or 2.3 x 1078 ft%/Ib.

1.4.6 Compressibility of Solid Earth Materials

The compressibility of water-bearing rock and soil at some internal point is affected by both external
and internal stresses and pressure of entrained water within the pores. The stress-balance equation is
given as

0,=0,+P, (11)

where @; is the total vertical stress acting downward on the point of interest and includes the pressure
of overlying soil or rock and its contained water as well as that from buildings, trees, etc., on the surface.
The effective stress or resisting stress from the skeleton of the solid grains, i.e., the matrix, is g, and P,
is the pore pressure of the water in the pores. Figure 1.5 illustrates this relationship.

Any increase in total vertical stress must be balanced by the same increase on the right side of the
equation; this occurs when depth increases because total vertical stress naturally increases with depth. If
a well is pumped, the extraction of water will suddenly decrease the pore pressure and the porosity with
an attendant increase in the effective stress exerted by the matrix. As a result, the matrix will compress.
If water is injected into the well, the reverse occurs.

Such expansion and compression of the matrix, at constant temperature and assuming incompressible
grains, can be quantified as shown by Domenico and Schwartz (1990) as

B, :]7/Kb 12)
= _(l/vb)(wb/aat) 13
= -1V, (v, /00, (14)
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FIGURE 1.5 Stress-balance diagram.

=B, =U/H, (5)

where 3, is the bulk matrix compressibility in units of the reciprocal of pressure, Ky, is the rock bulk
modulus of compression, 3, is the vertical compressibility, H, is a modulus of vertical compression related
only to pores, Vy, is the bulk volume, and V, is the pore volume. The negative sign in the equation refers
to the fact that volume decreases with increasing pressure. Equations 9 through 12 show that if the grains
are incompressible then f3, is equivalent to f3,

Table 1.3 lists the compressibility of several lithologies.

1.4.7 Hydraulic Head

Hydraulic head at a point in a groundwater system (Figure 1.6) is expressed as,

h=Z+P/py (16)

where Z is the elevation head or the distance of the reference point above a datum plane (normally mean
sea level), P is fluid pressure at the point exerted by the column of water above the point, and pg is the
specific weight of water, y; or more simply stated

h=Z +y (17)

where Wis also called the pressure head. The relationship has the dimension of length. Development of
this relationship can be found in Chapter 2 of this publication and in Hubbert (1940).

Thus, hydraulic head has the dimension of length which makes it convenient for calculations based
on the elevation of water above sea level, the generally accepted zero datum. Fluid potential and hydraulic
head are equivalent and both are used, except head is the most popular entity for groundwater studies.
It can be shown, often to the surprise of the unsuspecting, that water can flow from a region of lower
pressure to a region of higher pressure if the total head at the starting point is greater than at the ending
point.

In the field of petroleum and natural gas engineering, pressure is generally used in place of head
because pressures at great depths are normally so great that elevation heads are often insignificant.

1.4.8 Storage

A simple mass balance equation for groundwater flow through a unit volume of porous medium is given as

Q,, At =Q,, At +AS At (18)
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FIGURE 1.6 lllustration of hydraulic head.

where Q is total flow rate in volume per unit time, and AS is the volume per unit of time going into or
coming out of storage in time, t.

In a saturated porous medium that is confined between two transmissive layers of rock or clay, water
will be stored in the pores of the medium by a combination of two phenomena; these are water com-
pression and aquifer expansion. As water is forced into the system at a rate greater than it is being
extracted, the water will compress and the matrix will expand to accommodate the excess. In a unit
volume of saturated porous matrix, the volume of water that will be taken into storage under a unit
increase in head, or the volume that will be released under a unit decrease in head is called specific storage,
and is shown as

Ss =09 (a +nB) (19)

where a is aquifer compressibility, p is fluid density, g is gravitational acceleration, n is porosity, and
is water compressibility. This unit has the dimension of 1/L and is quite small, usually 0.0001 or less.
The storage coefficient of an aquifer, or simply, the storativity, S, is given as

S=Sb (20)

where b is the saturated thickness of the aquifer. Storativity is defined as the volume of water per unit
aquifer surface area taken into or released from storage per unit increase or decrease in head, respectively
(Figure 1.7). It is a dimensionless quantity. In confined aquifers the value of storativity ranges from 0.005
to 0.00005.

In unconfined porous media, that is, where there is no overlying confining cover, storage of water in
its upper part is defined as specific yield, S. This is the ratio of the volume of water that drains from a
saturated porous matrix under the influence of gravity to the total volume of the matrix, per unit drop
in the water table. Specific yield is normally much greater than specific storage, as water released from
elastic storage leaves the pores still saturated. Specific yield is often in the range of 0.2 to 0.3, or three to
four orders of magnitude greater than elastic storage.

Gravity drainage will proceed until the forces of surface tension and molecular attraction to the matrix
grains become equal to the force of gravity. The ratio of the volume of water retained in the pores to the
total matrix volume is known as specific retention, or S;. In the upper parts of an unconfined porous
medium, where elastic storage is not significant, the sum of specific yield and specific retention equals
porosity,
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FIGURE 1.7 lllustration of specific storage and storativity (Adapted from Ferris, J. G., Knowles, D.B., Browne, R.H.,
and Stallman, R.W. 1962. Theory of Aquifer Test. U.S. Geological Survey. Water-Supply Paper 1536E.)

S, +S,=n (21)

When an unconfined porous medium is very thick, the lower parts of the medium may also contain
water under elastic storage, owing to the increase of pressure and consequent water compressibility and
matrix expansion with increasing depth. In this case the total storativity of the medium is expressed as

S=S, +bS, (22)

where b is the saturated medium thickness.

Field capacity is used to describe essentially the same phenomena as specific retention, but it is normally
used in agricultural soil-moisture studies. It is a function not only of specific retention, but also of the
evaporation depth and the unsaturated permeability of the soil (discussed below). A good discussion of
all the above relationships can be found in De Marsily (1986).

1.4.9 Intrinsic Permeability

There are several basic properties of both porous media and fluid that will determine the ease with which
the medium will transmit a fluid. The most fundamental of all these properties is known as intrinsic
permeability, k. It is simply a function of the average pore size of the medium and is related to this
property as follows,

k =Cd? (23)

where d is the average pore diameter, and C is an empirical constant which depends upon packing,
sorting, and other factors.

Intrinsic permeability is strictly a function of the medium and has nothing to do with the temperature,
pressure, or fluid properties of a particular fluid passing through the medium. It is commonly measured
in terms of the darcy, after Henri Darcy who developed the relationship known today as Darcy’s Law,
(discussed later). The millidarcy is the commonly used unit, but many authors also use the units of cm2,

Although independent of the fluid, the darcy is defined with a fluid standard in order to quantify it
as the area through which a fluid with a dynamic viscosity of one centipoise will flow at a rate equivalent
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to one cubic centimeter per second per square centimeter under a pressure gradient of one atmosphere
per centimeter; or

1darcy = [(1 centipoise x1 cm® /sec)/l cmZ]/(l atmosphere/1 cm) (24)

One centipoise is 0.01 dyne-sec/cm?, and one atmosphere is 1.0132 x 106 dynes/cm?2. If these values
are substituted in to the above equation, the result is that

1 darcy =9.87 x107° cm? (25)

and the same value will apply to the flow of gases or newtonian liquids of any kind through the medium.

1.4.10 Viscosity

The resistance of a flowing fluid to shear is known as dynamic viscosity. Figure 1.8 shows the conceptual
and mathematical relationships in the development of the term. Note that a liquid fills the space between
two plates; the bottom plate is stationary and the top plate moves unidirectionally at a velocity, U. The
liquid is undergoing laminar flow and thus there is a linear change of velocity upward from zero on the
bottom plate to U on the top plate. The rate of change of velocity with vertical direction is then dU/dy
which is also called the vertical rate of strain. This is caused by the shearing stress, 7, which is

T=F/A (26)

where F is the force that pulls the upper plate along at the velocity, U, and A is the surface area of the
upper plate.

y
) Upper Movable Plate
> U
du T ~
dy 1L
> Fixed Plate
U=0
» X
FIGURE 1.8 lllustration of dynamic viscosity as resistance of a fluid to shear.
From these observations it is apparent that
T OdU/dy 27

and we assume that there is a constant, p, that will convert this proportionality into an equation, namely

T :u(dU/dy) (28)

and
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u=1/(du/dy) (29)

where the constant, is known as the dynamic viscosity. It is specific to the fluid and to temperature,
generally decreasing with increasing temperature. The dynamic viscosity has the units of [FT/L?].

Dynamic viscosity is defined in terms of the poise (0.1 Ns/m2), after the French mathematician and
fluid dynamicist, Poiseuille. The centipoise (0.001 Ns/m?) is the most commonly used unit. At 15°C,
water possesses a dynamic viscosity of 0.011404 poise, or 1.1404 x 10-3 Ns/m2, or approximately one
centipoise. In contrast, the dynamic viscosity of the earth’s mantle is estimated at 1023 centipoise.

Dynamic viscosity is not to be confused with kinematic viscosity, v, which is dynamic viscosity divided
by fluid density,

v=p/p (30)

The kinematic viscosity has the units of L2/T. The stoke, named after G.G. Stoke, the British physicist,
has the units of cm?/s, but the centistoke (0.01 cm?/s) is a more convenient unit. Water at 15°C has a
kinematic viscosity of 1.139 x 10-6 m2/s or 1.139 centistokes.

1.4.11 Hydraulic Gradient

The hydraulic gradient is simply the loss of head per unit length of flow along a stream line, and is given as

| =dhy/dl (31)

a dimensionless number. Development of this relationship can be found in Chapter 2 of this publication
and in Hubbert (1940).

1.4.12 Hydraulic Conductivity of Saturated Media

Although the intrinsic permeability describes the water-transmitting property of a porous medium, it
does not completely describe the relative ease with which a particular liquid will flow through the medium.
The complete description is given by the hydraulic conductivity, K, which combines both medium and
fluid properties,

K =kpg/u (32)

This parameter has the dimension of velocity, generally cm/sec or ft/day, and is a second-order tensor
quantity. Its physical meaning is stated as, “The volume of liquid flowing perpendicular to a unit area of
porous medium per unit time under the influence of a hydraulic gradient of unity.” Earlier literature
described this phenomenon as field coefficient of permeability with units of gallons per day per square
foot. This name and definition are now only rarely used. Table 1.3 lists the hydraulic conductivities of
several lithologies.

In the mid-19th century, a French engineer, Henri Darcy, was experimenting with sand filters for a
water supply system for the city of Dijon, France. Through a series of experiments with sand-filled tubes,
(Figure 1.9), he was able to determine the factors that controlled the flow rate of water through the sand
(Darcy, 1856).

He discovered one of the most important physical relationships in the science of porous-media
hydrodynamics, which became known as Darcy’s Law,

q=-K(dh/dl) (33)
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FIGURE 1.9 Figure illustrating tube experiments of Henri Darcy.

where q is the specific discharge or volumetric flow rate per unit area of porous medium perpendicular
to the direction of flow, and dh/dl is the hydraulic gradient along the flow path, |. By convention, the
negative sign implies that flow is along the direction of decreasing gradient.

It should be noted that g has the dimension of velocity and is called darcian velocity. This term or its
usage is not the same as the true average linear velocity or average pore velocity or seepage velocity of flow
through a porous medium; the latter property is given as

v=g/n, (34)

where n, is the effective porosity. This difference should always be kept in mind when estimating the true
velocity of groundwater flow and solute transport.

Although it is common to employ hydraulic conductivity in a general sense in studying or describing
the hydraulic properties of a porous medium, it is more advantageous to use the term, transmissivity
(defined below) to describe the ease with which water moves through a large porous medium body such
as a horizontal or layered aquifer. Transmissivity, T, (sometimes called transmissibility) is simply the
product of hydraulic conductivity and saturated thickness of the aquifer,

T=Kb (35)

and has the dimensions of L%/T. This dimensional characteristic derives from the definition of transmis-
sivity as “the volume of water per unit time passing through a unit width area of aquifer perpendicular
to flow integrated over the thickness of the aquifer,” or [L3/(TL2)]L (Figure 1.10).

Transmissivity is usually reported in units of square feet per day or square meters per day. The total
rate of flow (Q) through any area (A) of the aquifer perpendicular to the flow direction under the gradient
(1) is then given as

Q=TIA (36)

1.4.13 Hydraulic Conductivity of Unsaturated Media

Water in unsaturated media is subject to the influences of not only the hydraulic gradient, but also of
molecular attraction and surface tension, as described previously. Therefore, the unsaturated hydraulic
conductivity is a function of the pressure head (W), which, in unsaturated media, will always be negative.
Consequently, we write unsaturated hydraulic conductivity as K(W). This is discussed later in the section
on the unsaturated zone.
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FIGURE 1.10 lllustration of the concept of transmissivity (Adapted from Ferris, J.G., Knowles, D.B., Browne, R.H.,
and Stallman, R.W. 1962. Theory of Aquifer Tests. U.S. Geological Survey. Water-Supply Paper 1536E.)

1.4.14 Anisotropy and Heterogeneity

The discussion to this point has assumed that the porous media is isotropic, i.e., the permeability and
hence, the hydraulic conductivity and transmissivity, are equal in all directions at any point in the porous
medium. If the parameters differ in value directionally at a point, the medium is then said to be anisotropic.

These directional properties are described three-dimensionally in cartesian tensor notation using nine
general terms, a;;, which can represent permeability, hydraulic conductivity, or transmissivity, but trans-
missivity is a two-dimensional term that is applied only in a horizontal sense.

a; Ay Ay
Aij P R PY S P (37)

a31 a32 a33

If the principal directions of the tensor coincide with the major cartesian axes, the off-diagonal terms
will cancel out and the only terms of interest will be aj;, a5, and az3. Specific discharge, velocity and
hydraulic conductivity are vectors. Thus, for example, in a three-dimensional porous medium with
anisotropic hydraulic conductivity, specific discharge will be given as

q=0q, +0,] +0,K (38)

where i, j, and k are unit vectors in the x, y, and z directions respectively, and g, d,, and g are specific
discharge components in the x, y, and z directions, respectively.

Using Ky, Ky, and K, to represent the main diagonal terms of the hydraulic conductivity tensor, the
above equation can be expanded to the following form,
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q=K,,(on/ox)i -K (dh/dy)j - K ,(an/z)k (39)

If the principal directions are along the cartesian directions, it is also common to express anisotropy
graphically by use of the equation and figure for an ellipsoid in three dimensions, and an ellipse in two
dimensions. Using a two-dimensional example, the semi-axes of an ellipse represent the square root of
the property along those axes, and the length in any given direction, r, is the square root of the property
in that direction (Figure 1.11).

FIGURE 1.11 Elliptical representation of permeability and hydraulic conductivity.

The equation for an ellipsoid is

(xz/a2)+(y2/b2)+(zz/cz):l (40)

where a, b, and ¢ are the semi-axes. If the medium is isotropic, the ellipsoid degenerates into a sphere
for which the equation is

x2+y?+z% =r? (41)

Isotropy or anisotropy of hydraulic conductivity and transmissivity is controlled specifically by the
isotropy or anisotropy of the intrinsic permeability. The latter parameter, being a function strictly of the
porous medium, is usually determined by the medium structure, which in turn, is the result of the
medium’s geological origin and subsequent alterations.

For example, sedimentary deposits almost always possess a lower permeability in the vertical direction
than in the horizontal. This is due to the fact that as sediments are laid down from water they assume a
more stable position if possible where the longer axes of the grains and pebbles are oriented horizontally
(Figure 1.12).

FIGURE 1.12 Natural hydraulic anisotropy in water-lain sediments.

Subsequent fracturing by tectonic forces in a given direction will add a secondary permeability to the
medium that is oriented by the forces and may result in greater vertical permeability than horizontal
(Figure 1.13).

If the condition of directional equality of properties is the same from point to point anywhere in the
medium, the medium is termed homogeneous. If the condition of either isotropy or anisotropy varies
from point to point, the medium is then said to be heterogeneous. Figure 1.14 demonstrates these four
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FIGURE 1.14 Summary of possible combinations of isotropy, anisotropy, homogeneity, and heterogeneity.

possible descriptions of a medium — (1) isotropic and homogeneous, (2) anisotropic and homogeneous,
(3) isotropic and heterogeneous, and (4) anisotropic and heterogeneous.

The average hydraulic conductivity (K,,) perpendicular to a layered sequence of m beds (Figure 1.15A),
each of which is either isotropic or anisotropic, can be determined using a weighted harmonic average as

Kp:c/idm/Kpm (42)

where d is the total thickness, dy, is the thickness of each layer, and K, is the perpendicular hydraulic
conductivity of each bed.

The average horizontal hydraulic conductivity parallel to the beds is given as a weighted linear average
(Figure 1.15B)

m

Kh = ZKhmdm/d (43)

where K}, is the horizontal hydraulic conductivity of each bed.

If two isotropic beds of porous media of differing hydraulic conductivities are separated by a plane
surface, then a particle of water traveling through one bed will refract upon entering the other (Figure
1.16) according to the Law of Tangents,

tan6, /tand, =K, /K, (44)

This phenomenon occurs because of the laws of conservation of energy and mass, i.e., one side of a
particle will move faster or more slowly than the other at the interface, depending upon whether or not
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figure 1.15 Hydraulic conductivity of layered systems. A) flow perpendicular to layers; B) flow parallel to layers.

FIGURE 1.16 The Law of Tangents.

amore permeable or less permeable medium, respectively, is encountered. This phenomenon is discussed
in Bear (1972).

1.4.15 Aquifers

An aquifer is defined by Davis and DeWiest (1966) as “... natural zone (geological formation) below the
surface that yields water in sufficiently large amounts to be important economically.” This definition is
very relative and subjective, for a thin bed of sandstone may economically yield water to a well at a rate
of 5.5 m3/d for a home but would not be sufficient to supply an irrigation well that required 2700 m3/d.
Yet, it could be called a aquifer by strict definition.

The most productive aquifers are generally deposits of glacial outwash, karstic carbonates, permeable
sandstones, and highly fractured rocks of all kinds.

An aquifer that is sandwiched between two impermeable layers or formations that are impermeable
is called a confined aquifer if it is totally saturated from top to bottom (Figure 1.17A).

If the recharge area for the aquifer is located at a higher elevation than the top of the aquifer, and a
well is drilled into the aquifer, the water level will rise above the top as shown. Such an aquifer is known
as an artesian aquifer; it is named after Artois, France, where such wells are common. It should be noted,
however, that the well does not have to be flowing to be termed “artesian,” although that is the popular
conception. A flowing well is known as a “flowing artesian well.”
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FIGURE 1.17 Kinds of aquifers. A) Confined aquifer; B) unconfined aquifer.

The water level above the top is known as the piezometric surface (pressure surface), which is the locus
of the piezometric head, and it is not to be confused with the water table discussed below. The piezometric
surface occurs above the ground surface because the higher elevation of the recharge area causes the
pressure head to rise to such an elevation. The water within the aquifer will be partly under elastic storage.
Pumping a well or allowing it to flow will release the water from storage.

Artesian or confined aquifers are common in glaciated regions of the world where a body of outwash
sand and gravel may have been covered by clay-rich till or lacustrine sediments from a subsequent
glaciation. They may also occur in layered bedrock such as the famous Dakota aquifer of Cretaceous age
which rises in the west to lap onto the crystalline rocks of the Black Hills in South Dakota and Wyoming
where it is recharged by rain and snowmelt, and extends for a few hundred miles east to Minnesota.
Along the way, it is sandwiched between impermeable or slightly permeable shales which maintain its
confined and artesian condition. Wells drilled into this aquifer, even hundreds of miles from its recharge
area, often flow from the pressure within the aquifer.

An unconfined aquifer possesses no overlying confining layer, but may sit upon an impermeable or
slightly permeable bed. Therefore, the top of the unsaturated zone of an unconfined aquifer is most often
the ground surface, and the top of the saturated zone is usually under negative pressure or tension. This
latter property gives rise to the definition of the water table which is simply the surface where the relative
pressure is zero, i.e., the absolute pressure is atmospheric (Figure 1.17B). Immediately above the water
table, the medium is still saturated but the water is held by capillary forces, thus creating a negative
pressure head, or tension. This tension can exist even though the pores may be saturated between the
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FIGURE 1.18 A perched aquifer.

water table and the top of the capillary fringe. Below the water table, the water pressure increases with
depth.

Figure 1.18 shows the cross section of a perched aquifer. These are pockets of sand or gravel or other
material that sit on top of impermeable materials such as clay. During periods of high recharge rates,
these aquifers may become saturated and actually contain enough water for usage on a temporary basis.
Often though, after the onset of dry weather, and after pumping, the perched aquifers will become dry.

Many people make the mistake of finishing a well in a perched aquifer, thinking they are saving money
by not having to drill deeper for water, but they end up running out of water when the perched aquifer
is depleted. Perched aquifers are common in glaciated regions because a till sheet may contain numerous
sand and gravel deposits at various depths that are actually perched aquifers.

A map of the water table in a region can be constructed from water levels measured in wells in the
region. In most cases the water table will be a subdued replica of the surface topography. Although the
term, “piezometric surface,” is generally reserved for confined aquifers with a high pressure head, both
water table and piezometric surface can be grouped into the term, potentiometric surface.

There is yet another kind of unit between the permeable and the impermeable, known as an aquitard,
which is semipermeable. A totally impermeable bed is termed an aquiclude. An aquifer sandwiched in
between an aquitard and an aquiclude, or between two aquitards, is called a semi-confined or leaky aquifer.
It usually possesses properties common to a confined aquifer, such as a high piezometric surface, but
some water will flow into or out of the aquifer through the aquitard(s) (Figure 1.19).

In reality, few rocks or formations are entirely impermeable, and the above definitions may be relative
to the time period and intensity of pumping stresses imposed on the aquifer. For example, a low-
permeability stratum overlying an aquifer may indeed serve as a confining layer under normal and natural
pressures. However, when the added stress of heavy pumping is added to the aquifer, the change in head
within the aquifer may be great enough to cause some water to move through the overlying bed and the
system will then be semiconfined.

Pumping a well in a confined aquifer will release water from elastic storage determined by the elastic
specific storage, as discussed above. Pumping from an unconfined aquifer releases water from gravity
drainage of the actual media itself, and this is controlled by the specific yield. Recalling that specific yield
may be as much as three or four orders of magnitude greater than the elastic storage coefficient implies
that much more water can be obtained from an unconfined aquifer per unit of energy expended than
from a confined aquifer, providing that the permeability and thickness of the two different aquifers are
the same.
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FIGURE 1.19 A semiconfined or leaky aquifer. Vertical arrows indicate relative rates of leakage into aquifer as a
function of the distance from the well.

Well yields of a semiconfined aquifer with the same properties as the confined and unconfined aquifers
will generally yield more water per unit of energy expended than the confined aquifer, but less than the
unconfined, because the semiconfined will yield water from elastic storage plus some from leakage
through the semiconfining bed(s), but neither source is as great as the yield from an unconfined aquifer
in most cases.

Although more water can be obtained from unconfined aquifers than from the other types, they are
more vulnerable to contamination from surface sources than the others because of the lack of a protective
confining bed above them. It is for this reason that special care must be taken to ensure the removal
and/or remediation of contamination sources above an unconfined aquifer in use or being considered
for use as a water supply. This is discussed later under “Well-Head Protection Programs.”

1.5 Water in the Unsaturated Zone

1.5.1 Moisture Content Versus Depth

Figure 1.20 shows the general profile of the saturation index from the surface to the water table in an
ideal homogeneous and isotropic aquifer. For purposes of discussion, this figure assumes that there have
been no recent rains or snowmelt events and that at the surface the moisture content is zero.

From the ground surface to the top of the capillary fringe, the saturation ratio increases from zero to
unity and will remain so to the bottom of the aquifer. Below the capillary fringe is the water table at
atmospheric pressure which marks the surface delineating the tension zone above from the pressure zone
below. The relationships are all the result of a dynamic equilibrium of several forces and conditions —
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FIGURE 1.20 Saturation index profile versus depth in an unsaturated soil.
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FIGURE 1.21 Soil moisture characteristic curves.

capillary attraction, porosity, initial moisture recharge at the surface, gravitational acceleration, vertical
permeability, and evapotranspiration from the surface.

The functional relationship of the moisture content and hydraulic conductivity of the unsaturated
profile can be demonstrated by the use of characteristic curves as shown in Figure 1.21.

At very low (negative) values of the pressure head, W, both the moisture content and hydraulic
conductivity are at minimal values for the system. With increasing values of W, they increase to become
constant at the top of the capillary fringe where the saturation ratio is unity, indicating full saturation.
Here also, the hydraulic conductivity is no longer a function of the pressure or moisture content, but
attains a maximum value at which it remains, providing no changes in the porous media occur. The
pressure head at this point is called the bubbling pressure or the air-entry pressure; at a lower pressure,
air will enter the system causing loss of saturation. As the pressure increases with increasing depth in the

range, marking the water table. With still-increasing pressure, both moisture content and hydraulic
conductivity remain constant.

The lag between the wetting and drying curve shapes is called hysteresis. This is due to the fact that
initial wetting of the porous medium is enhanced by strong capillary and adhesive forces, but these same
forces tend to hold water in the unsaturated pores and it requires more suction or greater negative
pressures to drain the pores, as illustrated by the offset of the drying curve from the wetting curve.

It should be noted that characteristic curves of fine-grained materials such as silt and clay will be much
steeper in shape than those of coarse sand and gravel. This is due to the fact that in the coarse-grained
material with relatively large pore diameters, the effects of capillarity and adhesion are not as great as in
the fine-grained material. It is for this reason that the capillary fringe in clay is much thicker (one or two
meters) than in coarse materials (a few centimeters at most).

In reality, soil moisture is not distributed evenly in the unsaturated zone, but varies both vertically
and horizontally due to variations in soil types, crop types, infiltration rates, etc. Recently, new work has
been done in expressing the variability of soil moisture in unsaturated chalk with electrical tomography
(Andrews et al., 1995). This method, although in the experimental stage, does allow visual imaging of
soil moisture contents based on subsurface electrical resistivity of various zones.
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1.5.2 Recharge and Infiltration Capacity

Recharge is the actual entering of water into an aquifer, whereas infiltration is movement of water from
the surface into the ground. Usually, the recharge source is surface water from precipitation and to a
lesser degree, irrigation or artificially constructed recharge pits or losing streams (discussed below). The
actual recharge rate is controlled by several factors: (1) the amount and rate of precipitation not lost to
surface runoff and evapotranspiration, (2) the initial soil moisture content or saturation ratio of the soil,
(3) the elevation of the recharge surface relative to the discharge area, (4) the horizontal hydraulic
conductivity of the aquifer being recharged and its hydraulic gradient, which determine the rate at which
recharged water will be carried out of the recharge area, (5) the vertical hydraulic conductivity of the
soil being recharged, and (6) the presence of man-made alterations to the subsurface, such as drainage
tiles that carry water away to run off in surface streams.

People are often surprised to learn how little precipitation is actually recharged in even moist climatic
zones. For example, the state of Indiana receives approximately 91.4 cm of precipitation water per year.
Yet a statewide average of only about 10% (9.14 cm) is actually recharged into the groundwater system,
the rest being lost to evapotranspiration, surface runoff, and subsurface drainage tiles. Recharge is not
evenly distributed, with perhaps eight to ten times the amount going into more permeable sands and
gravels than into till.

Figure 1.22 shows a hypothetical cross section of a recharge/discharge system with recharge taking
place in the higher elevation and discharge in the lower. The stream lines are perpendicular to the
equipotential lines. Discharge areas are often seen on the ground as wet spots with seeps or springs and
often with lush vegetation.

Recharge

Water Table

FIGURE 1.22 Hypothetical recharge/discharge system.
(Adapted from Lohman, S.W. 1972. Ground-Water
Hydraulics. U.S. Geological Survey Prof. Paper 708, U.S.
Government Printing Office, Washington, DC.).

Recharge rates are not easy to determine due to the variability of soils and the necessity of extensive
field instrumentation. One very effective method has been the actual tracking of infiltrating water by
analyzing the concentrations of atmospheric tritium at depth in the soil. This procedure was very
successful in Indiana (Daniels et al., 1991), and in Minnesota (Kanivetsky and Rumynin, 1993). Tritium
in the atmosphere, due to atmospheric nuclear weapons tests in the '50s and '60s, is incorporated into
precipitation which is eventually recharged into the ground. The concentration of tritium in a vertical
drill core can be used to estimate the rate of recharge.

In addition to elevation and soil type and its variability, recharge is controlled by the infiltration capacity
of the soil. This phenomenon was studied by Horton (1933) and is the maximum rate at which a soil
will permit the entry of water. It is generally a time-dependent parameter because it depends upon the
rate of change of the saturation ratio and hence, the moisture content.

This relationship is illustrated with Figure 1.23. Here, an initially dry soil is rained upon at a constant
rate. Initial infiltration into the soil is rapid as the empty pores begin filling. As infiltration continues,
the pores gradually lose capacity for additional water at the initial rate. As a result, the infiltration capacity
decreases to an eventual steady-state rate where the infiltrating water enters at the same rate as that at
which it is transported downward by porous media flow.

Once the infiltration rate falls below the precipitation rate (or snowmelt rate), the excess water will
become runoff known as overland flow. Generally, this will happen after all surface storage requirements
are met, e.g., leaf storage in trees, crops, and grasses, and depression storage in hollows in the ground.
From these considerations, it is obvious that the most effective rain for watering plants and recharging
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FIGURE 1.23 lllustration of infiltration capacity.

groundwater supplies is the slow steady kind, and not the intense, high-rate storm, most of which runs
off and does not infiltrate.

1.5.3 Hydraulic Conductivity and Specific Discharge Through the
Unsaturated Zone

When the infiltration capacity is reached, the unsaturated hydraulic conductivity is then at its maximum.
When the soil is initially dry, water will not flow any significant distance until the water content in the
soil is sufficient and the pressure head becomes less negative, as demonstrated with the characteristic
curves above. The specific discharge is then given as

q=-K(¥)an/a (45)
or
q=-K(6)an/a (46)

where @is the water content of the soil. Three methods for computing unsaturated hydraulic conductivity
as a function of water content are given below and are summarized in Rawls et al. (1993). The equations
below are dimensionless, making them applicable to any consistent set of units.

Brooks and Corey (1964) give the formula for hydraulic conductivity as

K(e)/k. =[(e-6)/(n-8)) (47)

where K; is saturated hydraulic conductivity, 6; is residual water content, n is porosity, and

m=3+2/A (48)

where A is the pore-size index (Brooks and Corey, 1964).
Campbell (1974) presents the following formula:

k(6)/k, =(e/n)" (49)
where

m=3+2/A (50)
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Van Genuchten (1980) presents the formula,

(51)

OO,

(o). [lo-0) -0 3-fo-a) o))}

where
m=A/(A +1) (52)

1.5.4 Residence Time

Water exists in different forms and in different places and for widely varying times in the hydrologic
cycle. Freeze and Cherry (1979) state that soil moisture may stay in place for two weeks to one year. This
rate is an average and depends on a wide variety of conditions such as permeability, infiltration rate,
plant use, hydraulic gradient and anthropogenic withdrawal rates.

1.5.5 Subsurface Stormflow or Interflow Zone

In many regions of the world, especially in tilled crop land and forest litter on sloping ground, infiltration
into the upper one or two meters of soil will be quite rapid, but continued infiltration into the substratum
will be much lower. The upper part often possesses much greater permeability than the lower part due
to tilling, root activity, and movement of soil by worms, insects, and small mammals.

If the hydraulic conductivity of the lower part is less than the upper, then subsurface runoff will occur
in the upper part, or the subsurface stormflow or interflow zone, as it is called. This zone may carry water
all the way to a stream, or it may discharge it along the way at a lower elevation. Figure 1.24 illustrates
the interflow zone.

Interflow or
Subsurface stormflow zone
Water n, bl

Stream

FIGURE 1.24 The interflow or subsurface stormflow zone.

1.5.6 Atmospheric Discharge and Seepage Face

In a discharge area, at the juncture point where groundwater enters a stream or lake, the water fwi I
coincide with the elevation of the surface water. Beyond this point, the hydraulic gradient is zero and
groundwater has completed its journey from recharge to discharge.

Also at this point, there will generally be a zone of wet soil extending above the juncture point (Figure
1.25). This zone, called the seepage face, is wetted by capillary attraction of the water above the water
table, and it is essentially the surface exposure of the capillary fringe. A small fraction of the discharge
from the groundwater system will escape into the atmosphere at this point. The height of the seepage
face will depend upon the grain size of the soil — greater in fine-grained and lesser in coarse-grained
sediments.
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FIGURE 1.25 The seepage face.

1.5.7 Discharge to the Saturated Zone

Water in the unsaturated zone will percolate downward from the surface and gradually increase in content
to a maximum, where the saturation ratio is unity at the top of the capillary fringe. At this point, it will
flow downward to the water table under saturated flow conditions. The rate of flow to the saturated zone
will depend to a large degree on the vertical permeability and the rate at which the groundwater in the
saturated zone is being carried away by lateral groundwater flow.

1.6 Water in the Saturated Zone

In saturated pores, the forces of adhesion are equal in all directions, so there is no directional attraction.
The only dynamic or motive forces in action are gravity and the force represented by the gradient of the
fluid potential. Resistive forces due to viscosity (resistance to shear) work in opposition to the dynamic
forces.

Darcy’s Law is assumed to be in effect in porous media flow, and the flow is assumed to be laminar,
i.e., the Reynolds number

R, = pvd/ (53)

has a value from 1 to 10, where p is water density, v is average pore velocity, d is average pore diameter,
and u is dynamic viscosity of water at a given temperature.

The average pore diameter is probably the best estimate of pore properties that can be attained on a
large scale. However, the pore size in a medium can range over even a few orders of magnitude in very
heterogeneous media with high uniformity coefficients (greater than 4). Therefore, it is unlikely that
laminar flow occurs in all pores at the same time. Large pores (including fractures and karst conduits)
may allow passage of water at velocities high enough to be nonlinear laminar or transitional (4 < R, <
100), and in some cases, turbulent (R, > 100). In small pores, the frictional resistance may be too great
to allow flow faster than laminar. In spite of these uncertainties, hydrogeologists generally accept the
assumption of laminar flow throughout a granular porous media with R, < 100 for the sake of simplifiying
the mathematics of flow.

Groundwater may flow for some distance over a wide area in the laminar state, but as it approaches
a discharge point (e.g., a spring or well) much narrower than its upgradient flow field, the streamlines
will crowd together and the flow velocity will increase to maintain the same volumetric discharge rate.
Near or at the point of discharge the velocity will often be great enough to be actually turbulent.

Under such conditions, the specific discharge will be expressed as

q=-K(on/a)" (54)
where m > 1.
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FIGURE 1.26 Flow to a pumping well with head loss.

Figure 1.26 illustrates a situation where flow can change from laminar to turbulent as it approaches
a pumping well. Assuming that the aquifer is homogeneous and isotropic and that the flow is steady-
state, the flow lines converge as they approach the well.

At some distance from the well the equation of steady-state flow is given as

q=-K(n/) (55)

where r is the radial distance from the well center. At or near the well, the equation becomes

q= —K(h/(r))m (56)

where m > 1 and generally closer to 2.

Steady-state laminar flow into the well will require a gradient such that the water level in the well
casing is the same elevation as that immediately outside the well casing in the aquifer. Turbulent flow
into the well requires more energy and thus a steeper gradient than laminar flow. In order to accomplish
this, the water level in the well will have to drop below the level required for laminar flow as demonstrated
in Figure 1.26.

This extra head drop is known as head loss or well loss, and is undesirable. Well loss means extra
energy is needed which reduces the efficiency of the pumping system and drives up the cost of pumping
water. In addition, because a greater pressure drop occurs with head loss, gasses will be more likely to
come out of solution and cause precipitation of lime (CaCO3) and iron and manganese oxides (Fe,Os
and MnO,, respectively) onto the well screen which causes clogging of the screen and further reduces
the efficiency of the well.

1.6.1 Residence Time

Groundwater occurs over a wide range of depths, from near the surface to even thousands of meters
below. It has been estimated that the residence time of groundwater can vary from as little as two weeks
to more than 10,000 years (Freeze and Cherry, 1979). Some water presently being extracted from aquifers
in the north central United States is believed to have been recharged during the Pleistocene Epoch more
than 10,000 years ago.

T6th (1962) introduced the concept of flow system lengths and applied it to the prairie pothole regions
of the Canadian high plains. The same concept (the “Prairie Profile”) applies in many other regions and
to many other groundwater regimes. Toth's three systems are the (1) local systems, (2) intermediate
systems, and (3) regional systems, as demonstrated by Figure 1.27.

©1999 CRC PressLLC



Major Stream
Valley

Regional System

FIGURE 1.27 Local, intermediate, and regional flow systems.

The local flow system consists of relatively short cells with discharge a few tens to a few hundreds of
meters from the recharge areas. Such systems generally contain water of the best quality, i.e., the lowest
concentration of total dissolved solids, because of the water’s short residence time and the short flow
paths. Residence times may be only a few months or a few years. Such systems are commonly recharged
on the interfluve high ground between glacially created ponds, and they discharge to the ponds a few
tens or hundreds of meters away.

Intermediate systems cover a larger area of perhaps a few hundred to a few thousand meters and
residence time may be tens of years . Dissolved solids concentrations are greater than in the local systems.

Regional systems may cover many kilometers and be as large as a state. A typical example is the Dakota
Aquifer which is recharged in the Black Hills of South Dakota and yet extends for a few hundred miles
eastward.

Most regional systems discharge into major rivers or large lakes, such as the Mississippi or the Great
Lakes, respectively. In regional systems, the total dissolved solids (TDS) can be quite high. For example,
it is not uncommon to find as much as 2500 to 3000 mg/l of TDS in the Dakota Aquifer. Residence times
can exceed several thousands of years.

Fossil water is that water trapped deep in the earth and incorporated with original sediments. Generally,
it is of geologic time in age and contains such high concentrations of dissolved minerals that it is often
considered a brine. Connate water is groundwater which has circulated so deeply in the flow system that
it too is excessively old, approaching geologic time in many cases. It also is briny in most cases. Both
kinds of water may contain large concentrations of magnesium, calcium, sodium, potassium, chloride,
sulfate, carbonate, and bicarbonate. Often these brines contain dissolved matter in concentrations exceed-
ing 100,000 mg/I, and as such are known as bittern brines (Hem, 1985).

1.6.2 Surface Discharge

When streams are incised into aquifers, or even into saturated soil or rocks which cannot be classified
as aquifers, the streams normally serve as discharge lines or sinks for groundwater as it leaves the
groundwater system. Groundwater is seldom static and streams carry water back to lakes and oceans
where it is naturally recycled by evaporation.

Between storms and runoff events, stream flow is maintained by groundwater discharge known as
baseflow, as long as the water table remains above the stream bottom. After a storm or snowmelt event,
the stream will flow at its highest rate and will continue to flow at an ever-decreasing rate until the next
precipitation event. During dry weather, the water table may even drop below the stream bottom which
will cause stream flow to cease. The history of these events and relationships is shown in a hydrograph
in Figure 1.28.

The falling limb of the hydrograph is a record of both overland flow and baseflow. Over a period of
many years, such falling-limb records of a particular stretch of stream can be analyzed by regression
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FIGURE 1.28 Hydrograph of stream flow.

analysis to derive a number unique to that particular stretch and its upstream contributing basin. This
number, a, the base flow recession constant, is used in the following equation to compute flow rates,

Q=Q.e™ (57)

where Q is the flow rate at any time, t, Q, is the initial flow rate, and t is elapsed time since time of the
initial flow rate. The reader may note that this equation, a decay-curve equation, is of the same form as
the classical decay curve equation which is also applicable to radioactive decay, using different units.

The baseflow recession constant of a stream or a certain stretch of a stream may change only slightly
over a long period of time if neither the environment nor the climate changes appreciably. However,
anthropogenic alterations such as timbering, farming, installation of field drainage tiles, construction of
roofs and pavements, and damming of the stream or diversion of its water can significantly change the
recession constant in a fairly short time.

In water-management and water-budget studies, it is often necessary to separate the various compo-
nents of the hydrograph to determine the contribution of groundwater, surface water, etc. This is not an
easy task, but three commonly employed methods are described in the following paragraphs:

1. Direct-measurement method: Accurate knowledge of the groundwater hydraulic gradient on both

sides of the stream and an accurate estimate of the hydraulic conductivity must be obtained
beforehand. The first can be gotten by installation of piezometers, in which the water levels are
regularly measured. Hydraulic conductivity can be determined with pumping tests or from lab-
oratory determinations from grain-size distributions. Direct measurement of stream flow is care-
fully taken, and evapotranspiration is estimated by proper formulas. Direct precipitation is also
recorded.
Using Darcy’s law, the specific discharge from groundwater can be calculated to yield an estimate
of groundwater contribution to total stream flow. If groundwater discharge, precipitation, and
evapotranspiration are then known, they can be subtracted from total stream flow at various times
in the time period of the hydrograph to determine the overland flow component during these
times.

2. The curve tangent method: Pilgrim and Cordery (1993) describe a graphical estimation method in
which tangents are drawn to recession curves at the points where overland flow starts and is
assumed to end (breaks in the hydrograph slopes). Under conditions where maximum baseflow
discharge is below 10% of the maximum discharge, a straight line can be drawn between the two
tangent points which will be an acceptable estimate of the baseflow discharge component.

3. The basin-area method: Linsley et al. (1975) give the formula for calculating D, the number of
days between the storm peak of a hydrograph and the end of overland flow, for a basin of area,
A (in square kilometers), as,
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D =0827A") (58)

The hydrograph recession limb that existed before the storm is extended until it is under the
hydrograph peak. A straight line drawn from this point to the point on the hydrograph corre-
sponding to D is then considered to be the graph of the baseflow component.

4. The chemical and isotope method: Stream water and groundwater supplying the stream’s base flow
can be analyzed for a variety of chemicals and isotopes during periods of normal flow to obtain
normal background levels. Typical analytes include 2H, 3H, 180, Na*, Ca*, Mg?*, CI-, SO;?, and

HCO;. Electrical conductance has also been used. During periods of high flow, the stream water
is sampled again and analyzed for the same isotopes (Freeze and Cherry, 1979).

If the chemicals or isotopes that were high in concentration in the groundwater are also high in
the stream water, then it can be assumed that a significant percentage of the surface flow is actually
being contributed by groundwater. On the other hand, if the groundwater isotopes are low in the
stream water, then it can be assumed that most flow originates from surface runoff.

Highly permeable soils will contribute significantly to surface flow during precipitation. Low-
permeability soils will contribute less, and the isotope analyses will show these differences.

A spring is a natural discharge point for groundwater to the surface and the atmosphere. Several
geological factors can cause springs of various types to occur, as listed below.

1. Geological contact springs: When a saturated permeable formation sits on a stratum of low per-
meability, it will often result in a spring at the contact. This is a common occurrence in glaciated
regions where saturated sand and gravel sits on till. If the water has not been contaminated by
surface sources, the water from such springs is often of good quality because it has not traveled
far before discharge and therefore, little mineral matter has been dissolved.

2. Karst springs: In limestone and dolomite formations, springs will often discharge from the points
on a valley side where caves have been intersected by incising stream valleys. These are common
in areas of the world where the valleys are deep enough and precipitation and recharge are great
enough to allow a water table to exist well above the streams.

The Fontaine de Vaucluse in southern France discharges between 8 and 150 m3/s and is one of
the largest springs in the world. It is supplied by precipitation on the fissured carbonates of the
Vaucluse Plateau. The extensive network of karst conduits ends at the point of discharge.
Another kind of karst spring is the sinkhole spring. This feature is simply a spring where a sinkhole
intersects karst conduits. Springs of this kind are very common in the limestone of the state of
Florida, with names like Silver Springs, Tarpon Springs, and others. Many large lakes in central
Florida are actually large sinkhole springs.

3. Structural springs: When there is significant movement along faults such that permeable and water-
bearing formations are juxtaposed against impermeable rocks; or fracturing opens pathways into
aquifers, water can emanate from these features to discharge at the surface. Such springs are not
uncommon in the Great Basin of the U.S. where tension in the earth’s crust has produced a large
area of block faulting Nevada, Utah, and parts of Arizona and Idaho. One such example is the
Ash Meadows Springs in the Amargosa Desert of Nevada, just east of Death Valley, where discharge
along a fault spring in carbonates is approximately 2.1 x 107 cubic meters per year.

4. Depression springs: If the land surface is lowered below the water table, a depression spring will
form and will actually create a small local flow system, with the spring being the discharge point.
Such depressions can be created by wind in areas of fine sand, or by landslides, tectonic activity,
or even the collapse of land into underlying sinkholes or mine tunnels.

Many springs are known for their size and have been utilized for water supplies, spas, and tourist
attractions. Examples are Steamboat Springs, Colorado; Hot Springs, Arkansas; Big Springs, Texas; White
Sulfur Springs, West Virginia; and many others.
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Ponds and lakes can form in many ways. Commonly in glaciated regions like the midwestern United
States, Canada, and northern Europe, present-day lakes and ponds are the results of ice blocks that were
covered with drift and later melted to form permanent depressions in the new landscape. Glaciers in
mountain valleys may leave large debris dams at their termini which cause ponding of water. Sinkhole
lakes are common in Florida, Kentucky, Indiana, and other karst areas. Landslides can dam up rivers.
Tectonic forces can cause certain areas, as in the Basin and Range areas of the United States, to subside
relative to the surrounding areas, e.g., Death Valley, which contained a large lake during the Pleistocene
Epoch. Volcanic craters may contain ponded water like Crater Lake, Oregon. Oxbow lakes can form when
large rivers meander and eventually, a meander loop is cut off from the main stream.

Surface bodies of water are nearly always groundwater discharge areas. Very large lakes, for example
the Great Lakes in North America, serve as discharge areas for regional, intermediate, and local systems
upgradient from them. The smallest ponds of a few acres in area discharge water from local systems.

The dynamic role of lakes and ponds in the movement of groundwater is most significant for two
reasons. In the first place, the generally low topographic positions of these bodies in relation to the
upgradient flow system feeding them cause water to flow toward them under the force of gravity, and
the size of the lake and its elevation relative to other bodies of water in the area can determine the relative
size of the groundwater system feeding it; i.e., very large and low-elevation lake surfaces can be sinks for
regional systems, whereas small ponds at relatively high elevations will generally serve only local systems.

Second, lakes, especially those with large surface areas, can allow significant evaporation to take
discharge water out of the system and put it back into the atmosphere. This process is especially important
in hot summer months when actual evapotranspiration can equal potential evapotranspiration. For
example, Leap (1986) discusses an area on the Coteau des Prairies in northeastern South Dakota where
6% of the surface area is covered with glacially derived ponds and lakes, ranging from a few hundred
meters to a few kilometers in diameter, that drive local and intermediate systems, respectively. The
potential evapotranspiration rate from May through September, when transpiration is highest, was
calculated to be 0.61 m.

Assuming, for example, that in one square kilometer of the area, 6% of the area, or 60,000 m? is
covered with water, then the total amount lost from the lakes is approximated as 60,000 m2 x 0.61 m or
36,600 cubic meters of water during the period from the first of May through the end of September. This
is a conservative estimate because minimal evapotranspiration occurs before and after this time before
the winter freeze sets in.

For illustrative purposes, assume that the one-square-kilometer area is underlain by an aquifer five
meters thick with a porosity of 25% (characteristic of this area). If fully saturated, this aquifer would
then contain 1,250,000 m? of water. Thus, the 36,600 m3 of water lost by evapotranspiration would equal
3% of the total water contained in the aquifer.

This amount does not seem like much over the entire one-square-kilometer area, but the lowering of
the water surface of many ponds by even a small amount by evapotranspiration sets up gradients sufficient
to drive many local flow systems. The same amount of loss in one large lake of the same area can cause
gradients sufficient to drive even intermediate systems.

Meyboom (1967) discusses the role of evapotranspiration in prairie pothole lakes in western Canada.
His study showed that the role of vegetation, especially water-using phreatophytes like willow, around
the edge of a lake can be quite significant. In many areas, the water table will actually be depressed beneath
these trees.

The depression of the water table below the root zone can be studied quantitatively with a method
described by White (1932). Using his equation, one can estimate the amount of water removed per day
from the groundwater system by evapotranspiration. An example is given in Todd (1980).

Thus, it is the interaction of the dynamics of gravity pulling rain and snow to the surface and then
moving groundwater to the lakes (and streams), and evapotranspiration removing it from the earth’s
surface that maintains the circulation of groundwater. If this were not so, the residence time in the ground
would be so long that groundwater would dissolve so much mineral matter that it would become
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FIGURE 1.29 Cross section showing lake/aquifer interactions. A) Anisotropic and homogeneous aquifer; B) Aniso-
tropic and heterogeneous aquifer. (Adapted from Winter, T.C. 1976. Numerical Simulation Analysis of the Interaction
of Lakes and Ground Water. U.S. Geological Survey Prof. Paper 1001. U.S. Government Printing Office, Washington,
DC.).

unpotable. Through this interactive process, water on earth is constantly cleansed before being reintro-
duced into the system.

Definitive modeling studies of the three-dimensional physical dynamics of groundwater flow to and
from lakes were made by Winter (1976). Two contrasting examples of several modeled scenarios are
shown in Figures 1.29A and B in order to illustrate the importance of permeability contrasts in the
subsurface below lakes.

In Figure 1.29A, the subsurface is anisotropic, but homogeneous. Figure 1.29B shows the case where
the subsurface is anisotropic and heterogeneous. Given that there is an ample supply of recharge, a high-
permeability layer at depth can be great enough to divert much of the flow toward the lower layer. Thus,
high-permeability layers at depth are significant in causing water from the surface to recharge the
subsurface. Knowledge of the positions and hydraulic characteristics of such layers is critical to estimating
recharge rates for water-management purposes, and for estimating the potential for contaminants from
the surface to reach potable groundwater supplies.

Ideally, there will be a point beneath a lake undergoing both recharge and discharge, to and from the
subsurface, respectively, where the hydraulic gradients will be in opposition to the extent that flow does
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not take place. This is called the stagnation point and it is shown in Figure 1.29A. The stagnation point
is in dynamic equilibrium with the head and gradients that exist at any one time, but will change position
with changes in recharge rates from the surface, or discharge from the subsurface. Therefore, any attempts
to dispose of waste at a stagnation point, as has been suggested in the past, would not be wise because
the location will change under most circumstances and soluble waste will then migrate.

An additional factor that can greatly affect the inflow/outflow characteristics of lakes is the presence
of low-permeability sediments on the bottom. This is often a problem in artificial recharge pits where
such sediments can lower the infiltration rate of water from the pits to the subsurface. The influence of
the sediments can be quantified by Equation 42, from which it can be shown that even a thin layer of
low-permeability sediments can make a very large difference in the infiltration rate.

1.6.3 Gaining and Losing Streams

Streams also gain and lose water in the same manner as lakes and ponds (Figure 1.30A and B). Perennial
streams, i.e., streams that flow year-round, are usually gaining streams. They gain water from base flow
through the sides of the streams as it flows through from the groundwater system. This kind of stream
is situated such that the water table always rises above the stream surface.

Gaining streams in the cross section (Figure 1.30A) will usually show a stagnation point in the
subsurface similar to that of lakes. However, in three dimensions, it is in reality a stagnation line that
runs under the stream along its length.

Most streams are gaining streams; losing streams (Figure 1.30B) are generally those intermittent streams
which flow only after significant precipitation and during runoff periods. They lose water to the subsurface
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"

R
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FIGURE 1.30 Gaining and losing streams. A) Gaining stream; B) losing stream.
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because the water table is below the stream surface. Therefore, losing streams are generally found in
mountainous areas on alluvial fans debouching onto pediments, on sand and gravel surfaces where the
water table is low, or on steep slopes. In nearly all cases, the precipitation rate is insufficient and/or the
subsurface is too permeable to maintain a water table high enough to support gaining streams.

Streams in certain geological settings may contain stretches which are gaining for some distance where
the water table is above the stream surface, and then become losing stretches when they flow over a low-
water-table area, or vice-versa. These streams are common in karst terranes where a stream may be losing
in its upstream reaches, and may even disappear beneath the ground surface into a cave; downstream,
it may later emerge to flow on the surface as a gaining stream. In glaciated areas of the midwestern United
States, streams may flow over till with high water tables as gaining streams, but after crossing a contact
between till and outwash sand and gravel, the streams may become losing streams as their water infiltrates
downward into the permeable outwash.

In areas where there are heavy demands for water for irrigation, industry, and large cities, damming
of streams and pumping of aquifers has dramatically altered natural stream/groundwater interactions.
Damming often raises the water table upstream of the dam, causing some losing streams to become
gaining streams, and lowers the water table downstream, causing gaining streams to become losing. Heavy
pumping has caused some small gaining streams to become losing because of drastic lowering of the
water table. When a gaining stream does become losing, it can introduce surface contaminants into the
groundwater system.

1.6.4 Bank Storage

Figure 1.30A shows a gaining stream during normal baseflow when the water table slopes toward the
stream, and Figure 1.31 shows the same stream after a sudden rise in the surface elevation following an
intense precipitation event. In the latter case, the water table near the stream has risen above the normal
water-surface elevation and now slopes away from the stream to force water to move from the stream
into the banks and beyond.

After the stream stage falls back to its normal position, the water table near the stream may not fall
as fast and may remain unusually higher than the stream surface for several days or hours, depending
on the permeability of the ground and the amount of water that was forced into the banks. This excess
water in the stream banks is known as bank storage and is common along rivers that flood.

In bottom lands along alluvial stretches, bank storage can slow natural drainage back into the stream,
and thus, can cause farm fields along the stream to remain soggy for extended periods. If the stream is
contaminated, the contaminants can be forced into the surrounding soil, and they may not be flushed
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FIGURE 1.31 Bank storage.
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out for some time, depending on soil permeability, the amount of precipitation, and the frequency of
flooding.

1.7 Protection of Groundwater Supplies

With ever-increasing demands on our groundwater supplies, more and more thought is being given to
their protection, but the water demands of growing populations, especially in large cities, are often in
conflict with established and traditional uses such as farming, ranching, and industry. In the eastern U.S.
where the precipitation may approach 180 cm/year, the problem is not as great as in the west where cities
have been built in arid areas with precipitation of perhaps 15 cm/year. In these areas, not only has water
from rivers in distant states been diverted (e.g., the Colorado River), but also extensive pumpage of
groundwater has been taking place that withdraws water faster than it can be replenished by inflow or
natural recharge. This is known as groundwater mining.

The concept of safe yield was evidently suggested early in this century (Lee, 1915). The definition put
forward by Todd (1959) is “... the basin draft on a groundwater supply which can be continued indefi-
nitely without harming the supply or basin landowners.” This definition is basically the same as that
given by most hydrologists, but the concept of “harm” has changed over the years.

Early in this century, harm meant overdraft of the aquifer and adverse effects on the supplies of adjacent
landowners who tapped the same aquifer. It came to include the breaking of water laws eventually. In
the last 20 years, it has included adverse effects on ecosystems, especially if pumping would cause a lake
or wetland to lose water and thereby endanger certain species, or if profitable and popular recreational
sites and activities were adversely affected.

The added concerns complicate the “safe yield” definition beyond the rather simple concern of over-
draft which can be calculated with the Equation of Hydrologic Equilibrium (Todd, 1980), which is given
as,

[Surface inflow + Subsurface inflow + Precipitation + Imported water
+ Decrease in surface storage + Decrease in groundwater storage]
= [Surface outflow + Subsurface outflow + Consumptive use + Exported water
+ Increase in surface storage + Increase in groundwater storage] (59)

Another complicating factor is that the added concerns above are subject to temporal and locational
interpretations and values; what may be a politically and socially acceptable definition today may change
in 10 years with changes in demographics and land use. An example is a present problem in Park County,
Colorado, where a proposed conjunctive use plan by the city of Aurora, Colorado, is meeting stiff
opposition from residents of the county.

Conjunctive use is defined simply as the use of both groundwater and surface water conjunctively.
The city of Aurora, approximately 100 miles (150 km) east of Park County, bought water rights from
several ranchers in the county some years ago when ranching started to become less profitable. The city
is expanding and now has proposed to recharge aquifers with surface water during periods of higher
runoff, and then to pump the water out later and use it conjunctively with surface water from the same
area. It appears that the amount to be pumped will exceed the recharge and groundwater mining will
occur. Although the greater population of Aurora is in favor of the plan, the much smaller population
of Park County is opposed.

This situation is only one of many such conflicts that have occurred and are still occurring in the
western United States. Similar plans have been put forward by Colorado Springs, Colorado, and Las
Vegas, Nevada. Again, the mining of vast quantities of water from remote areas would be necessary, even
with conjunctive use to supply ever-expanding cities with no practical limits to growth. Therefore, safe
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yield may be defined differently by developers and city planners than by landowners from whose area
the water is to be taken.

1.7.1 Water Laws

Numerous laws have been passed since the founding of the United States that regulate the actual use of
water. These vary from state to state and from east to west. A good overview of these laws can be found
in Domenico and Schwartz (1990), Fetter (1994), Todd (1959), and Walton (1991).

Within the past two decades, the U.S. Congress has passed several laws aimed at protecting water
supplies, making them safer to drink and more available to everyone; they include the National Environ-
mental Policy Act of 1969 (P.L. 91-190), Federal Water Pollution Control Act of 1972 (P.L. 92-500), Clean
Water Act Amendments of 1977 (P.L. 95-217), Safe Drinking Water Act of 1974 [P.L. 93-523) and Amend-
ments, Resource Conservation and Recovery Act of 1976 (RCRA — P.L. 94-580), Comprehensive Environ-
mental Response, Compensation and Liability Act of 1980 (CERCLA — P.L. 96-510), Superfund Amendments
and Reauthorization Act of 1986 (SARA), Surface Mining Control and Reclamation Act (SMCRA — P.L.
95-87), Uranium Mill Tailings and Control Act of 1978 (UMTRCA — P.L. 95-604 and later amendments],
Toxic Substances Control Act [TOSCA — P.L. 94-469 and amendment], and Federal Insecticide, Fungicide
and Rodenticide Act (FIFRA — P.L. 92-516 and later amendments).

To many individuals and industries, this number of recently passed environmental laws seems onerous
and restrictive. Yet the lack of such laws earlier in the history of the United States resulted in severe
contamination of both surface water and groundwater from mining, industry, agriculture, and municipal
and domestic sewage. For the most part, the laws are accomplishing a good deal of the protection and
remediation for which they were written. For further details, see Chapter 22 on laws and regulations.

1.7.2 Natural Protective Barriers and Waste Disposal

Groundwater contamination is now a worldwide problem, especially in rapidly urbanizing areas, not
only from trash and other wastes, but also from fertilization of lawns and gardens. For example, Cox et
al. (1996) discuss the effects of urban growth on groundwater supplies of Australia; and Howard et al.
(1996) discuss similar problems in Canada.

Much progress is being made today in the ability to map land for groundwater pollution vulnerability,
and also to determine the areas that are protected by natural barriers, such as till and clay (Vrband and
Zaporozec, 1994). Today, there is a greater emphasis on utilization of natural protective barriers for
groundwater protection than ever before. Impermeable or low-permeability natural barriers are normally
clay (glacial till and lacustrine sediments), shale, salt deposits, and unfractured granitic rocks and basalt.

If waste, hazardous or otherwise, can be placed in proper containers and placed so that a natural
barrier is between it and a groundwater supply, the chances are good that the water will be protected,
providing proper engineering methods are followed. Unfortunately, such practices have not always been
the case. In the past, abandoned gravel pits and rock quarries were often used as disposal places of
convenience. Today, many of them leak and have seriously contaminated groundwater resources under
and around them.

An example is the Tippecanoe County Landfill north of Lafayette, Indiana, which was constructed
approximately 25 years ago in a gravel pit in the glacial outwash sand and gravel bordering the Wabash
River. A three-meter-thick layer of clay on the bottom of the pit was removed to deepen the depression
to allow more volume for refuse. Thus, the natural barrier was removed and leachate seeped into the
aquifer below.

The landfill was used to dispose of not only domestic trash, but also industrial chemicals, including
polychlorinated biphenyls (PCBs). The EPA and the Indiana Department of Environmental Management
forced the landfill to close and cease operations and declared it a CERCLA (Superfund) site. Remediation
is expected to cost the Principally Responsible Parties (PRPs) and perhaps the citizens of the county at
least $14 million, and the estimate continues to grow.
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Another example in the same county, also on the outwash along the Wabash River, is the disposal of
waste on the permeable surface. Sludge from municipal sewage processing combined with substrate
sludge from myacin drug manufacturing has been disposed of for many years on the surface of the
outwash. The outwash is perhaps 30 meters thick and has a hydraulic conductivity of more than 200
meters per day. The applied mixture is exceedingly rich in nitrate, phosphate, and potassium, which is
welcomed by farmers as free fertilizer.

Since the soil is very permeable and retains little water, leachate from the sludge not only rapidly enters
the soil, but also center-pivot irrigation from wells in the outwash is necessary to maintain adequate soil
moisture. As a result, the nitrate level in the groundwater below the site and downgradient from the site
is high, exceeding by a factor of four or five the maximum permissible concentration (MPC) of 45 mg/liter
for drinking water set by the EPA. Not only is this water unhealthy to drink, but in addition, the property
values of homes in the immediate area have dropped significantly, and perhaps as much as eight square
kilometers of valuable and productive aquifer area is now seriously contaminated.

If the sludge were spread a few kilometers away on till 10 meters thick with a hydraulic conductivity
of 10~7 cm/sec, not only would it serve as inexpensive fertilizer, but the natural barrier properties of the
till would probably prevent groundwater contamination.

1.7.3 Artificial Protective Barriers

When natural barriers are not present, two kinds of artificial barriers can be constructed — solid and
hydraulic. Extensive information about the use of such barriers can be found in EPA publications (1977,
1984).

Solid barriers may consist of grout curtains, slurry walls, or sheet piles constructed around a contam-
inated site such as a landfill to prevent the spread of contaminants to the surrounding groundwater.
Figure 1.32 shows a slurry wall downgradient from a landfill which is blocking the movement of con-
taminants from moving downgradient at that location. This same figure can also demonstrate the utility
of a sheet pile with interlocking pieces, or a grout curtain constructed at the same location.

A slurry wall is constructed by digging a trench down to an impermeable stratum and then filling it
with a mixture of water, clay, and bentonite. The latter material is a clay mineral formed from the chemical
alteration of volcanic ash and is often used as a sealant because when wet, it will expand eight to ten
times its dry volume and is quite impermeable. If the depth to an impermeable stratum is too deep for
construction of a slurry wall, a grout curtain can be constructed by drilling several wells close together
in a line and then injecting a variety of sealing compounds into them which will infiltrate the soil pores
to form an impermeable wall around the source of contamination.

A hydraulic barrier can be implemented by injecting water from a line of wells as illustrated in Figure
1.33. This kind of barrier is utilized to prevent the encroachment of saline water into freshwater aquifers
along a seacoast and has been used successfully in Los Angeles, California, and in Long Island, New York.
It is also employed to prevent the downgradient migration of contaminants from landfills.
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FIGURE 1.32 Slurry wall to prevent contaminant migration.
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FIGURE 1.33 A hydraulic barrier.

1.7.4 Well-Head Protection Programs

Several state environmental agencies have implemented Well-Head Protection Programs under directives
from the U.S. EPA. These programs are designed to protect the recharge areas of municipal and public
wells from surface contamination by limiting the kinds of activities that can take place within a certain
distance from a well or well field within the well-head protection zone. Generally, this zone is the same
as the capture zone for a well or well field in an unconfined aquifer. The distance is computed as the
distance of travel of water to the well within a given time limit. For example, the Indiana Well-Head
Protection Program, currently under revision, requires that the minimum distance limit be set for a travel
time of five years, but strongly encourages a ten-year limit.

The argument for setting travel-time limits is twofold. In the first place, an arbitrary distance limit
would not make much sense without taking into account the geology, conductivity, and gradients specific
to each site. Second, it is assumed that a five- or ten-year travel time will more likely guarantee that under
most situations, any contaminants will have traveled far enough through the aquifer, and enough water
from outside the contaminated zone will have been pumped that sorption and dilution, respectively, will
have rendered them innocuous.

The consequence of this law will be restriction from the recharge areas, or at least the strong regulation,
of many activities that generate waste or require chemical applications. These will include livestock
feedlots, fertilization of farm fields and golf courses, spreading of sludge or nitrate-rich water from sewage
processing, landfills, oil refineries, chemical plants, and others.

A simple capture zone is illustrated in Figure 1.34 and is computed analytically as (Todd, 1980),

X= —y/tan[ZnKbiy/Q] (60)

where x and y are coordinate directions, Q is the pumping rate, K is the hydraulic conductivity, b is the
initial saturated thickness of the unconfined aquifer, i is the hydraulic gradient, and the argument of the
tangent is in radians. The units have been chosen so that the argument is dimensionless.

Bakker and Strack (1996) present a sophisticated analytical-element modeling approach to determining
the capture zone under conditions of irregular and more complicated geology and boundary conditions.

Well-head protection plans have been in effect in The Netherlands for several years. The implemen-
tation of such rules in the U.S. has met with considerable opposition from some municipalities and well
owners who realize that it will necessitate an extra expense. In order to adequately define the capture
zone, there may be a need in some cases to perform test drilling and surface geophysical studies to
determine the geology of the area. In addition, modeling studies may be necessary to completely under-
stand the hydraulics of the aquifer. Small public water operations may find these studies to be financially
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FIGURE 1.34 A capture zone around a pumping well.

burdensome. However, wellhead protection plans, when implemented, are expected to provide a high
level of protection for public water supplies as the population grows and more demands are put on
groundwater resources.

For further details see Chapters 25 and 27 on site remediation and geosynthetics.

1.8 Possible Effects of Climate Change on Groundwater Flow

It is known that the world’s climate has changed significantly over geologic time. Evidence from fossil
plants, pollen, rodent middens, tree rings, and even clay-mineral formation has shown that precipitation
and temperature have varied widely (Rasmussen et al., 1993). For example, near the end of the Pleistocene
Epoch (the Ice Age), the climate was much wetter in the American southwest than it is now, and the
water table in southern Nevada was 100 meters higher than at present (Winograd and Doty, 1980). It is
not entirely clear what caused climate change in the past, although volcanic eruptions and tilting of the
earth’s rotational axis have been suggested.

Many climatologists believe that anthropogenic factors are now effecting a slow, but perceptible change
in the atmosphere that is causing gradually warming temperatures. These factors include changes in land
use with overgrazing and burning of forests, and the introduction into the atmosphere of abnormal
amounts of certain gases.

The gases, commonly known as greenhouse gases, include carbon dioxide (CO,) and methane (CH,)
as the prime suspects in maintaining the greenhouse effect. This effect is the atmospheric entrapment of
heat from the sun which, in turn, is expected to cause greater evapotranspiration in some areas and
greater precipitation in others. As a result, the climate is expected to change significantly within the next
century, causing a reduction of precipitation in the Midwest and a great increase of precipitation in the
southwestern United States.

Although much research has been accomplished in estimating the potential effects of climate change
on surface water supplies, little attention has been directed toward the possible effects on groundwater
except to estimate the increase or decrease in recharge rates and amounts that can be expected. Recent
work by Leap and Belmonte (1992), Leap (1993), and Reichard (1995) illustrates the role of increased
pore pressure in the opening of fractures in rocks with consequent increase in hydraulic conductivity.
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It has been known for some time that a slight increase in fracture width (aperture) can cause the flow
rate through a fracture to increase by a power of three; this is known as the Cubic Law (Witherspoon,
et al., 1980), and is given as

Q= (pgb2 /12;1) (ow)(an/a1) (61)

where Q is the volumetric flow rate, p is the density of water, g is acceleration of gravity, b is aperture
width, p is dynamic viscosity of water, w is fracture width perpendicular to flow direction, h is the
hydraulic head, and | is the length of the flow path through the fracture. The fracture is assumed to
possess smooth sides, and laminar flow exists. A consistent set of units must be used.

Most rocks of aquifer quality may contain tens, hundreds, or even thousands of fractures per cubic
meter, and in order to quantify flow through such rocks for practical purposes, it is more convenient to
assume that the fracture density is great enough that the flow system can be treated as a porous medium.
Jones (1975) performed a series of experiments measuring flow through cores of fractured carbonate
rocks under different pressures in order to discover the relationship between intrinsic permeability and
effective stress. The rock contained enough fractures that an equivalent porous medium could be assumed,
and the relationship sought was determined to be

Kk, ={[logs, ~4.607] [iogs, ~4.602} (62)

where k is intrinsic permeability at any pressure, k; is initial intrinsic permeability, S, is effective stress
at any pressure, and S; is initial effective stress.

Leap (1993) postulated that these relationships between permeability, pore pressure, and effective stress
could be significant in understanding and predicting changes in permeability if the water table rose
during a period of increased recharge consequent to increased precipitation.

Reichard (1995) used this equation as a basis for a modeling study to determine what the effect of a
significant recharge-induced water-table rise would be on the hydraulic conductivity of an aquifer after
a climate change which would cause significantly increased recharge. His studies showed that under such
conditions, the hydraulic conductivity of fractured aquifers could increase as much as 15 to 30%. More
research is needed in this area, but the results thus far are significant because they suggest that not only
will flow rates be expected to increase, but transport rates of contaminants could also increase as well.

For Further Information

There are many journals and books about hydrology in general, including geology and engineering
sources. However, the list below pertains mainly to hydrogeology.

Several very good college-level texts on the broad subject of hydrogeology exist, such as those listed
in the References by Fetter, Freeze, and Cherry, Todd, and Domenico and Schwartz. These books cover
a wide variety of subjects and do not specialize in any one subdiscipline.

Water Supply Papers and Professional Papers by the U.S. Geological Survey are continuously produced
on more specialized subjects in hydrogeology and are available from the USGS National Center in Reston,
Virginia.

Major journals in hydrology (including hydrogeology) include the following:

Water Resources Research, American Geophysical Union, Washington, DC.

Groundwater, National Association of Groundwater Scientists and Engineers, Dublin, Ohio.

Hydrogeology Journal, co-sponsored by the Geological Society of America in Boulder, Colorado, and the
International Association of Hydrogeologists in Hanover, Germany.

Hydrological Science and Technology, American Institute of Hydrology, Minneapolis, Minnesota.
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Bulletin of the Geological Society of America and Geology, both sponsored by the GSA, often contain papers
on hydrogeology.

Special publications by the Geological Society of America and the American Geophysical Union are
produced from time to time, specifically on hydrogeological subjects.

Professional Papers and Water Supply Papers are printed continuously by the US Geological Survey,
Reston, Virginia, on specialized topics in hydrogeology. Similar publications are produced by the Cana-
dian Geological Survey in Ottawa, and by the surveys of each of the provinces.

State Geological Surveys also produce results of studies of hydrogeology in each state.
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Glossary

Adhesion The attraction of water to solid grains by electrostatic forces.

Aeolian Deposits Materials deposited from the air and moved about by wind (e.g., dune sand).

Alluvium Any lithology or grains size of sediment deposited by flowing streams.

Anisotropy The condition of a porous medium where the permeability is different in different directions.

Aquiclude An impermeable geological formation or body that will prevent the flow of water through it.

Aquifer A permeable geological formation or body that will yield water in economical amounts.

Aquitard A semipermeable geological formation or body that will retard the flow of water through it.

Artesian Aquifer A confined aquifer in which the piezometric surface rises above the top of the aquifer.

Bank Storage Water stored in a stream bank when the stream water level is higher than the adjacent
water table, as during a period of high water.

Baseflow The flow of water from the groundwater system to a surface stream or lake that maintains water
in the surface body, even between precipitation events.

Cable-Tool or Churn Drilling Drilling with a bit like a large chisel on the end of a cable. It is rapidly
raised and lowered to chip a hole in unconsolidated soil or in rock.

Capillary Fringe A zone above the water table where the soil is saturated but under tension (pressure
less than atmospheric), as opposed to the zone below the water table where water is under pressure.

Capillary Water or Pellicular Water The water actually held in the soil or rock pores after drainage.

Capture Zone The area around a well or well field from which water will move to the discharge point(s).

Characteristic Curves Curves showing hydraulic conductivity and soil moisture content as functions of
the soil pressure head; a set of such curves is “characteristic” of a particular soil.

Confined Aquifer An aquifer overlain by an impermeable layer such that the piezometric head rises
above the top of the aquifer.

Darcy’s Law The relationship discovered by Henri Darcy between flow rate, hydraulic conductivity, and
gradient in a porous medium.

Dynamic Viscosity The measure of the resistance of a fluid to shear.

Effective Porosity The porosity of a rock or soil that is actually connected to provide flow through the
rock or soil.

Fluid Potential The potential energy per unit mass of water.

Gaining Stream A stream in which the water surface is above the water table, thus causing water to flow
from the stream to the groundwater system below.

Glacial Drift The general term for any and all earth materials deposited from the action of glacial ice or
their meltwaters.

Glacial Outwash Material deposited from meltwater from glaciers.

Glacial Spillway Generally a river valley which served as a major outlet for sediment-laden water from
melting glaciers (e.g., the Mississippi, Missouri, Big Sioux, and Wabash River valleys).

Glacial Till A mixture of clay, silt, sand, gravel, and boulders deposited in a heterogeneous mass directly
from glacial ice through melting or plastering.

Gravitational Water In draining soil, it is the water that actually drains out.

Greenhouse Gases Gases that are believed to trap the escape of heat from the earth and therefore cause
warming of the world’s climate. The most important of these is carbon dioxide (CO,), but methane
(CH,) is also of concern.

Groundwater Water at or below the water table in earth materials.

Groundwater Mining Removal of groundwater at a rate exceeding recharge.

Heterogeneous The condition of a porous medium where the isotropic or anisotropic permeability is
different in different parts of the medium.

Homogeneous The condition of a porous medium where the isotropic or anisotropic permeability is the
same in all parts of the medium.

Hydraulic Conductivity The ease with which a fluid will flow through a porous medium. It is a function
of the pore size and fluid properties of viscosity and density.
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Hydraulic Head An expression of potential energy of a fluid at a point expressed as a length. It includes
the height of the point above a datum plane (normally mean sea level) plus the pressure of the
column of water above the point expressed as the pressure-equivalent height of that water column.

Hydraulic-Rotary Drilling Method A drilling method in which a bit on a long shaft, the drill stem, is
rotated to drill a hole in the ground. Water, often mixed with clay or other substances, is pumped
down the inside of the stem and forced out at the bit to lubricate the bit and to flush cuttings to
the surface.

Hydrograph A graph of flow rate of a stream versus time. It also refers to a graph of the water level in
a well versus time.

Hygroscopic Coefficient The maximum water content that can be held hygroscopically.

Hygroscopic Water That water held in a thin film around grains. It is not available to plants.

Igneous Rock A rock type that has solidified from the molten state, e.g., basalt, granite.

Induration The process by which mineral grains become fused or cemented together to form a solid
rock mass, as opposed to unconsolidated materials.

Infiltration Capacity The maximum rate at which a soil will allow water to infiltrate it from the surface.
It is dependent upon the initial moisture content of the soil, the vertical hydraulic gradient, and
the rate of precipitation.

Interflow or Subsurface Stormflow The flow of water between the surface permeable zone and a zone
of low permeability below it.

Isotropic The condition of a porous medium where the permeability is the same in all directions.

Juvenile Water Water created by chemical reactions in volcanic and other geothermal activities.

Karst A term describing an area of carbonate rocks which contains solution tunnels and caves. This is
named after the Karst region of Yugoslavia.

Lacustrine Sediments Generally fine-grained silts and clays deposited from still waters in lakes or ponds.

Loess “Rock flour,” or fine silt deposited originally in wide outwash deposits, but later deposited down-
wind by the prevailing winds.

Losing Stream A stream in which the water surface is lower than the adjacent water table, thus causing
water to flow from the groundwater system into the stream.

Metamorphic Rock A rock type that was formed from either sedimentary rocks (e.g., limestone) or
igneous rocks (e.g., granite) when they were subjected to heat and pressure to produce a totally
different rock from the parent, but with similar chemical composition (e.g., marble or gneiss,
respectively).

Mineral A naturally occurring, nonorganic substance, generally of crystalline form, that has a definite
chemical composition or a narrow range of compositions.

Permeability The property of a porous medium to transmit water. It is a function of pore diameter.

Phreatic Water (or soil water) That water above the capillary fringe that is under tension.

Pleistocene Epoch A geological span of time beginning approximately 2 million years ago during which
four major glacial advances (Nebraskan, Kansan, Illinoisan and Wisconsinian) advanced over North
America. The latest, the Wisconsinian, is contemporaneous with the Wurm advance of Europe.

Pore Velocity or Average Linear Velocity The actual average velocity of flow through a porous medium.
It is calculated as the specific discharge divided by the effective porosity.

Porosity The percent ratio of void volume to total volume of a rock or soil.

Precipitates Minerals such as calcite (CaCO3) that are deposited in water from direct precipitation from
the water.

Primary Porosity The porosity characteristic of a rock or soil when first formed.

Pyroclastic A rock type formed by the settling of sediment which in turn is the ash and cinders of igneous
material from volcanic eruptions.

Reynold’s Number The ratio of accelerative forces to viscous forces which determines if a flow is laminar
or turbulent.

Rock A naturally occurring stony entity made up of one or more minerals.
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Safe Yield The rate of withdrawal of groundwater from an aquifer such that no harm will be caused. The
term “harm” is relative to the economics of the area and time.

Saturation Ratio The ratio of contained water in pores to the volume of the pores.

Secondary Porosity The porosity that is added to a rock or soil after formation; it can include faults,
fissures, fractures, etc.

Sedimentary Rock A rock formed from the weathered products (detritus) of igneous, metamorphic, or
other sedimentary rocks (e.g., sandstone, siltstone, shale).

Seepage Face The zone of wet soil just above the surface of a stream or lake which marks the atmospheric
discharge of water from the capillary fringe.

Semi-Confined Aquifer An aquifer overlain or underlain by a semipermeable aquitard which will allow
limited flow of water to pass through.

Specific Discharge The volumetric flow rate per unit area of porous media perpendicular to the flow
direction. It is sometimes called “Darcian Velocity.”

Specific Retention The ratio of the volume of water held by the soil to the total matrix volume.

Specific Storage The volume of water that will be obtained from a unit volume of aquifer upon release
of a unit value of head.

Specific Yield The ratio of the volume of water drained from a soil to the total matrix volume.

Spring A natural discharge point for groundwater to the surface.

Storage Coefficient The specific storage times the saturated thickness of the aquifer.

Unconfined Aquifer An aquifer that has no overlying confining impermeable layer.

Wilting Point The moisture content of a soil at which capillary forces become greater than osmotic
suction of plant roots, causing the plants to wilt.
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2.1 Introduction

Essentially all natural groundwater flows are three-dimensional. That is, the velocity of a percolating
water particle is represented by a vector that has three components. A simple example is the three-
dimensional radial flow toward a well. (See Chapters 8 and 9.) However, there are many situations in
which the velocities are nearly coplanar or there is radial symmetry. In these cases, the flow can be
analyzed as two-dimensional with accuracy sufficient for many engineering problems. An example is the
infiltration of water into a series of long parallel horizontal tile drains. Away from the pipe extremities,
the shape of the water table is independent of the location along the pipe drain. In some cases the flow
problem can be further reduced to one dimension. For example, the flow in karst conduit can be regarded
as approximately one-dimensional. The existence of symmetry or special assumptions permits the sim-
plification of many problems. It is important, however, to recognize the size of the errors that such
simplifications can entail.

Groundwater flow variables, such as velocity and pressure, can vary in time or can be independent of
time. For example, when the pumping of a well is started, the water table drawdown increases with time.
This is an unsteady or transient flow problem. If the flow variables do not change with time, the flow is
steady.

This chapter is concerned with elementary one- and two-dimensional steady groundwater flow and
transport problems. Advanced three-dimensional flows, transient flows, transport processes, and mod-
eling are treated in subsequent chapters. The geological setting is discussed in Chapter 1. Chapters 1 and
2 can be regarded as an introduction to groundwater hydrogeology and engineering. The following
chapters deal in more detail with a number of advanced or specialized subjects.

The notions of saturated zone, confined aquifer, unconfined aquifer, water table, aquitard, aquiclude,
perched aquifer, unsaturated zone or vadose zone, and the physical properties of aquifers are discussed
in the first chapter. This chapter starts directly with the discussion of the hydraulics of groundwater or
the motion of water below ground. The second part of this chapter deals with the transport of contam-
inants by groundwater.

2.2 Pressure, Suction, Piezometric Head, and Hydraulic Gradient

Water pressures are generally expressed as gage pressures, but they can also be expressed as absolute
pressures. These pressures are related by the equation (Figure 2.1)

Absolute pressure = Local atmospheric pressure + Gage pressure (1)

Gage pressures are used in the following discussion. The water table is at the local atmospheric pressure
and serves as a datum for gage pressures. Point A in Figure 2.1 is in the saturated zone, and the gage
pressure is positive and is called the pore pressure. Point B is in the unsaturated zone, and the gage pressure
is negative. This negative pressure is referred to as a suction or tension. The suction is expressed as a
positive number. Thus a positive suction corresponds to a negative gage pressure. The dimensions of
pressure are F/L2, that is, N/m2 or pascal (Pa), kN/m?2 or kilopascal (kPa) in Sl units and Ib/in? and Ib/ft?
in U.S. units. The law of hydrostatics states that the pressure, p, can be expressed in terms of the height
of liquid, h,, measured from the water table (assuming the groundwater at rest or moving horizontally).
This height is called the pressure head

h,=p/y,=p/ M ()

where y, = pg is the specific weight and p is the density of the water. For point A, the quantity h, is
positive, while it is negative for point B. The pressure head is generally expressed in meters of water, but
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FIGURE 2.1 Absolute and gage pressures.

TABLE 2.1 Conversion Factors for Pressures and Related Terms

To convert from to Multiply by
atmosphere pascal 1.013 E+5
bar pascal 1.000 E+5
dyne/cm? pascal 0.100
ft of water (39.4°F) pascal 2.989 E+3
inch of mercury (32°F) pascal 3.386 E+3
inches of water (39.4°F) pascal 249.1
millibar pascal 100
millimeters of mercury (0°C) pascal 133.3
pound per sg. foot pascal 47.88

Source: Systéme International d’Unités, Universities Council on Water
Resources, 1976.

TABLE 2.2 Approximate Equivalents of Atmospheric Pressure

us Metric
14.7 psi abs. 101.3 KN/m?, abs
1 013 mbars, abs
29.9 in.Hg 760 mm Hg
0.76 m Hg
33.9 ft. H,0O 10.3 m H,0

it can also be expressed in cm of mercury. Some conversion factors for pressure and pressure heads are
listed in Table 2.1 and some approximate equivalents of atmospheric pressure are listed in Table 2.2.

If the medium is saturated, the pore pressure, p, can be measured by the pressure head, h, = p/y, in
a piezometer, a non-flowing well. The difference between the altitude of the well, H, (Figure 2.2) and the
depth to the water inside the well is the total head, h;, at the well. In fluid mechanics the total head is
defined as the sum of the elevation head, z, the pressure head, p/y,, and the velocity head, v2/2g, where v
is the flow velocity and g is the acceleration of gravity. For groundwater flow the velocity head can
generally be ignored because the water moves very slowly. Therefore, the total head at an observation
well is taken to be equal to the piezometric head, or the sum of the elevation head and the pressure head.
The symbol  is sometimes used to designate the pressure head.
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FIGURE 2.2 Heads and gradients. (Adapted from Heath, R. C. 1995. Basic Ground-Water Hydrology. U.S. Geological
Survey, Water-Supply paper 2200, seventh printing, Denver, CO.)

h =z+p/y, =z +y 3)

The piezometric head is also referred to as the piezometric potential. The change of piezometric head
per unit distance in a given direction is the hydraulic gradient. If the direction is not specified, it is assumed
to be in the direction of the maximum gradient. The hydraulic gradient is a dimensionless quantity (L/L)
when consistent units are used. (See also Chapter 1, Section 1.4.7.)

Example 1: With the data from Figure 2.2, find the hydraulic gradient.
Solution: The hydraulic gradient is: h; /L = [(100 — 10) — (95 - 15)]/2000 = (90 — 80)/2000 = 0.005.

If the piezometric head is known at three observation wells A, B, and C that are not in a straight line,
then both the direction of the groundwater flow and the hydraulic gradient can be calculated approxi-
mately. For this purpose, with reference to Figure 2.3, (1) select observation well C with the intermediate
head. (2) By linear interpolation, find location of the point P having the intermediate head on the line
connecting observation wells A and B with the maximum and minimum heads. (3) Connect point P
with the intermediate well; this line is a segment of a piezometric contour line. (4) Draw a line perpen-
dicular to this contour that passes either through the maximum head or the minimum head observation
well. This line is in the direction of the groundwater movement. (5) The ratio of the head differential
between the ends of the perpendicular line and the length of this line is the hydraulic gradient.

Example 2: Using the data of Figure 2.3, find the flow direction and the hydraulic gradient.

Solution: (1) Select well C with the intermediate head of 25.17 m. (2) Find the distance x from well A
to point P: x = (25.30 — 25.17)*230.5/(25.30 — 25.00) = 99.88 m. (3) Draw the line BD perpendicular to
CP; this is the direction of the groundwater movement. Measure the distance BD = 114.29 m. (4) Divide
the head differential by the length BD to obtain the hydraulic gradient (25.17 — 25.00)/114.29 = 0.0015.

If the medium is unsaturated, the negative pressure or suction or tension is measured by a tensiometer.
This instrument is composed of a vertical tube closed at the top and a porous ceramic cup at the bottom
(Figure 2.4). The tensiometer is initially filled and the ceramic cup is saturated with water. When the
instrument is placed in the soil, the water in the tensiometer is generally at atmospheric pressure. The
soil water, which is at negative pressure, produces a suction which drains water from the tensiometer,
causing a pressure drop. When equilibrium is reached, the pressure inside the tensiometer is equal to
that in the soil and can be measured with a vacuum gage. The practical suction range of a tensiometer

©1999 CRC PressLLC



Well A
O h=25.30m

WellC /7 segmentol 5
h=25.17m _Fgru b
§i h=25.17m (interpolated)
FIGURE 2.3 Finding flow direction and gradient from 6|
three observation wells. (Adapted from Heath, R. C. é:
1995. Basic Ground-Water Hydrology. U.S. Geological Y
Survey, Water-Supply paper 2200, seventh printing, Den- 3 hwzlsl oBo
=23.0U0m

ver, CO.)

Porous ceramic

ﬁ?/ ’/l’/ll,,////"'
s
P
Soil
Particle

FIGURE 2.4 Tensiometer. (From Bouwer, H. 1978.
Groundwater Hydrology. McGraw-Hill Inc., New York. q
With permission.)

is 0 to 0.8 bar or approximately 0 to 8 m of water. Relationships between the soil moisture content 6 and
the pressure head  are presented in Chapters 1, 5 and 6.

The total pressure at a point in a porous medium is the weight per unit area of the overburden above
this point. This total pressure is the sum of the pore pressure and the intergranular stress, i.e., the stress
due to forces transmitted from grain to grain in the rock matrix.

2.3 The Motion of Groundwater

The motion of water requires energy. This energy can be expressed as a head above a datum. The elevation
of this datum is arbitrary. This is because the difference in energy or the difference in head is the concern.
It is therefore important that the energies be measured with respect to the same datum. In groundwater
engineering, mean sea level (MSL) is usually taken as the datum. The hydraulic head is defined as the
energy per unit weight measured relative to the datum.

Water can possess several forms of energy. Perhaps the most obvious is the energy water possesses by
virtue of its elevation above the datum. This is the potential energy. A mass m of water at an elevation z
above the datum has a potential energy mgz, where g is the acceleration of gravity. This is the work
necessary to move the mass m from the datum to the elevation z. If p is the density of the water, a unit
volume of water has a mass p and a weight pg and a potential energy pgz. The potential energy per unit
weight, that is the elevation head, is thus pgz/pg = z. Note that the head has the unit of length.

The energy that water possesses by virtue of its motion is the kinetic energy. A mass m of water that
moves with a velocity v has a kinetic energy 1/,mv2. Thus the kinetic energy per unit mass is 1/,pv2 and
the kinetic energy per unit weight or velocity head is 1/,pv%/pg = v2/2g. The velocity head has the dimension
of length. When groundwater is flowing through the pores of the rock or soil formation, the velocity is
very small, perhaps of the order of centimeters per year, and the velocity head is usually negligible with
respect to other forms of energy. One exception is near wells, where the velocity increases significantly.
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eters (b). (From Hubbert, M. K. 1953. Entrapment of petroleum under hydrodynamic conditions. Bulletin of American
Association of Petroleum Geologists, Vol. 37, 1954-2026. With permission.)

Another exception is in certain karst conduits where groundwater can flow fast enough that the velocity
head is important.

The energy that water possesses by virtue of its pressure is the pressure energy. The pressure intensity
of the fluid, p, acting on an area dA produces a force p dA. If the area is displaced by a distance ds, in
the flow direction, then the force produces an amount of work p dA ds, known as flow work. The volume
dA ds has a weight pg dA ds and the flow work per unit weight is p dA ds/pg dA ds = p/pg known as

the pressure head. The sum of the elevation head and the pressure head is known as the piezometric
head h =z + p/pg.

2.4 Flow Through Porous Media — Darcy’s Law

The French engineer, Henry Darcy, performed experiments on the filtration of water through sand
columns. His finding that the rate of flow through a sand column is proportional to the loss of head
appeared in an appendix to his treatise on the public fountains of the city of Dijon (Darcy, 1856). Figure
2.5 shows the original set-up utilized by Darcy, and Figure 2.6 shows some of his experimental results
as plotted by Hubbert (1953) from Darcy’s data. Darcy’s law states that the volumetric flow rate, Q,
[L3T-1] across a gross area A of a formation with a hydraulic conductivity K [LT-1] (definition and values
are given in Chapter 1), under a hydraulic gradient i = —dh/0ds in the s direction is given by
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FIGURE 2.6 Darcy’s data plotted by Hubbert. (From Hubbert, M. K. 1953. Entrapment of petroleum under hydro-
dynamic conditions. Bulletin of American Association of Petroleum Geologists, Vol. 37, 1954-2026. With permission.)

Q=gA = —KAdh/ds =KAI :k% Ai (4)

where q is a conceptual velocity called the specific discharge or flow rate per unit area [LT-1] also known
as the Darcy velocity, p is the viscosity, and k is the permeability. The hydraulic head, h, is the sum of the
elevation head z and the pressure head p/y,. The minus sign in the above equation indicates that the
flow takes place from high to low head, namely in the direction of decreasing head. The pore velocity, v
= g/n,, where n, is the effective porosity and v is the average flow velocity in the pores, usually called
the seepage velocity. It is the average velocity for the transport of solutes that are nonreacting. In the
boundary determination of contributing areas for well head protection zones, it is often necessary to find
the time it takes for the water to move from a point to a bore hole. This can be done using the pore
velocity. Pollutants that travel primarily by advection would move at the same velocity as the water, but
those that are subject to the effects of diffusion and adsorption move more slowly. These effects are
discussed in Section 2.13 and in more detail in Chapters 14 and 15, concerned with transport processes.

The one-dimensional form of Darcy’s law is

q=K (pl/yw +Zl)_L(p2/yw +Zz)

®)

where the subscripts 1 and 2 refer to the points at which the pressure heads and the elevation heads are
considered, and L is the distance between these points.

Example 3: Find the hydraulic conductivity of the sands used in Darcy’s first series of experiments (Figure
2.6), assuming that the height of the sand column is 3 m and the diameter of the stand pipe is 0.35 m.

Solution: Take the flow rate Q = 30 I/min = 0.03 m3/min. The specific discharge is g = Q/A = 0.03/((1t
* 0.35%/4) = 0.312 m/min. From Equation (5) K = gL/Ah. From the graph Ah = 10.5 m. Thus K= 0.312
* 3.0/10.5 = 0.089 m/min or 0.0015 m/sec. This corresponds to a coarse sand.

Example 4: Find the time it takes for a molecule of water to move from a factory to a bore hole located
4 km away in a homogeneous silty sand unconfined aquifer with a hydraulic conductivity of K =5 x
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10~ m/s or 4.32 m/d, an effective porosity of 0.4, and observing that the water table drops 12 m from
the factory to the bore hole.

Solution: Since v = g/n, = Ki/n, the pore velocity is calculated as

_ 4.32+(12/4000)
- 04

v =0.0324 m/d

It would take 4000/(0.0324*365) = 338 years. If instead, the aquifer was a fractured limestone with a
porosity of 0.01 and the same hydraulic conductivity, the pore velocity would be approximately 1.3 m/d
and the time to travel the 4 km would be 8.5 years. With a porosity of 0.001, the travel time would reduce
to 0.85 years. Pumping at the bore hole will increase the hydraulic gradient and increase the pore velocity
and thus decrease the travel time.

2.4.1 Similarity of Darcy’s Law and Other Laws of Physics

Darcy’s law is similar to Fourier’s law of heat transfer, Ohm’s law of electricity, and Fick’s law of solute
diffusion. Fourier’s law governs the conduction of heat from high temperatures to low temperatures. It
states that the heat flux is proportional to the temperature gradient and the constant of proportionality
is the thermal conductivity. A number of flow through-porous-media problems have been solved using
the heat conduction analogy. The Theis equation for transient flow toward wells (See Chapters 8 on
hydraulics of wells) was obtained using an analogous problem in heat flow. Ohm’s law can be stated as
I = V/R, where | is the electric current, R is the resistance, and V is the voltage or potential difference
across the resistor. For a cylindrical wire of length L, cross-sectional area A and conductivity c, the
resistance is R = L/(cA) so that the expression for the current becomes

oV
I —cAf (6)

The similarity between Equations (4) and (6) is now obvious. The flow rate is analogous to the current,
and the drop of head to the voltage drop. This analogy forms the basis for the resistance network models
of aquifers (Karplus, 1958). Fick’s law states that diffusion of a solute takes place along the concentration
gradient from zones of high concentration to zones of low concentration, and the coefficient of propor-
tionality is the diffusion coefficient. Fick’s law is used in Section 2.13 and in Chapters 14 and 15, which
are concerned with pollutant transport.

2.4.2 Limitations of Darcy’s Law

Darcy’s law implies that the flow is laminar, as is generally the case in porous media. The limit of validity
can be stated in terms of the Reynolds Number, Ng,

Ng=gD/v Q)

where q is a velocity, v is the kinematic viscosity of the fluid, defined as its dynamic viscosity u divided
by its density p, and D is a representative length. For flow in porous media, q is taken equal to the specific
discharge, and the representative length, D, is often taken equal to the pore size or the effective grain
diameter, dyo (the grain size such that 10% of the material is larger by weight). The Reynolds number
measures the importance of the inertia forces relative to the viscous forces. The Reynolds number depends
on the viscosity, which varies with temperature as shown in Table 2.3. As a result Ny also varies with
temperature. Likewise the hydraulic conductivity K = kpg/u, where k is the intrinsic permeability of the
porous medium (see Chapter 1), which also varies with the temperature through p. Schneebeli (1955),
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TABLE 2.3 Density and Viscosity of Water

Temperature Density Viscosity Kinematic Viscosity

°C pkg/cm3 W x 103 Ns/m? v x 108 m%/s
0 999.8 1.781 1.785
5 1000.0 1.518 1.519
10 999.7 1.307 1.306
15 999.1 1.139 1.139
20 998.2 1.002 1.003
25 997.0 0.890 0.893
30 995.7 0.798 0.800
40 992.2 0.653 0.658
50 988.0 0.547 0.553
60 983.2 0.466 0.474
70 977.8 0.404 0.413
80 971.8 0.354 0.364
90 965.3 0.315 0.326
100 958.4 0.282 0.294

From Daugherty, L., Franzini, J. B., and Finnemore, E. J. 1985. Fluid Mechanics with
Engineering Applications. 8th ed. McGraw-Hill Inc., New York. With permission.

using spheres of uniform, diameter found that deviations from Darcy’s law start at Ng 05 as inertia
forces become effective and that turbulent flow started around Ng 0J60. For flows in which the dimension
D is large, such as in rocks with large fractures (see Chapter 17) or in karstic limestones (see Chapter
18), the flow can be turbulent and Darcy’s law does not apply.

Darcy’s law, as given above, applies to isotropic media, that is, where the hydraulic conductivity is
independent of direction. It also applies to flows where the direction of the hydraulic conductivity
corresponds to the direction of the hydraulic gradient. In anisotropic media the hydraulic conductivity
depends upon the direction of measurement. Then a hydraulic conductivity tensor is used, and Darcy’s
law is expressed as a tensorial equation (see Chapter 3).

2.4.3 Laboratory Measurement of Hydraulic Conductivity

Samples of the aquifer must be obtained and returned to the laboratory in undisturbed condition. This
is generally possible for consolidated materials but usually impossible for unconsolidated material and
rarely possible for fissured aquifers. The samples must be representative of the aquifer. Where the aquifer
has horizontally bedded strata, the samples can be collected from bore holes that intersect the several
strata. They can also be obtained from cliffs or quarry faces. Where the strata are inclined, the samples
likewise can be obtained from bore holes as well as from the outcrop. Bore-hole samples are preferred
because the outcrop material may be weathered and consequently unrepresentative of the aquifer. Con-
solidated aquifer samples typically are cylinders or cubes with diameter and length of 25 to 50 mm. Cubes
have the advantage that they permit the determination of the permeability in three directions.

Permeameters are used for the laboratory determination of the hydraulic conductivity making use of
Darcy’s law. It is best to use groundwater from the formation in the permeameter test because this water
will be in chemical equilibrium with the aquifer material. In particular, clays can swell or shrink with
changes in water chemistry. There are two types of permeameter: the constant head permeameter (Figure
2.7a) used for noncohesive soils such as sands and gravels, and the falling head permeameter (Figure
2.7b) used for materials with lower hydraulic conductivity. For the constant head permeameter, the
hydraulic conductivity obtained from Darcy’s law is

K=" 8

©1999 CRC PressLLC



~— Supply

Constant _ Constant Initial
head N head mtia

Overflow Final

?orous Sample T e [
plates
| J

(a) ()
FIGURE 2.7 Permeameters. (a) Constant head. (b) Falling head.

where [7is the volume of water collected in time t, A and L are the cross section area and the length of
the sample, respectively, and h is the constant head. For the falling head permeameter, the hydraulic
conductivity is obtained by equating the flow rate through the sample to the flow rate obtained from the
observed head drop as

h
K=-——Int 9

where R and r are the radii of the sample and of the tube, respectively, L is the length of the sample, h;
and h, are the heads at the beginning and at time t later.

2.4.4 Field Measurement of Hydraulic Conductivity

A dependable method of field determination of the hydraulic conductivity is by pumping tests. The
hydraulic conductivity is obtained from observations of the water levels near pumping wells. It yields an
integrated value of K rather than the punctual information obtained by laboratory tests. It also has the
advantages that the aquifer is not disturbed and formation water is used. The pumping tests are described
in detail in Chapter 8 on hydraulics of wells and aquifer tests.

Tracer tests using a dye such as fluorescein or a salt such as calcium chloride can also be used. If there
is a drop of water table h in a distance L between the injection test hole and the observation bore hole
and t is the observed travel time between the two bore holes, the hydraulic conductivity is obtained by
equating the pore velocity obtained by Darcy’s law and that obtained by dividing the distance by the
time. This results in

2
K_nL

=t (10)

where n is the porosity of the material. In practice this test is difficult to accomplish because the flow
direction must be known exactly, the distance between the bore holes should be small enough that the
travel time does not become too long, and it is assumed that the aquifer is not stratified.

Other tests such as the slug test, the auger-hole test, and the piezometer test are based on the observation
of the rate of rise of the water in a bore hole after the water level has been abruptly lowered by removal
of water with a bailer or bucket. These tests tend to give a more localized value of the hydraulic
conductivity than the well tests but are less expensive to conduct. For more detail about these tests, the
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reader is referred to Bouwer (1978). Chapters 10 and 11 on aquifer characterization give detailed infor-
mation on the several methods for the determination of aquifer properties.

2.5 One-Dimensional Hydraulics

The two basic laws of hydraulics are the continuity equation and the energy equation. They are discussed
here for the case of steady incompressible flow. The continuity equation is a statement of the conservation
of mass. For an incompressible fluid such as water the equation becomes a conservation of volumes:

Q=AV, =AV, (11)

where Q is the flow rate (L3T-1), A, and A, are the cross-sectional areas, and V; and V, are the mean
velocities at sections 1 and 2, respectively. This assumes that there is no inflow or outflow between sections
1 and 2. Figure 2.8 illustrates the continuity in a karst conduit.

Datum

FIGURE 2.8 Continuity, velocity head, pressure head, and elevation head and head loss in a karst system.

The conservation of energy for steady flow is:

2 2
2+ BTt og oty (12)
y g y g

where z is the elevation head or the elevation above a datum or reference plane, p/yis the pressure head,
(vis the specific weight of the liquid), V2/2g is the velocity head, and h,_is the head loss. Each term has
the dimension of length, (L), and represents a form of energy per unit weight. As discussed earlier, the
elevation head is the potential energy per unit weight, the pressure head is the flow work per unit weight,
the velocity head is the kinetic energy per unit weight, and the head loss is the energy loss due to friction
or other causes per unit weight. The equation can also be written as energy per unit mass

9z, +%+%VlZ =gz, +p—; +%V22 +gh, (13)

where p is the fluid density. If the head loss is negligible and is made equal to zero, then the equation is
known as the Bernoulli equation. It states that in an unbranched conduit the sum of the potential, pressure,
and kinetic energies remains constant if the losses are neglected. In flow through porous media the
velocity is very small, and the velocity head is generally neglected. The friction losses due to viscosity,
however, are important. Figure 2.8 illustrates the terms of Equation (12) and piezometric surfaces in a
karst system.
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In Kkarst terrain, flow usually occurs in larger conduits which, hydraulically, act as pipes or fissures. If
the Reynolds number is sufficiently small, the flow is laminar, otherwise it is turbulent. For circular pipes
the Reynolds number is defined as

== (14)

where D is the diameter, V = Q/A is the average flow velocity, that is the flow rate Q divided by the cross-
sectional area A, p is the density of the fluid, u is the absolute viscosity, and v is the kinematic viscosity.
With a consistent set of units, the Reynolds number is a dimensionless quantity. The flow is laminar if
the Reynolds number is less than 2000, and it is generally turbulent if the Reynolds number is larger
than 4000. For values between 2000 and 4000 the flow is in a transitional regime.

For noncircular conduits such as fractures, the Reynolds number is defined as

- oV (4R, ) 15)
u

N

where R, = A/P is the hydraulic radius which is the ratio of the cross-sectional area, A, to the wetted
perimeter, P. For a circular cross-section D = 4R,,.

Friction head losses in conduit are calculated using the Darcy-Weisbach formula, which is generally
written as

LVv?

h =f——
D 2g

L

(16)

in which f is a dimensionless quantity called the friction coefficient. For laminar flow in circular conduits
(also known as Poiseuille flow), f = 64/Ng and the flow rate is thus expressed as

2
Q=AD" 3N (17)
2u L
This equation is seen to be of the same form as Darcy’s law (4) with K = pgD%/(32u) or k = D%/32 and
i=h/L.
The Darcy-Weisbach formula (16) also holds for turbulent flows. Methods of calculation of the friction
coefficient f for turbulent flows are described in fluid mechanics textbooks, such as Franzini and Finemore
(2997).

Free surface open channel flow can occur in large karst cavities. Free surface streams in karst aquifers
are discussed in Chapter 18.

2.6 One-Dimensional Flow through Porous Media — Leaky
Aquifers

Simple one-dimensional flows in porous media can be analyzed using Darcy’s law as expressed in Equation
(5). As an example, consider the case of a leaky aquifer. Many aquifers are not fully confined or unconfined.
One aquifer may be overlain by another and the stratum separating them is not fully impervious: its
hydraulic conductivity is much less than that of either the top or bottom aquifer but it is not zero. The
rate of leakage g (volume per unit area per unit time) can be calculated using Darcy’s law as
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FIGURE 2.9 Leaky aquifer.

q= =) (18)

where K" and b are the vertical hydraulic conductivity and the thickness of the aquitard; h’ and h are the
heads at the top of the aquitard (bottom of upper aquifer) and at the top of the lower aquifer, just below
the aquitard (Figure 2.9). Observe that the level in the right piezometer is slightly lower than the water
table due to the downward motion of the flow. This can be verified by writing Darcy’s law between point
A at the water table and point B at the bottom of the unconfined aquifer: g = K(H — h")/(y + z), from
which H-h" = q(y + z)/K.

Example 5: As an example of a one-dimensional flow problem, consider the case of the confined aquifer
of Figure 2.9 that is recharged from an unconfined aquifer through an aquitard. The recharge rate is 0.3
m/yr or 8.22 x 104 m/d. The water table is at H = 30 m above the datum. The aquitard is 2 m thick
and its vertical hydraulic conductivity is K' = 10-3 m/d. The unconfined aquifer is 20 m thick and has a
hydraulic conductivity K = 10-* m/d. Find the piezometric head h’ at the bottom of the unconfined
aquifer and the difference in elevation between the water table and the piezometric surface of the confined
aquifer.

Solution: Let y be the height of the piezometric surface over the top of the aquitard and z the difference
in elevation between the water table and the piezometric surface (Figure 2.9). Applying Darcy’s law (5)
between points A and B yields: 8.22 x 104 =101 (H - h')/(y + z). Thush' = H -8.22 x 103 (y + 2) =
30 - 8.22 x 103 (20) = 29.84 m. Writing Darcy’s equation between the top and the bottom of the aquitard
yields: 8.22 x 10~4 = 10-3 (h' — h)/b, thush = h’ —8.22 x 10~ b = 29.84 — 8.22 x 10-1 x 2 = 28.20. Hence,
z=H-h=30-28.20=1.80m.

When a well discharges from a leaky confined aquifer, the piezometric surface is lowered throughout
a wide circular area. This lowering, called draw down, is largest near the well and decreases outward.
This variable drawdown changes the head differential between the confined and unconfined aquifers and
alters the rate of leakage through the aquitard. From Darcy’s law it follows that, at any point, the downward
flow is proportional to the difference of elevation between the water table of the unconfined aquifer and
the piezometric surface of the confined aquifer. Steady and unsteady flows toward wells in leaky aquifers
are discussed in Chapter 8.

2.7 Dupuit-Forchheimer Assumptions

For some of the two-dimensional flow problems, one component of the flow can be neglected with
respect to the other. In particular, in some unconfined flows with a free surface, the vertical component
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of the flow can be neglected. This approximation pioneered by Dupuit (1863) and utilized later by
Forchheimer (1930) is known as the Dupuit-Forchheimer assumption. It gives reasonable results when
the depth of the unconfined flow is shallow and the slope of the free surface is small. These assumptions
are summarized as follows:

1. The flow is horizontal at any vertical cross-section

2. The velocity is constant over the depth

3. The velocity is calculated using the slope of the free surface as the hydraulic gradient
4. The slope of the water table is relatively small

2.7.1 Steady Flow over a Horizontal Aquiclude

A simple application of the Dupuit-Forchheimer approximations is the analysis of steady flow through
an unconfined aquifer overlying an impervious horizontal aquiclude (Figure 2.10). The discharge per
unit width is g, = gh, where q is the Darcy velocity or specific discharge and h is the depth of flow. From
Darcy’s law,

g, =—Kh—= (19)

Ground surface

Unconfined
aquifer

Impervious
Z aquiclude

FIGURE 2.10 Steady flow through an unconfined aquifer overlying an impervious horizontal aquiclude.

Equation (19) is integrated from x = 0 (where h = h;) to x = L (where h = h,) to obtain the Dupuit equation:

hZ —h?
=K 1 2
% 2L

(20)

If there is a uniform recharge with a rate R,, then g, = R.x, with x = 0 at the groundwater divide, and

dh
R x=-Kh— 21
from which
K (7 -nz)=R.L? (22)
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Example 6. For an unconfined aquifer with a hydraulic conductivity K = 1.75 m/d, an effective porosity
of 0.3, and water depths of 10 m and 8 m at two observation wells 200 m apart, calculate the discharge
per unit width, the specific discharge, and the pore velocity.

Solution: From Equation (20), the discharge per unit width is g, = 1.75(10% — 82)/(2*200) = 0.1575 m?/d.
The Darcy velocity or specific discharge at the observation well with a 10-m depth is g = g,/h, = 0.1575/10
= 0.01575 m/d. The pore velocity is v = 0.01575/0.3 = 0.0525 m/d.

2.7.2 Seepage from Open Channels

The Dupuit-Forchheimer assumptions can be used to analyze the seepage from an open channel embed-
ded in a homogeneous soil underlain by a material of much lower hydraulic conductivity, assumed
impervious in the analysis. (Figure 2.11). The average slope of the water table is D,,/(L — 0.5 W,). The
specific discharge is given by Darcy’s law (5) as q = KD, /(L — 0.5W;). The average flow depth is D; + H,,
- 0.5D,,. The total seepage per unit length of channel (on both sides) is thus

D, +H, 05D,

=2KD
< v L-05W,

(23)

| Water table

Impermeable

FIGURE 2.11 Seepage from a channel in a soil underlain by impervious material. (From Bouwer, H. 1978. Ground-
water Hydrology. McGraw-Hill Inc., New York. With permission.)

Bouwer (1969) states that this type of analysis gives reasonable results for D; < 3W;. General solutions
of the canal seepage problem have been given by Bouwer (1969, 1978), Harr (1962), Polubarinova-
Kochina (1962), and Yussuff et al. (1994). The case of partially lined channels has been examined by
Subramanya et al. (1973). Integrated groundwater — surface water models have been developed and
applied to the Imperial County in southern California by Saquib et al. (1995) and Taghavi et al. (1995).

Example 7. Estimate the seepage from a canal with a depth H,, = 1 m, dug in a soil with a hydraulic
conductivity K = 2 m/d so that the distance from the bottom of the channel to the impervious stratum
is D; = 10 m, given a drop in the water table D,, = 0.5 m is observed at a distance L — 0.5 W = 400 m
from the shore. Is this seepage a significant portion of the flow?

Solution: Replacement in Equation (23) yields Q = 0.05375 m3/d per m of channel length or 53.75 m?/d
per km. Assume the channel had a bottom W, = 4 m, side slopes of 45° and a longitudinal slope of S,
=.0004, and a Manning roughness coefficient n = 0.022 (straight channel excavated in clean earth, after
weathering (Chow, 1959). The discharge capacity can be calculated by Manning’s equation Q =
1/n ARﬁ"”’S“2 (see Equation [12], Chapter 18 on karst hydrology). The cross-sectional area is A = 5 m2,
The wet perimeter is P = 6.828 m. The hydraulic radius is R, = 5/6.828 = 0.732 m. The flow rate is Q
= 5*0.7322/3*0.00041/2 /0.022 = 3.692 m3/s or 318,988 m3/d. In a distance of 40 km, the seepage loss
would amount to 40*53.75*100/318,988 = 0.674 % or less than 1%. This does not appear to be significant.
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FIGURE 2.12 Seepage from a recharge basin.

2.7.3 Recharge Basins

A third application of the Dupuit-Forchheimer assumptions is the analysis of the recharge of an uncon-
fined aquifer from a recharge basin. A long rectangular basin of width W is considered with the assump-
tion that the flow is horizontal and steady (Figure 2.12). Thus the depth of the aquifer, H, should not
be large compared to the width, W, of the recharge basin, i.e., H < W, otherwise a more detailed analysis,
such as a digital model, should be used. Letting R, be the infiltration rate from the recharge area, x the
horizontal distance from the centerline of the recharge area, h the height of the groundwater mound
above the static water table, and approximating the average transmissivity T = K (H + h/2) by KH,
(Figure 2.12), the Dupuit—Forchheimer assumptions yield

dh
Rx=-T-— 24
x=-T (24)

Integration of (24) yields h, — h, = R, W2/(8T), where h, and h, are the height of the groundwater mound
at the center and at the edge of the recharge basin, respectively. If h, and h, are measured in the field,
then the aquifer transmissivity can be calculated. Further discussion can be found in Bouwer (1970,
1978). An analytical solution has been given for rectangular recharging areas by Marifio (1975).

Example 8: A long recharge basin has a width W = 70 m and the recharge rate is R, = 0.6 m/d. The
observed heights of the mound are h, = 1.2 m, and h, = 0.7 m. Find the aquifer transmissivity.

Solution: From the integration of Equation (24) T = 0.6(70)%/[8(1.2 — 0.7)] = 735 m?/d. Note that if H
> 70 m, the tranmissivity obtained is an “effective” transmissivity, as the lower layers of the aquifer are
not fully contributing to the flow.

2.7.4 Steady Flow Toward a Well in a Confined Aquifer

Perhaps the most important application of the Dupuit assumptions is the calculation of a steady flow
toward a well as done by Forchheimer. Consider a well that fully penetrates an isotropic confined aquifer
of hydraulic conductivity K. The initial piezometric level is assumed to be horizontal so that originally
there is no motion of the groundwater. As water is being pumped, it flows from the aquifer toward the
well lowering the piezometric surface and creating a drawdown. (Figure 2.13). Consider two imaginary
cylinders around the well with radii r; and r,. The flows through each of these cylinders of height b are
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FIGURE 2.13 Flow toward a fully penetrating well in a confined aquifer.

horizontal, thus satisfying the Dupuit-Forchheimer assumptions. Furthermore the flows must be equal
to the discharge at the well. Thus, from Darcy’s law

Q =2 bKi, =2 71m,bKi, (25)

where i; and i, are the values of the hydraulic gradient at radii r; and r,, respectively. Since 27bK is
constant, and since r; < r, then i; > i,. Thus the hydraulic gradient becomes steeper as the water
approaches the well, creating the cone of depression. As the same flow occurs through the two cylinders,
the gross velocity, or specific discharge, increases as the well is approached. Writing Equation (25) as
Q = 27rbK dh/dr and integrating yields the Thiem equation:

_amkbfh, -h,) _27(h,-h,)

In(rz/rl) B In(rz/rl)

where T = Kb is the transmissivity of the aquifer. In the case of an unconfined aquifer the saturated depth
b is not constant and decreases toward the well. The vertical component of the flow comes into effect
and the Dupuit—Forchheimer assumptions are not fully satisfied. However, Equation (26b) can still be
used with reasonable results if T is interpreted as the average transmissivity K(h; + h,)/2. Equation (26)
can also be used with one observation well and considering the pumping well as the other observation
point.

(26a,b)

Example 9: A well with a radius of 50 cm completely penetrates an unconfined aquifer. It has been
pumped for a long time at the rate of 15,000 m3/d. The drawdown in the well is 10 m. Find the hydraulic
conductivity of the formation given that the well essentially does not affect the water table at a distance
of 600 m where the depth of the water table is 50 m. Well losses are neglected.

Solution: Using equation (26b) with T = K(h; + h,)/2 and with h; = 50 — 10 = 40 m and solving for K,
one obtains

©1999 CRC PressLLC



‘- Qin(r,/r,) _ 150001n(600/0.50)
”(hzz -h; ) r(50z - 402)

Solving the well equation for the aquifer properties is called the inverse problem. The method employed
in Example 9 using the Thiem equation only gives a rough approximation because in practice steady
state rarely exists and the transient flow formulas must be used instead. The transient flow methods
(discussed in Chapter 8 on well hydraulics and aquifer tests) also yield the storage coefficient S in addition
to the hydraulic conductivity K.

=37.6m/d

2.8 Velocity Potential, Force Potential, and Flow Nets

The piezometric head h = z + p/y + C, where C is an arbitrary constant, is interpreted as an energy or
potential per unit weight. The quantity

®=Kh= ng +§§+c (27)

is defined as the velocity potential,®. By virtue of Darcy’s law, the negative of its derivative in the flow
direction, for constant K, is the Darcy velocity, g. In a more general term, the negative of the gradient
of the velocity potential is a velocity. This is the definition of the velocity potential in classical hydrody-
namics. (Note: in Chapter 4 a minus sign is introduced in the right-hand side of [27]).

Hubbert (1953, 1987) introduced the concept of the force potential W,

—n=d
Y=gh="0 28
o= (28)

(Note: in Chapter 4 the symbol  is used for the “stream function,” Equation [16]). The force potential
at a point is the work that is required to move a unit mass of fluid from a reference elevation and pressure
to the elevation and pressure at the given point. In vector form, for K constant,

g=-grad® or g= —%grad w (29a,b)

The gradient of the force potential is the force per unit of mass acting upon the water at a given point.
The right formula (29b) is a generalized Darcy’s law in three dimensions (Hubbert 1953, 1987).

From Equation (29b) q is seen to have the same direction as — grad ¥ as long as K is constant. Thus
the streamlines, which are lines everywhere tangent to the velocity vector, are perpendicular to lines of
W= constant or equipotential lines. The streamlines and the equipotential lines are orthogonal. A network
of streamlines and equipotential lines form the flow net which is a useful tool in the analysis of two-
dimensional flows. When the hydraulic conductivity is not constant, then Equation (29a) must be used.
With some practice, good flow nets can be drawn by hand. The equipotential lines are drawn so that the
drop of head 4h or potential drop A® between adjacent lines is the same. The streamlines are drawn so
that the same fraction of the total flow AQ takes place between adjacent streamlines. They are normal
to the equipotential lines (Figure 2.14) forming “square” shapes. The flow between two streamlines, AQ,
is obtained from Darcy’s equation as

Ah
2AQ = Kbw =2 30
Q W (30)
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FIGURE 2.14 Streamlines and equipotential lines in a flow net.
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FIGURE 2.15 Flow net of a recharge area and gaining stream. (Adapted from Heath, R. C. 1995. Basic Ground-Water
Hydrology. U.S. Geological Survey, Water-Supply paper 2200, seventh printing, Denver, CO. )

where b is the average depth of flow, Ah and AL are the difference in head and the distance between
adjacent equipotential lines, and w is the width between adjacent streamlines for the square considered.
The total flow through a group of n flow paths is Q = nAQ. Figure 2.15 shows a flow net for a recharge
area in an unconfined aquifer.

The mathematics, construction and application of flow nets are discussed in Chapter 4 on groundwater
and seepage.
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2.9 Laplace’s Equation

Laplace’s equation is fundamental to the analysis of many groundwater flow problems. It arises by the
combination of Darcy’s law and the equation of continuity or conservation of mass for a homogeneous
isotropic aquifer. Consider a steady flow of an incompressible fluid through an elementary cube (Figure
2.16) of a porous medium of porosity n. Let u, v, w be the velocity components in the X, y, z directions.
The inflow through the vertical face near the origin is n u dy dz. The outflow through the vertical face
away from the origin is

O 0 O

mu +—(nu)dxgydz

0 W( ) 0
and the net change of volume in the x-direction is

%(nu)dxdydz

The sum of the net changes of volume in the x,y,z directions must be equal to zero. Thus

7 0 7 _
&(nu)+5(nv)+a(nw) =0
For an incompressible isotropic homogeneous porous medium, the equation of continuity for steady
incompressible flow is thus

—+—+—=0 (31)

Using Darcy’s law for an isotropic homogeneous medium

u:—K@,v:—K@, W:—K@
oX 7 oz

Laplace’s equation is obtained in terms of the head h:

o%h h, d%h

2
0%k f %+ 022— 0 (32)
y
nudydz i —t [nu+%(nudx)]dydz
dz
dx
X

z

FIGURE 2.16 Elementary cube of porous media.
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If in (31) the velocity components are expressed in terms of the velocity potential (see 29a)

oPp o oPp
Us—"- V=—""  W=—""+

X %

then Laplace’s equation is expressed in terms of the velocity potential @

I0 D I D

2
D & (»(2 WZ dzZ

0 (33)

Equation (33) is fundamental in the analysis of flow nets as developed in Chapter 4.

If the porous medium of a confined aquifer is assumed compressible with a compressibility o (recip-
rocal of the modulus of elasticity, for quartz 2 x 10-11 Pa) and the water has a compressibility 8 (5 x
1010 pa-1), then Equation (32) is replaced by a more elaborate expression which is discussed in Chapter
3. A good approximation is

o 10 0O aldon
O%h= " %Gpg %'10— ‘B%E (34)
The term in square brackets is the specific storage or storage coefficient, S, namely the volume of storage
release per unit drop of the piezometric surface per unit horizontal area, (see Chapter 1). It is dimen-
sionless and for confined aquifers it is of the order of 5 x 10~2to 10-5. The term pya represents the water
yield from storage due to the compression of the porous medium, and Bpgn is the water yield resulting
from the expansion of water storage. For an unconfined aquifer, S is the drainage porosity or specific
yield, that is, the volume of water release per unit drop of the water table per unit horizontal area. Since,
for the elementary cube of Figure 2.16, the difference between the inflow and the outflow is now equal
to the rate of change of storage, the flow is now unsteady, thus requiring the time derivative in the right-
hand-side of Equation (34). For two-dimensional flow in a horizontal confined aquifer Equation (34)
becomes

*h  d*h
724.7

2 h
X o T (35)

=S
T

where T = Kb is the transmissivity of the aquifer, and b is the depth for a confined aquifer and the average
depth for an unconfined aquifer. If there is a leakage or inflow rate g in the aquifer per unit area then
Equation (35) becomes

(36)

The leakage rate can be calculated by Darcy’s law (see Equation 18).

The Dupuit-Forchheimer assumption that was applied to one-dimensional unconfined flow (see
Equations 18 and 19) can be generalized to the two-dimensional case. In this case, the inflows and
outflows into a small parallelepiped of unconfined aquifer can be calculated by Darcy’s law, and their
sum must be equal to zero for a steady incompressible flow. This yields
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m+M:O (37)
®(Z &yz

It is seen that for the Dupuit-Forchheimer assumptions the square of the head must satisfy Laplace’s
equation (Harr, 1962). If there is recharge at the rate R,, then Equation (37) is replaced by (Fetter, 1994)

Daz(hz) dz(hz)D
-KO—~L+ 0=2R (38)
Ho &4

FIGURE 2.17 Example 10.

Example 10: A river and a canal run parallel to each other L = 500 m apart (Figure 2.17). They fully
penetrate an unconfined aquifer with a hydraulic conductivity of 0.3 m/d. The elevation of the water
surface in the river is 1.25 m lower than in the canal where the depth is 5 m. Assuming no recharge, find
the water table elevation midway between the river and the canal and find the discharge into the river.

2(h2
dd(h2 ) - 0, which integrates as h? = ¢;x + c,.
X
Applying the boundary conditions: at x = 0, h = h; and at x = L, h = h,, one obtains h? = h?- (h? -
h2) x/L. Thus with h; =5 m, h, =3.75m, and L =500 m, h = [52 - (5% - 3.759)* 0.5]"/2 = 4.42 m. The
seepage into the river is given by q = —-Kh(dh/dx) = K(h? —h3)/2L = 0.3 (5% - 3.75%)/1000 = 0.0033
m3/(m d) or 3.3 m3/(km d).

Solution: The one-dimensional form of Equation (38) is

2.10 Land Subsidence

Pumping large volumes of water from a confined aquifer at rates substantially larger than the natural
recharge causes a contraction of the aquifer which can result in a downward movement of the land
surface. In unconfined aquifers, groundwater pumping causes a downward movement of the water table
which likewise can lead to a downward movement of the land surface. This downward movement is
called subsidence or consolidation. This movement can be a few centimeters to several meters. If the
subsidence is not uniform, the differential settlement can produce severe damage to structures. Important
subsidence has occurred in the San Joaquin Valley in California, in Mexico City, in Venice, around
Shanghai, and in southern Taiwan. These large subsidences tend to occur in thick deposits containing
fine sands, silt, and clays and often are the result of excessive pumping. Decrease of the groundwater
pumpage can reduce and sometimes reverse the subsidence as is currently the case in the Harris-Galveston
area in south-central Texas (Hibbs, 1997). UNESCO (United Nations Educational, Scientific, Cultural
Organization) has published a guidebook to studies of land subsidence due to groundwater withdrawals
(Poland, 1984).
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2.10.1 Calculation of Subsidence

Consider a unit area of a horizontal plane at a depth Z below the ground surface. The total downward
pressure P; due to the weight of the overburden on the plane is resisted partly by the upward hydrostatic
pressure Py, and partly by the intergranular pressure P; exerted between the grains of the material: P; =
Py, + P; or P; = Py — P;.. (See also Chapter 1, Section 1.4.6.)

A lowering of the water table results in a decrease of the hydrostatic pressure and a corresponding
increase of the intergranular pressure. If P;; and P;, denote the intergranular pressures before and after
a drop in the water table or piezometric surface, the vertical subsidence can be calculated as

P,-P,
I I 39
= (39)

s, =2

where Z is the thickness of the soil layer and E is the modulus of elasticity of the soil. Typical ranges of
values of E are given in Table 2.4. In general, the modulus of elasticity increases nonlinearly with the
intergranular pressure. If there are layers of different soil types, the subsidences are calculated separately
for each layer and added to obtain the total subsidence. As the modulus of elasticity of clayey materials
is much less than that of sand or gravel, most of the settlement occurs in the clayey layers.

TABLE 2.4 Modulus of Elasticity of Soils and Rocks

Material Modulus of Elasticity N/cm?
Peat 10-50

Clay, plastic 50-390

Clay, stiff 390-790

Clay, medium hard 790-1470

Sand, loose 980-1960

Sand, dense 4910-7850

Gravel, sandy gravel, dense 9806-19620

Rock, fissured, jointed 14710-294200

Rock, sound 294200—c0

Source: Jumikis, A. R. 1984. Soil Mechanics. Robert E.
Krieger Co., Malabar, FL. Reproduced with permission.

The previous equation can also be used to calculate the rebound when the intergranular pressure
decreases. Caution must be exercised because the modulus of elasticity is not the same for decompression
as for compression. This is particularly the case for clays. For Boston blue clay the rebound modulus of
elasticity is only about 50% of that for compression (Bouwer, 1978, p. 323). If subsidence has occurred
for a long time, complete rebound is unlikely

Example 11: Consider a 60-m-thick sand layer. The water table is located at a depth of 10 m below the
ground surface. Calculate the total and the intergranular pressures at 10 m depth and at the bottom of
the sand layer, given that the porosity of the sand is n = 0.35, its volumetric water content above the
water table is 6 = 0.08, the specific weight of the solids is y, = 25.5 kN/m83, and the specific weight of the
water is y = 9.81 kN/m3,

Solution: At the water table the intergranular pressure, which is also the total pressure, is P; = 10[(1 —
0.35)25.5 + 0.08*9.81] = 173.6 kPa. The total pressure at the bottom of the sand layer is P, = 173.6 +
50[(1 - 0.35)25.5 + 0.35*9.81] = 1174.0 kPa. The hydrostatic pressure at the bottom of the sand layer is
P, = 9.81*50 = 490.5 kPa. The intergranular pressure is thus 1174.0 — 490.5 = 683.5 kPa.

Example 12: If in the previous problem the water table drops 40 m, what is the change in intergranular
pressure at the bottom of the sand layer? See Figure 2.18.
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FIGURE 2.18 Subsidence problems.

Solution: The depth to the water table would then be 50 m. The total pressure at the bottom of the sand
layer is P, = 50[(1 - 0.35)25.5 + 0.08*9.81] + 10[(1 — 0.35)25.5 + 0.35*9.81] = 1068.1 kPa. The hydrostatic
pressure is Py, = 9.81*10 = 98.1 kPa. The intergranular pressure is 1068.1 — 98.1 = 970.0 kPa. The increase
in intergranular pressure due to the 40 m drop in the water table is 970.0 — 683.5 = 286.5 kPa.

Example 13: Calculate the subsidence for the situation depicted in the previous problem if the modulus
of elasticity of the sand is 10,000 N/cm?2 or 105 KN/m?2,

Solution: The drop in the water table produces a linear increase in the intergranular pressure varying
from 0.0 at the 10-m depth to 286.5 kPa at the 50-m depth. The average increment in intergranular
pressure is (0 + 286.5)/2 = 143.25 kPa, and the settlement in the layer from 10 to 50 m is S;; =
40*143.25/10° = 0.0573 m. The subsidence in the layer from 50 to 60 m is S, = 10*286.5/10° = 0.0287
m. The total subsidence is thus 0.0573 + 0.0287 = 0.086 m.

Example 14. If the sand layer of the previous problem is underlain by a 25-m-thick layer of clay with a
modulus of elasticity of 103 N/cm? or 104 kN/m?, what is the total subsidence?

Solution: The increment of intergranular pressure of 286.5 kPa carries through the clay layer. The
subsidence is thus Z; = 25*286.5/10% = 0.716 m The total subsidence of the sand and clay layers is thus
0.086 +0.716 = 0.802 m. It is seen that 89% of the subsidence occurs in the clay layer because its modulus
of elasticity is 10 times smaller.

2.10.2 Seepage Force

When water flows horizontally through an aquifer, the flow undergoes a reduction of pressure head
because of friction. Thus the pressure on the upstream side of a small element is larger than on the
downstream side. The water then exerts a net force on the aquifer element. The net force in the flow
direction is the seepage force. This force can cause lateral displacements. If the drop of the water table in
a length L is 4h, the horizontal movement is Sy, = y,AhL/E;,, where E;, is the modulus of elasticity in the
horizontal direction. Letting i be the slope of the water table and Ah = iL, the horizontal movement, S;,,
is calculated as

2

S, =y, % (40)
h

If there is an upward vertical flow, the head loss due to friction as the water flows into the pores results
in an increase in the hydrostatic pressure. This in turn results in a decrease of the intergranular pressure.
A point can be reached when the upward seepage force is large enough to carry the weight of the sand
grains so that the sand or silt behaves like a liquid. It has no strength to support any weight on it. This
condition is known as quicksand. It is reached when the intergranular pressure vanishes and sand loses
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its bearing capacity. It can be shown that the upward hydraulic gradient necessary to produce quicksand
is very close to one. (Harr, 1962; Bouwer, 1978).

2.11 Salt Water Interfaces

The fresh and saline groundwaters have densities py, and p;. In coastal aquifers under natural conditions,
the lighter fresh water lies over the heavier saline water and the flow is usually from the aquifer to the
sea. Mixing of fresh water and salt water occurs only by molecular diffusion. Turbulent diffusion, the
most effective mixing mechanism, is absent in aquifers. As a result, the mixing zone between salt water
and fresh water is small compared to the thickness of the aquifer, and an abrupt, well-defined interface
is usually assumed. At a point on the interface between the fresh and saline waters, the pressure of the
fresh water, p;ghy, usually exceeds the pressure of the saline water, p,ghs, causing the flow from land to
sea (Figure 2.19). But when pumping takes place in excess of replenishment, the drawdown of the water
table creates a piezometric head in the fresh water that becomes less than in the adjacent salt water wedge.
Then the saline water moves inland causing a salt water intrusion. The salt water may reach the well
which becomes contaminated. Salt water intrusions have occurred in many coastal aquifers, for example,
in the coastal aquifers of Florida, California, the Netherlands, Israel, and the South coast of England,
mostly because of excessive pumping.

TR

- Waté/',rgtable

Seepage zone ’
Sea level T

. Fresh %&Iater, Pr

\h: \
\\\\\\\\\ \\\\\\\\\ \&\\6\\\\\\ .

FIGURE 2.19 Coastal aquifer under natural conditions.

Assuming static conditions, the seepage zone is reduced to a point. The pressure at point A on the
interface must be the same on the salt water side and on the fresh water side. Thus the depth hg of the
interface below sea level is (Figure 2.19)

ho=— " h (41)

where h is the height of the water table above sea level. With p,/pr = 1.025 the fraction in Equation (41)
is equal to 40. For a confined aquifer, h is the fresh water piezometric head. The wedge of fresh water is
known as the Ghyben-Hertzberg lens after the Dutch and German scientists who first obtained Equation
(41).

When fresh water is pumped from an aquifer overlying a body of salt water, the drawdown of the fresh
water table around the well causes a pressure reduction on the interface. This in turn causes the interface
to rise below the well. This is called upconing. If the salt water cone reaches the well, it will discharge a
mixture of salt and fresh water. For a water table well, assuming hydrostatic conditions, a rough approx-
imation of the height o of the cone is (Figure 2.20)
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Initial interface

FIGURE 2.20 Upconing.

5=_Pr (42)

w

ps_pf

where s,, is the drawdawn at the well. More exact relationships are given, among others, by Bear and
Dagan (1964), Dagan and Bear (1968), and Bear (1979).

2.12 Groundwater Quality

The quality of groundwater is determined by the dissolved elements and gases and by the presence of
suspended solids, bacteria, and viruses. The quality of groundwater depends upon its natural and physical
state and on the changes due to human activity. In its natural state, the dissolved elements and their
concentrations depend on the chemical composition of the aquifer and on the travel time of the water
through the rock formation. If the rock minerals are relatively soluble, slow water velocity and the ensuing
long travel time result in a chemical equilibrium between the water and the rock medium. Because of
the large range of flow velocities and of chemical compositions of the aquifers, there is a very wide range
of compositions of the groundwater. Figure 2.21 shows the comparison of the range of concentrations
of several constituents in groundwater to the concentrations of a 2.7 gm sugar cube dissolved in a 2.7
liter bottle, in a gasoline truck, and in an oil tanker.

If the groundwater is no longer fit for a specific use, such as drinking, the water is said to be
contaminated. If the water becomes heavily contaminated it is said to be polluted. Chapter 13 discusses
in detail the types of groundwater contaminants, and a table of drinking water standards can be found
in Chapter 22 on laws and regulations in the U.S. Groundwater monitoring for water quality is discussed
in Chapter 24.

Figure 2.22 illustrates the principal groundwater contaminant sources. These sources can be classified
as point, line, or nonpoint (aereal) sources. The geometry of the source affects the geometry of the
contaminant plume. Contaminants can reach the groundwater in several manners. The contaminant may
be miscible, i.e., it is dissolved in water, immiscible, i.e., the water and the contaminant are in separate
phases: lighter or heavier than water and the contaminant can be adsorbed on fine particles that are
transported in suspension by the water. The miscible liquid and the water form a single phase. The
movement of this single phase flow is governed by Darcy’s law, discussed earlier in this chapter. Solutes
are further classified as conservative and nonconservative. Conservative solutes remain stable in the
groundwater: they do not react with the rock medium. Chloride solutions fall into this category. Tracers
are conservative constituents that do not affect the viscosity and density of the water, such as fluorescine
in low concentration, for example. Conservative and nonconservative transport processes are discussed
in detail in Chapters 14 and 15, respectively. Multiphase flow occurs primarily in the unsaturated zone,
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FIGURE 2.21 Examples of dissolved constituents in groundwater. (From Spitz, K. and Moreno, J. 1966. Practical
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Guide to Groundwater and Solute Transport Modeling. John Wiley & Sons, New York. With permission.)
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FIGURE 2.22 Sources of groundwater contamination. (From Johnston, R. H. 1986. Water Quality Issues — Factors
Affecting Ground-Water Quality. U.S. Geological Survey, Water-Supply paper 2325. Washington, D.C.)

for example in the case of spills of hydrocarbons resulting in hydrocarbon and water phases. Multiphase
flow is discussed in detail in Chapter 16 entitled Contaminant Transport in the Unsaturated Zone.

2.13 Transport Mechanisms of Dissolved Contaminants

The principal transport mechanisms are advection, diffusion, dispersion, sorption, and decay. These
processes are discussed in their simplest one-dimensional form in this section and in more detail in
Chapters 14 and 15. Other processes such as hydrolysis, volatilization, and biotransformation are not
discussed in this section. Biotransformation is discussed in Chapter 26. The combined effects of advection,
dispersion, and biodegradation on the transport of contaminants was visualized in the Cape Cod exper-
iments described by LeBlanc et al. (1991). (See also Chapter 14, Section 14.5.2.)

2.13.1 Advection

Advection is the transport of solute by the bulk groundwater flow. The average pore velocity, v, is obtained
by dividing the Darcy flux q (see Equation [4]) by the effective porosity n,

v=_ (43)
ne
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The one-dimensional mass flux due to advection, F, is the product of the quantity of water flowing and
the concentration of dissolved solids

F=vnC (44)

The change of mass of contaminant over time in a control volume
| a
m. x dxdydz
0o a 0
is equal to the balance between the mass inflow and outflow of contaminant
0 0 o O oF 0 [
dzdy —F +— dxdzdy = ———dxdydz = n, — (vC )dxdydz
iy~ + - dxpizdy = -2 ey e@(()y%

Thus for a conservative solute in a homogeneous aquifer, the one-dimensional advective transport
equation is

x_ &L (45)
a

where x is distance in the flow direction [L], t is time [T], C is the concentration [M/L3], and v is the
advective transport velocity [L/T]. It is observed that a precise estimation of the flow velocity is needed
for an accurate estimation of the transport. In sand/gravel aquifers with significant groundwater, the
plume movement is dominated by advection. However, it must be recalled that Equation (45) is not valid
in karstic aquifers for which Darcy’s law is not applicable.

2.13.2 Diffusion

Diffusion is the flux of solute from a zone of higher concentration to one of lower concentration due to
the Brownian motion of ionic and molecular species. Under steady-state conditions the diffusion flux F
is described by Fick’s law

ax
F=D% 46
; (46)

where D is the diffusion coefficient [L2/T]. For diffusion in water, D ranges from 1 x 10-° to 2 x 10-% m%/s.
For diffusion in porous media, Freeze and Cherry (1979) suggest taking an effective diffusion coefficient
D* = «D, with wranging from 0.5 to 0.01, to account for the tortuosity of the flow paths. The change
of concentration over time inside a control volume subject to diffusion flux is given by Fick’s second law

& _ e 0%C

X ra 41

Consider the case of two adjacent saturated strata. The first is initially with zero concentration through-
out its length C(x,0) = 0, and the second stratum maintains constant concentration at the interface C(0,t)
= C,. Because of the concentration step at the interface, diffusion takes place from the interface into the
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first stratum. Far away in the first stratum, where the effect of diffusion has not yet been reached, the
concentration is still zero, namely C(eo,t) = 0. Crank (1956) gives the following solution of Equation (47)
subject to the above boundary and initial conditions for the evolution of the concentration as a function
of time and distance from the interface:

C(x,t) =C gerfc %g%é (48)
\D*t

where erfc is the complementary error function

erfc (u) =1—erf (u) (49)
and erf is the error function

u

erf (u) = %J’e‘V2 dv (50)

Tables of the error function and of the complementary error function can be found in Appendix 2.1.

Example 15: Consider a substance diffusing at the boundary of a clay layer with an effective diffusion
coefficient of 10~ m?2/s. Find the time it will take to obtain a concentration of 15% of the initial
concentration at a distance of 20 m.

Solution: Equation (48) yields erfc [x/(2\D*t)] = 0.15. Interpolating from a table of complementary

error functions, one finds [x/(2vD*)] = 1.02. Thus

400

- 4><10‘9(1.02)2

=9.61x10" secs, =3047 years

This shows that diffusion is a very slow mechanism, but over geological time it can become important.

The importance of diffusion increases as flow velocities decrease. Thus diffusion may be the governing
transport mechanism in unfractured clays with low hydraulic conductivities. Diffusion can generally be
neglected in gravel aquifers with high flow velocities. It can also be significant in fractured porous aquifers.
Flow and transport processes in fractured rocks are discussed in Chapter 17.

2.13.3 Dispersion

Dispersion is the spreading of the plume that occurs along and across the main flow direction due to
aquifer heterogeneities at both the small scale (pore scale) and at the macroscale (regional scale). Dis-
persion tends to increase the plume uniformity as it travels downstream. Factors that contribute to
dispersion include: faster flow at the center of the pores than at the edges, some pathways are longer than
others, the flow velocity is larger in smaller pores than in larger ones. This is known as mechanical
dispersion. The spreading due to both mechanical dispersion and molecular diffusion is known as
hydrodynamic dispersion.

As a conceptual example, consider an aquifer with an abrupt concentration front at t = 0. At that time
there is a tracer, such as sodium chloride, with a concentration C = 1 to the left of the front, and there
is no tracer to the right of the front, that is C = 0, as shown in Figure 2.23a. At time t later, the center
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of the front has moved through a distance L = vt, where v is the pore flow velocity. But, due to dispersion,
the tracer has spread around the center as shown in the lower part of Figure 2.23a. The plot of the S-
shaped curve of the concentration at time t, C(t), is called a breakthrough curve. In a second experiment,
a quantity of tracer is injected at point x = 0 at time t = 0. At time t; later, the center of the plume has
moved a distance L; = vt; but, due to dispersion, the tracer has spread around the center with elliptical
concentration contours as shown in Figure 2.23b. At time t, > t; the spreading has extended farther as

shown in the figure.

Abrupt !
front at
t=0
=0— —C=1 C=0—
{fransition zo/{l/{e///
L=yt ————————————»
] C Breakthrough curve
Timet=0]|10 Time ¢
1.0
—
1.0 S~ x
(@
— Ly=vn !
1 t
! Cy<C
— | — Ll = —>: 3 z
I Cr < Cy
S
x

S &

i
injected Contours of C = const.
atr=0

o)
Y

— atr=1 Contours of C = const.
att=1
Cn|1ax /;nrax\

(b)

FIGURE 2.23 Longitudinal and transverse spreading due to mechanical dispersion. (From Bear, J. and Verruijt, A.
1987. Modeling Groundwater Flow and Pollution. Reidel, Dordrecht, The Netherlands. With permission.)

If one considers a representative elementary volume (REV) (see Chapter 3, section on macroscopic
approach), dispersion can be described by Fick’s law (46). The dispersion coefficient, D, replaces the
diffusion coefficient D* and becomes a phenomenological coefficient that combines the effects of diffu-
sion and dispersion. As mechanical dispersion is more pronounced in the longitudinal direction than in
the transverse direction, a longitudinal dispersion coefficient D, and a transverse dispersion coefficient,
Dy, are introduced. The longitudinal and the transverse dispersion-diffusion coefficients are defined as

D, =a,v+D* and D, =a,v +D* (51a,b)

where ay_is the longitudinal dispersivity [L], a7 is the transverse dispersivity [L], and v is the pore velocity
[L/T].
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The use of the Fickian theory to describe dispersion requires that the dispersion coefficients be travel-
distance dependent or time dependent. A rough approximation based on averaging published data is
(Gelhar et al., 1992)

a, =0.1L (52)

where L is the length of the flow path. Another estimate for flow lengths less than 3500 m was given by
Neuman (1990) as

a, =0.0175LM° (53)

where L is the length of the flow path (m).The transverse dispersivity a7 is typically 1/10 to 1/100 of the
longitudinal dispersivity a,.
The combined advection-dispersion equation in one dimension is thus

2
Q:—Vﬁ‘FD dC

a2 54
X ax TPy (54)

The solution of Equation (54) subject to the fixed step conditions:

Initial condition C(x, 0) =0 x20
Boundary condition C(O,t) =C, t =0
Boundary condition C(oo,t) =0 t=0

has been given by Ogata and Banks (1961) as

_C 5Oy o O O, Bxvt 2
C(x,t) —Z‘Jﬁrfc %%ﬂxp Egrfo %% (55)

where x is the distance from the injection point. The argument of the exponential is the Peclet number
[P. = vx/D.]. The Peclet number is a measure of the ratio of the rate of transport by advection to the
rate of transport by diffusion. For large Peclet numbers (P, > 100), the advection dominates and the
second term in the right-hand side becomes negligible. Figure 2.24 shows the behavior of the solution (55).

If instead of a fixed step function, a line source with continuous injection into the aquifer is considered
as, for example, the leakage from a canal, Sauty (1980) found that in the solution (55) the + sign in front
of the exponential in the right-hand side is replaced by a — sign. For large Peclet numbers, the fixed step
solution and the line source solution are essentially identical as the second term in the right-hand side
of (55) is negligible. Further discussion and other boundary conditions are considered in Fetter (1993).

Example 16: An aquifer has a hydraulic conductivity of 2 x 10-5 m/s, a hydraulic gradient of 0.003 m/m
and an effective porosity n, = 0.2, and an effective diffusion coefficient D* = 0.5 x 109 m?/s. A chloride
solution with a concentration of 500 mg/l penetrates in the aquifer along a line source. Find the chloride
concentration at a distance of 20 m from the point of entry, after a period of two years.

Solution: From Darcy’s law, the pore flow velocity is
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Using Neuman’s approximation (53), the longitudinal dispersivity is o, = 0.0175*20146 = 1.388 m.
The coefficient of longitudinal dispersion-diffusion, from (51a) is D, = 1.388*3.0 x 107 + 0.5 x 109 =
4.170 x 107 m2/s. The Peclet number is P, = vL/D, = 3 x 10-7*20/4.170 x 10~7 = 14.387. As P, < 100,
both terms in the right-hand side of (55) need to be considered. Thus after 2 yrs = 2*365*24*60*60 =
6.3072 x 107 s and at distance of 20 m the concentration is obtained from (55) as

_500 O (0 20-3x107+6.3072x10" [ 0 20+3x107+6.3072 x10" [H

C rfc +expl4.384 ~erfc
2 5 [2 4170x107+6.3072x10" I tb. 4170 %107 +6.3072 x107

= 25o(erfco.105 +14.384*erf03.795) =~ 250%0.881984 = 220.5mg/|
as the last erfc (.) is negligible as seen in Appendix 2.1.

2.13.4 Sorption

Sorption refers to the exchange of molecules and ions between the solid phase and the liquid phase. It
includes adsorption and desorption. Adsorption is the attachment of molecules and ions from the solute
to the rock material. Adsorption produces a decrease of the concentration of the solute or, equivalently,
causes a retardation of the contaminant transport compared to the water movement. Desorption is the
release of molecules and ions from the solid phase to the solute.

The relationship between the solute concentration in the adsorbed phase and in the water phase is
called a sorption isotherm. The simplest expression is the linear isotherm

©1999 CRC PressLLC



C,=K,.C (56)
where C, is the sorbed concentration as mass of contaminant per mass of dry rock matrix [dimensionless],
C is the dissolved concentration in mass of contaminant per volume of water [M/L3] and K is the
distribution coefficient [L3/M]. This expression implies that there is an equilibrium between the adsorbed
concentration and the dissolved concentration. This can be assumed when the adsorption process is fast
compared to the advection of contaminant.

The adsorption causes a retardation in the migration of contaminants compared to the advection. The
contaminant transport gets more retarded as the fraction adsorbed increases. This effect can be described
by a retardation factor, R,, which for a linear isotherm, is

1-n
R, =1+ (n)Ps K, (57)
where n is the porosity and p, is the density of the solids. The retardation coefficient may take values

from 1 to 10,000. The velocity of the solute front v, (where the concentration is 1/, that of the original
concentration) is given by

Vv
= 58
Ve Ra ( )

The one-dimensional advection-dispersion equation then becomes

& _ v o D oC
- 7 4L

ot R, & R, &? (59)
where the term on the left side represents the change in storage of contaminant in the control volume,
the first term on the right-hand side represents the retarded advective inflow-outflow, and the last term
represents the retarded diffusion and dispersion. Solutions of the advection/dispersion/adsorption equa-
tion have been given by van Genuchten (1981).

The linear isotherm also applies to the case of organic compounds dissolved in groundwater. If the
aquifer or soil contains at least 1% of organic carbon, then

Kd = Kocfuc (60)
where K, is the organic carbon partition coefficient for the organic solute, and f,. is the fraction of
organic carbon by weight in the soil. Methods for estimating K, from solubility data and from the
octanol-water partition coefficient can be found, for example, in Fetter (1993) and in Spitz and Moreno
(1996). (See Table 13.9, Chapter 13 on groundwater contaminants; see also Section 2.15).

2.13.5 Radioactive Decay and Degradation

In the previous section it was assumed that the adsorption was fast compared to the advection of the
contaminant. If, instead, the reaction is slow compared to the travel time and chemical equilibrium is
not attained, then it is necessary to describe the kinetics of the reaction. The simplest model is the
irreversible (i.e., the solute cannot be desorbed) first order model:

oc
7 = =X( 61
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where A is the first order decay rate constant [T-1]. This relation also applies to radioactive decay and
degradation processes. Equation (61) integrates as

C=Ce™ (62)

where C, is the concentration at time t = 0 and

_In2

A=——
Tl/ 2

(63)

where Ty, is the half-life [T] of the radioactive isotope or of the degraded contaminant. Some values of
radioactive and organic half-lives can be found in Spitz and Moreno (1996). If decay or degradation
occurs, the quantity — AC is appended to the right-hand side of (59).

2.14 Monitoring, Site Remediation, and Landfills

Monitoring wells are necessary to measure the elevations of the water table or of the piezometric level,
to collect samples of water for chemical analyses, to collect samples of nonaqueous-phase liquids, to
provide access for geophysical instruments, etc. The techniques used in groundwater monitoring and
soil sampling are discussed in detail in Chapter 24 and the geophysical exploration techniques requiring
wells and other types are presented in Chapters 10 and 11.

Site remediation must consider at least source control and treatment of contaminated water and/or
soil. Source control is necessary to prevent continuing discharge of contaminants to the subsurface or to
the groundwater. Treatment may be necessary to remove or substantially decrease the concentration of
contaminants. Techniques for the proper design of landfills have been developed to eliminate or minimize
the leakage to the vadose zone or to the groundwater. These activities are regulated by legislations such
as the Resource Conservation and Recovery Act (RCRA) and the Comprehensive Environmental
Response, Compensation and Liability Act (CERCLA).

These topics of regulations, landfills, and site remediation are the subject of Chapters 22, 23, and 25,
respectively.

2.15 Parameter Values

In the previous sections a number of equations have been presented that describe the flow of groundwater
and the transport of contaminants. The application of these equations and of the models which are based
upon them requires the use of a number of parameters. In general the hydrogeological parameters and
the pollutant characteristics exhibit great variability and hence uncertainty. In many applications, data
may not be readily available. It may then be useful to have access to a database that brings together most
of the previous experience, at least until field experiments can be conducted.

Spitz and Moreno (1996) present an extensive compilation of hydrogeological and pollutant transport
parameters and list the literature sources of these data: porosity, p. 342-344; specific yield, p. 345;
horizontal hydraulic conductivity, p. 346-350; vertical hydraulic conductivity, p. 351-352; specific storage,
p. 353; unsaturated hydraulic conductivity relationships, p. 353-354; moisture content relationships, p.
354; molecular diffusion coefficients, p. 368-369; mechanical dispersion coefficients, p. 370-371; field-
scale dispersivities, p. 372-379; K4 values for metals, p. 380-389; K, values for organics, p. 390-392; organic
carbon content of sediments, f,., p. 392; empirical K, relationships, p.393-394; radioactive half-lives, p.
395; half-lives for organics, p. 396-409.
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For Further Information

This chapter deals with elementary groundwater flow and transport problems. More advanced aspects
are defered to subsequent chapters. The following books give an introductory treatment of groundwater
problems (see References for complete citations):
Heath, R. C. (1995) provides an excellent, practical, and well-illustrated introduction to groundwater
flow, well hydraulics, well tests and groundwater pollution.

Lowman, S. W. (1972) gives a good introductory treatment of hydrologic properties of water bearing
materials, flowing wells, aquifer tests by well methods and by areal methods.

National Research Council (1984) provides a well-documented, non-mathematical introduction to
groundwater contamination, including case studies.

Palmer, C. M. (1996) gives a non-mathematical introduction to contaminant hydrogeology. A practical
approach to completing investigations and the basics of collecting data are presented.

Price, M. (1996) gives an excellent physical, non-mathematical, and exceptionally well written descrip-
tion of the phenomena associated with groundwater occurrence, movement, pumping, and pollution.

There is a number of excellent textbooks on the subject of this chapter. Here we select a few:

Bedient et al. (1994) give a good introduction on groundwater hydraulics and then concentrate on
groundwater quality, pollution of groundwater, contaminant transport, and groundwater management
and remediation.

Fetter C. W. (1994) provides a general treatment of groundwater occurrence, movement, contamina-
tion, development, and management and models.

Fetter C. W. (1993) focuses on the transport of contaminants in the saturated and unsaturated zones
and gives practical information on monitoring and site remediation.

Freeze and Cherry (1979) have written a classical text that covers the fundamentals of groundwater
geology, the flow and chemical evolution of groundwater, and groundwater contamination.

Todd, D. K. (1980) has written a good practical text on groundwater hydrology.

At a more advanced level, there are also excellent textbooks among which we have selected the
following:

Bear J. (1979) gives an excellent mathematical treatment of the laws and equations that describe the
flow and management of groundwater.

Bear J. and Verruijt A. (1987) are concerned with the movement and accumulation of groundwater
and pollutants in aquifers, and the construction of conceptual and mathematical models. A number of
computer programs written in BASIC are included.

De Marsily G. (1986) presents a very lucid and classical treatment of the mathematics of groundwater
flow and contaminant transport.

Domenico P. A. and Schwartz F. W. (1990) give an advanced treatment of physical and chemical
hydrogeology.

If one needs a handy bibliographical reference of publications in the groundwater field, there is van der
Leeden (1991). He lists approximately 5600 references on general bibliographies, journals, texts, hand-
books and dictionaries, and references by subjects such as history, environment, geophysical exploration,
well logging, hydraulics of soils and aquifers, theory of groundwater flow, pumping, well maintenance,
pumping equipment, tracers, water quality, contamination, salt-water intrusion, models, laws and reg-
ulations, management, etc.
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Glossary

Adsorption Adhesion of solute molecules and ions to rock or soil material.

Advection Mass transport of solute by the gross movement of groundwater.

Conservative Solute Solute that remains stable, does not react with rock or soil material.
Contaminant Substance that causes contamination.

Contamination Degradation of groundwater quality that renders it unfit for domestic consumption.
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Darcy’s Law An equation that relates the gross flow velocity (i.e., the discharge divided by the gross
cross-section of an aquifer segment) to the product of the hydraulic conductivity and the gradient
of the total head.

Datum An arbitrary reference elevation from which hydraulic heads are measured.

Desorption Removal of molecules or ions from rock or soil.

Diffusion The flux of solute from areas of higher concentration to areas of lower concentration due
to random molecular motion.

Dispersion The spread of solute due to heterogeneities of the pore sizes and shapes (mechanical
dispersion) heterogeneities in the aquifer (macrodispersion).

Dispersion Coefficient A coefficient in Fick’s law that relates mass flux to concentration gradient.

Dispersivity A constant of dispersion which, when multiplied by the pore flow velocity yields the
dispersion coefficient.

Dupuit-Forchheimer Assumption The assumption of primarily horizontal flow, neglecting unimpor-
tant vertical flow.

Effective Porosity The part of the porosity that is available for the fluid flow.

Elevation Head Difference in elevation between a point in a flow field and an arbitrary reference datum,
the latter often being taken as mean sea level.

Equipotential Line Line of equal potential, used in the flow net.

Fick's Law Equation that describes the diffusion or dispersion of solutes.

Force Potential The product of the acceleration of gravity and the total head, it represents the total
energy per unit of mass.

Flow Net A network of streamlines and equipotential lines that intersect at right angles.

Half-life The time required for the concentration of a solute to be reduced to half its initial value by
radioactive decay or biodegradation.

Head See Elevation Head, Pressure Head, Velocity Head, and Total Head

Hydraulic Gradient The rate of change of the piezometric head with displacement in a given direction.

Karst Geological formation characterized by features associated with dissolution and collapse of car-
bonate rocks such as underground drainage, caves, sinkholes, and deep gullies. Named after the
Karst plateau, a barren limestone plateau in Western Slovenia,

Leakage Seepage of water through a semipermeable layer called an aquitard.

Leaky Aquifer An aquifer into which there is seepage from an overlying formation.

Linear Isotherm A chemical equilibrium relationship in which the concentration of the adsorbed solute
in the solid phase is assumed to be proportional to the concentration in the water phase.

Longitudinal Dispersion Coefficient Dispersion coefficient in the flow direction.

Monitoring Well A non-pumping well used to measure water levels or to obtain water samples for
chemical analysis.

Organic material containing a carbon compound often associated with hydrogen, not necessarily
derived from a living organism.

Peclet Number A dimensionless quantity that expresses the relative importance of advection and
dispersion of solutes.

Piezometric Head The sum of the elevation head and the pressure head.

Pollutant  Substance that causes pollution.

Pollution Excessive contamination of the environment; in this chapter specifically contamination of
groundwater that renders it unfit for human consumption as a result of human or natural activities.

Pressure Head The ratio of the fluid pressure intensity to the fluid specific weight; has the dimension
of length.

Retardation Factor Ratio of transport velocity of nonreacting solute to transport velocity of solute
reacting with the solid phase.

Reynolds Number A dimensionless quantity that expresses the relative importance of inertia forces
and viscous forces in a flow system. A small Reynolds number is associated with laminar flow; a
large Reynolds number is associated with turbulent flow.
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Salt Water Interface A surface forming a common boundary between adjacent salt water and fresh
water.

Sorption includes adsorption and desorption.

Specific Discharge The flow rate through a cross-section of an aquifer divided by the area of that cross-
section.

Streamline A line everywhere tangent to the flow velocity vector, also called a flow line. It is used in
the construction of flow nets.

Suction A negative pressure head found in the unsaturated zone.

Total Head The sum of the elevation head, pressure head, and velocity head. In flow through porous
media the velocity head is small and often neglected in the calculation of the total head.

Tracer A conservative solute that is used to track the path of groundwater movement.

Transverse Dispersion Coefficient Dispersion coefficient in the direction perpendicular to the flow
direction.

Velocity Head The kinetic energy of the flow per unit weight of fluid; has the dimension of length.

Velocity Potential The product of the hydraulic conductivity and the total head. By virtue of Darcy’s
law, the negative of the gradient of the velocity potential is a flow velocity (specific discharge or
Darcy velocity).

Water Balance An accounting of the inflows and outflows in a fluid control volume.

Appendix 2.1

Values of the Error Function and Complementary Error Function

X erf x erfc x X erf x erfc x

0 0 1.0 1.0 0.842701 0.157299
0.05 0.056372 0.943628 11 0.880205 0.119795
0.1 0.112643 0.887537 1.2 0.910314 0.089686
0.15 0.167996 0.823004 1.3 0.934008 0.065992
0.2 0.222703 0.777297 1.4 0.952285 0.047715
0.25 0.276326 0.723674 15 0.996105 0.033895
0.3 0.328627 0.671373 1.6 0.976348 0.023652
0.35 0.379382 0.620618 1.7 0.983790 0.016210
0.4 0.428392 0.571608 1.8 0.989091 0.010909
0.45 0.475482 0.524518 1.9 0.992790 0.007210
0.5 0.520500 0.479500 2.0 0.995322 0.004678
0.55 0.563323 0.436677 2.1 0.997021 0.002979
0.6 0.603856 0.396144 2.2 0.998137 0.001863
0.65 0.642029 0.357971 2.3 0.998857 0.001143
0.7 0.677801 0.322199 2.4 0.999311 0.000689
0.75 0.711156 0.288844 2.5 0.999593 0.000407
0.8 0.742101 0.257899 2.6 0.999764 0.000236
0.85 0.770668 0.229332 2.7 0.999866 0.000134
0.9 0.796908 0.203092 2.8 0.999925 0.000075
0.95 0.820891 0.179109 2.9 0.999959 0.000041

3.0 0.999978 0.000022

erf x = oA DUZ X ex ( z)zdz
o [

erf (0) =0; erf () =1; erf(—x)=-erf(x); 1-erf(x)=cerf (X

©1999 CRC PressLLC



Two- and Three-
Dimensional Flow of
Groundwater

F. De Smedt 3.1 Fundamentals
Free University, Brussels Introduction « Continuity Equation « Macroscopic Approach ¢
Motion Equation ¢ Extensions of Darcy’s Law

3.2 Groundwater Flow Equations
General » Saturated Groundwater Flow Equation » Boundary
Conditions

3.3 Hydraulic Approach to Groundwater Flow
Concept « Motion Equations * Flow Equation for a Confined
Aquifer « Flow Equation for a Phreatic Aquifer « Flow Equation
for an Aquitard

For Further Information

References

Glossary

3.1 Fundamentals

3.1.1 Introduction

The objective of this chapter is to show the logical development of equations that explain and predict
the movement of groundwater in two and three dimensions as observed in nature. Flow of groundwater
is a special case of fluid flow in porous media and is governed by the laws of physics, in particular the
laws of fluid mechanics. Fluid mechanics deals with the motion of fluids and with the forces exerted on
solid bodies in contact with fluids. The fundamental principles are conservation of mass and Newton’s
second law of motion. It will be shown that these fundamental principles are sufficient to explain ground-
water flow.

The purpose of this chapter is to obtain flow equations that enable us to calculate the state variables
of groundwater in each point of the flow domain and, if necessary, also in time. Therefore, groundwater
flow equations are expressed in the form of partial differential equations, with the spatial coordinates
and time as independent variables. Hence, the variables that describe the state of groundwater are explicit
functions of position and time, as for instance the groundwater potential

h= h(x, Y, z,t) ()]
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where h represents the groundwater potential, the space position is denoted by Cartesian coordinates
x,y,Z, and the time is represented by the symbol t; x,y,z and t are independent variables, while other
variables, such as h, are considered dependent, i.e., with each set of values (x,y,z,t) variables can be
associated, as h(x,y,zt).

Variables have dimensions. Whenever a new variable is introduced, the dimensions will be indicated
between brackets []. The symbols used are: [L] for length, [T] for time, [M] for mass, and [F = ML/T?]
for force. For practical applications the dimensions can be substituted by any consistent set of units. A
logical choice would be the International Systems of Units, i.e., respectively meters, seconds, kilograms,
and Newtons. However, because groundwater flow is usually extremely slow, often days are used instead
of seconds for the time dimension.

3.1.2 Continuity Equation

The first fundamental law governing groundwater flow is the continuity equation, which expresses the
principle of mass conservation. Consider an elementary control volume of soil centered around a point
with Cartesian coordinates (x,y,z) as shown in Figure 3.1. It is customary and convenient to choose the
z-axis vertical and pointing upward in the positive direction. The size of the elementary volume is Ax,
in the x-direction, Ay in the y-direction, and Az in the z-direction. At a certain time instant, t, the mass
of groundwater, M, present in the elementary control volume is given by

M = pO Ax Ay Az (2)

where 6 is the volumetric water or moisture content of the porous medium, with dimensions [L%/L?],
and p the density of water with dimensions [M/L?]. This quantity of water can change when groundwater
enters or leaves the control volume through the sides. The principle of mass conservation implies that
the net result of inflow minus outflow is balanced by the change in storage versus time, or

PQ(X,y,z+AZ/2,1)

Z+AzZ/2

pq(x-Ax/2,y,z,t) PA(x+AX/2,y,2,t)
—
z-Az/2 N 2
R» R
p :
Z
Y
pq,(x,y,z-Az/2,t)
X

FIGURE 3.1 Mass conservation in a reference elementary volume; the actual volume is three dimensional, but for
clarity it is depicted only in two dimensions, x and z.
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= inflow —outflow 3)

Hence, it is necessary to calculate the groundwater flows through the sides of the elementary control
volume in order to evaluate the net result of inflow minus outflow. The amount of groundwater flow is
denoted by means of the flux, q, which is the volumetric discharge or flow rate per cross-sectional area.
The flux is a vector quantity with components along the x, y and z-directions: q = (q,,0,,d,); the dimensions
are [L3/T/L? = L/T]. For instance, the mass inflow of groundwater along the left side, situated at x — Ax/2
of the control volume, is given by

pqx(x - Ax/2, y,z,t)AyAz (4)

Because Ax is small, g, at position x — Ax/2 can be approximated by a Taylor series expansion, where only
zero and first-order terms are maintained, such that this inflow can be calculated as

0 Ax dpq, U
A% o EAyAz ©)

In this expression pg, and its derivative versus x are evaluated at the center of the control volume. Similar
expressions can be established for the other sides; for instance at the right side, at position x + Ax/2 of
the control volume, the groundwater outflow is given by

Ax o, U

pqx(x+Ax/2, y,z,t)AyAz HAyAz (6)

Hence, the total inflow minus outflow can be calculated as

_ Al dpq

O dpq, O O
y

_ & opa,
HoqX > o EAyAz

2y BAXAZ

Ay pqy

™
Az dpq, U

HAX Az - Z EAX Ly

Working out term-by-term and combining, yields the following expression

X

dpqy + pqz

_H 0)( BMAyAz (8)

Using the del operator O = (9/0x,0/0y,0/0z), this can be written as

- ED](pq)AxAyAz )

where the dot represents the scalar vector product operation.
The principle of mass balance states that inflow minus outflow is equal to the change in storage; using
Equation (2) the change in storage is given by
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oM _ 0

A (peAxAyAz) (10)

In this expression, the variables that can really change with time are the water content, 6, because pores
can be emptied or filled with water, the density of the water, p, because water is compressible, and the
size of the control volume, AxAyAz, because the porous medium can be compressible. However, for the
latter it is assumed that under natural conditions only vertical deformation needs to be considered, such
that only Az depends upon time, while AxA4y remains constant. Hence, the storage term can be worked
out by using the rules of differentiation as

M _dp 96 az _ 08dp 90 6 anD
B Ax Ay Az + AX Ay Az + 0B AX A Ay Az 11
g Oxydz+p XAy Az tp e pBEaratAatHAX (11)

The compression of a porous formation can be expressed in function of the water pressure (Bear, 1972)

i%:a@ (12)
Az ot ot

where a is the elastic compressibility coefficient of the porous formation, with dimensions [L%/F], and

p represents the groundwater pressure, [F/L?]. The compressibility of the water can be expressed by a
similar law

19

1op_ B@ (13)
p ot 17

with S the compressibility coefficient of water, [L?/F]. It is assumed that other effects on the density, as
solutes or temperature, are of minor importance and can be ignored. Substitution of these relations in
the storage term gives

é}?(a +[3) (;?EAX Ay Az (14)

The continuity equation is obtained by putting the change in storage, Equation (14), equal to the net
inflow given by Equation (9), and dividing by AxAyAz to express the mass balance per unit volume of
porous medium. This gives the following result

p%(a+,8)3tp+?t9§: —[I]](pq) (15)

This relationship states the principle of mass conservation of groundwater in its most general form.
However, often density changes of water are of limited importance, and a simplified continuity equation
can be obtained by dividing Equation (15) by p, and neglecting spatial density differences

%(aw)‘;f ‘;QS*% m(pa) = -mq (16)

In this simplified form, the continuity equation expresses the groundwater balance on a volumetric basis.
The left-hand side of the equation gives the change in volume of groundwater present in the porous
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medium; this change in storage can be due to compression of the medium and the water, or due to
changes in water content. The right-hand side of the equation gives the convergence or divergence of the
volumetric flow rate of groundwater. When the flow rate is converging, the storage increases and, vice
versa, when it diverges the storage decreases.

3.1.3 Macroscopic Approach

The obtained continuity equation is elementary yet fundamental, but not without ambiguity. The prob-
lem arises in whether Ax, Ay and Az can be made small enough to justify the truncation of the Taylor
series to zero and first-order terms in the derivation of the inflows and outflows, as in Equation (6).
Indeed, when the limit is taken of Ax, Ay and Az going to zero, the elementary control volume reduces
to a point, such that the concept of a porous medium becomes illusive, because a point is either situated
in the solid phase, the air phase, or the water phase, and variables such as water content and groundwater
flux lose their meaning.

Hence, it seems that groundwater flow problems cannot be formulated and solved correctly at the
microscopic level. Of course, such a microscopic approach is not really of any interest in practice.
Nevertheless, this ambiguity needs to be cleared up. This is achieved by abandoning the microscopic
pore-scale level and by moving to a coarser macroscopic level. At this level, microscopic features such as
solid grains and in between pore spaces are ignored, and the medium is conceived as a continuous space
with average properties, such that porosity exists in any point of the medium, regardless of whether this
point is situated in the solid phase or in the pore space. Also the variables describing the state and
movement of water through the medium become macroscopic, such that the average behavior is
described, and not the fate of individual fluid particles moving in the pores of the porous medium.

The question remains how macroscopic variables need to be defined and interpreted. Different
approaches are in use. The first and still most popular technique is the method of the representative
elementary volume (REV), developed by Bear (1972), where macroscopic variables are defined as mean
values over a REV, and attributed to the center of the REV. The exact size of the REV is not determined,
but it is assumed that the size is much larger than the pore scale and much smaller than the scale of the
porous medium. The results obtained with this approach yield macroscopic values for the groundwater
flow, representing the average behavior of the fluid over the REV. The main advantage of the method is
that macroscopic quantities have a clear physical meaning as they are measurable in the field by taking
and analyzing soil samples of an adequate size. The main disadvantages are the loss of detailed information
on the microscopic pore-scale level, and the uncertainty due to the assumption that the values of the
macroscopic variables are independent of the size of the REV. A detailed discussion can be found in
Pinder (1983).

A second, more recent technique is a statistical approach taking into account the uncertainty of the
spatial distribution on a microscopic scale (Dagan, 1989). The microscopic arrangement of the porous
medium is considered to be random, such that a set of media can be imagined with similar characteristics.
The macroscopic variables are considered to be the averages of the variables of the media in the set. The
main conceptual difficulty stems from the fact that statistical averaging should be carried out over an
ensemble of realizations, whereas in practice usually only one particular porous formation is available
from which the statistical information needs to be determined. This is feasible under the assumption of
ergodicity, i.e., the characteristics of one sample are assumed to be representative of the whole set. Hence,
with the theory of random functions, macroscopic laws can be derived. As long as only relationships
between averaged quantities are derived, with no special concern about their fluctuations, the results
obtained are essentially the same as with the REV approach. However, the statistical technique is more
powerful when dealing with fluctuations and deviations, as in the case of particle or pollutant transport
in groundwater.
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3.1.4 Motion Equation

The second fundamental law is the momentum equation, based on Newton’s second law of motion, i.e.,
forces induce motion or a change in motion. Consider the elementary control volume as used previously
when deriving the continuity equation. An inventory of all forces acting on the water present in the
control volume can be made in order to obtain a momentum equation (Figure 3.2). Under natural
conditions, the forces to consider are pressure forces, gravity forces, and reaction forces of the solid matrix
exerted on the fluid. Because forces are vectors, it is necessary to consider different components along
the different directions. For instance, along the left side of the control volume, pressure is acting on the
water phase, which yields the following contribution to the force balance in the x-direction

Gp(x - Ax/2, y,z,t)AyAz @an

where Gappears in the expression because the water occupies only a 6-fraction of the boundary. A similar
force is acting on the right side, but in the opposite direction

—ep(x +A%/2, y,z,t)AyAz (18)

Using truncated Taylor series expansions to relate the 8p-terms to the center of the control volume, the
resulting pressure force component in the x-direction becomes

géep‘zaxg‘?‘”zax%”m Ll 49

Similar expressions can be obtained for the pressure force components in the y- and z-directions, acting
on the other sides of the elementary control volume.

p(X,y,Z+AZ/2,1)

7+A7/2

p(x-Ax/2.y,z,t) p(x+Ax/2,y,7.t)

7-A7/2
o N
2 B
3 3
= >

p(X,y,2-A7/2,t)

X

FIGURE 3.2 Forces on a reference elementary volume; the actual volume is three dimensional, but for clarity it is
depicted only in two dimensions, x and z.
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The gravity force only acts in the z-direction downward and is equal to the total weight of the water
in the control volume

- pg6 Ax Ay Az (20)

where g is the gravity constant, with dimension [L/T?].

The evaluation of the reaction force of the solid material on the water is more complicated. It consists
of forces acting against the water pressure and friction forces due to the groundwater movement. These
forces are extremely difficult to evaluate on a pore-scale level because the shape of the contact surface
between the solid phase and the water phase is very complex from a geometrical point of view. Because
the exact contact surface is generally not known and would be very difficult to express in mathematical
terms anyway, it is impossible to describe these forces on a microscopic scale, and one is forced to adapt
a less precise macroscopic approach. Therefore, the reaction forces are defined as average body forces
per water volume; the reaction force against the water pressure is denoted as r = (r,r,,r,), [F/L?], and
the friction force against water movement, as f = (f,,f, f,), [F/L®]. Hence, the effect of these forces in the
x-direction can be written as

(r,+ 1, )oax 2y 2 (21)

with similar expressions in the y- and z-directions.
Now, the force balance in the three directions can be calculated as, respectively

0 d6p 0

E—X%rx +fx)9%AxAyAz (22)

m d;;p +(r +f )GBAxAyAz (23)
. @—pgm(r of )eDamyAz (24)
il

Using the del operator, [J, these can be combined in one vector equation

[—D(Gp)—pg@l]ﬂ- (r+ f)e]AxAyAz (25)

This equation can be worked out further and simplified by dividing by the total volume of water present
in the control volume, 8AxAyAz, yielding

- Op- 590 @+z +r f (26)

Next, note that when the fluid is at rest, the sum of all forces should be zero. Also, there would be no
friction, f = 0, and the pressure should be hydrostatic, (Op = —pgz, from which the overall reaction force,
r, of the grains opposing the water pressure can be evaluated (Dagan, 1989, p. 73)

06 (27)
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Substituting this result in the force balance, simplifies Equation (26) to

-0Op pfd& f (28)

In case of motion, the sum of forces is not zero, but equals the change in momentum of the fluid.
Furthermore, the friction along the solid—water interface is non-zero and should be specified in function
of the motion and friction properties. Several additional assumptions and considerations are necessary
to arrive at a useful result.

From field observations it is known that groundwater flow under natural conditions is generally very
slow, which leads to a series of important simplifications. First, changes in momentum are also very small
and can be neglected compared to other forces acting on the fluid. Hence, although the fluid is in motion,
the forces acting on the fluid are approximately in equilibrium

-Op pfd& £ 0 (29)

This type of flow is known in fluid dynamics as creeping motion. The active forces yielding motion,
such as pressure and gravity, are immediately balanced by resisting friction forces of equal strength. Of
course, in porous media this is due to the large contact area between fluid and solid material which
causes extensive friction, such that significant movement of the fluid is prevented.

Second, because water is a viscous fluid, the friction force results from viscous momentum transfer
between the stagnant pore walls and the moving fluid. In principle, the Navier-Stokes equation should
enable us to calculate the overall resistance force, but due to the complex geometry of the pore walls and
pore sizes, this is not feasible in practice. However, in the case of creeping viscous flow, it is known that
for an isotropic medium the overall resistance force is opposite in direction to the fluid flow, proportional
to the viscosity of the fluid and the magnitude of the flow, and dependent on the size of the obstacles in
the flow field. Hence, it is justified to express the friction force as

__H
f=- 30
kq (30)

where i is the dynamic viscosity of the fluid, [FT/L?], q is the groundwater flux as defined in previous
paragraph, here representing the amount and direction of the water movement, and k is a proportionality
factor representing the geometry of the pore space; this coefficient has dimensions [L?] and is denoted
as intrinsic permeability or sometimes permeability in short, for reasons that will become evident
hereafter.

Substitution of Equation (30) into the force balance Equation (29) and rearranging, results in the
following motion equation

a=-" (0 72) (31)

This expression clearly resembles Darcy’s law as introduced in the previous chapter. In fact, the obtained
expression is a generalization of Darcy’s law, describing the flow of a fluid in a porous medium, in case
the fluid has a variable density (and viscosity). Such conditions can be present in, for instance, coastal
aquifers where salt and fresh water intermix, or in geothermal reservoirs where the density (and viscosity)
of the fluid changes with temperature.

However, in case density gradients are not significant, or when the density only changes due to
compressibility of the fluid, the motion equation can be simplified as
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] O¢ 2)=-K Oh (32)
u

where K = kpg/u is the hydraulic conductivity [L/T], ¢ = [dp/pg is the pressure potential [L], and h = ¢
+ z the groundwater potential [L]; all of these variables have been defined in previous chapters. Hence,
Darcy’s law, which originally was based on experimental evidence, is nothing else but Newton’s second
law of motion reduced to a form suitable for describing flow of fluids in porous media. The derivation
presented above sheds more light on the underlying principles and assumptions that result in Darcy’s
law, and enables us to appreciate its applicability in field conditions.

The basic assumption leading to Darcy’s law is that movement of a fluid through a porous medium
is very restricted, due to large friction forces that balance the driving forces for motion. Hence, Darcy’s
law is applicable in cases such as water flow in soils or other types of granular porous media, or flow in
fractured rocks, but not in cases involving caves or other large openings, like cracks, fissures, etc. These
latter problems should be analyzed with viscous flow theories. Second, all ambiguity as discussed in the
case of the mass balance equation is also present here. Darcy’s law is a macroscopic approach; on a
microscopic level there are no such things as hydraulic conductivity or permeability. Hence, one might
wonder about the errors involved in using a macroscopic approach such as Darcy’s law. However, this is
not really an important issue, because the uncertainty in obtaining representative and accurate values
for the hydraulic conductivity or permeability has a much larger effect on the overall accuracy. Indeed,
field investigations show that natural porous media such as ground layers, exhibit a large variability and
heterogeneity in conductive properties, which are difficult to quantify accurately by experimental or
deterministic means.

3.1.5 Extensions of Darcy’s Law

Darcy’s law, like the momentum equation, is a vector relationship. When the flow is three-dimensional,
a Darcy law can be written for each of the directions. For instance, in the case of three-dimensional
Cartesian coordinates, there are three Darcy equations

6,=KS (33)
6=k (34)
6 =K% (35)

In the case of other coordinate systems, the rules of nabla-calculus should be applied in order to find
the different expressions along the coordinate axes. For instance, in a cylindrical coordinate system (r,$,z),
this becomes

oh
=k2 36
g o (36)

K ¢ch
LUl 37
q¢ I’ﬁ(ﬁ ( )
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oh
=-K=—= 38
qz dZ ( )

In addition to heterogeneity, i.e., porosity and conductivity variations from point to point, a depen-
dence on direction is also possible. This is the case for so-called anisotropic porous media, where, due
to some direction-related properties such as preferential lining of fractures, stratifications or layering,
the conductivity changes depending upon direction. Such situations can be described by an extension
of Darcy’s law, where the conductivity becomes a second order symmetrical tensor, K, with following
components

H(xxnyszB
K= H<XVKWKYZ 0 (39)
KKKl

oh oh oh
=K, —-K —-K_ — 40
qx Xxd( Xyd/ Xz 02 ( )
oh och oh
V=Ko vy e a (41)
oh och och
=K, —-K, 6 —-K,_ — 42
qZ XZdX yz§y 2z 02 ( )

Notice, that potential gradients in one direction can yield flows in other directions. However, such
situations are rather of academical interest, while in practice these equations are not much used, because
it is not feasible to assess all conductivity components accurately, even regardless of heterogeneity. One
notable exception is the case of layered formations, usually of sedimentary origin. For horizontal layering
only two conductivity components exist: a horizontal conductivity, K,, and a vertical conductivity, K,.
In such a case, Darcy’s law becomes

oh
=k, 2 43
0 =K (43)
oh
qy :_Kh d/ (44)
oh
=- 45
qZ \ az ( )

These equations are also useful in practice, in view of the fact that effects of horizontal layering on
the conductivity are the rule rather than the exception in ground layers. In the case of folded or dipping
layered formations also off-diagonal terms are important; all components of the conductivity tensor can
be calculated from the dip angle and the conductivity values normal and parallel to the layering, following
the rules of tensor calculus (Bear, 1972).
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3.2 Groundwater Flow Equations

3.2.1 General

The groundwater flow equation is obtained by combining the continuity equation with Darcy’s law. The
most general form is obtained when the groundwater balance, Equation (15), is combined with the
general Darcy Equation (31), yielding

9(a+ﬁ)gtp+‘;?:[ﬂ]§;(]ﬁ a Z)E (46)

Next, note that the water content, 6, is related to the water pressure, either in the case of saturated
conditions because the water content equals the porosity, which depends upon the water pressure due
to elastic deformation of the porous medium, or in the case of unsaturated conditions, because the water
content and the water pressure (or suction) are related through the so-called water retention relationship.
(We will not go into details of unsaturated flow; more information can be found in the pertinent chapters.)
It is sufficient to see that the groundwater flow equation can be expressed as a function of the water
pressure only

2 Lk O
S, > =Wr-Ud A z)g (47)
where S, is the storage coefficient of the porous medium related to water pressure changes, with dimen-
sions [L%/F], and given by

Sp (a +ﬁ)+% (48)

This storage coefficient depends upon different parameters, related to soil and water properties, and
saturated or unsaturated conditions. Hence, it seems rather complicated, but fortunately it has a simple
physical interpretation, i.e., the storage coefficient gives the volume of water released per unit volume of
porous medium and per unit decline of the water pressure.

It is instructive to write the obtained groundwater flow equation in Cartesian coordinates, taking into
consideration different horizontal and vertical permeabilities

s % _ 9k 0, 9Tk, bl 0

+pg|:D (49)
S oxBu oxd oy B ' azgu% H

This equation describes three-dimensional movement of groundwater in its most general form. Notice
that as a consequence, the flow equation is expressed as a function of the water pressure, and not as a
function of the groundwater potential.

3.2.2 Saturated Groundwater Flow Equation

In practice, the general groundwater flow equation is not much used because simplifications are usually
introduced. When density effects can be ignored, a groundwater flow equation can be obtained by
combining the continuity equation with the simple form of Darcy’s law, given by Equation (32), which
yields
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9(a+ﬁ)§+% = m(k0 h) (50)

Making use of the fact that when the fluid density is constant the water pressure differences in time
can be related to the temporal variation of the groundwater potential

d_ o
9P - , 51
x - Py (51)
the resulting flow equation can be written as
oh 096 _
pg@(a+ﬁ)E+E— m(k0 h) (52)

This expression can be considered as a basic groundwater flow equation, because its relates the amount
of groundwater present, 6, and the groundwater potential, h, to the characteristics of the porous medium
and the fluid in the space and time continuum. However, generally both the water content, 6, and the
potential, h, are unknown, and it becomes necessary to have more information on the type of flow before
the equation can be solved.

For instance, groundwater flow can be considered to occur under saturated conditions. In such a case,
the water content equals the porosity, and under the assumption of incompressible solid grains the change
in porosity can be related to the compression of the porous medium, which depends upon the water
pressure or groundwater potential, as given by Equation (12), i.e.,

00 _on _(1-n)g, oh
0 _on (0 gy oy )

Substituting this expression in Equation (52) gives

oh
o -l ) (54)
where S, is the specific storage coefficient, depending only upon compressibility of the porous medium
and the fluid

S, = pg(a +n,8) (55)

The specific storage can be interpreted physically as the volume of water released per unit saturated
porous medium and per unit decline of the groundwater potential. The units are [L~]. Common values
are usually very small because elastic deformation of ground layers or water is limited and certainly not
noticeable in the field. Of course, plastic deformation of ground layers, consisting of materials like clay
or peat, is excluded. Such deformations mainly occur under the influence of external loads or extensive
groundwater pumping, and are noticeable in the field as land subsidence. Elastic deformations and storage
in aquifers are described by Verruijt (1969). Theories on porous medium deformability under various
soil conditions, with special attention to the subject of land subsidence, are discussed in part 2 of Bear
and Corapcioglu (1984).

Written in Cartesian coordinates and using vertical and horizontal conductivities, the saturated
groundwater flow equation becomes
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g h_og a0, d%éﬁD a0, ohO

ox oxbrad yHrayH aE &t (56)

This is the most-used groundwater flow equation in practice. The equation is of the diffusive type,
indicating that potential differences will be dissipated through the medium with a speed depending upon
the value of K/S,. Hence, because S; is usually small, this process can be rather fast, unless K is also small,
as for instance in the case of clay layers.

It is also interesting to write the flow equation in cylindrical coordinates (r,¢,z)

oh 1(9D ohd 1 9 ohd d%@[l (57)

“a rab v al o el &

This equation is used for the prediction of groundwater flow toward wells, as described by Hantush
(1964), Walton (1970), Huisman (1972), and Kruseman and de Ridder (1991).

When groundwater flow is stationary, the variables become independent of time, and the flow equation
is reduced to

m(ka h)=0 (58)

Written in Cartesian coordinates, and generalizing by using vertical and horizontal conductivities, we

obtain
a0 o o0 oD 90 ohO_
&@hﬁ*@%h@%ﬁ vaH 0 (59)

This equation clearly shows that movement of groundwater is a potential flow problem. The driving forces
for the movement are differences in groundwater potential, and the resulting fluxes depend upon the
conductive properties of the medium. In this way groundwater flow resembles other types of potential
flow, like heat flow in heat conducting media under the influence of temperature gradients, or electric
flow in electric conductive materials under the influence of electric potential differences. Many solutions
have been obtained for groundwater flow problems based on the theory of potential functions, especially
in two dimensions (Polubarinova-Kochina, 1962; Harr, 1962; Verruijt, 1970; Halek and Svec, 1979; Strack,
1989).

Another possibility is to assume that the groundwater flow occurs under unsaturated conditions, but
we will not go into detail here because these derivations can be found in the pertinent chapters.

3.2.3 Boundary Conditions

Groundwater flow equations are partial differential equations that relate the dependent variable, as the
groundwater potential, to the independent variables, the coordinates of the flow domain, and the time.
However, flow equations are only valid inside the flow domain, and not on the boundaries, because there
the porous medium ends and other phenomena occur which can influence the groundwater flow inside
the domain. These interactions at the boundaries are governed by other physical laws and have to be
described separately by mathematical expressions, the so-called boundary conditions.

First, consider the time dimension. Because transient groundwater flow equations contain first-order
partial derivatives versus time, it can be shown mathematically that only conditions at the start, i.e., at
time zero, are needed. Hence, knowing the distribution of the dependent variable in the flow domain at
the start is sufficient to describe the further evolution in time. For instance, when the groundwater
potential is the dependent variable, the so-called initial condition is
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h(x, y,z,O) :ho(x, y,z) (60)

where h, represents a known function of x, y, and z.

Boundary conditions for the physical domain are somewhat more complicated. Mathematically, it can
be shown that because groundwater flow equations contain second-order partial derivatives versus the
space coordinates, conditions are required at every point of the boundary of the physical flow domain,
even when the boundaries tend to infinity. Because the interaction between the inside groundwater flow
and the outside world can be complex, and our ability to conceive such phenomena accurately is rather
limited, boundary conditions are usually described in a simplified way.

Generally, three types of boundary conditions are considered. First-type boundary conditions apply
when the value of the dependent variable at the boundary is known. For instance, in the case of
groundwater potentials, such a boundary condition would be

h(%, Y 2,,t) =hyt) (61)

where (X,,Y,,Z,) represents a point on the boundary, and h, is a known function of time. Such an expression
is called a potential boundary condition and is used when the groundwater is in contact with a water
body having a known potential h,, as for instance a river, lake, or reservoir, etc. The key assumption is
that whatever groundwater flow occurs inside the flow domain and at the boundary, it will have no
influence on the potential of the outside water body, such that this potential remains fixed as stated by
the boundary condition.

Second-type boundary conditions are so-called flux boundary conditions, where it is assumed that
the amount of groundwater exchange through the boundary is known. The amount of water exchange
is given by the groundwater flux component perpendicular to the boundary, such that the boundary
condition can be expressed as

qn(xb,yh,zb,t) :qb(t) (62)

where g, represents the flux component normal to the boundary, and g,(t) is a known function of time.
A flux-type condition can be expressed in function of the dependent variable, the groundwater potential,
by using Darcy’s law

0, =K 2 =g, 1) (63)
where dh/on represents the derivative of the potential perpendicular to the boundary. From a mathe-
matical point of view, the choice of the positive direction of the normal to the boundary determines
whether g, values are positive or negative. However, in practice, often a simpler convention is used by
considering fluxes entering the flow domain as positive and outgoing fluxes as negative, regardless of the
sense of the normal on the boundary.

A flux boundary condition implies that whatever the state and flow of the groundwater inside the flow
domain and at the boundary, the normal flux is fixed by external conditions and remains as stated by
the boundary condition. Typical examples of such conditions are pumping wells, groundwater recharge,
infiltration, etc., in general any situation where the flux is supposedly fixed and known. An obvious
example is an impervious boundary because the flux component perpendicular to the boundary is strictly
zero.

A third-type boundary condition is a mixture of the two previous types. It applies when potential and
normal flux component at the boundary are related to each other. Such a condition applies in the case
of a flow domain in contact with a water body with a fixed potential h,, but where the exchange between
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the groundwater reservoir and the water body is restricted, due to the presence of some resistance.
Mathematically, this condition is expressed as

qn(xb,yb,zb,t):Cb[hb(t)—h(xb,yb,zb,t)] (64)

where we have used the above-mentioned sign convention for the normal boundary flux, and C, repre-
sents the boundary conductance, with dimensions [T], between the groundwater reservoir and the
outside water source or sink. This parameter can be explained physically as the conductive capacity of a
permeable boundary layer present between the groundwater flow domain and the water body, such that

C,=K,/D, (65)

where K, is the hydraulic conductivity of the boundary layer, and D, its thickness. For instance, this
situation would apply when a river is in contact with the groundwater, but the interaction is restricted
due to the presence of a mud layer in the river bed. Another example is a well with a clogged filter.

One of the most complicated boundary conditions is the water table. Actually, the water table is not
a true boundary, because groundwater flow can cross the water table when transfer of water occurs
between the unsaturated and saturated zones. However, because unsaturated flow is usually difficult to
solve, it is often neglected and the water table is considered as an upper boundary of the groundwater
flow domain. If such a simplification is used, it becomes necessary to specify the water table as a boundary
condition. When the position of the water table is known, this is not so complicated, because the pressure
at the water table is atmospheric such that the relative pressure is zero, and the following potential
boundary condition applies

h(xw, yw,zw,t) =z, (66)

where (X,,.Y,,,Z,) represents a point on the water table. However, in most cases the position of the water
table is not known exactly, and in addition to Equation (66) another boundary condition is needed, in
order to solve the groundwater flow problem, which now also includes the determination of the shape
and position of the water table. Obviously, this additional condition should state something about the
amount of flow crossing the water table. Several possibilities exist, the most simple being the case where
a steady water table acts as an impervious upper boundary, i.e., no flow crosses this surface. This can
mathematically be expressed as follows. An implicit equation describing the position of the water table
is h —z = 0. The gradient of this expression is a vector perpendicular to the water table, and hence, the
scalar product with the groundwater flux is zero if no water is crossing the water table, hence

q[]]](hr z) =0 (67)

When this is worked out further and Darcy’s law is used to express the flux, the following boundary
condition is obtained

This equation applies to every point (x,,,Y.,,2,) Of the water table. Notice that it is nonlinear, which is
the price to pay for neglecting the unsaturated flow. (There is no such thing as a free lunch.) More
complicated equations are needed when the water table, is moving in time, or when certain flows are
crossing the water table, as for instance a groundwater recharge flux. It is not possible to go into more
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detail here. For the interested reader, these cases are discussed by Bear (1972). However, in practice, these
types of boundary conditions are not used very much, because they are too complicated, so that it
becomes impossible to solve the groundwater flow problem exactly. Therefore, approximate techniques
are used. For instance in the case of numerical simulation models, the position of the water table is
determined in an iterative way. For steady-state problems, first a water table position is chosen above the
expected position, then the groundwater flow equation is solved with a flux-type boundary condition as
Equation (62), and afterwards a new water table position is determined by identifying the surface where
h = z, after which the procedure can be restarted. For transient conditions, the position of the water table
is tracked in time by equating the inputs and outputs of groundwater at the water table and calculating
the resulting changes in water table position.

3.3 Hydraulic Approach to Groundwater Flow

3.3.1 Concept

In general, groundwater flow is three-dimensional, but due to the geometry of ground layers and
differences in hydraulic conductivities, actual groundwater flows tend to be concentrated in certain
directions, as illustrated in Figure 3.3. The reason for this is that ground layers usually extend horizontally
over large distances, while the vertical dimensions are rather restricted. Also, due to the large variety in
conductive properties, ground layers can be grouped into three classes: previous formations or aquifers,
semipervious formations or aquitards, and impervious formations. Because water flows through a porous
medium along the path of least resistance, groundwater moves predominantly longitudinally in the
previous formations, and transversely in the semipervious layers. Hence, due to the horizontal layering,
groundwater flow is essential horizontal in aquifers, and vertical in aquitards, as depicted schematically
in Figure 3.3B. Therefore, instead of considering the flow as three dimensional, a simplified description
of groundwater flow is possible when horizontal flow components are considered to be dominant in
aquifers and vertical components in aquitards, as shown in Figure 3.3C. This concept is termed the
hydraulic approach to groundwater flow, because the movement is considered to be directed as water
flow in pipes or channels (Polubarinova-Kochina, 1962; Bear, 1972; Bear, 1979). In the case of a phreatic
aquifer, this is also-called the Dupuit—Forchheimer theory, after the two scientists who pioneered the
approach in the second half of the 19th century.

3.3.2 Motion Equations

In order to have a clear understanding of the basic concepts of the hydraulic approach, it is convenient
to start with the equation of motion before discussing the continuity equation. Consider a confined
aquifer, bound by a bottom surface, b(x,y), and an upper surface, s(x,y), such that its thickness is given
by D =s - b, as shown in Figure 3.4A. When the groundwater potential is measured by a piezometer, the
actual depth of the piezometer is unimportant because vertical potential differences are very small. Hence,
h is almost independent of z, and the total horizontal volumetric flow rate of the groundwater over the
entire thickness of the aquifer, in the x direction, can be calculated as

Q, :J':qxdz :J’: —Kh%dzz—f: Khdz%:—T% (69)

where Q, is the x-component of the hydraulic groundwater flux, Q = (Q,,Q,), with dimensions volume

per time per length [L3/TL = L¥T], and T is the transmissivity [L?/T], defined as

T:stz 70
Ib“ (70)
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FIGURE 3.3 Occurrence and movement of groundwater: (A) types of groundwater layers, (B) actual groundwater
flow paths, and (C) predominant groundwater flow directions.

In a similar way, the y-component of the hydraulic flux is given as

oh
Q= —TE (71)

The transmissivity is a parameter expressing the overall horizontal conductance of a confined aquifer.
Equations (70) and (71) are transformations of Darcy’s law, describing overall horizontal movement of
groundwater in a confined aquifer.

In the case of an aquitard bounded by two aquifers, vertical flow can pass through the aquitard from
one aquifer to the other, as depicted in Figure 3.4B. This vertical groundwater flux can be calculated by
Darcy’s law as

q, = —KV%:C(hl -h,) (72)
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FIGURE 3.4 Hydraulic approach to groundwater flow: (A) horizontal flow in a confined aquifer, (B) vertical flow
in an aquitard, and (C) horizontal flow in a phreatic aquifer.

where K, is the vertical conductivity of the aquitard, D is its thickness, and the potential gradient is
obtained from the difference in potential between the two aquifers bounding the aquitard. Parameter C
is the conductance, commonly called the leakage coefficient, and is defined as

C=K,/D (73)

with dimensions [T]; this coefficient expresses the leaking capacity of an aquitard, allowing vertical
groundwater transfer between two aquifers bounding the aquitard.

The case of a phreatic aquifer is shown schematically in Figure 3.4C. The aquifer is bound from below
by its base, b(x,y), and from above by the soil surface, s(x,y). Actually, the true upper boundary is the
water table. If a piezometer were to be installed at a certain depth below the water table, the water level
would reveal a potential very close to the water table elevation, because vertical potential differences are
insignificant as vertical groundwater flow is very small. Hence, h is nearly independent of z and almost
coincides with the position of the water table, which is the upper surface of the saturated zone. Conse-
quently, the total flow of groundwater passing horizontally through the aquifer in the x-direction is given

by
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where horizontal flows in the unsaturated zone have been neglected, and K, is an effective hydraulic
conductivity given by

1 h
K,=—1 K,d 75
=i, (79)

In case of a homogeneous medium, K, is equal to K,. However, ground layers are generally heterogeneous,
such that K, needs to be determined by averaging; this is called upscaling or homogenization and requires
careful consideration of the hydrogeological and stratigraphical characteristics of the subsurface and of
the averaging procedure. Theoretical and mathematical aspects are discussed by Zijl and Nawalany (1993).
An expression similar to Equation (74) can be obtained for the flow component in the y-direction

Q =K,(h —b)% (76)

This is basically the approach of Dupuit, who postulated that groundwater flow in a phreatic aquifer
is proportional to the slope of the groundwater table. Also, a transmissivity can be defined similar to that
for a confined aquifer, but this makes little sense because the thickness of the phreatic aquifer changes
with water table position, such that the transmissivity is not constant.

A simplification is possible when the base of the phreatic aquifer is horizontal. If the water table
position is measured from this base, H = h — b, the hydraulic flow approximation can be written as

_ oH _ 000
Qx_ KeH X - Ked(Bz H (77)
oH 0 H?0
- KHZ =k = 78
Qy e d)’ eWBZE ( )

Dupuit’s equation is mostly known in this form. It replaces Darcy’s law for describing overall horizontal
groundwater flow in a phreatic aquifer.

3.3.3 Flow Equation for a Confined Aquifer

To obtain a flow equation, the equation of motion has to be combined with the continuity equation.
The latter results from the principle of mass conservation applied to a control volume. Because in the
hydraulic approach the flow is integrated over the total depth of an aquifer, the control volume should
be of a similar concept, i.e., encompass the total vertical extent of the aquifer, as shown in Figure 3.5.
Hence, the control box centered around a point (x,y) has sizes Ax and Ay in the horizontal plane and
extends from the bottom plane, b(x,y), to the upper surface, s(x,y), along the vertical such that its vertical
size is the aquifer thickness, D. The dimensions of the control volume reflect the hydraulic approach
concept, i.e., elementary sizes in the horizontal direction are of the same order as the thickness of the
aquifer; hence, the aquifer is considered to be essentially a two-dimensional object.
The groundwater mass inflow minus outflow in the control volume can be calculated as
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FIGURE 3.5 Mass conservation in a reference elementary volume in a confined aquifer; the actual volume is three
dimensional, but for clarity it is depicted only in two dimensions, x and z.

[PQ(x - ax/2.0t) - 0 (x + &x/2.vit)] 4y -
79
+[pr (x, y —Ay/2,t) - pr(x, y +Ay/2,t)] AX + PRAX Ay

where R is a recharge or net exchange of groundwater passing through the base or through the upper
surface of the aquifer. Actually, we consider here a semiconfined aquifer; in the case of a truly confined
aquifer, R would be zero. The sign convention for R is that inputs are considered positive, irrespective
of the direction along the z-axis.

Using Taylor series expansions, the total net inflow in the control box, becomes

U g
ZS pr +pRBAX ly (80)

This should be balanced by a change in storage. The amount of water mass, M, present in the control
volume is given by

M = J’bpndzAxAy:anAxAy (81)

where in the last term we have considered average porosity and density values over the thickness of the
aquifer. The change in storage can be calculated as

oM _op
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where compression of the water and aquifer is considered, and vertical deformation of the aquifer. Using
the relationships for expressing the compressibility of water and porous medium and assuming that the
solid grains are incompressible, this can be worked out in a way similar to what was done for the general
groundwater flow equation, yielding

M _ pD(a +nﬁ)gtprAy P gD(O! +nﬁ) AMx Ly

X (83)

Making use of the definition of the specific storage coefficient, Equation (55), this can also be written as

M on on
T =08, D AX Ay = pS T AX A 84
x - PSP y pSat y (84)

where S is the aquifer storage coefficient or storativity, defined as

$=5,D = py(ar +nB)D (85)

and which is a measure of the overall aquifer storage properties. The storativity is dimensionless. It can
be defined as the volume of groundwater released by a confined aquifer per unit horizontal surface of
the aquifer and per unit decline of groundwater potential, all in accordance with the hydraulic approach,
where variables are considered averaged or integrated over the vertical dimensions of the aquifer.
Combining Equations (80) and (84), dividing by pAxA4y, and neglecting density gradients, results in

S@:—&_& +R (86)
o X oy
Using the expression for horizontal hydraulic flow given by Equations (69) and (71) results in the
following hydraulic groundwater flow equation for a (semi-) confined aquifer

oh o0l dhl] Jd [
Sa - axH xd ET g (87)

Compared to saturated three-dimensional groundwater flow, Equation (56), it can be noted that this
equation contains no z-dimension, which is the main simplification resulting from the hydraulic
approach. Also, as a consequence, the needed porous medium properties are transmissivity and storativity,
which are aquifer properties integrated over the vertical dimension. Therefore, Equation (87) is very
useful in practice because it is simpler and needs less detailed knowledge about the medium properties.
Care should be taken when applying this equation to practical situations, because boundary conditions
are required in accordance with the hydraulic approach. This implies that boundary conditions should
be independent of the elevation, i.e., they should apply to the total aquifer thickness. For instance,
pumping by a fully penetrating well can be considered with the hydraulic approach, but not a partially
penetrating well because this induces vertical potential gradients in the aquifer.

3.3.4 Flow Equation for a Phreatic Aquifer

A flow equation for a phreatic aquifer based on the hydraulic approach can be obtained as for a confined
aquifer, but some complications occur. The control volume is similar; it is centered around the point
(x,y), with sizes Ax and Ay horizontally, and extends from the base to the soil surface, as shown in
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FIGURE 3.6 Mass conservation in a reference elementary volume in a phreatic aquifer; the actual volume is three
dimensional, but for clarity it is depicted only in two dimensions, x and z.

Figure 3.6. Notice, that the control volume includes the unsaturated zone because the groundwater flow
and in particular the resulting changes in the water table elevation will also have effects on the water
balance in the unsaturated zone, which have to be taken into account.

The inflow minus the outflow depends upon the hydraulic horizontal flow components in the saturated
zone and possible vertical inputs or outputs through the upper or lower boundary. For the latter, water
exchanges at the soil surface are especially important. These can be inputs as infiltration or outputs as
evapotranspiration. Because groundwater flow is a slow process, it is reasonable to consider an average
flux at the soil surface, a net precipitation or recharge, which is the result of all hydrological processes
occurring at the soil surface. Hence, the input minus output becomes similar to Equation (79), and when
developed further by Taylor series expansions the same expression as Equation (80) is obtained. Of course,
in addition to recharge, transfer could also take place through the base of the phreatic aquifer if an
aquitard is present connected to an underlying aquifer, in which case another R term should be added
to the equation.

Somewhat more complicated is the calculation of the change in storage in the control volume because
the unsaturated zone has to be included. The total mass of water present can be calculated by integration
along the vertical

S
M =AxAyJ' p8dz (88)
b
The change in storage is given by
oM 2 ¢
—— =Xy — 6dz 89
> y at_[b P (89)
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Now it becomes clear why the control volume extends to the soil surface, because changes in storage can
be significant when differences in water content are possible and, for instance, part of the saturated zone
can become unsaturated, or vice versa. In the presence of such changes, storage effects due to compress-
ibility of the water or porous medium become insignificant and can be neglected. It follows that the
change in storage can be evaluated as

oM ° 00
X —prAyJ’b X dz (90)

The exact evaluation of the integral is not simple. The situation is shown schematically in Figure 3.7.
If the water table drops by an amount Ah, the change in storage depends upon the moisture distribution
above the water table, before and after the drop in water table position. Actually, time will also have an
influence because the water in the unsaturated zone needs time to percolate downward to the water table.
Hence, the exact change in storage is difficult to calculate unless unsaturated flow is taken into consid-
eration, which is exactly what one would like to avoid by applying the hydraulic approach. Hence, the
storage needs to be approximated in a simpler way. This can be achieved as follows. Consider the situation
depicted in Figure 3.7A, where the soil surface is high above the water table. Under normal average
conditions, the distribution of the water content will vary with elevation above the water table. It will
equal the porosity at the water table, and generally will decrease with height above the water table,
gradually approaching a residual water content, which is characteristic for the unsaturated zone far above
the water table. This residual water content is denoted by 6. Now, if the water table is lowered by an
amount 4h, given sufficient time, the moisture distribution will eventually be similar to what it was
before, only shifted downward over a distance Ah. Hence, the volumetric difference in storage can be
calculated as

—dz— a’ezt+At Q(Ztgj = J'[62+Aht zt]dz—n B)Ah: Ll (91)
A ot
where n, = n — 6, is defined as the effective porosity or specific yield, i.e., the amount of water released
per volume of porous medium when changing from the saturated state to the unsaturated state high
above the water table. In reality, things are not that simple. First, it is possible that the soil surface is not
situated far above the water table, as shown in Figure 3.7B, so the mathematical derivation given above
will not be valid. Second, retardation effects will occur, because conductivities in the unsaturated zone
are generally much smaller than in the saturated zone and, consequently, water movement in the unsat-
urated zone lags behind saturated groundwater flow. Third, soil heterogeneity complicates the concept
of residual water content and equilibrium moisture distributions in the unsaturated zone. Hence, in
practice the change in storage will usually be smaller. Therefore, Equation (91) remains useful only when
the concept of effective porosity is extended to match a particular situation. This gross simplification is
justified in view of the fact that with the hydraulic approach groundwater flow is described in a simplified
way. However, the concept of effective porosity has a clear physical interpretation, similar to storativity,
i.e., the volume of water released by a phreatic aquifer per unit horizontal aquifer surface and per unit
decline of the water table. Of course, the position of the water table, the speed of water table decline,
and the soil heterogeneity play important roles in this.
When we combine the obtained storage equation with the net inflow, divide by pAxA4y, and use the
hydraulic flow approximation, given by Equations (74) and (76), the following hydraulic flow equation
for a phreatic aquifer is obtained

oh_oQ ohd 00 ohU
a ot ag g Bl g “

e
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FIGURE 3.7 Storage and release of groundwater in a phreatic aquifer due to changes in water table position: (A)
deep water table, and (B) shallow water table.

Also, in this equation there are no terms with respect to the z-dimension, which is again the main
advantage of the hydraulic approach. However, the equation is nonlinear, which complicates practical
applications and makes finding exact analytical solutions more difficult. Nevertheless, the equation is
extensively used, especially in numerical groundwater flow simulation models.

A simplification is possible for phreatic aquifers with a horizontal base, using the elevation of the water
table above the base, H = h — b, as a dependent variable; the flow equation becomes

M_oQ MO, o

_ MO
“a T aH T xH yE AR (%)

This is called the Boussinesq equation. The equation is still nonlinear, but in the case of steady-state
conditions, becomes linear in H%/2
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xg xB2 g g b2 B ° (54)

Several useful solutions have been derived with this equation (Polubarinova-Kochina, 1962; Bear, 1972;
Bear, 1979). However, care should be taken with respect to boundary conditions because these have to
respect the hydraulic approach and consequently be independent of elevation. Consider for instance the
very common boundary condition: a river in contact with a phreatic aquifer. The water level in the river
can only be used as a potential boundary condition, when the river is wide and deep such that the
groundwater beneath the river effectively has the same potential. When the surface water body is narrow
and shallow, such as with drains or ditches, there can be significant vertical flow components resulting
in a potential difference between the surface water and the groundwater below. In practice, such a situation
can be treated with a third-type boundary condition, where a boundary resistance is introduced that
takes into account the effect of converging groundwater flow toward the drain or ditch.

3.3.5 Flow Equation for an Aquitard

For obtaining a flow equation for an aquitard, it is sufficient to note that the flow is considered to be
strictly vertical, such that the flow equation can be derived from the three-dimensional saturated ground-
water flow Equation (56) by only considering the z-component of the flow

S0 o= o B (95)

This equation describes flow through an aquitard, while the potentials of the aquifers bounding the
aquitard can be used as boundary conditions. However, in practice this equation is not used very much.
Usually, an additional simplifying assumption is made, namely that the specific storage coefficient is

negligibly small, such that
0 ohQd
i — =0 96
o §< o (%)

This means that the flow is considered to be in a quasi-steady state, and the solution is given by Equation
(72), i.e., the flow adjusts immediately to changes in the aquifer potentials above and below the aquitard.
This simplification makes vertical flows through aquitards easy to evaluate, such that these can be
incorporated as inputs or outputs in overlying or underlying aquifers. However, the approach is not very
accurate, because conductivities of aquitards are much smaller than for aquifers, so that in general the
flow through an aquitard lags behind the flow in the bounding aquifers, and time and storage effects can
be important (Frind, 1983). However, lack of knowledge of aquitard properties often forces us to use a
simplified approach.

For Further Information

The standard reference in the field of mathematical aspects related to groundwater hydrology is Bear
(1972). This work gives a comprehensive coverage of the dynamics of fluid flow through porous media.
This book has been reprinted (Bear, 1988) and is highly recommended for scientists and engineers. Also,
parts have been revised or updated and republished (Bear, 1979) dealing with principles of regional
groundwater management, with special emphasis on the hydraulic approach to groundwater flow. Bear
and Verruijt (1987) discuss mathematical and numerical modeling of groundwater flow and pollution
transport.
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Another classic work is Polubarinova-Kochina (1962), which gives an extensive overview of mathe-
matical aspects of groundwater flow, with many analytical solutions to practical problems. Other notable
works are McWhorter and Sunada (1977), Todd (1980), and de Marsily (1986). Recent advances in the
field of stochastic groundwater flow modeling are discussed in Dagan (1989). A recent and mathematical
in-depth discussion of groundwater flow is Zijl and Nawalany (1993).

New developments can be found in journals. The most renowned is Water Resources Research, published
by the American Geophysical Union. This journal covers all scientific hydrology subjects. Very popular
is the Journal of Hydrology, published by Elsevier and recognized as one of the official journals of the
European Geophysical Society. This journal also covers all aspects of hydrology. The most specialized
journal in the field of mathematical groundwater hydrology is Transport in Porous Media, edited by J.
Bear and published by Kluwer Academic Publishers.
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Glossary

Boundary Conditions All partial differential equations have an infinite number of possible solutions,
each of which corresponds to a particular case; to obtain from this multitude of possible solutions
one particular solution corresponding to a certain specific case, it is necessary to provide supple-
mentary information that is not contained in the partial differential equation; the supplementary
information is boundary conditions and should include the initial state of the considered situation
and how the considered domain interacts with its surroundings.

Conservation of Mass  Also termed continuity equation; a mathematical statement of the mass balance,
i.e., in the absence of mass-producing or mass-inhaling processes, the mass present in an arbitrary
portion of a moving fluid remains constant.

Del Operator Symbolic notation of a differential vector operator; several important operations such
as gradient, divergence, and curve can be described with this operator.

Elementary Control Volume A volume of infinitesimal size, which is used to equate some physical
property or process; when the size of the volume is taken in the limit going to zero, a mathematical
equation is obtained that describes the property or process in every point of the continuum.

Land Subsidence A phenomenon that involves the lowering or settling of the land surface due to various
factors, mostly under the impact of man’s activities; often the extensive exploitation of groundwater
resources has been accompanied in many places by significant land subsidence; in each case, the
ground layers consist of a sequence of sand and gravel intermixed with poorly consolidated and
highly compressible clays; the pumping of water from the conductive layers induces a drop in water
potentials and gradual drainage of water from the clays, which leads to compaction of the forma-
tions and sinking of the land surface.

Navier-Stokes Equation  Equation describing the motion of a Newtonian fluid, i.e., a viscous fluid for
which the viscous stress components are linearly related to the deformation; when the Navier-
Stokes equation is put in dimensionless form the Reynolds number appears, which expresses the
ratio of inertia to viscous forces; for very small Reynolds numbers the inertia terms can be neglected
and the Navier-Stokes equation reduces to the Stokes equation, describing a situation called Stokes
flow, or creeping motion; the movement of groundwater under natural conditions is always con-
sidered to be creeping because of the very small groundwater flow velocities.

Newton’s Second Law of Motion Also termed momentum or impulse equation; mathematical state-
ment of the physical fact that forces are needed to induce motion or to change motion; the law
states that the time rate of change of an arbitrary portion of a moving fluid is equal to the resulting
forces acting upon the considered portion.

Piezometer Observation well tapping a saturated porous formation at a certain position and depth,
indicating the groundwater potential present in the formation at that point.

Potential Flow Problem  Potential flow is used to denote movement of fluids, without rotations, which
is a sufficient condition for the existence of a potential function, such that the gradient of that
function gives the direction and magnitude of the flow; in a homogeneous medium, potential
functions are harmonic functions as they are solutions of the Laplace equation; there are many
mathematical techniques for solving these types of problems. Especially two-dimensional flow
problems can be solved with the theory of complex functions.

Taylor Series Expansion Let f(x) be a differentiable function of x, then the following series expansion
holds

-3t

af, (&) axr, (&) ot
:f0+Axd—)2+ ) dx20+ 6 dx30+"'

where Ax = X — X,, and f, = f(,).
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4.1 Introduction

Figure 4.1 shows the pore space available for flow in two highly idealized soil models: regular cubic and
rhombohedral. It is seen that even for these special cases, the pore space is not regular, but consists of
cavernous cells interconnected by narrower channels. Pore spaces in real soils can range in size from
molecular interstices to tunnel-like caverns. They can be spherical (as in concrete) or flat (as in clays),
or display irregular patterns which defy description. Add to this the fact that pores may be isolated
(inaccessible) or interconnected (accessible from both ends) or may be dead-ended (accessible through
one end only).

In spite of the apparent irregularities and complexities of the available pores, there is hardly an
industrial or scientific endeavor that does not concern itself with the passage of matter, solid, liquid, or
gaseous, into, out of, or through porous media. Contributions to the literature can be found among such
diverse fields (to name only a few) as soil mechanics, groundwater hydrology, petroleum, chemical and
metallurgical engineering, water purification, materials of construction (ceramics, concrete, timber,
paper), chemical industry (absorbents, varieties of contact catalysts, and filters), pharmaceutical industry,
traffic flow, and agriculture.
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FIGURE 4.1 Idealized void space.

In no field of engineering are practitioners faced with more complex and uncertain sets of conditions
than those concerned with groundwater systems. Unlike their colleagues in other engineering disciplines,
who have the advantage of observing the performance of many prototypes under relatively known states
of input, groundwater engineers generally deal with systems that are custom-built and tailored to special
demands and specific locations. Add to these the very size of projects and the expense of underground
sampling and data acquisition.

This chapter was written with the following main objectives.

1. To provide the groundwater engineer with an organized, logical, and systematic body of knowledge
for the solution of groundwater and seepage problems.

2. To provide the groundwater engineer with probabilistic concepts and techniques to account for
uncertainty in designs and to illustrate their relevance with application to practical problem
situations.

4.2 Some Groundwater Fundamentals

The literature is replete with derivations and analytical excursions of the basic equations of steady-state
groundwater flow (Polubarinova-Kochina 1952; Harr, 1962; Cedergren, 1967; Bear, 1972; Domenico and
Schwartz, 1990; to name only a few). A summary and brief discussion of these will be presented below
for the sake of completeness.

4.2.1 Bernoulli’s Equation

Underlying the analytical approach to groundwater flow is the representation of the actual physical system
by a tractable mathematical model. In spite of their inherent shortcomings, many such analytical models
have demonstrated considerable success in simulating the action of their prototypes.

As is well known from fluid mechanics, for steady flow of nonviscous incompressible fluids, Bernoulli’s
equation (Lamb, 1945)
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Y 29

where

h = total head, ft

p = pressure, Ib/ft?

Y, = unit weight of fluid, Ib/ft®

g = gravitational constant, 32.2 ft/sec?
V = seepage velocity, ft/sec

demonstrates that the sum of the pressure head, p/y,, elevation head, z, and velocity head, v?/2g, at any
point within the region of flow is a constant.

To account for the loss of energy due to the viscous resistance within the individual pores, Bernoulli’s
equation is taken as

o2 o2
h+zA+V—A:&+zB+V—B +4h (2)
Y 29 vy, 29

where Ah represents the total head loss (energy loss per unit weight of fluid) of the fluid over the distance
As. The ratio

i=-lim= =" ®3)

is called the hydraulic gradient and represents the space rate of energy dissipation per unit weight of fluid
(a pure number).

In most problems of interest the velocity heads (the kinetic energy) are so small they can be neglected.
For example, a velocity of 1 ft/sec, which is large compared to typical seepage velocities through soils,
produces a velocity head of only 0.015 ft. Hence, Equation (2) can be simplified to

Pasy =Ps sz wan
Vo " Ve ©

and the total head at any point in the flow domain is simply

h="P +z )
Y

4.2.2 Darcy’s Law

The flow of groundwater is taken to be governed by Darcy’s law, which states that the velocity of the flow
is directly proportional to the hydraulic gradient. A similar statement in an electrical system is Ohm’s
law and in a thermal system, Fourier’s law. The grandfather of all such relations is Newton’s law of motion.
Table 4.1 presents some other points of similarity.

Prior to 1856, the formidable nature of the flow through porous media defied rational analysis. In
that year, Henry Darcy published a simple relation based on his experiments on the flow of water in
vertical sand filters in Les Fontaines Publiques de la Ville de Dijon, namely,
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TABLE 4.1 Some Similarities of Flow Models

Form of Energy ~ Name of Law Quantity Storage Resistance
Electrical Ohm’s law Current (voltage) Capacitor Resistor
Mechanical Newton’s law  Force (velocity) Mass Damper
Thermal Fourier’s law Heat flow (temperature)  Heat capacity Heat resistance
Fluid Darcy’s law Flow rate (pressure) Liquid storage  Permeability

. dh

v=ki=-k— (5)
ds

Equation (5), commonly called Darcy’s law, demonstrates a linear dependency between the hydraulic
gradient and the discharge velocity v. The discharge velocity, v = nv, is the product of the porosity n
and the seepage velocity, v. The coefficient of proportionality k in Equation (5) is called by many names
depending on its use; among these are the coefficient of permeability, hydraulic conductivity, and perme-
ability constant. As shown in Equation (5), k has the dimensions of a velocity. It should be carefully noted
in this equation that flow is a consequence of differences in total head and not of pressure gradients.
This is demonstrated in Figure 4.2 where the flow is directed from A to B, even though the pressure at
point B is greater than that at point A.

Arbitrary datum l

FIGURE 4.2 Heads in Bernoulli’s equation.

Defining Q as the total volume of flow per unit time through a cross-sectional area A, Darcy’s law
takes the form

Q= Av = Aki = -k )
ds
Darcy’s law offers the single parameter k to account for both the characteristics of the medium and
the fluid. It has been found that k is a function of vy, the unit weight of the fluid, y, the coefficient of
viscosity, and n, the porosity, as given by

Yan
u

k=C (7

where C (dimensionally an area) typifies the structural characteristics of the media independent of the
fluid properties. The principal advantage of Equation (7) lies in its use when dealing with more than
one fluid or with temperature variations. When employing a single relatively incompressible fluid sub-
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TABLE 4.2 Some Typical Values of Coefficient of Permeability

Coefficient of Permeability

Soil Type k, cm/s
Clean gravel 1.0 and greater
Clean sand (coarse) 1.0-0.01
Sand (mixtures) 0.01-0.005
Fine sand 0.05-0.001
Silty sand 0.002-0.0001
Silt 0.0005-0.00001
Clay 0.000001 and smaller

jected to small changes in temperature, such as in groundwater and seepage-related problems, it is more
convenient to use k as a single parameter. Some typical values for k are given in Table 4.2.

Although Darcy’s law was obtained initially from considerations of one-dimensional macroscopic flow,
its practical utility lies in its generalization into two or three spatial dimensions. Accounting for the
directional dependence of the coefficient of permeability, Darcy’s law can be generalized to

oh
v =k — 8
S S & ( )
where k; is the coefficient of permeability in the “s” direction, and v, and dh/ds are the components of
the velocity and the hydraulic gradient, respectively, in that direction.

4.2.3 Reynolds Number

There remains now the question of the determination of the extent to which Darcy’s Law is valid in actual
flow systems through soils. Such a criterion is furnished by the Reynolds number R (a pure number
relating inertial to viscous force), defined as

R=YP ©)

where
v = discharge velocity, cm/sec
d = average of diameter of particles, cm
p = density of fluid, g(mass)/cm?
u = coefficient of viscosity, g-sec/cm?

The critical value of the Reynolds number at which the flow in aggregations of particles changes from
laminar to turbulent flow has been found by various investigators (see Muskat, 1937) to range between
1 and 12. However, it will generally suffice to accept the validity of Darcy’s law when the Reynolds number
is taken as equal to or less than unity, or

vdp <
—<1 (10)
7

Substituting the known values of p and u for water into Equation (10) and assuming a conservative
velocity of 1/4 cm sec, we have d equal to 0.4 mm, which is representative of the average particle size of
coarse sand.
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4.2.4 Homogeneity and Isotropy

If the coefficient of permeability is independent of the direction of the velocity, the medium is said to
be isotropic. Moreover, if the same value of the coefficient of permeability holds at all points within the
region of flow, the medium is said to be homogeneous and isotropic. If the coefficient of permeability is
dependent on the direction of the velocity and if this directional dependence is the same at all points of
the flow region, the medium is said to be homogeneous and anisotropic (or aleotropic).

4.2.5 Streamlines and Equipotential Lines

Physically, all flow systems extend in three dimensions. However, in many problems the features of the
motion are essentially planar, with the flow pattern being substantially the same in parallel planes. For
these problems, for steady-state incompressible, isotropic flow in the xy plane, it can be shown (Harr,
1962) that the governing differential equation is

2 2
xg(?+ky(;y:':0 (11)

Here the function h(x, y) is the distribution of the total head (of energy available to do work) within
and on the boundaries of a flow region, and k, and k, are the coefficients of permeability in the x- and-
y-directions, respectively. If the flow system is isotropic, k, = k,, and Equation (11) reduces to

2 2
‘;(T#;lz‘:o (12)

Equation (12), called Laplace’s equation, is the governing relationship for steady-state, laminar-flow
conditions (Darcy’s law is valid). The general body of knowledge relating to Laplace’s equation is called
potential theory. Correspondingly, incompressible steady-state fluid flow is often called potential flow. The
correspondence is more evident upon the introduction of the velocity potential ¢, defined as

O p O
¢fx.y)=+kh+C = 4(5)7 +77eC (13)

where h is the total head, p/y, is the pressure head, z is the elevation head, and C is an arbitrary constant.
It should be apparent that, for isotropic conditions,

Jp Jdp
== == 14
“Cax WTg (14)
and, Equation (12) will produce
2 2
Z(‘z‘%;f’:o (15)

The particular solutions of Equations (12) or (15) which yield the locus of points within a porous
medium of equal potential, curves along with h(x, y) or ¢(x, y) are equal to a series of constants, are
called equipotential lines.

In analyses of groundwater flow, the family of flow paths is given by the function (x, y), called the
stream function, defined in two-dimensions as (Harr, 1962)
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v - v i (16)

X &y y d(

where v, and v, are the components of the velocity in the x- and y-directions, respectively.
Equating the respective potential and stream functions of v, and v, produces

dw_ow o an

ox oy oy 17

Differentiating the first of these equations with respect to y and the second with respect to x and
subtracting, we obtain Laplace’s equation

2 2
‘;‘f + ‘;y Yo (18)
We shall examine the significance of this relationship following a little more discussion of the physical
meaning of the stream function.

Consider AB of Figure 4.3 as the path of a particle of water passing through point P with a tangential
velocity v. We see from the figure that

and hence

(19)

.
o

FIGURE 4.3 Path of flow.

Substituting Equation (16), it follows that

didx +a£dy =0
ox 4]

which states that the total differential dgy = 0 and

w(xy) = constant
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Thus we see that the family of curves generated by the function g(x, y) equal to a series of constants are
tangent to the resultant velocity at all points in the flow region and hence define the path of flow.

The potential, ¢ = —kh + constant, is a measure of the energy available at a point in the flow region
to move the particle of water from that point to the tailwater surface. Recall the locus of points of equal
energy, say ¢(X, y) = constants, are called equipotential lines. The total differential along any curve, @x,
y) = constant, produces

op op
dp=—"dx+-Fdy =0
@ X Y y
Substituting for d@ox and d¢/dy from Equation (16), we have
v, dx+v dy =0
and

dy Ve (20)
dx v

y
Noting the negative reciprocal relationship between their slopes, Equations (19) and (20), we see that,
within the flow domain, the families of streamlines (x, y) = constants and equipotential lines ¢(x, y)
= constants intersect each other at right angles. It is customary to signify the sequence of constants by
employing a subscript notation, such as @(Xx, y) = @, (x, ¥) = ¢; (Figure 4.4).

$2\ g, 04 "

FIGURE 4.4 Streamlines and equipotential lines.

As only one streamline may exist at a given point within the flow medium, streamlines cannot intersect
one another if flow is to occur between them. Consequently, if the medium is saturated, any pair of
streamlines act to form a flow channel between them.

Consider the flow between the two streamlines ¢ and ¢ + dy in Figure 4.5; v represents the resultant
velocity of flow. The quantity of flow through the flow channel per unit length normal to the plane of
flow (say, cubic feet per second per foot) is

dQ=v,dscos6 -v, dssin6
=v, dy -v, dx

:a—l’udy +d—l’udx
oy X

and
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FIGURE 4.5 Flow between streamlines.

dQ=dy (21)

Hence the quantity of flow (also-called the quantity of discharge and discharge quantity) between any pair
of streamlines is a constant whose value is numerically equal to the difference in their respective (s values.
Thus, once a sequence of streamlines of flow has been obtained, with neighboring ( values differing by
a constant amount, their plot will not only show the expected direction of flow but the relative magnitudes
of the velocity along the flow channels; that is, the velocity at any point in the flow channel varies inversely
with the streamline spacing in the vicinity of that point.

An equipotential line was defined previously as the locus of points where there is an expected level of
available energy sufficient to move a particle of water from a point on that line to the tailwater surface.
Thus, it is convenient to reduce all energy levels relative to a tailwater datum. For example, a piezometer
located anywhere along an equipotential line, say at 0.75h in Figure 4.6, would display a column of water
extending to a height of 0.75h above the tailwater surface. Of course, the pressure in the water along the
equipotential line would vary with its elevation, Equation (4). This will be illustrated in Section 4.4.

Tailwater
datum

Equipotential
line, 0.75h

N

FIGURE 4.6 Pressure head along equipotential line.

4.3 Some Probabilistic Fundamentals

Within the context of engineering usage there are two primary definitions of the concept of probability:
relative frequency and subjective interpretation. Historically, the measure first offered for the probability
of an outcome was its relative frequency. If an outcome A can occur T times in N equally likely trials, the
probability of the outcome A is

P[A] = % (22a)
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Implied in Equation (22a) is that the probability of an outcome A equals the number of outcomes
favorable to A (within the meaning of the experiment) divided by the total number of possible outcomes,
or

[ ]: Favorabl_e outcomes (22b)
Total possible outcomes

Example 1: Find the probability of drawing a red card from an ordinary well-shuffled deck of 52 cards.

Solution; Of the 52 equally likely outcomes, there are 26 favorable (red card) outcomes. Hence,

P|drawing red card| = 26_1
52 2

Understood in the example is that if one were to repeat the process a very large number of times, a
red card would appear in one half of the trials. This is an example of the relative frequency interpretation.
Now, what meaning could be associated with the statement, the probability of the failure of a proposed
dam is 2% (P[failure] = 0.02)? The concept of repeated trials is meaningless: the structure will be built
only once and it will either fail or be successful during its design lifetime. It can not do both. Here we
have an example of the subjective interpretation of probability. It is a measure of information as to the
likelihood of the occurrence of an outcome.

Subjective probability is generally more useful than the relative frequency concept in engineering
applications. However, the basic rules governing both are identical. As an example, we note that both
concepts specify the probability of an outcome to range between and to include numerical values from
zero to one. The lower limit indicates there is no likelihood of occurrence: the upper limit corresponds
to a certain outcome.

<Axioml|> 0< P[A] <1 (23a)

The certainty of an outcome C is a probability of unity

<Axiom 1> P[c] =1 (23b)

Equations (23) provide two of the three axioms of the theory of probability. The third axiom requires
the concept of mutually exclusive outcomes. Outcomes are mutually exclusive if they cannot occur
simultaneously. The third axiom states the probability of the occurrence of the sum of a number of
mutually exclusive outcomes A(1), A(2), ..., A(N) is the sum of their individual probabilities (addition
rule), or

<Axiom 111> P[A(l) +A(2)+..+ AN )] = P[A(l)] + P[A(Z)] T P[A(N )] (23¢)

As a very important application of these axioms, consider the proposed design of a spillway. After
construction, only one of two outcomes can obtain in the absolute structural sense: either it is successful
or it fails. These are mutually exclusive outcomes. They are also exhaustive in that, within the sense of
the example, no other outcomes are possible. Hence, the second axiom, Equation (23b), requires

P|success +failure| =1
Since they are mutually exclusive, the third axiom specifies that
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P[success] + P[failure] =1

The probability of the success of a structure is called its reliability, R. Symbolizing the probability of
failure as p(f), we have the important expression

R+p(f)=1 (24)
4.3.1 Moments
Consider a system of discrete parallel (vertical) forces, P(1), P(2), ..., P(N), acting on a rigid beam at the

respective distances x(1), x(2), ..., X(N) (Figure 4.7a). From statics we have that the magnitude of the
equilibrant M, is

M = Z P(i) (25a)

and its point of application, X, is
S ()
= (25b)

For a continuously distributed parallel force system (Figure 4.7b) over a finite distance, say from x(a)
to x(b), the corresponding expressions are

o)
M = J p(x)dx (26a)
{a)

and

X = (26b)

Suppose that the discrete forces P(i) in Figure 4.7a represent the frequencies of the occurrence of the
N outcomes x(1), x(2), ..., X(N). As the distribution is exhaustive, from axiom Il, Equation (23b), the
magnitude of the equilibrant must be unity, M = 1. Hence, Equation (25b) becomes

<Discrete> E[s] =x - ix(i)p(i) 272)

Similarly, for the continuous distribution (Figure 4.7b), as all probabilities p(x)dx must lie between
x(a) and x(b), in Equation (26a) M = 1. Hence, Equation (26b) becomes
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» N
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D x(2)
[ F—x
X
M
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Continuous
y
p(x)
x(b) /
lx(a.) —fe—dx
[ —x
Elx] =%
M
(b)
FIGURE 4.7 Equilibrant for discrete and continuous distributions.
(o)
<Continuous> E[x] =X = J xp(x)dx (27b)
A(a)

The symbol E[x] in Equations (27) is called the expected value or the expectation or simply the mean
of the variable x. As is true of the equilibrant, it is a measure of the central tendency, the center of gravity
in statics.

Example 2: What is the expected value of the number of dots that will appear if a fair die is tossed?

Solution; Here each of the possible outcomes 1, 2, 3, 4, 5, and 6 has the equal probability of P(i) = 1/6
of appearing. Hence, from Equation (27a)

E |toss of a fair die] = %[1 +2+3 +4 +5 46| =3.5

We note in the above example that the expected value of 3.5 is an impossible outcome. There is no
face on the die that will show 3.5 dots; however, it is still the best measure of the central tendency.

Example 3: Find the expected value of a continuous probability distribution wherein all values are equally
likely to occur (called a uniform distribution [Figure 4.8]) between y(a) = 0 and y(b) = 1/2.

Solution; From Equation (26a) as M = 1 and p(y) = C is a constant, we have
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p(y)
A

0 172

FIGURE 4.8 Uniform distribution.
Y2
1=C I dy, C=2
0

12
From Equation (27b), E[y] = 2 Iydy = 1/4, as expected.
0

As the variables x and y in the above examples are determined by the outcomes of random experiments
they are said to be random variables. In classical probability theory, random variables are generally
represented by capital letters, such as X and Y. The individual values are customarily denoted by their
corresponding lower-case letters x and y; however, no such distinction will be made here.

The expected value (mean) provides the locus of the central tendency of the distribution of a random
variable. To characterize other attributes of the distribution, recourse is had to higher moments. Again,
returning to statics, a measure of the dispersion of the distribution of the force system about the centroidal
axis, at x = E[x] in Figure 4.7b, is given by the moment of inertia (the second central moment),

1(y)= 4’ (x=x)" p(x)ax (28)

The equivalent measure of the scatter (variability) of the distribution of a random variable is called
its variance, denoted in this text as v[x] (lower case “v”’) and defined as

<Discrete> v[x] = a;)[x(i) - X] 2P(i) (29a)

(o)
<Continuous> v[x] = J(x —Y)Z p(x)dx (29b)
X a)
In terms of the expectation these can be written as
v[x] = ng —X)ZE (30)

which, after expansion, leads to a form more amenable to computations,
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This expression is the equivalent of the parallel-axis theorem for the moment of inertia.

Example 4: Find the expected value, and the variance of the exponential distribution, p(x) = a exp(-ax),
x>0, a is a constant.

Solution: We first show that p(x) is a valid probability distribution

0 3

J'p(x)dx = aJ'e‘ax dx=1 Q.E.D.

0 0

The expected value is

0

E[x] = aJ'xe‘ax dx :g

0

Continuing,

0

E[xz] = aJ’xze‘ax dx :iz
J a

whence, using Equation (31),

M35 =2
P17 THRH T

The variance has the units of the square of those of the random variable. A more meaningful measure
of dispersion of a random variable (x) is the positive square root of its variance (compare with radius of
gyration of mechanics) called the standard deviation, g[x],

a[x] = \;’v[x] (32)

From the results of the previous example, it is seen that the standard deviation of the exponential
distribution is o[x] = 1/a.

An extremely useful relative measure of the scatter of a random variable o [x] is its coefficient of variation
V(x), capital “V” with parenthesis, usually expressed as a percentage,

Vix)= x100{% 33
( ) E[x] ( ) (33)
For the exponential distribution we found, o[x] = 1/a and E[x] = 1/a, hence V (exponential distri-

bution) = 100%. In Table 4.3 are given representative values of the coefficients of variation. Original
sources should be consulted for details.
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TABLE 4.3 Representative Coefficient of Variation

Parameter Coefficient of Variation, % Source
Soil
Porosity 10 Schultze (1972)
Specific gravity 2 Padilla and Vanmarcke (1974)
Water content
Silty clay 20 Padilla and Vanmarcke (1974)
Clay 13 Fredlund and Dahlman (1972)
Degree of saturation 10 Fredlund and Dahlman (1972)
Unit weight 3 Hammitt (1966)

Coefficient of permeability

(240 at 80% saturation
to 90 at 100% saturation)

Nielsen et al. (1973)

Compressibility factor 16 Padilla and Vanmarcke (1974)
Preconsolidation pressure 19 Padilla and Vanmarcke (1974)
Compression index

Sandy clay 26 Lumb (1966)

Clay 30 Fredlund and Dahlman (1972)
Standard penetration test 26 Schultze (1975)
Standard cone test 37 Schultze (1975)
Friction angle @

Gravel 7 Schultze (1972)

Sand 12 Schultze (1972)
¢ strength parameter (cohesion) 40 Fredlund and Dahlman (1972)
Structural Loads,
50-Year Maximum
Dead load 10 Ellingwood et al. (1980)
Live load 25 Ellingwood et al. (1980)
Snow load 26 Ellingwood et al. (1980)
Wind load 37 Ellingwood et al. (1980)
Earthquake load >100 Ellingwood et al. (1980)
Structural Resistance
Structural steel

Tension members, limit state, yielding 11 Ellingwood et al. (1980)

Tension members, limit state, tensile 11 Ellingwood et al. (1980)

strength

Compact beam, uniform moment 13 Ellingwood et al. (1980)

Beam, column 15 Ellingwood et al. (1980)

Plate, girders, flexure 12 Ellingwood et al. (1980)
Concrete members

Flexure, reinforced concrete, grade 60 11 Ellingwood et al. (1980)

Flexure, reinforced concrete, grade 40 14 Ellingwood et al. (1980)

Flexure, cast-in-place beams 8-9.5 Ellingwood et al. (1980)

Short columns 12-16 Ellingwood et al. (1980)
Ice
Thickness 17 Bercha (1978)
Flexural strength 20 Bercha (1978)
Crushing strength 13 Bercha (1978)
Flow velocity 33 Bercha (1978)
Wood
Moisture 3 Borri et al. (1983)
Density 4 Borri et al. (1983)
Compressive strength 19 Borri et al. (1983)
Flexural strength 19
Glue-laminated beams Borri et al. (1983)

Live load 18 Galambos et al. (1982)

Snow load 18 Galambos et al. (1982)
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The coefficient of variation expresses a measure of the reliability of the central tendency. For example,
given a mean value of a parameter of 10 with a coefficient of variation of 10% would indicate a standard
deviation of 1, whereas a similar mean with a coefficient of variation of 20% would demonstrate a
standard deviation of 2. The coefficient of variation has been found to be a fairly stable measure of
variability for homogeneous conditions. Additional insight into the standard deviation and the coefficient
of variation as measures of uncertainty is provided by Chebyshev’s inequality [for the derivation see
Lipschutz, 1965].

The spread of a random variable is often spoken of as its range, the difference between the largest and
smallest outcomes of interest. Another useful measure is the range between the mean plus-and-minus-
h-standard deviations, X £ho[x], called the h-sigma bounds (Figure 4.9). If x is a random variable with
mean value X and standard deviation o, then Chebyshev’s inequality states

1

P[(X—ha)sxs(ima)]z ~: (34)
B h—sigma bounds
one—sigma bound
‘/J/r g
|
.—/ ! > X
X-hlolx x—lolx X x+olx x+hlolx

FIGURE 4.9 Range in h-sigma bounds.

In words, it asserts that for any probability distribution (with finite mean and standard deviation) the
probability that random values of the variate will lie within h-sigma bounds is at least (1 — 1/h?). Some
numerical values are given in Table 4.4. It is seen that quantitative probabilistic statements can be made
without complete knowledge of the probability distribution function: only its expected value and coef-
ficient of variation (or standard deviation) are required. In this regard, the values for the coefficients of
variation given in the table may be used in the absence of more definitive information.

TABLE 4.4 Probabilities for Range of Expected Values + h-Sigma Bounds

Chebyshev's Gauss's Exact Exponential Exact Normal Exact Uniform
h Inequality Inequality Distribution Distribution Distribution
1/2 0 0 0.78 0.38 0.29
1 0 0.56 0.86 0.68 0.58
2 0.75 0.89 0.95 0.96 1.00
3 0.89 0.95 0.982 0.9973 1.00
4 0.94 0.97 0.993 0.999934 1.00

Example 5: The expected value for the ¢-strength parameter of a sand is 30°. What is the probability that
a random sample of this sand will have a @-value between 20° and 40°?

Solution: From Table 4.3, V(¢) = 12% for sand; hence, o[@] is estimated to be (0.12)(30) = 3.6° and h
= (p- @)/o =10°/3.6° = 2.8. Hence, P[20° < @< 40°] = 1 - (1/2.8)2 > 0.87. That is, the probability is
at least 0.87 that the ¢-strength parameter will be between 20° and 40°.

If the unknown probability distribution function is symmetrical with respect to its expected value and
the expected value is also its maximum value (said to be unimodal), it can be shown that (Freeman, 1963)
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. _ 4
P[(x—ha)sxs(x +ha)]21—9h—2 (3%)

This is sometimes called Gauss’ inequality. Some numerical values are given in the third column of Table
4.4.

Example 6: Repeat the previous example if it is assumed that the distribution of the g-value is symmetrical
with its maximum at the mean value (¢ = 30°).

Solution; For this case, Gauss’ inequality asserts

P[20° < p< 40°] >1- >0.94

2

9(28)

Recognizing symmetry we can also claim P[¢< 20°] = P[¢= 40°] = 0.03.

Example 7: Find the general expression for the probabilities associated with h-sigma bounds for the
exponential distribution, h = 1.

Solution: From Example 4, we have (with E[x] = 1/a, o[x] = 1/a)

(n+1)/a
P[(X —ha) <x< (i + ha)] = J'ae‘ax dx =1 —e_(hﬂ)

0

Some numerical values are given in Table 4.4. The normal distribution noted in this table will be
developed subsequently.

The results in Table 4.4 indicate that, lacking information concerning a probability distribution beyond
its first two moments, from a practical engineering point of view, it may be taken to range within 3-
sigma bounds. That is, in Figure 4.7b, x(a) = X - 30[x] and x(b) = X + 30 [X].

For a symmetrical distribution all moments of odd order about the mean (central moments) must be
zero. Consequently, any odd-ordered moment may be used as a measure of the degree of skewness or
asymmetry of a probability distribution. The fourth central moment E[(x —X)*] provides a measure of
the peakedness (called kurtosis) of a distribution.

As the units of the third central moment are the cube of the units of the variable, to provide an absolute
measure of skewness, Pearson [1894, 1895] proposed that its value be divided by the standard deviation
cubed to yield the dimensionless coefficient of skewness,

T :
) .

If B(1) is positive, the long tail of the distribution is on the right side of the mean: if it is negative the
long tail is on the left side (Figure 4.10). Pearson also proposed the dimensionless coefficient of kurtosis
B(2) as a measure of peakedness

Blg)=— 37)
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p(x) p(x)
y B(1) positive B(1) negative

FIGURE 4.10 Coefficient of skewness.

4.3.2 Probability Distributions

In Figure 4.11 are shown the regions occupied by a number of probability distribution types identified
by their coefficients of skewness and kurtosis. Examples of the various types are also shown schematically.
We note in the figure that the type IV distribution and the symmetrical type VII are unbounded (infinite)
below and above. From the point of view of practical groundwater engineering applications, this repre-
sents an extremely unlikely distribution. For example, all parameters or properties, see Table 4.3, are
positive numbers (including zero).

Type I(U)

C

o2 TSP,

)
]
]
1
a

Uniform : f(1)=0
B(2)=18

Normal : (1)=0
Gy, B2)=3

&
I(U)

Type I(T)

N
Xes,

4 .

%/QJ /),,,/

1

4

Type IV I\Y

o\
/ / / 0 Exponential
@ B=2
3 4 PO

2
JiZ)

FIGURE 4.11 Space of probability distributions. (Adapted from Pearson, E.S. and Hartley, H.O. 1972. Biometrika
Tables for Statisticians, vol. I1. Cambridge University Press, London.)
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The type V (the lognormal distribution), type 111 (the gamma), and type V1 distributions are unbounded
above. Hence, their use would be confined to those variables with an extremely large range of possible
values. Some examples are the coefficient of permeability, the state of stress at various points in a body,
distribution of annual rainfall, etc.

The normal (Gaussian) distribution [8(1) = 0, 3(2) = 3], even though it occupies only a single point
in the universe of possible distributions is the most frequently used probability model. Some associated
properties were given in Table 4.4. The normal distribution is the well-known symmetrical bell-shaped
curve (Figure 4.12). Some tabular values are given in Table 4.5. The table is entered by forming the
standardized variable z, for the normal variate x as

(38)

Tabular values yield the probabilities associated with the shaded areas shown in the figure: area = (/(z).

7,000 5,000

) J 7000
526,000 526,000 $=6000
os1=840 O [s]=840 o[5]1=840

FIGURE 4.12 Example 8.

Example 8: Assuming the strength s of concrete to be used in a weir to be a normal variate with an
expected value of S = 6000 psi and a coefficient of variation of 14%, find (a) P[6000 < s < 7000], (b)
P[5000 < s < 6000], and (c) P[s = 7000].

Solution: The standard deviation is o[s] = (0.14)(6000) = 840 psi. Hence, (see Figure 4.12),

(a) z =|(7000 — 6000)/840| = 1.19; hence, from Table 4.5 ¢(1.19) = 0.383
(b) By symmetry, P[5000 < s < 6000] = 0.383
(c) P[s = 7000] = 0.500 — 0.383 = 0.117.

As might be expected from its name, the lognormal distribution (type V) is related to the normal
distribution. If x is a normal variate and x = Iny or y = exp(x), then y is said to have a lognormal
distribution. It is seen that the distribution has a minimum value of zero and is unbounded above. The
probabilities associated with lognormal variates can be obtained very easily from those of mathematically
corresponding normal variates (Table 4.5). If E(y) and V(y) are the expected value and coefficient of
variation of a lognormal variate, the corresponding normal variate x will have the expected value and
standard deviation (Benjamin and Cornell, 1970)

(o) =m+v(s] (3%)

o] -ins)- (ol o)

Example 9: A live load of 20 tons acts on a footing. If the loading is assumed to be lognormally distributed,
estimate the probability that a loading of 40 tons will be exceeded.
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TABLE 4.5 Standardized Normal Variates N[0,1]

| (PR z X=X
forz>22,w(z2)=5--(Cn exp[—% 7=
Area =y(z)
ol z "z
z 0 1 2 3 4 5 6 7 8 9
0 0 .003969 .007978 .011966  .015953  .019939  .023922 .027903 .031881 .035856

.039828  .043795  .047758  .051717  .055670  .059618  .063559  .067495 .071424  .075345
079260 .083166  .087064 .090954  .094835 .098706  .102568 .106420  .110251  .114092
117911 121720 125516 129300 133072  .136831  .140576  .144309  .148027  .151732
155422 159097  .162757  .166402  .170031 .174645 .177242 180822  .184386  .187933
191462 194974 198466  .201944 205401  .208840 .212260 .215661 .219043  .222405
225747 229069  .232371 235653 238914 242154 245373 248571 251748  .254903
.258036  .261148  .264238 .267305 .270350 .273373  .276373  .279350 .282305 .285236
.288145 291030 .293892  .296731  .299546  .302337 .305105 .307850  .310570  .313267
9 .315940 318589  .321214 323814  .326391  .328944 331472 333977 .336457  .338913
1.0 .341345 343752 346136  .348495 .350830 .353141 .355428 .357690  .359929  .362143
11 .364334 366500 .368643 .370762  .372857  .374928  .376976  .379000 .281000  .382977
12 384930 .386861 .388768 .390651 .392512  .394350 .396165 .397958  .399727  .401475
1.3 .403200 .404902  .406582  .408241  .409877  .411492 413085 .414657 416207 417736
14 419243 420730 422196 423641 425066 426471 427855 429219 430563  .431888
15 433193 434476 435745 436992 438220 439429 440620 441792 442947 444083
1.6  .445201 446301 447384 448449 449497 450529 451543 452540 453521  .454486
1.7 455435 456367 457284 458185 459070 459941 460796 461636  .462462  .463273
18 464070 464852 465620 466375 467116 467843 468557 469258  .469946  .470621
1.9 471283 471933 472571 473197 473610 .474412 475002 475581 476148  .476705
2.0 477250 477784 478308 478822 479325 479818  .480301  .480774 481237  .481691
21 482136 482571 482997 483414 483823 484222 484614 484997 485371  .485738
2.2 486097 486447 486791 487126  .487455 487776  .488089  .488396  .488696  .488989
2.3 489297 489556  .489830  .490097  .490358  .490613  .490863  .491106  .491344 491576
24 491802 492024 492240 492451 492656 492857  .493053  .493244 493431 493613
25 493790 493963 494132 494297 494457 494614 494766 494915 495060  .495201
2.6 495339 495473 495604 495731 495855 495975  .496093  .496207 496319  .496427
2.7 496533 496636 .496736  .496833 496928 497020  .497110 497197 497282  .497365
2.8 497445 497523 497599 497673 497744 497814 497882 497948 498012  .498074
29 498134 498293  .498250  .498305 498359 498411  .498462  .498511  .498559  .498605
3.0 498650 498694 498736 498777 498817 498856  .498893  .498930 498965  .498999
3.1 .499032 499065 .499096 499126  .499155 499184 499211 499238 499264  .499289
3.2 499313 499336  .499359 499381 499402 499423  .499443 499462 499481  .499499
33 499517 499534 499550 499566 499581 499596  .499610  .499624 499638  .499651
34 499663 499675  .499687 499698  .499709 499720  .499730  .499740 499749  .499758
35 499767 499776  .499784 499792 499800 499807  .499815  .499822 499828  .499835
3.6 499841 499847 499853 499858 499864 499869  .499874 499879 499883  .499888
3.7 499892 499896  .499900  .499904  .499908  .499912 499915  .499918 499922  .499925
3.8 499928 499931  .499933 499936 499938 499941  .499943  .499946  .499948  .499950
3.9 499952 499954 499956 499958 499959 499961  .499963  .499964 499966  .499967

oNOO U WN R

Solution; From Table 4.3 we have that the coefficient of variation for a live load, say L, can be estimated
as 25%; hence, from Equations (39) we have for the corresponding normal variate, say X,

o[x] = \/In g+(0.25)2 §= 0.25
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and

E[x] =in20 —(0.25)2/2 =2.96

As x = 1n L, the value of the normal variate x equivalent to 40 tons is In 40 = 3.69. We seek the
equivalent normal probability P[3.69 < x]. The standardized normal variate is z = (3.69 — 2.96)/0.25 =
2.92. Hence, using Table 4.5;

P[40 < L] = 0.50 — (2.92) = 0.500 — 0.498 = 0.002

Particular notice should be given to the regions of Figure 4.11, labeled the beta distributions. It is seen
that many distributions (such as the normal, lognormal, uniform, and exponential) can be obtained as
special cases of the very versatile beta distribution. Inherent in selecting a probability distribution to
characterize a random variable is the imposition of the limits or range of its applicability. For example,
for the normal it is required that the variable range from —co to + oo; the range of the lognormal and the
exponential is from 0 to + o. Such assignments may not be critical if knowledge of distributions are
desired in the vicinity of their expected values and their coefficients of variation are not excessive (say,
less than 25%). On the other hand, many probabilistic assessments (such as reliability and/or the
probability of failure) are vested in the tails of distributions. It is in such characterizations that the beta
distribution is of great value.

The beta distribution is treated in great detail by Harr (1977, 1987). The latter reference also contains
FORTRAN programs for beta probability distributions. This writer modified Pearson’s beta distribution
by fitting it to the four parameters: the expected value, the standard deviation, the minimum, and the
maximum values. Pearson’s original work used the coefficients of skewness and kurtosis instead of the
minimum and maximum values. Motivating the change was the sensitivity of the distribution to the
coefficients. On the other hand, from an engineering point of view, one generally has a feel for the
extremes of a design variable. Often zero is the optional minimum value. In the event that limits are not
defined, the specification of a range as the mean plus or minus, say, three standard deviations generally
places the generated beta distribution well within the accuracy required for most groundwater engineering
applications (see Table 4.4).

We next return to groundwater and seepage.

4.4 The Flow Net

The graphical representation of special members of the families of streamlines and corresponding equi-
potential lines within a flow region form a flow net. The orthogonal network shown in Figure 4.13
represents such a system. Although the construction of a flow net often requires tedious trial-and-error
adjustments, it is one of the more valuable methods employed to obtain the solutions for two-dimensional
flow problems. Of additional importance, even a hastily drawn flow net will often provide a check on
the reasonableness of solutions obtained by other means. Noting that, for steady-state conditions,
Laplace’s equation also models the action of (see Table 4.1) thermal, electrical, acoustical, odoriferous,
torsional, and other systems, the flow net is seen to be a significant tool for analysis.

If, in Figure 4.13, Aw denotes the distance between a pair of adjacent streamlines and A4s is the distance
between a pair of adjacent equipotential lines in the near vicinity of a point within the region of flow,
the approximate velocity (in the mathematical sense) at the point, according to Darcy’s law, will be

V:@:&

4 Aw (40)
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FIGURE 4.13 Flow at point.

As the quantity of flow between any two streamlines is a constant, AQ, and equal to Ay (Equation
21) we have

Aw
AQ=k—Ah 41
Q=k’ (41)

Equations (40) and (41) are approximate. However, as the distances Aw and As become very small,
Equation (40) approaches the velocity at a point and Equation (41) yields the quantity of discharge
through the flow channel.

In Figure 4.14 is shown the completed flow net for a common type of structure. We first note that
there are four boundaries: the bottom impervious contour of the structure BGHC, the surface of the
impervious layer EF, the headwater boundary AB, and the tailwater boundary CD. The latter two bound-
aries designate the equipotential lines h = h and h = 0, respectively. For steady-state conditions the
quantity of discharge through the section Q, and the head loss (h = 16 ft) must be constant. If the flow
region is saturated, it follows that the two impervious boundaries are not only streamlines but their
difference must be identically equal to the discharge quantity

Q=Waonc ~Wer

From among the infinite number of possible streamlines between the impervious boundaries, we
sketch only a few specifying the same quantity of flow between neighboring streamlines. Designating N;
as the number of flow channels, we have, from above,*

Aw
=N, AQ =kN. —4h
Q=N;4Q s

Similarly, from among the infinite number of possible equipotential lines between headwater and tailwater
boundaries, we sketch only a few and specify the same drop in head, say Ah, between adjacent equipo-
tential lines. If there are N, equipotential drops along each of the channels,

h=N, zh

and

* There is little to be gained by retaining the approximately equal sign =.
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FIGURE 4.14 Example of flow net.
N; Aw
=k— = 42
Q=ky (42)

If, now, we also require that the ratio Aw/A4s be the same at all points in the flow region, for convenience,
and as a square is most sensitive to visual inspection, we take this ratio to be unity,

Aiwzl
As
and obtain
Q=k Ny h (43)
TN

e

Recalling that Q, k, and h are all constants, Equation (43) demonstrates that the resulting construction,
with the obvious requirement that everywhere within the flow domain streamlines and equipotential
lines meet at right angles, will yield a unique value for the ratio of the number of flow channels to the
number of equipotential drops, N;/N,. In Figure 4.14, N; equals about 5 and N, equals 16; hence, N/N,
= 5/16.

The graphical technique of constructing flow nets by sketching was first suggested by Prasil (1913)
although it was developed formally by Forchheimer (1930); however, the adoption of the method by
engineers followed Casagrande’s classical paper in 1940. In this paper and in the highly recommended
flow nets of Cedergren (1967) are to be found some of the best examples of the art of drawing flow nets.
Harr (1962) also warrants a peek!

Unfortunately, there is no “royal road” to drawing a good flow net. The speed with which a successful
flow net can be drawn is highly contingent on the experience and judgment of the individual. In this
regard, the beginner will do well to study the characteristics of well-drawn flow nets: labor omnia vincit.

In summary, a flow net is a sketch of distinct and special streamlines and equipotential lines that
preserve right-angle intersections within the flow regime, satisfy the boundary conditions, and form
curvilinear squares.* The following procedure is recommended:

* We except singular squares such as the five-sided square at point H in Figure 4.14 and the three-sided square at
point G. (It can be shown [Harr, 1962, p. 84] that a five-sided square designates a point of turbulence.) With
continued subdividing into smaller squares, the deviations, in the limit, act only at singular points.
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1. Draw the boundaries of the flow region to a scale so that all sketched equipotential lines and
streamlines terminate on the figure.

2. Sketch lightly three or four streamlines, keeping in mind that they are only a few of the infinite
number of possible curves that must provide a smooth transition between the boundary stream-
lines.

3. Sketch the equipotential lines, bearing in mind that they must intersect all streamlines, including
boundary streamlines, at right angles and that the enclosed figures must form curvilinear rectan-
gles (except at singular points) with the same ratio of As/As along a flow channel. Except for partial
flow channels and partial head drops, these will form curvilinear squares with Aw = As.

4. Adjust the initial streamlines and equipotential lines to meet the required conditions. Remember
that the drawing of a good flow net is a trial-and-error process, with the amount of correction
being dependent upon the position selected for the initial streamlines.

Example 10: Obtain the quantity of discharge, Q/kh, for the section shown in Figure 4.15.

Solution: This represents a region of horizontal flow with parallel horizontal streamlines between the
impervious boundaries and vertical equipotential lines between reservoir boundaries. Hence the flow net
will consist of perfect squares, and the ratio of the number of flow channels to the number of drops will
be N;/N, = a/L and Q/kh = a/L.

FIGURE 4.15 Example of flow regime.

Example 11: Find the pressure in the water at points A and B in Figure 4.15.

Solution: For the scheme shown in Figure 4.15, the total head loss is linear with distance in the direction
of flow. Equipotential lines are seen to be vertical. The total heads at points A and B are both equal to
2h/3 (datum at the tailwater surface). This means that a piezometer placed at these points would show
a column of water rising to an elevation of 2h/3 above the tailwater elevation. Hence, the pressure at
each point is simply the weight of water in the columns above the points in question: p, = (2h/3 + h,)y,,
P = (2h/3 + h; + Q) Y,

Example 12: Using flow nets, obtain a plot of Q/kh as a function of the ratio s/T for the single impervious
sheetpile shown in Figure 4.16a.

Solution: We first note that the section is symmetrical about the y axis, hence only one half of a flow net
is required. Values of the ratio s/T range from 0 to 1; with 0 indicating no penetration and 1 complete
cut-off. For s/T =1, Q/kh = 0 (see point a in Figure 4.16b). As the ratio of s/T decreases, more flow
channels must be added to maintain curvilinear squares and, in the limit as s/T approaches zero, Q/kh
becomes unbounded (see arrow on Figure 4.16b). If s/T = 1/2 (Figure 4.16c), each streamline will evidence
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FIGURE 4.16 Example 12.

a corresponding equipotential line in the half-strip; consequently, for the whole flow region, N;/N, = 1/2
for s/T = 1/2 (point b in Figure 4.16b). Thus, without actually drawing a single flow net, we have learned
quite a bit about the functional relationship between Q/kh and s/T. If Q/kh was known for s/T = 0.8 we
would have another point and could sketch, with some reliability, the portion of the plot in Figure 4.16b
for s/T = 0.5. In Figure 4.16d is shown one half of the flow net for s/T = 0.8, which yields the ratio of
N;/N, = 0.3 (point c in Figure 4.16b). As shown in Figure 4.16e, the flow net for s/T = 0.8 can also serve,
geometrically, for the case of s/T = 0.2, which yields approximately N;/N, = 0.8 (plotted as point d in
Figure 4.16b). The portion of the curve for values of s/T close to 0 is still in doubt. Noting that for s/T
=0, kh/Q = 0, we introduce an ordinate scale of kh/Q to the right of Figure 4.16b and locate on this
scale the corresponding values for s/T =0, 0.2, and 0.5 (shown primed). Connecting these points (shown
dotted) and obtaining the inverse, Q/kh, at desired points, the required curve can be obtained.

A plot giving the quantity of discharge (Q/kh) for symmetrically placed pilings as a function of depth
of embedment (s/T), as well as for an impervious structure of width (2b/T), is shown in Figure 4.17.
This plot was obtained by Polubarinova-Kochina (1952) using a mathematical approach. The curve
labeled b/T = 0 applies for the conditions in Example 12. It is interesting to note that this whole family
of curves can be obtained, with reasonable accuracy,* by sketching only two additional half flow nets
(for special values of b/T).

* At least commensurate with the determination of the coefficient of permeability, k.
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FIGURE 4.17 Quantity of flow for given geometry.

It was tacitly assumed in the foregoing that the medium was homogeneous and isotropic (k, = k,).
Had isotropy not been realized, a transformation of scale* in the y direction of Y = y(k,/k,)*? or in the
x direction of X = x(k,/k,)2 would render the system as an equivalent isotropic system (for details, see
Harr, 1962, p. 29). After the flow net has been established, by applying the inverse of the scaling factor,
the solution can be had for the anisotropic system. The quantity of discharge for a homogeneous and
anisotropic section is

_ | N
Q= kk, " (44)

e

We next introduce some powerful probabilistic tools.

* Here x and y are taken as the directions of maximum and minimum permeability.
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4.5 The Point Estimate Method [PEM]

4.5.1 One Random Variable

Many methods have been offered in the past to accommodate uncertainty. The most common, by far, is
to assign single-valued point estimates that reflect central tendencies or implied levels of conservatism.
Analyses are then reduced to deterministic treatments. More direct probabilistic methods employ Monte
Carlo simulations or truncated Taylor series (Harr, 1987). However, analyses rapidly become exceedingly
difficult, if not impossible, for these methods for any but a very few uncorrelated random variables. A
simple and very versatile procedure called the point estimate method is advocated by this writer and will
be developed in some detail. This method, first presented by Rosenblueth (1975) and later extended by
him in 1981, has since seen considerable use and expansion by this writer and his co-authors. The
methodology is presented in considerable detail in Harr (1987).

Consider y = p(x) to be the probability distribution of the random variable x, with expected value X
and standard deviation o. With analogy to Figure 4.7, we replace the load on the beam by two reactions,
p(-) and p(+) acting at x(-) and x(+), as shown in Figure 4.18.

y=p(x)
A

p(x)

= ™ X
p=) p(+)

FIGURE 4.18 Point estimate approximations.

Pleading symmetry, probabilistic arguments produce for a random variable x:

o(+)=r()=, (452)
x(+)=x +a[x] (45h)
x(—) =X —a[x] (45c)

With the distribution p(x) approximated by the point estimates p(-) and p(+), the moments of y = p(x)
are

Ely] = =p(-)v(-)+o(+)y(+) (46a)

ey = o)y (-) +p{+)y*(+) (46b)

where y(=) and y(+) are the values of the function p(x) at x(-) and x(+), respectively. These reduce to
the simpler expressions
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() +v() (472)

y= 5

- "

v(#)-v0) (47b)

Example 13: Estimate the expected value and the coefficient of variation for the well-known coefficient
of active earth pressure K, = tan?(45 — @/2), if E[¢] = 30°.

Solution: With the standard deviation of the ¢-parameter not given, we again return to Table 4.3, V(¢)
= 12%, and o[@] = 3.6°. Hence, @(+) = 33.6°, ¢(-) = 26.4°. Therefore, K,(+) = 0.29, K,(-) = 0.38, and
Equations (47) produce K, = 0.34, o[K,] = 0.05; hence, V(K,) = 13%.

Before proceding with functions of many random variables, we shall first consider regression and
correlation.

4.5.2 Regression and Correlation

We next study the functional relationship between random variables called regression analysis. It is
regression analysis that provides the grist of being able to predict the value of one variable from that of
another or of others. The measure of the degree of correspondence within the developed relationship
belongs to correlation analysis.

Let us suppose we have N pairs of data [x(1), y(1)], ..., [X(N), y(N)] for which we postulate the linear
relationship

y=Mx+B (48)
where M and B are constants. Of the procedures available to estimate these constants (including best fit
by eye), the most often used is the method of least squares. This method is predicated on minimizing the

sum of the squares of the distances between the data points and the corresponding points on a straight
line. That is, M and B are chosen so that

2 -
z(y—Mx—B) =minimum

This requirement is met by the expressions

M =Ny Tx3xy (49a)
N 5 x*-(3x)

B:ZXZZY‘ZXZZXV (49b)
N3 x*-(5x)

It should be emphasized that a straight line fit was assumed. The reasonableness of this assumption
is provided by the correlation coefficient p, defined as

cov[x, y]

"ol

(50)
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where o[x] and o[y] are the respective standard deviations and cov[x,y] is their covariance. The covariance
is defined as

cov X, y] Z[ y] (51)

With analogy to statics the covariance corresponds to the product of inertia.

In concept, the correlation coefficient is a measure of the tendency for two variables to vary together.
This measure may be zero, negative, or positive; wherein the variables are said to be uncorrelated, negatively
correlated, or positively correlated.

The variance is a special case of the covariance as

cov[x, x] = v[x] (52)

Application of their definitions produces (Ditlevsen, 1981) the following identities (a, b, ¢ are constants):

E[a+bx +cy] =a +bE[x] +cE[y] (53a)

v[a +bx +cy] = b2v[x] +c2v[ y] +2be cov[x, y] (53b)
cov[x,y] < o[x|d] ] (53¢)

v[a+bx +cy] :bzv[x] +c2v[y] +2be a[x]oM ) (53d)

Equation (53c) demonstrates that the correlation coefficient, Equation (50), must satisfy the condition

-l<p<+l (54)

If there is perfect correlation between variables and in the same sense of direction, p = + 1. If there
is perfect correlation in opposite directions (one variable increases as the other decreases), p = -1. If
some scatter exists, -1 < p < +1, with p = 0 if there is no correlation. Some examples are shown in Figure
4.19

We shall next present an extension of the above correlation methodology that will accommodate very
many random variables.

Suppose that 12 tests are performed and sample measurements of the three variables x,, x,, and X,
yield the values in columns so labeled in Table 4.6. Also shown are the sample expected values (X,)
obtained as

p=—10 X  p=08 X

FIGURE 4.19 Example of scatter and correlation coefficients.
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TABLE 4.6 Example of Extraction of Moments and Correlation Coefficients

Test Xy X, X3 dx, dx, dx, ds, ds, ds,
1 2 1 2 -525 -6.67 -492 -192 -18 -1.29
2 4 3 1 -325 467 592 -118 -130 -1.55
3 6 7 5 -1.25 -067 -192 -046 -019 -0.50
4 7 6 3 -025 -167 -392 -009 -046 -1.02
5 5 4 7 -225 -3.67 008 -0.82 -1.02 0.02
6 8 9 6 0.75 133 -0.92 0.27 037 -025
7 9 8 7 1.75 0.33 0.08 0.64 0.09 0.02
8 7 10 9 -0.25 2.33 2.08 -0.09 0.65 0.55
9 10 11 11 2.75 3.33 4,08 1.01 0.93 1.07
10 8 9 8 0.75 1.33 1.08 0.27 0.37 0.28
11 12 11 10 4.75 3.33 3.08 1.74 0.93 0.81
12 9 13 14 1.75 5.33 7.08 0.64 1.48 1.85
Expected value 7.25 7.67 6.92 0 0 0 0 0 0
Standard deviations ~ 2.73 3.60 3.82 2.73 3.60 3.82 1 1 1

1 12

X, =E[x] :7in, i=123 (55)
12 L

Columns labeled dx,, dx,, and dx; are mean-corrected; that is, the respective expected values have been
subtracted from the raw data,

dx, =x; —X;, =123 (56)

Designating the 12 x 3 matrix composed of the three columns (dx,, dx,, dx;) as D, the mean-corrected
matrix, and performing the matrix multiplication, D' is the transpose of the matrix D, produces the
symmetrical covariance matrix, C:

048 873  7.840
C= 1—11D'D =873 1297 12247 (57a)
H84 1224 1463

The elements on the principal diagonal, 7.48, 12.97, 14.63, are the respective variances of the variables
X1, X, and X3 Hence, the respective standard deviations are 2.73, 3.60, and 3.82.

0,=273  0,=360, 0, =382 (57b)

The off-diagonal elements are the respective covariances; for example, 8.73 = 0,0,p,,, Where p,, is
the correlation coefficient between the variables x, and x,. Hence, p,, = 8.73/(2.73 x 3.60) = 0.89. In
general, dividing a row and column of the covariance matrix by the corresponding standard deviations
produces the symmetrical correlation matrix, K, which for the example at hand becomes

[1.00 089 0.750
K=[089 100 0897 (58)
.75 089 1.00H
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It should be noted that the correlation matrix could also have been obtained directly from the raw
data, the columns of X, x,, and x; in Table 4.6. The respective standard deviations (o;) are given by (Note:
12 -1 =11):

12
1
o2

TP (x,-x)", =123 (59)

The last three columns of Table 4.6, labeled ds,, ds,, and ds, are standardized variates, obtained by
subtracting the expected values and dividing by the standard deviations, respectively; that is

ds, =~ (60)

Then, forming the 12 x 3 matrix D,, with the columns the same as the last three columns of Table 4.6,
the correlation matrix is obtained as

K :%D'D (61)

1 $T S

Thus, the data in Table 4.6 have been reduced to provide the expected values, standard deviations,

and correlation coefficients of the three uncertain variables. It should be apparent that the foregoing

concepts can be readily extended to m test results for n variables to produce the n x n correlation matrix

and the respective expected values and standard deviations of the n-variates. The coefficient in Equations
(59) and (61) would be 1/(m - 1). Computer software abounds that readily produces these results.

4.5.3 Point Estimate Method — Several Random Variables

Rosenblueth (1975) generalized his earlier methodology to any number of correlated variables. For
example, for a function of three random variables; say, y = y[x(1), X(2), x(3)]; where p(i,j) is the correlation
coefficient between variables x(i) and x(j) he obtained:

E[yN] = p(+ + +)yN(+ + +)+ p(+ + —)y“(+ + —)+... + p(— - —)yN(— - —) (62a)
y(t * i) = y[i(l) * a[xl], X(Z) * U[XZ], X(B) * a[x3] (62h)
p(+++)=p(---) :zi3 1+p(12)+ p(23) + p[31)

o+ =of--)= 2eoeh)-ofos -

oo -)=ol-+)= 2 o-ofid- o)+

©1999 CRC PressLLC



(o= )=l )= o)+ fed)- o] 620

where o[xi] is the standard deviation of x(i). The sign of p(i,j) is determined by the multiplication rule
of i and j; that is, if the sign of i = (=), and of j = (+); ()(j)) = ()(+) = ().

Equation (62a) has 22 = 8 terms, all permutations of the three +’s and —’s. In general, for M variables
there are 2M terms and M(M — 1)/2 correlation coefficients, the number of combinations of M objects
taken two at a time. The coefficient on the right-hand side of Equation (62c), in general, is (1/2)M.

Example 14: The recommendation of the American Concrete Institute (Galambos et al., 1982) for the
design of reinforced concrete structures is (in simplified form)

R=16D + 19L

where R is the strength of the element, D is the dead load, and L is the lifetime live load. If E[D] = 10,
E[L] = 8, V(D) = 10%, V(L) = 25%, p(D,L) = 0.75: (a) Find the expected value and standard deviation
of R for the case R = 1.61 + 1.9L. (b) If the results in part (2) generate a normal variate and the maximum
strength of the element R is estimated to be 40, estimate the implied probability of failure.

Solution: The solution is developed in Figure 4.20.

Generalizations of the point estimate method to more than 3 random variables is given by Harr (1987).
We next return to groundwater and seepage.

4.6 Method of Fragments

In spite of its many uses, a graphical flow net provides the solution for a singular problem configuration
only. Should one wish to investigate the influence of a range of characteristic dimensions (such as is
generally the case in a design problem) many flow nets would be required. Consider, for example, the
section shown in Figure 4.21, and suppose we wish to investigate the influence of the dimensions A, B,
and C on the characteristics of flow, all other dimensions being fixed. Taking only three values for each
of these dimensions would require 27 individual flow nets. As noted previously, a rough flow net should
always be drawn as a check. In this respect it may be thought of as being analogous to a free-body diagram
in mechanics, wherein the physics of a solution can be examined with respect to satisfying conditions of
necessity.

An approximate analytical method of solution, directly applicable to design, was developed by Pav-
lovsky in 1935 (Pavlovsky, 1956) and was expanded and advanced by Harr (1962, 1977). The underlying
assumption of the method, called the method of fragments, is that equipotential lines at various critical
parts of the flow region can be approximated by straight vertical lines (as, for example, the dotted lines
in Figure 4.22) that divide the region into sections or fragments. The groundwater flow region in the
figure is shown divided into four fragments.

Suppose, now, that one computes the discharge in the ith fragment of a structure with m such fragments
as

Q=—" (63)

where h; = head loss through the ith fragment, ®; = dimensional form factor in ith fragment, ®, = N/N;
in Equation (43). Then, as the discharge through all fragments must be the same,
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a)R=16D + 19L

R(ij) R(ij}
R(++): 366 1340
R(+-): 290 841
R(- +): 334 1116
R(--): 258 666

p(++) = 1/4 (1+p) = 0.44
p(+) = 1/4 (1-p) = 0.06
p(-+) = 1/4 (1-p) = 0.06
p(--) = 1/4 (1+p) = 0.44

V[R]=E[R*](E[R])* = 1000.06 -
(31.20) = 26.62

o[R]=5.16; V(R}) = 16.5%

1
P,=P[R>40]=_ -y [
y=PIR2401=5 W[ 5.16

40-31.20] _

Variable, 5 olx] x(+) x(-)

X

D 10| 1 11 9

L g8l 2 [10] 6
p(D,L) = +0.75

E[R]=R=XLR(ij)p(}j)
=0.44(36.6+25.8)+0.06(29.0+33.4)
=31.20

E[R']=ZR(ij)’ p(ij)
=0.44(1340+666)+0.06(841+1116)
=1000.06

% ~y[1.71] = 0.044 (Table3)

The exact solution is 0.043

FIGURE 4.20 Solution to Example 14.

whence
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FIGURE 4.22 Four fragments.

and

(64)

where h (without subscript) is the total head loss through the section. By similar reasoning, the head
loss in the ith fragment can be calculated from

h, = he, (65)
s

Thus, the primary task is to implement this method by establishing a catalog of form factors. Following

Pavlovsky, the various form factors will be divided into types. The results are summarized in tabular

form, Figure 4.23, for easy reference. The derivation of the form factors is well documented in the

literature (Harr 1962, 1977).

Various entrance and emergence conditions for Type VIII and 1X fragments are shown in Figure 4.24.
Briefly, for the entrance condition, when possible, the free surface will intersect the slope at right angles.
However, as the elevation of the free surface represents the level of available energy along the uppermost
streamline, at no point along the curve can it rise above the level of its source of energy, the headwater
elevation. At the point of emergence the free surface will, if possible, exit tangent to the slope (Dachler,
1934). As the equipotential lines are assumed to be vertical, there can be only a single value of the total
head along a vertical line, and, hence, the free surface cannot curve back on itself. Thus, where unable
to exit tangent to a slope it will emerge vertical.

To determine the pressure distribution on the base of a structure (such as that along C'CC" in Figure
4.25), Pavlovsky assumed that the head loss within the fragment is linearly distributed along the
impervious boundary. Thus, if h, is the head loss within the fragment, the rate of loss along E'C'CC"E"
will be

h
R=——™ 66
L+s"+g" (66)

Once the total head is known at any point, the pressure can easily be determined by subtracting the
elevation head, relative to the established (tailwater) datum.

Example 15: For the section shown in Figure 4.26a, estimate (a) the discharge and (b) the uplift pressure
on the base of the structure.
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Fragment Hlustrati Form factor, © (4 is head || Fragment Hlustrati Form factor, @ (4 is head
type ustration Joss through fragment) type ustration loss through fragment)
L L<2s: L
®=2In(1+L)
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H o=— v 2a
L22s:
_ Sy, L-2s
d>_21n(l+a)+——~T
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@ =1n [(1+ 55)0+ 35)]
oLk pa VI P
11 (D—?(E)s 1g. 4. + T
L<2s'+s™:
- by b
@ =1In[(1+ a,)(1+a”)]
where
pi LHo=s")
= 3
1 khy e <
I D= v (E), Fig.4.17 bre L_(sz'_s")
__2L
VI G
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b
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7 bh2s:
b ®=In(1+-3)
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FIGURE 4.23 Summary of fragment types and form factors.
Horizontal Horizontal

a >90° o =90° a <90°
(a)

—Vertical
1

Tangent :<—Venical

Surface

of i;gage
, 27
B <90° B =90° B >90° B =180° Drain

®)

FIGURE 4.24 Entrance and emergence conditions.

Solution; The division of fragments is shown on the figure. Regions 1 and 3 are both type Il fragments,
and the middle section is type V with L = 2s. For regions 1 and 3, we have, from Figure 4.17, with b/T
=0, &, = o, =0.78.

For region 2,as L = 25, @, = 2 In (1 + 18/36) = 0.81. Thus, the sum of the form factors is

>®=0.78+0.81+0.78 =2.37

and the quantity of flow (Equation 64) is Q/k = 18/2.37 = 7.6 ft.
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FIGURE 4.26 Example 15.

For the head loss in each of the sections, from Equation (64) we find

h,=h, :%(18) =591t

h, =6.1ft

Hence the head loss rate in region 2 is (Equation 65)

R= 61 =17 percent
36

and the pressure distribution along C'CC" is shown in Figure 4.26b.

Example 16*: Estimate the quantity of discharge per foot of structure and the point where the free surface

begins under the structure (point A) for the section shown in Figure 4.27a.

Solution: The vertical line AC in Figure 4.27a is taken as the vertical equipotential line that separates the
flow domain into two fragments. Region 1 is a fragment of type I1l, with the distance B as an unknown
quantity. Region 2 is a fragment of type VIl with L = 25 - B, and h, = 10 ft and h, = 0. Thus, we are led
to a trial-and-error procedure to find B. In Figure 4.27b are shown plots of Q/k versus B/T for both
regions. The common point is seen to be B = 14 ft, which yields a quantity of flow of approximately Q

= 100k/22 = 4.5k.

* For comparisons between analytical and experimental results for mixed fragments (confined and unconfined flow)

see Harr and Lewis (1965).
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FIGURE 4.27 Example 16.

— | ay=18.3 ft
10 ft i Eq. (4.72)

=70 Eq. (4.74)
hy=52.7 ft

| 1 |
50 55 60

(b)

|t = = —

> h

FIGURE 4.28 Example 17.

Example 17: Determine the quantity of flow for 100 ft of the earth dam section shown in Figure 4.28a,
where k = 0.002 ft/min.

Solution: For this case, there are three regions. For region 1, a type VIII fragment h, = 70 ft, cot a = 3,
hy = 80 ft, produces

Q_70-h, 80
X = In 67
k 3 80-h ©7)
For region 2, a type VII fragment.
Q_h’-4]
== 68
k 2L (68)

With tailwater absent, h, = 0, the flow in region 3, a type IX fragment, with cot 8 = 3 produces
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Q_2,
- = (69)

Finally, from the geometry of the section, we have
L =20-+cot A, ~a,| =20+380-a,| (70)
The four independent equations contain only the four unknowns, h, a,, Q/k, and L, and hence provide
a complete, if not explicit solution.

Combining Equations (68) and (69) and substituting for L in (70), we obtain, in general (b = crest
width),

b Ob of
= +h, - +h,q —h? 71
% cotp ¢ \/%Otﬁ H ()
and, in particular,
20 wo o
a,="—+80- 5 +80 —h? 72
2= 807 g o0 (72)
Likewise, from Equations (66) and (68), in general,
3,c0ta _ (n, -h)n hy (73)
cot B hy —h
and, in particular,
a, :(70—h) In 8(??h (74)

Now, Equations (72) and (74), and (71) and (73) in general, contain only two unknowns (a, and h),
and hence can be solved without difficulty. For selected values of h, resulting values of a, are plotted for
Equations (72) and (74) in Figure 4.28b. Thus, a, = 18.3 ft, h = 52.7 ft, and L = 205.1 ft. From Equation
(69), the quantity of flow per 100 ft is

Q=100x2x107® X% =1.22t3/min =9.1gal/min

4.7 Flow in Layered Systems

Closed-form solutions for the flow characteristics of even simple structures founded in layered media
offer considerable mathematical difficulty. Polubarinova-Kochina (1962) obtained closed-form solu-
tions for the two layered sections shown in Figure 4.29 (with d, = d,). In her solution she found a
cluster of parameters that suggested to Harr (1962) an approximate procedure whereby the flow
characteristics of structures founded in layered systems can be obtained simply and with a great degree
of reliability.
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(a) ®

FIGURE 4.29 Example of two-layered systems.

The flow medium in Figure 4.29a consists of two horizontal layers of thickness d, and d,, underlain
by an impervious base. The coefficient of permeability of the upper layer is k, and of the lower layer, k,.
The coefficients of permeability are related to a dimensionless parameter € by the expression

=~

tanrre= 2 (75)*
Lk

Thus, as the ratio of the permeabilities varies from 0 to oo, € ranges between 0 and 1/2. We first investigate
the structures shown in Figure 4.29a for some special values of €.

1. £=0. If k, = 0, from Equation (75) we have € = 0. This is equivalent to having the impervious
base at depth d,. Hence, for this case the flow region is reduced to that of a single homogeneous
layer for which the discharge can be obtained directly from Figure 4.17.

2. £=1/4.If k, = k,, the sections are reduced to a single homogeneous layer of thickness d, + d,, for
which Figure 4.17 is again applicable.

3. £=1/2. If k, = o0, £ = 1/2. This represents a condition where there is no resistance to flow in the
bottom layer. Hence, the discharge through the total section under steady-state conditions is
infinite, or Q/k;h = co. However, of greater significance is the fact that the inverse of this ratio
k.h/Q = 0. It can be shown (Polubarinova-Kochina, 1962), that for k,/k; — oo,

Q _ [k
Q. % 76
kh |k (76)

Thus, we see that for the special values of € = 0, € = 1/4, and € = 1/2 measures of the flow quantities
can be easily obtained. The essence of the method then is to plot these values, on a plot of k;h/Q versus
€, and to connect the points with a smooth curve, from which intermediate values can be had.

Example 18: In Figure 4.29a, s = 10 ft, d, = 15 ft, d, = 20 ft, k;, = 4k, = 1 x 10-3 ft/min, h = 6 ft. Estimate
Q/k;h.
Solution: For € = 0, from Figure 4.17 with s/T =s/d; = 2/3, b/T = 0, Q/k;h = 0.39, k;h/Q = 2.56.

For € = 1/4, from Figure 4.17 with s/T =s/(d, + d,) = 2/7, Q/k;h = 0.67, k;h/Q = 1.49.

For € = 1/2, k,h/Q = 0.

The three points are plotted in Figure 4.30, and the required discharge, for € = 1//7 tan-'(1/4)Y2 =
0.15, is k;,h/Q = 1.92 and Q/k;h = 0.52; whence

* Tris in radian measure.
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0.15 0.25 0.50

FIGURE 4.30 Example 18.
Q=052 x1x10%x6=23.1x 102 ft3/(min)(ft)

In combination with the method of fragments, approximate solutions can be had for very complicated
structures.

Example 19: Estimate (a) the discharge through the section shown in Figure 4.31a, k, = 4k, =1 x 103
ft/day and (b) the pressure in the water at point P.

Solution: The flow region is shown divided into four fragments. However, the form factors for regions
1 and 4 are the same. In Figure 4.31b are given the resulting form factors for the listed conditions. In
Figure 4.31c is given the plot of k;h/Q versus €. For the required condition (k, = 4k;), € = 0.35, k;h/Q =
1.6 and hence Q = (1/1.6) x 0.25 x 10-% x 10 = 1.6 x 10~ ft¥/(day)(ft).

The total head at point P is given in Figure 4.31b as Ah for region 4; for € = 0, h, = 2,57 ft and for €
= 1/4, he = 3.00. We require h, for k, = o; theoretically, there is assumed to be no resistance to the flow
in the bottom layer for this condition. Hence the boundary between the two layers (AB) is an equipotential
line with an expected value of h/2. Thus h, = 10/2 = 5 for € = 1/2. In Figure 4.31d is given the plot of
h, versus €. For € = 0.35, h, = 2.75 ft, and the pressure in the water at point P is (3.75 + 5)y, = 8.75y,,

The above procedure may be extended to systems with more than two layers.

Example 20: Given the weir section shown in Figure 4.32a. There are four random variables: the soil
permeability, the thickness of the pervious layer, and the effective depth of both sheetpiles. The coefficient
of variation for the soil permeability will be taken as 100%, with a mean value of 1 x 10-% cm/sec. A
coefficient of variation of 30% will be used for the sand layer thickness. A coefficient of variation of 15%
will be assumed for the depth of the sheetpiles. Determine the expected value and standard deviation
for the quantity of flow per unit of the section shown.

Solution: AB and CD in Figure 4.32a are taken as equipotential lines; hence, the flow regime is divided
into three regions or fragments. In general, with four variables, 16 permutations would be required;
however, as the form factors are not functions of soil permeability, only eight form factor terms are
necessary for this example.

Region 1 is a type Il fragment. This fragment contains both an impervious partial cutoff; say (s,) and
top blanket. The top blanket width of 10 feet is considered to be known in this example (no uncertainty).
The form factor is a function of the ratios of b and sl to the pervious layer thickness (T). These ratios
are entered in Figure 4.17 to determine the term 1/2¢ which is then used to calculate ¢. In the PEM the
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FIGURE 4.31 Example 19.

variability in sl and T are represented by two plus and minus terms. There are two b/T ratio terms (b/T,,
and b/T_) and four s/T ratio terms (s,/T,, s/T,, s,/T_, sJ/T_) used to determine the four form factors.
The corresponding PEM values for Region 1 are shown in Figure 4.32b.

Region 2 is a type VI fragment for which there are three variables. The corresponding PEM plus and
minus terms are shown in Figure 4.32c. For this fragment type the equation for the form factor is
dependent on the relationship between the length (L) and the sum of the partial cutoffs (s1 + s2). For

the present example the length is greater than the sum of the cutoffs. Thus, the following equation is
used (Figure 4.23):
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FIGURE 4.32 (A) Cross section for Example 20. (B) Region 1 variables and form factors.
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Type VI Fragment

S, =31,V = 15%, o =045 ft S1= 345 ft . =2.65 ft
a, =35ft a,, = 3455 ft a,. =3533ft
.ST2 =13 ft, Vs’ = 15%, g5, = 1.95 ft Sy, = 1495 ft S, =11.05 ft
a, =25 ft a,, =23.05 ft a, = 2695 ft
T =38 f1, Vp = 30%, o, = 114 ft T, =494 ft T.=26.6ft
L=25ft

L is always > S, + S,

@, =1n[(1 + S)/a) (1 + Sy/a)] + L_ig;')(_sz)

o 1+ 28)( - a2] B 19 o
o, =0722

@, , =0.651

®__, =0645

.. =0843

®_, =0851

o, =083

®___=0841

D Type Il Fragment

5, = 15 ft, V; = 15%, o5 = 2.25 ft
T =40 ft, V, = 30%, o, = 12 ft
b=0thus T=0

S, 1
=0332, —— =
T 20

+

S, 1
= 0245, — = 0.73
T 20

+

S, 1
oL = 0616, . =041
T 20

S, 1
= 0455, _—_ = 0.53
20

from Fig 4.17

S, =1725ft$, = 1275 ft

T,=52ft T =28ft

®,, =0.781

@, =0.685

@, =1220

&_=0943

FIGURE 4.32 (C) Region 2 variables and form factors. (D) Region 3 variables and form factors.
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The necessary eight form factors are shown in the f

Region 3 is a type Il fragment which consists of only a partial cutoff (s2). The graph in Figure 4.17 is
used again to determine the form factor based on the s,/T ratio. The plus and minus terms of the ratio
and the resulting form factors are shown on Figure 4.32d. As there are two random variables, only four
form factors are required for this fragment.

Figure 4.33 shows the summation of the appropriate ¢ terms. Equation (64) is then used to calculate
the quantity of flow for the sixteen permutations of plus and minus terms required for four random
variables. Whereas the coefficient of variation of the soil permeability was taken to be 100%, the plus
term is twice and mean value and the minus term is zero (Figure 4.34). Thus, half of the flow values will
be zero. The mean value for the quantity of flow is seen to be 23.62 cubic feet per day with a standard
deviation of 24.23 cubic feet per day. This results in a coefficient of variation of 102.6%.

Y® Terms
Sl SZ T d)l d)2 q>3 E(btﬁ
+ 676  .729 781  2.186
+ .641 722 781 2.144

. 651 685 2012
- 641 .645 685 1971
+ 962  .843 1.220 3.025
+ - 877 851 1220 2.948
- - 962 834 943 2739
- - 877 841 943 2.661

[ N L L o
1
o+ o+ o+
[=,}
~1
=2

FIGURE 4.33 Sum of form factors.

Example 21: Obtain the probability distribution of the quantity of flow for the weir in Example 20.

Solution:; With a coefficient of variation of 102.6%, the normal distribution would lead to the absurdity
of negative, P[Q < 0] = 17%, flow quantities! Consequently, the beta distribution will be used with a
lower boundary of zero. The upper boundary will be taken to be three standard deviations above the
mean. Thus, the bounds for the distribution are 0 to 96.32 cubic feet per day. The resulting distribution
is shown in Figure 4.35. This example illustrates the necessity of using the beta distribution rather than
the normal distribution when estimating the quantity of flow.

4.8 Piping: Reliability

By virtue of the viscous friction exerted on a liquid flowing through a porous medium, an energy transfer
is effected between the liquid and the solid particles. The measure of this energy is the head loss h between
the points under consideration. The force corresponding to this energy transfer is called the seepage force.
It is this seepage force that is responsible for the phenomenon known as quicksand, and its assessment
is of vital importance in the stability of structures founded in soils and subject to the action of flowing
water (seepage).

The first rational approach to the determination of the effects of seepage forces was presented by
Terzaghi (1922) and forms the basis for all subsequent studies. Consider all the forces acting on a volume
of particulate matter through which a liquid flows.

©1999 CRC PressLLC



kh

Q= Random Variables
p2s3

(thus 2° or 16 terms)

h=20ft

k=1 x10® amjsec = 2.83 fyday, V, = 100%, S, = 2.83 fyday

k, = 5.66 ft/day

16

k=00

k, (S, 8, T)

= 1_16 since all terms are taken to be uncorrelated

E[Q1 =Y, P, 0. P,
i=1
16
o =Y P, 05 - (EI0P)
i=1

S 8 T &k o 0}
+ o+ o+ o+ 51.950 2698.85
-+ o+ 4+ 52.627 2769.57
+ -+ o+ 56.431 3184.43
- -+ 4 57.258 3278.53
+ o+ -+ 37.421 1400.37
-+ -+ 38.399 1474.48
+ - -+ 41.329 1708.08
- - -+ 42.540 1809.69
+ o+ o+ - 0.0 0.0
-+ o+ - 0.0 0.0
+ -+ - 0.0 0.0
- -+ - 0.0 0.0
+ o+ - - 0.0 0.0
-+ - - 0.0 0.0
+ - - - 0.0 0.0
- - - - 0.0 0.0

¥ =377.955 18324.0

E[Q] = 23.62 ft’/day

X/16 = 1145.25

GZ = 114525 - (23.62)* = 587.24

o, = 24.23 f'/day

V, = 1.026 or 102.6%

FIGURE 4.34 Flow quantities.
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FIGURE 4.35 Beta distribution of flow quantity for Example 20.
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1. The total weight per unit volume, the mass unit weight is

yl(G +e)
1+e

ym:

where e is the void ratio, G is the specific gravity of solids, and y; is the unit weight of the liquid.
. Invoking Archimedes’ principle of buoyancy that a body submerged in a liquid is buoyed up by force
equal to the weight of the liquid displaced, the effective unit weight of a volume of soil, called the
submerged unit weight, is

nie-)

l+e (78)

Vo=V~ V1=

To gain a better understanding of the meaning of the submerged unit weight, consider the flow
condition shown in Figure 4.36a. If the water column (AB) is held at the same elevation as the
discharge face CD (h = 0), the soil will be in a submerged state and the downward force acting
on the screen will be

Fi=y LA (79)

where y; = Vi, — Y. Now, if the water column is slowly raised (shown dotted to A'B’), water will
flow up through the soil. By virtue of this upward flow, work will be done to the soil and the force
acting on the screen will be reduced.

A PB
A :
« ! h
> 7 Cy oD R
A B ,
®) v,
iTw
— Area, A
Water
column Screen R
@ Ym|}
Y

(@)

FIGURE 4.36 Development of seepage force concept.
3. The change in force through the soil is due to the increased pressure acting over the area or
Ft=hy,A

Hence, the change in force, granted steady-state conditions, is

AF =y! LA-hy, A (80)
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Dividing by the volume AL, the resultant force per unit volume acting at a point within the flow region is

R=yn =iy, (81)

where i is the hydraulic gradient. The quantity iy, is called the seepage force (force per unit volume). In
general, Equation (81) is a vector equation, with the seepage force acting in the direction of flow (Figure
4.36hb). Of course, for the flow condition shown in Figure 4.36a, the seepage force will be directed vertically
upward (Figure 4.36¢). If the head h is increased, the resultant force R in Equation (81) is seen to decrease.
Evidently, should h be increased to the point at which R = 0, the material would be at the point of being
washed upward. Such a state is said to produce a quick (meaning alive) condition. From Equation (81)
it is evident that a quick condition is incipient if

Y., _G-1

i :y =t (82)

cr

Substituting typical values of G = 2.65 (quartz sand) and e = 0.65 (for sand 0.57 < e < 0.95), we see that
as an average value the critical gradient can be taken as

i, =1 (83)
When information is lacking as to the specific gravity and void ratio of the material, the critical gradient
is generally taken as unity.

At the critical gradient, there is no interparticle contact (R = 0); the medium possesses no intrinsic
strength and will exhibit the properties of liquid of unit weight

[G+eO

1+e

Vq= (84)

Substituting the above values for G, e, and y = ¥, y, = 124.8 Ib/ft3. Hence, contrary to popular belief, a
person caught in quicksand would not be sucked down, but would find it almost impossible to avoid
floating.

Many hydraulic structures, founded on soils, have failed as a result of the initiation of a local quick
condition which, in a chain-like manner, led to severe internal erosion called piping. This condition
occurs when erosion starts at the exit point of a flow line and progresses backward into the flow region,
forming pipe-shaped watercourses which may extend to appreciable depths under a structure. It is
characteristic of piping that it needs to occur only locally and that once begun it proceeds rapidly, and
is often not apparent until structural failure is imminent.

Equations (82) and (83) provide the basis for assessing the safety of hydraulic structures with respect
to failure by piping. In essence, the procedure requires the determination of the maximum hydraulic
gradient along a discharge boundary, called the exit gradient, which will yield the minimum resultant
force (R,,;,) at this boundary. This can be done analytically, as will be demonstrated below, or from flow
nets after a method proposed by Harza (1935).

In the graphical method, the gradients along the discharge boundary are taken as the macrogradient
across the contiguous squares of the flow net. As the gradients vary inversely with the distance between
adjacent equipotential lines, it is evident that the maximum (exit) gradient is located where the vertical
projection of this distance is a minimum, such as at the toe of the structure (point C) in Figure 4.14.
For example, the head lost in the final square of Figure 4.14 is one-sixteenth of the total head loss of 16
ft, or 1 ft, and as this loss occurs in a vertical distance of approximately 4 ft, the exit gradient at point C
is approximately 0.25. Once the magnitude of the exit gradient has been found, Harza recommended
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that the factor of safety be ascertained by comparing this gradient with the critical gradient of Equations
(82) and (83). For example, the factor of safety with respect to piping for the flow conditions of Figure
4.14 is 1.0/0.25 or 4.0. Factors of safety of 4 to 5 are generally considered reasonable for the graphical
method of analysis.

The analytical method for determining the exit gradient is based on determining the exit gradient for
the type Il fragment, at point E in Figure 4.23. The required value can be obtained directly from Figure
4.37 with h,, being the head loss in the fragment.

1.0
§ 2.
0.8 ¥ bs
0.6 e
—
| & ™~
N
0.4 \\
0.2
0
0 0.2 0.4 0.6 0.8 1.0
Y
T

FIGURE 4.37 Exit gradient.

Example 22: Find the exit gradient for the section shown in Figure 4.26a.

Solution: From the results of Example 15, the head loss in fragment 3 is h,, = 5.9 ft. With s/T = 1/3, from
Figure 4.37 we have Is/h,, = 0.62; hence,

1, =082%%9 041 or Fs=y041=244
9

To account for the deviations and uncertainties in nature, Khosla, Bose, and Taylor (1954) recommend
that the following factors of safety be applied as critical values of exit gradients; gravel, 4 to 5; coarse
sand, 5 to 6; and fine sand, 6 to 7.

The use of reverse filters on the downstream surface, or where required, serves to prevent erosion and
to decrease the probability of piping failures. In this regard, the Earth Manual of the U.S. Bureau of
Reclamation, Washington, 1974, is particularly recommended.
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Glossary

Capacity The ability to resist an induced demand; resistance or strength of entity.

Coefficient of Permeability Coefficient of proportionality between Darcy’s velocity and the hydraulic
gradient.

Correlation Coefficient Measure of the compliance between two variables.

Demand Applied loading or energy.

Expected Value, Expectation Weighted measure of central tendency of a distribution.

Flow Net Trial-and-error graphical procedure for solving seepage problems.

Hydraulic Gradient Space rate of energy dissipation.

Method of Fragments Approximate analytical method for solving seepage problems.
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Piping Development of a “pipe” within soil by virtue of internal erosion.

Probability Quantitative measure of a state of knowledge.

Quick Condition Condition when soil “liquifies.”

Random Variable An entity whose measure cannot be predicted with certainty.

Regression Means of obtaining a functional relationship among variables.

Reliability Probability of an entity (or system) performing its required function adequately for a
specified period of time under stated conditions.

Standard deviation Square root of variance.

Variance Measure of scatter of variable.
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5.1 Introduction

The unsaturated zone, sometimes called the vadose zone, is the zone between the ground surface and the
water table. The term unsaturated zone is somewhat of a misnomer because the capillary fringe above
the groundwater or the rain-saturated top soil are portions that are saturated. For this reason some
authors (e.g., Bouwer, 1978) prefer the term vadose zone. The unsaturated zone is the hydrological
connection between the surface water component of the hydrologic cycle and the groundwater component
(Figure 5.1). The surface water component includes the precipitation as it reaches the land surface and
artificial water application such as irrigation, surface runoff, stream flow, lakes, and artificial impound-
ments. The rainfall may infiltrate and some of the surface water may percolate through the unsaturated
zone. Recharge of the groundwater usually occurs through the unsaturated zone. The unsaturated zone
may lose water through evaporation, evapotranspiration, and drainage.

The unsaturated zone plays a crucial role in the transfer of pollutants. Many constituents present in
the surface waters eventually find their way into the groundwater through the unsaturated zone.
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FIGURE 5.1 The unsaturated and saturated zones in the hydrologic cycle.

Accidental spills of chemicals, application of fertilizers and pesticides on the land surface, leaks from
gasoline storage tanks, septic tank drainage, and leaching from landfills are examples of anthropogenic
activities that contribute to the leaching of contaminants through the unsaturated zone into the ground-
water (see Chapter 2, Figure 2.22). Chapter 16 succinctly develops the multiphase, multispecies equa-
tions used to represent the soil, water, and air interactions in the unsaturated zone. Figure 16.1 shows
the principal contaminant sources and pathways in the soil-chemical system.

An introduction to water in the unsaturated zone is given in Chapter 1, Section 1.5. This chapter is
concerned with the movement of moisture in the unsaturated zone. It covers the conceptual aspects of
unsaturated soil water flow related to soil physical properties and soil water characteristics. In Section
5.2 we will deal with the soil physical properties, the soil hydraulic properties, and the choice of the
functional relationships used to describe the soil hydraulic characteristics. Additionally, we will present
some of the measurement and prediction techniques used for the estimation of the soil hydraulic
characteristics parameters. We will then address the conceptual aspects of the different unsaturated soil
water transfer equations used in subsurface hydrology (Section 5.3). An overview of the most significant
analytical solutions is presented in Section 5.4. The different empirical infiltration laws are discussed in
more detail in Chapter 6. Section 5.5 sets out the details of a new scaling approach of the water transfer
equation (Richards, 1931) and its implications for the soil characteristic scale parameters. Concluding
remarks will be given in Section 5.6.

5.2 Physical and Hydraulic Soil Properties

5.2.1 Soil Phases

Soils comprises three phases: the solid, the liquid, and the gaseous phases. The solid phase includes the
mineral particles of gravel, sands, silts, and clays. Gravel, sand and silt have a dense spherical or angular
shape. Clays have a plate-like structure (with dimensions between 1 and 2 pm) and their capability to
adsorb sodium or calcium controls whether they are dispersed or flocculent. Particle-size properties are
determined from the size distribution of individual particles in a soil sample. Soil particles smaller than
2 mm are divided into the three soil texture groups: sand, silt, and clay. Particles larger than 2 mm are
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FIGURE 5.2 Particle-size limits according to the USDA and ISSS soil classification schemes.

grouped into the gravel class. Figure 5.2 shows the particle-size limits according to the U.S. Department
of Agriculture (Soil Survey Laboratory Staff, 1992) and the International Soil Science Society (Yong and
Warkentin, 1966). Figure 5.3 shows the USDA soil textural triangle which allows the classification of soils
as a function of their particle-size distribution. For example, a soil consisting of 30% sand, 40% silt, and

A
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FIGURE 5.3 USDA soil textural classification chart showing the percentages of clay (below 2 pm), silt (2 to 50 um),
and sand (50 to 2000 pm).
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30% clay by weight is a clay loam. Another grouping is the Unified Soil Classification System (USCS). It
is based on the particle size, the plasticity index, and the liquid limit and is described in geotechnical
engineering texts such as Lambe and Whitman (1979). The mineral particles, along with the intercon-
necting pores, form the soil matrix. The solid phase may also include organic material such as peat.

The fluids in the soil comprise liquids and gases. The liquid phase usually consists of water that can
move through the pores of the soil. The water can include numerous dissolved minerals and organic
compounds. Other liquids may be present. They may be miscible or immiscible in water and generally
result from agricultural and industrial activities or accidental spills.

The principal component of the gaseous phase is air. Like water, air can also move through the soil
and contains other dissolved gases like water vapor and volatile components, usually of pollutants. The
principal characteristics of the unsaturated zone depend on the proportion of liquid and gas in the soil
matrix. In this three-phase system, water and air can flow simultaneously.

5.2.2 Physical Properties of Soils

Let Vg, V,, V,, V,, Mg, M), M, M, and W, W), W,, W, be the volumes, masses, and weights of solid, liquid,
gas, and total, respectively. Then the density of the solid particles (o), the dry bulk density (o), and the
porosity (€) are given by:

= S = S 1
P, v, v )
M, W
Py=" = (2)
VAR \YA
V +V -
e=_" g _Vt Vi 1 By 3)
Vt Vt ps

where g is gravitational acceleration (= 9.82 cm/s?). The particle density (ps) is normally assumed to be
equal to 2.65 g/cm3. The void ratio (e) is useful when V, is not constant due to swelling or shrinking and
is defined as:

e=—— =" (4)

Typical values of porosity and density of soils are given in Chapter 16, Table 16.2. A classification of
pores and typical pore volumes are listed in Tables 16.3 and 16.4. If the definition of Equation (3) is
applied to a very small elementary volume, the porosity would be equal to one if the element is centered
in a pore or would be equal to zero if the element is centered in the solid. The element under consideration
has to be equal to or larger than a minimum volume called representative elementary volume (REV) to
reach a stable value. The continuum approach is used in this chapter. That is to say, a representative
elementary volume is assumed such that the fluid flow can be represented as the product of a transfer
coefficient and an energy gradient. For a detailed discussion of the concept of the REV, see Bear and
Bachmat (1984).

When small stones and porous coarse fragments (diameter > 2 mm) occur in the elementary volume,
the whole soil dry bulk density (p,,) measured over the whole soil sample is different from the fine soil
dry bulk density. The correction formula is:
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where p, is the dry bulk density of the fine soil material; p, is the specific weight of the porous coarse
fragments; and a and S are the stone and porous rock weight fractions, respectively, of the whole soil
sample. The whole soil porosity (&,,) and the porosity of the porous coarse fragments (&) are then defined
as:

Pap

£, =1~ (6)
3

g =1-P @)
2

Dry bulk density and soil porosity are important soil morphological parameters because they are
closely related to soil structure. Hence, they influence the soil water transfer properties to a large extent.

5.2.3 Hydraulic Properties of Soils

Regardless of the scales involved, the soil hydraulic properties which affect the flow behavior are incor-
porated into two fundamental characteristics: (1) the soil water retention curve describing the relation
between volumetric soil water content and soil water pressure; and (2) the relation between volumetric
water content and hydraulic conductivity.

Soil water content. The soil water content can be expressed by mass (w) or by volume (6):

S S
VvV, wp
QZVI:Td (9)
t w

where p,, is the specific density of water (o, = 1 g/cm?). In most hydrologic applications, volumetric soil
water content is used in non-dimensional form : 68 = 6/6,, where 6 is the volumetric soil water content
at natural saturation. Due to air entrapment, water content at natural saturation (6) seldom reaches
saturation of the total pore space (¢), e.g., Rogowski (1971) gives 6 = 0.9 & Another commonly used
water content term is residual volumetric soil water content (8,). Conceptually, residual water content can
be associated with the immobile water present within a dry soil profile in films on particle surfaces, in
interstices between particles, and within soil pores. When volumetric water content is expressed as the
ratio to total pore space () it is referred to as the degree of saturation (S):

s= -9 (10)

Soil water pressure. Matric potential or capillary potential (@) is the measure of the energy status of
water retained in a soil by capillarity and surface adsorption (see also Chapter 1, Section 1.4). It is one
of the three prevalent components of total soil water potential (@) given by:
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where g is the gravitational potential and ¢ is the osmotic potential (e.g., van Bavel, 1969). The total soil
water potential (@) measures the energy per unit quantity (volume, mass, or weight) that is required to
move a small volume of water from a pool of water at a datum elevation and at standard atmospheric
pressure, to the soil at the point under consideration. The sum of the matric potential and the gravity
potential is often referred to as the hydraulic potential. When there is a density gradient of dissolved
substances it is necessary to add an osmotic potential. Following the International Society of Soil Science
(Bolt, 1976) two other components can be included: the air potential (¢), and the envelope potential (@).
The air potential accounts for the difference in pressure that can exist between the air inside the pores
and the outside atmospheric pressure over the reference water. When the external pressure due to the
overburden is transmitted by the water envelope around the particles, the envelope potential can be
significant.

The potential can be expressed per unit volume, per unit mass, or per unit weight. If the potential is
expressed in terms of a volume, the units are joules per cubic meter, or equivalently in units of pressure;
newtons per square meter or pascals. If the potential is expressed per unit mass or per unit weight, the
units are joules per kilogram and meters, respectively. The latter option is conventionally used for most
hydrologic studies. When taken per unit weight, the gravity potential corresponds to the elevation head
and the capillary or matric potential corresponds to the soil water pressure head (h):

¢.=p,0h (12)

The pressure head h is positive below the water table and negative above it (see also Chapter 2, Figure
2.1). In the unsaturated zone the negative of the pressure is also called the matric suction or tension which,
hence, is expressed as a positive number. A fully detailed description of the different notations is given
by Kutilek and Nielsen (1994). In dry soils the pressure head can reach extremely high values; for
computational convenience its value is often expressed in the logarithmic mode:

pF = Iog‘h‘ (13)

The value of pF = 4.2 (i.e., a pressure head of 15,000 cm of water) is the threshold pressure value at
which plant transpiration can take place. This point, which is referred to as the wilting point, is usually
associated with the volumetric soil water content value 6, (van Genuchten, 1980).

Water retention characteristic. The variation of volumetric soil water content (6) with soil water suction
(h) is referred to as the water retention characteristic (h(6)). It describes the soil’s ability to store or
release water. The water retention characteristic is a highly nonlinear S-shaped curve. Figure 5.4 gives an
illustration of the typical behavior of the water retention characteristic. It clearly shows that the water
retention curve varies with soil structure. For sandy soils the shape of h(6) is characterized by a typical
step form; for clay soils, on the other hand, the water retention curve is rather steep. Hence, for identical
pressure head values clay soils measure generally higher water content values than sandy soils.

The characteristic curves may be different for drying (desorbing) and wetting (absorbing) soils. This
phenomenon, referred to as hysteresis, can roughly be explained by the ink bottle effect, namely, the fact
that the opening radius r at the top of any pore is generally smaller than the radius R of the main pore.
Following Laplace’s equation, the capillary rise in a tube of radius r is known to be inversely proportional
to the radius:

. 20, cos(w)

(14)
rgo,,
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FIGURE 5.4 Water retention and hydraulic conductivity curves of five different soil types measured in Senegal (Adapted from Hamon, G. 1980. Mise en

oeuvre et critique de méthodes de caractérisation hydrodynamique de la zone non-saturée du sol. Applications aux sols de culture du Sénégal. These Docteur-
Ingénieur, Université Scientifique et Médicale de Grenoble, France.).
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where o, is the liquid—vapor surface tension of water; and w is the contact angle between liquid and
solid (see also Equation (7), Chapter 1). At 20°C, with p,, equal to 1 g/cm? and w equal to zero, Equation
(14) is reduced to:

0149
r

h (15)

where soil water suction (h) and pore radius (r) are expressed in cm (e.g., Rose, 1966). Upon drying, the
pore remains full until the capillary rise surpasses 0.149/r. For wetting, the water starts filling the pore
when h drops to the lower value 0.149/R. The water content of the drying pore thus surpasses that of
the wetting pore causing the hysteresis. Theoretically, for a given soil geometry, it should be possible to
predict hysteretic effects from first principles. However, this problem remains largely unsolved, and our
rather sketchy understanding of soil structure suggests that only a few soil models will yield to this
approach. Instead, hysteresis in soils remains largely based on Poulovassilis’ (1962) analysis obtained by
applying the independent domain theory to soils (see also Topp, 1971; and Mualem, 1974). Parlange
(1976 and 1980) proposed an alternative theory which has proven to be extremely precise and robust in
spite of its operational simplicity. It requires only one boundary curve of the hysteresis envelope to predict
the other boundary and all scanning curves in between (see also Hogarth et al., 1988; Liu et al., 1995;
and Parlange et al., 1996). An example of a hysteresis-affected water retention curve measured on a
vertical soil column, is shown in Figure 5.5.

The phenomenon of hysteresis is more important for sands than for clay soils. Laboratory experiments
have clearly shown that hysteresis effects can be important for infiltration into soils with dry, nonuniform
initial water content profiles (Vachaud and Thony, 1971). However, its influence under field conditions
is often masked by heterogeneities and spatial variability.

Hydraulic conductivity. The isothermal hydraulic conductivity was originally introduced by Darcy
(1856) for saturated soils and extended to unsaturated soils by Buckingham (1907) and Richards (1931).
The hydraulic conductivity is a measure of the ability of the soil to route water. From a theoretical view
point K(6) can be expressed as:

i Pu8
K(6)=k i Keul©) (16)

where K is intrinsic permeability; k., (6) is relative water permeability (namely the ratio of the unsaturated
to the saturated water permeabilities), which varies from 0 for completely dry soils to 1 for fully saturated
soils; and p,, is the water viscosity. Equation (16) shows that the soil conductivity depends on the soil
matrix (k), the moving fluid (p,, and ), and the fluid content in the soil (k,,(6)). The dependence of
K on 8 is unaffected by hysteresis. The hydraulic conductivity at or above saturation (h = 0) is referred
to as the hydraulic conductivity at natural saturation (Kg).

When expressed as a function of the volumetric soil water content, the hydraulic conductivity function
K(0) is strongly nonlinear. Generally speaking, it behaves like a power function. For decreasing soil water
content, the hydraulic conductivity decreases rapidly. Figure 5.4 illustrates the typical behavior of hydrau-
lic conductivity. The hydraulic conductivity function depends highly on soil structure. For sandy soils,
the hydraulic conductivity at natural saturation (K) is usually higher than that for clay soils, even though
the porosity is higher in clay soils.

Besides the water retention and hydraulic conductivity functions, alternative combinations of soil
characteristics can be chosen to characterize the soil moisture behavior of soils, such as K(h) (e.g., Rijtema,
1965; Gardner, 1958), D(6) (e.g., Childs and Collis-George, 1950), and/or C(6) (e.g., Richards, 1931),
where D refers to diffusivity defined by D = K(B) dh/dBand C is specific capacity defined by C(6) = d&/dh.
Both functions, C(6) and D(0), will be addressed in more detail in Section 5.3.1. The quintessence is
that two soil characteristics are always required to model soil water movement in the vadose zone.
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FIGURE 5.5 Hysteretic water retention curves observed during constant flux infiltration. The boundary wetting and
drying curves are represented by the dotted lines. The measurements show the primary and secondary wetting curves.
(Adapted from Vachaud, G. and Thony, J. L. 1971. Hysteresis during infiltration and redistribution in a soil column
at different initial water contents. Water Resour. Res. 7: 111-127.)

5.2.4 Functional Relationships

In the past, many different functional relations have been proposed in the literature based on various
combinations of the dependent variables 6, h and K, and a certain number of fitting parameters (e.g.,
Gardner, 1958; Brooks and Corey, 1964; Brutsaert, 1966; van Genuchten, 1980; Haverkamp and Vauclin,
1981). Independent of the correct physical meaning of the fitting parameters, their values are submitted
to constraints imposed by the use of the transfer equations such as the Fokker Planck and/or Richards
equation (see Section 5.4 of this chapter). The most frequently used in the literature are the following
water retention and hydraulic conductivity expressions:
Water retention curves: The Brooks and Corey (1964) equation:

0 d

0-6, _h

L —r =z for h<h

6,-6, ph o i an
=0, for h, <hs<0

and the van Genuchten (1980) water retention equation:
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where the water pressure head (h) is usually taken as negative and expressed in cm of water; hy is the
Brooks and Corey pressure scale parameter; h, is the van Genuchten pressure scale parameter; and A, m,
and n are water retention shape parameters. The water retention shape parameters m and n are assumed
to be linked by

mzl—k?'" with n>k (19)

where k, is an integer value initially introduced by van Genuchten (1980) to calculate closed-form
analytical expressions for the hydraulic conductivity function when substituted in the predictive conduc-
tivity models of Burdine (1953) or Mualem (1976) (see Equation [32]). For the Mualem theory, parameter
k., takes the value k., = 1, and for the Burdine theory k,, = 2. For high pressure head values, the van
Genuchten water retention equation (Equation [18]) behaves like the Brooks and Corey equation (Equa-
tion [17]) with A = m n. However, it should be noted that this identity is only confirmed for soils with
shape parameter values m < 0.1 (for the case where the Burdine condition is used: k., = 2).
Hydraulic conductivity functions: The Brooks and Corey (1964) equation:

K Og-6 O
—= 0 (20)
KS S_el'l:l

and the van Genuchten (1980) hydraulic conductivity equation:

1% 0 id“g
K 06-6 [@ -6 ng
L-g%q H—B—Eﬁ—f il (21)
KS S_QI'DD D S_el'H DD
H U UH

where n is a conductivity shape parameter.

Through an extensive study, Fuentes et al. (1992) concluded that only the combination of the van
Genuchten water retention equation (Equation [18]), h(0), based on the Burdine theory (m = 1 — 2/n)
together with the Brooks and Corey conductivity equation (Equation [20]) stays valid for all different
types of soil encountered in practice without becoming inconsistent with the general water transfer
theory. This is due to the rather limiting constraint which exists for shape parameter m when using the
Mualem theory : 0.15 < m < 1. Even though the residual water content (6,) has a well-defined physical
meaning (see above in this section), the parameter 6, which enters in Equations (17) to (21) is somewhat
of a misnomer because it usually behaves as a pure fitting parameter without any physical meaning. For
practical purposes, it can easily be set equal to zero (Kool et al., 1987).

For modeling purposes the soil characteristic equations are often expressed in dimensionless form
(e.g., Haverkamp and Vauclin, 1979; Warrick et al., 1985). The following dimensionless soil variables are
used:

=9 p=h e k=K (22)
6, : K.

S

where the superscript * refers to the nondimensional form of the different variables.
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The use of Equations (17) through (21) combined with appropriate initial and boundary conditions
allows the description of water transfer in the vadose zone of soil in a fully deterministic way (e.g., in
the form of Richards [1931] equation, see Section 5.4). However, such a comprehensive approach has
its price in complexity, since it requires the determination of five unknown soil parameters:

* the two dimensionless shape parameters (m and n); and
* the three scale parameters &, h,, and K.

Both shape parameters are strongly linked to the textural soil properties, whereas the scale parameters
are related to soil structure.

Before going to the following Section on the measurements of soil characteristics, it is important to
underline two major difficulties in applying the foregoing formulism to field studies:

* The Equations (17) through (21) only refer to the capillary water retention and hydraulic con-
ductivity soil properties. Side effects due to macroporosity, such as soil cracks, root holes, worm
channels, and large pores formed for various biological or mechanical reasons, are not incorpo-
rated.

The soil characteristic equations only give “point” scale information (i.e., local scale) with a critical
scale area of 1 m2. Consequently, when dealing with the modeling of soil moisture dynamics at
field scales, there exists a clear mismatch between the scale at which the functional soil character-
istics are defined (and measured!) and the characteristic spatial scale for which models are trying
to make predictions.

5.2.5 Measurement of Soil Characteristics

Many experimental works have been devoted over the last decades to the development of measurement
techniques for estimating soil hydraulic characteristics. Roughly speaking, two categories of methods can
be distinguished for the determination of the unknown soil hydraulic parameters: (1) the measurement
techniques (direct or indirect) and (2) the predictive methods. The first category of techniques has been
developed mainly for the measurement of the soil hydraulic parameters at a local scale and is difficult
to apply over large areas. The second category is more flexible and could possibly be used at larger scales.
For that reason we have preferred to address the predictive methods separately in Section 5.2.6.

In general, the measurement techniques rely on precise and time-consuming experimental procedures
that can be categorized as being either laboratory- or field-based. While laboratory methods allow
accurate measurement of flow processes, they are performed on samples taken from the field, and as a
result, their representativity of field conditions can be questioned. The presence of aggregates, stones,
fissures, fractures, tension cracks, and root holes, commonly encountered in unsaturated soil profiles, is
difficult to represent in small-scale laboratory samples. Field techniques can be more difficult to control,
but they have the advantage of estimating in situ soil hydraulic properties that are more representative,
which is of considerable value in the subsequent use of the hydraulic information. Therefore it is desirable
to aim at field methods that can alleviate, to some extent, the time-consuming constraints.

Soil water content. Soil water content is determined using direct or indirect methods. Direct techniques,
such as the gravimetric method, involve the measurement of water losses through the process of evap-
oration or drainage. Chemical reactions can also be used to displace water. Indirect methods, such as
electrical or radiological techniques, estimate the physical properties of some factor known to have an
influence on soil water content. Then through a calibration procedure, these properties are related to
soil water content. A complete and detailed description of the different methods is given by Gardner
(1986).

1. Gravimetric method. This method usually involves the weighing of a wet soil sample, the removal
of water by evaporation through oven drying or microwave heating, and then the reweighing of
the dry sample. The soil water content is determined as the ratio of the net weights of the water
removed to the dry sample. A high accuracy in soil water content can be achieved by drying the
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soil sample until a constant weight is reached. Even though it is a destructive and time-consuming
approach, it is often used routinely because it does not require any calibration and it is easy to
perform.

2. Electrical resistance methods. Electrical resistance methods are based on the strong correlation
between the electrical resistance of a porous media and its water content. Two electrodes inserted
in a porous block made of a variety of material resistant to degradation once buried (gypsum,
nylon, fiber glass) are placed into the soil. Once equilibrium is reached (identical matric potential
for the porous block and the soil), the water content of the porous block is an indicator of the
soil water content. This nondestructive technique is affected by hysteresis; due to technical limi-
tations, only a drying calibration curve can be determined. The use of such techniques is highly
limited because of a reduced accuracy, especially for high water contents.

3. Neutron Thermalization. The basis of this method is the property of hydrogen atoms to slow down
and scatter fast, high-energy colliding neutrons. The successive collisions result in a loss of energy
until thermal equilibrium with the surrounding atoms is reached (thermalization). A source of
fast neutrons is lowered in an access tube. Through collisions with the hydrogen atoms, these
neutrons become thermalized. A counting system determines the concentration of thermal neu-
trons by calculating the number of particles emitted by the reaction of the low-energy neutrons
and boron trifluoride present in a detector. Through calibration, the counts of the thermal neu-
trons are transformed to a water content. This method is nondestructive, but it requires calibration
and its use is to be limited in the near future because of stricter environmental regulations. Another
limiting factor is the volume of measurement and its dependency on water content. Detailed
information on the error analysis in estimating soil water content from neutron probe measure-
ments is given by Haverkamp et al. (1984) and Vauclin et al. (1984).

4. Gamma rays attenuation method. This nondestructive method consists of measuring the attenu-
ation of intensity of a beam of gamma rays when crossing a soil column. The attenuation depends
on the soil constituents and bulk density. Measuring the attenuation at two different gamma ray
energies yields both the water content (6) and dry bulk density (p,). The apparatus includes a
source of gamma rays and a scintillator detector. An accurate calibration is required.

5. Capacitance method: time domain reflectometry (TDR) methods. These methods are based on the
measurement of the dielectric constant of the soil. Since the water has a very large dielectric
constant compared to that of the solid phase and that of air, it has a large influence on the dielectric
constant of the soil. TDR consists of measuring the transfer time of electromagnetic waves along
parallel metallic rods (two or more) of known length inserted in the soil:

C.=02r0 (23)
02 g

where C, is the relative dielectric constant of the soil; t,, is the wave travel time from the entrance
into the soil to the end of the rods; | is the length of the rods; and ¢ is the light velocity. The next
step is to calibrate the C, versus a known value of volumetric water content. The technique is
described in a comprehensive paper by Topp et al. (1980). Although the authors suggested that
the procedure is insensitive to variations in dry bulk density, temperature, mineral composition,
and salinity (i.e., one single calibration curve could be applied to nearly all soils), it is evident that
the sensitivity of the measurements depends on the dielectric constant of the material between
and/or around the wire probes (e.g., Knight, 1992). Thus, local nonuniformities due to small air
gaps or material of different density can cause significant errors in the measured water content
values. It complicates significantly the interpretation of the field water content measurements and
often requires site-specific calibration curves. Haverkamp et al. (1997a) proposed a procedure to
correct the apparent (i.e., TDR) soil water content values for the effects of air gaps, small stones,
and water-holding coarse fragments. The advantage of the TDR method is that it is nondestructive.
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Since the use of the neutron probe will be limited for environmental reasons, the TDR method is
becoming more and more a standard.

6. Remote sensing. Remote sensing involves measurements, usually from satellites or airplanes, of the
electromagnetic signature of a body or surface. For inferring soil moisture, measurements are
usually done in the visible, infrared, and microwave spectra. Microwave sensors are of increasing
interest since they measure the dielectric properties of a surface body without being affected by
cloud cover. Two microwave sensors are used: passive sensors, also known as radiometers, which
measure microwave emission, and active sensors or radars, which send a microwave signal and
measure its reflection. One major advantage of remote sensing is that it integrates soil moisture
over a certain area. However the measurements are limited to the very first centimeters of the soil
and are affected by surface roughness and vegetation density. The calibration procedure is
extremely difficult because of the temporal and spatial variability of ground measurement of soil
moisture.

Soil water pressure head. Depending on the pressure range measured, two different devices are most
widely used: tensiometers and psychrometers.

1. Tensiometers. A tensiometer is composed of a porous cup, a connecting tube or barrel, and a
pressure measuring device that can be a water manometer, mercury manometer, pressure trans-
ducer, or a vacuum gauge. The porous cup is filled with degased water and has to remain saturated
for the whole soil water pressure range. The porous cup and the surrounding soil are in hydrostatic
equilibrium, yielding then a measure of the soil water pressure. The use of tensiometers is limited
to pressure heads ranging from 0 to 800 cm. For higher pressures, the use of psychrometers is
recommended. A detailed description of the different types of tensiometers is given by Cassel and
Klute (1986).

2. Psychrometer. In this method, the soil water potential is related to the relative humidity defined
by the ratio of the water vapor pressure in equilibrium with the liquid phase (p) to the saturated
vapor pressure (p,) as:

RT, ,.Op 0

h= anH (24)

mol

where M, is the molecular weight of water, R, is the universal gas constant, and T, is the
temperature (Kelvin) of the liquid phase. Details about the thermocouple phsychrometer design
and functioning are given by Rawlins and Campbell (1986).

3. Other methods. Additional methods for measuring soil water potential include electric resistance
sensors, which can be gypsum, nylon or fiberglass. Once potential equilibrium is reached between
the resistance sensor and the soil matrix, the electric conductivity is measured and then trans-
formed to water potential through pre-established calibration curves. More methods, such as heat
dissipation, are described by Campbell and Gee (1986).

Hydraulic conductivity. Hydraulic conductivity is a soil characteristic that cannot be measured directly.
Unlike the water retention characteristic, which can be considered a quasistatic soil property, the hydraulic
conductivity function is always related to water movement into or through the soil. The transient and
steady movement of water in the unsaturated zone of soils depends to a large extent upon the pore
network resulting from the assemblage of soil particles and aggregates. This dependence of K(8) on the
pore-size distribution underlines the complicity that exists between the water retention and hydraulic
conductivity functions. It implies at the same time that the optimization of soil water characteristic
parameters over measured field data should be carried out simultaneously with a combined objective
function. As only very little information is available in the literature on this problem (e.g., Yates et al.,
1992), the authors believe that combined optimization of water retention and hydraulic conductivity
parameters is unfortunately seldom used in practice.
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In the following, three methods developed for in situ determination of hydraulic soil properties are
presented. The instantaneous profile method must be considered as a fixed ground based experiment,
while the two other methods, tension disk infiltrometer and pressure ring infiltrometer, can be looked upon
as mobile experiments. The two latter methods are based on inverse techniques. Inverse methods consist
of procedures that use solutions for a flow process inversely against observations of that process. The
hydraulic parameters are then estimated either via reorganization of the solution into an explicit expres-
sion, or numerical optimization. Numerical solutions usually have high computation overheads. A more
attractive approach is to use analytical solutions which can yield better appreciation of the role of the
different soil parameters interfering in the flow processes, and also require less computation. For a possible
successful application of inverse methods, it is crucial to describe the flow process as precisely as possible
and to control perfectly well the imposed initial and boundary conditions.

1. Instantaneous profile method. In field studies, the instantaneous profile method is a transient
method used to observe the natural water movement into the soil. During the time interval At =
t, — t;, the change per unit surface in the total water storage of the vadose zone (4S), from the
soil surface to the reference depth z,, (Figure 5.6), is calculated as:

Zm

AS(Z) =J'[6(z,t2)—6(z,tl)] dz (25)

0

A4S Evaporation

. Zero-flux
plane

A8 Drainage
FIGURE 5.6 Instantaneous profile method to estimate unsaturated hydraulic conductivity.

Without any water supply to the soil profile during the period [t;, t,], the storage variation
corresponds to the water volume drained across the z,, plane or evaporated (i.e., evapotranspira-
tion) through the plane z = 0, or even to a combination of both processes simultaneously. The
flow direction can be determined from the gradient of the measured profiles of hydraulic head
H(z,t). A negative gradient, dH/dz < 0, indicates a positive, or downward-oriented, water flux in
the Darcy’s law (see also Section 5.3, Equation [38]). This flux is associated with percolation or
drainage. A positive gradient, dH/dz > 0, corresponds to a negative or upward-oriented water flux
(Figure 5.6), associated with evaporation. A zero flux plane z, is defined when the hydraulic gradient
dH/dz = 0. During a redistribution, the zero flux plane moves downward.

To determine the mean water flux per surface unit, at any soil depth, q(z), it is possible to
integrate the mass conservation equation from the zero flux plane z, to the chosen depth z as:

-5 e
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where z, is the position of the zero flux plane averaged over the period [t,, t,]. The application of
Darcy’s law (Equation [38]) gives the hydraulic conductivity directly:

qlz
R @

The hydraulic gradient dH/dz in Equation (27) is the averaged value for the period At calculated
at the depth z.

2. Tension disk infiltrometer. A representation of three tension disk infiltrometers with 250, 80, and
48 mm diameter bases (after the design of Perroux and White, 1988) is shown in Figure 5.7. A
graduated reservoir tower provides the water supply; the bubble tower with a moveable air-entry
tube (C,) permits us to impose different boundary condition pressure head values at the cloth
base (with a mesh of 20 um). A thin layer of fine sand is placed over the soil surface to ensure a
good hydraulic contact between the disk and the soil. Cumulative infiltration, 1(t), is recorded by
measuring the water level drop in the reservoir tower (for the proper definition of cumulative
infiltration, see Section 5.3). The transient infiltration flux is then given by the derivative: q(t) =
di/dt. By the use of an inverse procedure, these flux data allow the calculation of the spot values
of hydraulic conductivity and sorptivity valid for the initial and boundary conditions chosen (for
the proper definition of sorptivity see Section 5.4). Under field conditions, the contact layer of
sand may be important. When this is the case, the water volume stored during the early stages of
infiltration can be significant. Noting |, as the water volume necessary to fill the sand layer over
the time period t, the infiltration measurements have to be corrected by the coordinate trans-
formation: (I - I;) and (t —tg,).

EI # Moveable air @ } !&I
Wi

entry tube (C1)

e
Bubble tower

Reservoir e : e
T | m h

i b

Di§c c2 . b
Msmbrane h2 :Lhz
o :

FIGURE 5.7 Tension disk infiltrometer. (Adapted from the design of Perroux, K. M., and White, 1. 1988. Design of
disc permeameters. Soil Sci. Soc. Am. J. 52: 1205-1215.)

In most cases slightly negative supply pressures are applied (Perroux and White, 1988), which
allow the determination of hydraulic conductivity values close to saturation representative for the
fine soil matrix without being biased by the possible influence of macroporosity. The fact that the
initial and boundary conditions are well controlled makes the disk infiltrometer experiments
particularly appropriate for data analysis through inverse procedures. The standard analysis uses
Wooding’s (1968) solution for three-dimensional steady-state infiltration valid for infinite time
and uniform initial conditions. Unfortunately, these conditions are seldom met in the field. In
order to overcome these limitations, a three-dimensional analytical solution of infiltration has
been derived (Smettem et al., 1994, Haverkamp et al., 1994), which allows the description of
transient three-dimensional infiltration behavior.
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3. Pressure ring infiltrometer. The pressure ring infiltrometer is formed by a metallic ring that is driven
into the soil to a given depth and connected to a reservoir system where the cumulative infiltrated
volume could be measured for constant or falling hydraulic head. The reservoir system has to be
adapted to the permeability characteristics of each soil. For soils with high permeability, water is
supplied to the soil surface at a constant head (H,) through the sealed top lid of a Mariotte bottle,
with a moveable air tube allowing a wide range of different head values H, to be applied. For soils
with low permeability, water must be supplied from a small capillary tube also acting as a mea-
suring burette. This tube can be positioned either horizontally for water to infiltrate at a constant
head, or vertically for water to infiltrate at a continually falling head. The cumulative infiltration,
I(t), is obtained from readings of the water supply tube. The saturated hydraulic conductivity is
then deduced from the cumulative infiltration measurements by the use of analytical infiltration
solutions developed for one-dimensional positive head infiltration subject to uniform initial
conditions (Elrick et al., 1995). As these conditions are rarely met under field conditions, the
results should be interpreted with caution. The initial condition is determined from undisturbed
soil water content samples taken near the single ring.

4. Other methods. Over the last decade the multistep outflow method has gained some interest in the
literature (e.g., Kool et al., 1987; Kool and Parker, 1988; Echings and Hopmans, 1993; van Dam
et al.,, 1994). It concerns a laboratory-based method which allows the estimation of the soil
characteristics by inverse modeling of a series of outflow experiments. For a successful application
of the inverse optimization procedure it is crucial to ensure the uniqueness of the solution;
consequently, various laboratory outflow experiments subject to different initial and/or boundary
conditions are generally required. The multistep outflow method becomes more and more time-
consuming as the number of unknown parameters to be determined increases. As for most
laboratory methods, the representativity of the results for field conditions is questionable.

5.2.6 Estimation Techniques of Soil Characteristics

As shown in the previous section, direct measurements, either in situ or in laboratory, may be extremely
time-consuming and expensive, in particular for large hydrological studies. Furthermore, it is extremely
useful to have efficient methods for estimating soil transfer characteristics in areas where the amount of
available information is limited. So many attempts were made at estimating soil characteristics from
readily available data, such as textural soil properties (namely, particle-size distribution, and porosity),
which are the most common measured soil data across the world. These relationships will be referred to
hereafter as pedotransfer functions. This approach can be extremely powerful since it can either be used
at the local scale using point textural properties or at the watershed scale, where textural information
has been aggregated (soil maps). However, these pedotransfer functions should be used with caution,
since they often rely on statistical regression equations which make them site (data) specific.

Water retention relation. In general three different approaches have been developed to predict soil water
characteristics from the particle size distribution: (1) discrete matric potential regression methods, (2)
functional regression methods, and (3) semiphysical approaches.

1. Discrete matric potential regression methods. In this approach, a multiple linear regression analysis
is conducted to relate specific potential to particle-size distribution, porosity, organic matter
content, and bulk density. These methods make no assumptions concerning the form of the soil
water retention curve. Gupta and Larson (1979) developed regression equations between specific
matric potential, particle-size distribution, and organic matter content. Rawls and Brakensiek
(1982) developed three regression models. The first uses particle-size distribution, organic matter
content, and bulk density as fitting variables. To improve these estimates, Rawls and Brakensiek
(1982) introduced soil water content values at —1500 kPa and —33 kPa, respectively, in the second
and third model. Tietje and Tapkenhinrichs (1993) as well as Vereecken et al. (1992), who tested
the point matric potential approach extensively, concluded that the discrete methods often give
poor results because the regression equations are usually based on measurements conducted on
disturbed soil samples, limiting their representativeness and applicability.

©1999 CRC PressLLC



2. Functional regression methods. In this approach, a preliminary shape of the soil water retention
curve is assumed (e.g., the Brooks and Corey function), and its parameters are derived through
fitting (e.g., Clapp and Hornberger, 1978; Bloemen, 1980; Vereecken et al., 1989; Wosten and van
Genuchten, 1988). The method is more adapted for unsaturated flow modeling since it gives a
continuous functional description of the water retention curve. McCuen et al. (1981) found that
the mean and standard deviation of the Brooks and Corey parameters (i.e., A and h,, of Equation
[17]) vary across soil textural classes. Cosby et al. (1984) extended this work and found that the
textural soil properties can explain most of the variations of these parameters. This led to the
development of regression equations between the mean and standard deviation of the soil hydraulic
parameters and soil textural classes (Table 5.1). Rawls and Brakensiek (1985) developed a set of
regression equations to estimate the water retention curve from particle-size distribution and
porosity (Table 5.2). Notwithstanding that most of these empirical models clearly show correlation
trends between water retention and textural/structural soil data, the application validity is in
general restricted to the soils tested for each study, hence, limiting the transportability of the
methods. The models present the advantage of easiness of use; however, when applied for predic-
tions, they give hazardous results with important errors on water content, especially in the wet
range of h(8), which is mostly due to the fact that the models fail to predict correctly the soil
structure related water content and pressure scale parameters (6; and hy, or hy).

TABLE 5.1 Regression Coefficients for the Brooks and Corey Parameters

Mean (p) Standard deviation (o)
W =c, +c,Cl +c,Sa + ¢,Si g =c¢, +c,Cl +c,Sa +¢,Si
Coefficients log (hye) /A 05 log (Ks) log (hy,) U 05 log (Kg)
C 15 3.10 505 -0.6000 072 02 823 o3
C, 0 0.157  -0.037 -0.0064 0.0012 0.0492  -0.0805 0.0011
[0 -0.0095 -0.003  -0.142 0.0126 0 0 0 0
[ 0.0063 0 0 0 -0.0026 0.0144  -0.0070 0.0032

From Cosby, B. J., Hornberger, G. M., Clapp, R. B., and Ginn, T. R. 1984. A statistical exploration of the relationship
of soil moisture characteristics to the physical properties of soils. Water Resour. Res. 20: 682-690.
Cl, Si, and Sa represent the clay, silt, sand fractions (%), respectively.

3. Semiphysical methods. In spite of the quite unsatisfying results obtained by the functional regression
methods (2) for the prediction of the water content (&) and pressure (hy, or h,) scale parameters,
these methods put in evidence the correlation trend between the shape parameters of the water
retention and cumulative particle-size distribution functions. This shape similarity formed the
main hypothesis for the few semiphysical models proposed in the literature (e.g., Arya and Paris,
1981; Haverkamp and Parlange, 1986). The model of Arya and Paris (1981), which is the most
commonly used, involves dividing the cumulative particle-size distribution function into a number
of fractions, assigning a pore volume and a volumetric water content to each fraction, and then
computing a representative mean pore radius (R;) and a corresponding water pressure head (h;)
value. They proposed the following nonlinear relationship to relate the pore radius (R;) to the
mean particle radius (Dpi ):

- .5
R=D Et[«»—enbi g (28)
- "8 % 8

where e is the void ratio; nb; is the number of particles in each size class; and o is an empirical factor

referred to as the tortuosity factor. The value of a was fixed at a = 1.38. Even though the parameter a
seems to vary close to an average value for a large range of particle radii (Dpi < 100 (um), many soils,
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TABLE 5.2 Regression Coefficients for the Brooks and Corey Parameters

Function Type!

exp(f) exp(f) ®) exp(f)
Regression Coefficients hpe A 6 Ks

C, 5.3396738 -0.7842831 -0.01824820 -8.968470
c, 0.1845038 0 0.00513488 -0.028212
C; 0 0.0177544 0.00087269 0

C, —-2.48394546  -1.06249800 0.02939286 19.523480
Cs 0.00213853 -0.00273493  -0.00015395 -0.0094125
Cs -0.61745089 0 0 0

C; 0 -0.00005304 0 0.00018107
Cq -0.04356349  -0.03088295  -0.00108270 0.077718
Co 0 111134946 0 -8.395215
Cyo 0.50028060 -0.00674491  -0.00235940 0

Cyy 0.00000540 0 0 -0.0000035
Ci, 0.00895359 0.00798746 0.00030703 0.0273300
Ci3 -0.00001282  —0.00000235 0 0.0000173
Cy -0.00855375 ~ -0.00610522  -0.00018233 -0.0194920
Cis -0.00072472 0 0 0.0014340
Cis 0 0 0 0

Cy7 0.00143598 0.00026587 0 -0.00298

* Functionf=c¢, +c,Cl+c;Sa+c,e+c; Cl2+¢c;Cle+c,Sa?+cgSae+cye2+¢,,Clez +
¢y Cl?Sa+c,, CI2€ + ¢, Cl Sa? + ¢,y CI? €2 + ¢, Sa? € + ¢4 CI? Sa? + ¢, Sa? €2, Cl represents
the clay fraction (5% < Cl < 60%), Sa represents the sand fraction (5% < Sa < 70%), and € is
porosity.

From Rawls, W. J. and Brakensiek, D. L. 1985. Prediction of soil water properties for hydrologic
modeling. Watershed Management in the Eighties. Proc. Irrig. and Drain. Div., ASCE, Denver,
Colorado

especially sandy soils, exhibit a large decline in the a value for the very fine particle class, and an o value
larger than 2 for coarse sand particle radius ranges. The fluctuation of a is mainly due to the fact that
the hypothesis of constant porosity (or void ratio) over the whole range of particle size classes is mostly
not verified. Figure 5.8 shows the evolution of a as a function of 6/6; calculated for more than 1000
soils taken from the two soil databases UNSODA (Leij et al., 1996) and GRIZZLY (Haverkamp et al.,
1997b). The second difficulty related to the use of the model of Arya and Paris (1981) is that hysteresis
effects are not taken into account. The cumulative particle-size distribution is unique for a given soil
and, hence, can only produce one associated water retention curve. The model has the advantage of
easiness of use.

The second semiphysical model was proposed by Haverkamp and Parlange (1986). Their method
allows the direct estimation of the parameters of Equation (17) for sandy soils without organic matter.
The predicted h(8) curve was then associated to the boundary wetting curve (BWC). Coupled with the
hysteresis model proposed by Parlange (1976), the full family of wetting curves can be predicted. For the
sake of simplicity, the authors assumed a linear relationship between the mean pore radius (R) and the
corresponding particle radius (D,):

R=)D, (29)

where y is an empirical packing factor to be determined through fitting from textural data. This method
presents the advantage of interpreting the cumulative particle-size distribution function in its continuous
form, however, it uses the extremely simple relationship between R and D, (Equation [29]) which is
perhaps valid for structureless soils such as pure sand soils, but which is certainly too crude for most
field soils. Moreover, and similar to all the other methods presented before, it requires some statistical
calibration for the estimation of y.
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FIGURE 5.8 Evolution of the tortuosity factor o of the Arya and Paris (1981) model as a function of 6,/6, calculated
for more than 1000 different soils.

In a very recent study, Haverkamp et al. (1997¢) proposed an improved physically based approach for
the estimation of water retention curve parameters from textural soil properties. The method relies upon
the concept of shape similarity and uses the method of geometrical scaling. The approach involves three
complementary steps: the first concerns the link between the main wetting branch of the water retention
curve and the cumulative pore-size distribution; the second step defines the relation between cumulative
pore-size and particle-size distribution functions; and the third entails the problem imposed by hysteresis.
The authors distinguish the difference between hydraulic pore radius and matric pore radius and take
into account the effect of tortuosity. Choosing the van Genuchten (1980) type function (Equation [18])
to describe the soil water retention curve, the cumulative particle-size distribution function, F(Dp), is
written in the form:

0
% with M =1-Ku (30)

where Dy is the particle-size scale parameter; and M and N are the particle-size shape parameters linked
to each other in a similar way as the shape parameters used for the water retention function (Equation
[19]). However, the value of ky, is not obligatory equal to k... The ratio k,/k,, is a function of tortuosity
and porosity. As cumulative particle size data are easily accessible under field conditions, the values of
D, M, and N are considered to be accessible from field measurements. The water retention shape
parameters m and n are then calculated from M and N through:

M = m(1+ pﬁ) and n=N (31)
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where pf is a tortuosity factor defined as function of ky,. The water retention scale parameter h, is
calculated from D,. A major advantage of the method is that it does not require calibration. The authors
tested the model on two extensive independent soil databases (UNSODA (Leij et al., 1996) and GRIZZLY
(Haverkamp et al., 1997b)) including more than 1000 soils. When compared with the other predictive
models described in this section, the results obtained by this physically based model show significant
improvement.

Table (5.3) is a summary of the mean soil characteristics found on the GRIZZLY database (Haverkamp
et al., 1997b) when fitting the measured h(8) points with the van Genuchten (1980) water retention
equation (Equation [18]) subject to Burdine’s condition (k,, = 2, Equation [19]). The values listed are
quite data specific and vary when using other databases such as that of Rawls and Brakensiek (1985).
However, an interesting point can be inferred from Table 5.3. It is obvious by looking at the clay fraction
and the van Genuchten shape parameter (n) that the textural soil properties affect mainly the shape
parameters, which agrees with the approach developed by Cosby et al. (1984), while the impact on the
scale parameters (65 and hy) is not as clear.

TABLE 5.3 Mean Soil Characteristic Parameters Found on the GRIZZLY Database Using van Genuchten Water
Retention Equation (18) with 6, = 0 and Subject to Burdine’s Condition (Equation [19] with k,, = 2)

Soil classes Clay fraction  Sand fraction Porosity 6, [y n
(USDA) (%) (%) cm’/cm?® cmd/cm?® cm

Sand 0 93 0.39 0.38 26.95 2.94
Loamy sand 2 80 0.39 0.37 35.85 2.32
Sandy loam 8 65 0.40 0.37 77.87 2.35
Silt loam 17 25 0.47 0.44 162.40 2.23
Loam 18 39 0.44 0.42 141.41 221
Sandy clay loam 19 53 0.41 0.36 163.62 2.20
Clay loam 32 28 0.44 0.43 75.87 2.12
Silty clay loam 34 13 0.48 0.46 83.91 211
Silty clay 48 4 0.52 0.49 122.09 211
Clay 58 10 0.50 0.48 139.57 2.09

Hydraulic conductivity relation. Methods used to estimate the hydraulic conductivity curve rely on
capillary model hypotheses. Most models proposed in the literature (e.g., Millington and Quirk, 1961;
Mualem, 1976) are based on the Burdine’s equation (1953) and make use of the water retention equation
h(®):

E O
0 A [
e
pB oh(@) O

K*:IG* e — (32)
oty O

where 8% and K *are the dimensionless water content and hydraulic conductivity, respectively, given by
Equation (22); and pp is a parameter generally associated with the effect of tortuosity. The differences
between the various models arise from the hypotheses introduced to describe the pore structure (i.e.,
tortuosity) and its interaction with the relative permeability Equation [16]). By the use of Equation (32)
the hydraulic conductivity curve shape parameter (i.e., p of Equation [20]) can be expressed as a function
of the water retention shape parameters (i.e., A or m of Equations [17] or [18], respectively) and the
tortuosity factor:
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2
n=;+2+pﬁ (33)

Different values of pS can be derived dependent on the capillary model chosen, i.e., Childs and Collis-
George (1950) used pfB = 0; Mualem (1976) pB3= 1/2; Burdine (1953) pf3 = 1; and Millington and Quirk
(1961) pB=4/3. Although these pB-values have to be interpreted with considerable caution (as they were
mostly based on pure intuition of the different authors combined with some subjective statistical anal-
yses), they definitely have the benefit of indicating the existence of some complicity between the shape
parameters of the water retention and hydraulic conductivity functions. The ideal case would be if the
pB-value could be individualized for each soil.

The scale parameter Kj is strongly related to soil structure. Among the different soil hydraulic char-
acteristic parameters the saturated hydraulic conductivity is the parameter which is the most influenced
by effects such as macropores, stones, fissures, cracks, and other irregularities formed for various bio-
logical and mechanical reasons. Hence, it is the parameter which is the most difficult to predict. The
models proposed in the literature either give estimations of the capillary conductivity value or are based
on site- and soil-specific databases. The results should therefore be considered with caution when applied
to field studies.

Mishra and Parker (1990) used the Mualem model (1976) with the van Genuchten water retention
function (Equation [18]) to obtain a closed-form expression of the saturated hydraulic conductivity:

(34)

where c, is a constant including the effects of fluid characteristics and the porous media geometric factor;
it has a value of 108 cm?/s when K is expressed in cm/s; h, is the van Genuchten (1980) pressure scale
parameter. The authors derived a similar predictive equation by the use of the Brooks and Corey (1964)
water retention equation (Equation [17]):

[Qs_er]zs 0 ﬁ
KS :ClTBﬁE (35)

where A and h, are the Brooks and Corey (1964) shape and scale parameters, respectively. Ahuja et al.
(1985) used the general Kozeny—Carman approach to determine the saturated hydraulic conductivity
from the effective porosity (¢ - 8):

K, :(:2[6—6?r]03 (36)

where ¢, is equal to 1058 cm/h when K is expressed in cm/h; and c, takes a value of 4 or 5.

Cosby et al. (1984) derived a statistical regression between the saturated hydraulic conductivity and
the clay, silt, and sand fractions of soil (Table 5.1). In a similar way, Rawls and Brakensiek (1989) presented
a statistical model using particle-size distribution and porosity (Table 5.2).

5.2.7 Spatial Variability of Soil Water Properties

The difficulty of parametrization of soil moisture dynamics lies in the characterization and understanding
of the different processes involved and the scale at which they take place: microscale, macroscale, and
megascale. As underlined by Kabat et al. (1997), water transfer in the vadose zone is characterized by
laminar flow with small mixing ratios, whereas atmospheric fluxes occur in the turbulent domain causing
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large mixing ratios, resulting in different characteristic spatial scales. There is an urgent need to charac-
terize and incorporate the spatial variability into current modeling approaches. The use of distributed
models can only represent explicitly heterogeneities of processes with a characteristic length scale larger
than the model grid size. This type of approach still uses some lumping at the grid level, and there
remains the problem of characterizing the variability at the subgrid level.

Water movement in the unsaturated zone is affected by intrinsic parameters such as soil characteristics
and by external factors such as rainfall and management practices. The movement is thus characterized
by a high spatial variability. It is important, concerning the concept of spatial variability, to separate the
concept of modeling of the unsaturated flow process and the parametrization of the soil hydraulic
characteristics. In addition to the obvious lack of theoretical knowledge of the behavior of the flow
equation in the unsaturated zone across temporal and spatial scales, the nonlinearity of the flow equations
adds also to the complexity of representing spatial variability. The validity of extrapolating concepts
developed at the local scale to larger scale may be questioned. A second major problem arises for the
model parametrization. Is there a physical meaning for a characteristic curve representing 1 km2 grid cell?

As mentioned earlier (Section 5.2.4, Equations [17] through [20]), characterizing soil properties
requires the determination of five unknown parameters: two shape parameters (i.e., m and n, or A and
n) and three scale parameters (6, Ks and hy or h,.). The shape parameters as shown by Haverkamp et
al. (1997c) are strongly linked to soil texture, while the scale parameters depend mainly on the soil
structural properties. Textural properties are characterized by a smaller underlying variability than struc-
tural properties. This is mainly due to the fact that anthropogenic factors, such as management practices,
have a much larger impact on structural properties than on textural properties. Thus, it would be expected
to be able to capture and determine the shape parameters A, m, and n (static characteristics), across
different scales by the use of pedotransfer functions. However, the scale parameters 65 and K (dynamic
characteristics) will unlikely be determined from textural information, especially for Kg, which is a driving
parameter for modeling surface and subsurface flow. It is furthermore indispensable to note that soil
characteristics have a meaning for capillary flow and that this concept will not hold in field conditions
where macropore and preferential flow may be present and prevail over capillary flow. Thus the use of
pedotransfer functions for estimating the dynamic parameters are doomed to fail. Haverkamp et al.
(1996) proposed an alternate method to determine the scale parameters by coupling the soil characteristics
with the unsaturated flow equation. This methodology, which will be presented in more detail in a later
section, consists in the upscaling of the transfer equation and the derivation of scale-invariant soil
parameters.

Another approach for incorporating spatial variability is the determination of effective parameters
which are supposed to be valid over a representative elementary volume (e.g., Woods et al., 1995).
However, because of the nonlinearity between soil water fluxes and the soil properties, and the extrap-
olation of theories developed at the local scale to large scale, the validity of the concept of effective
parameters can be questioned.

5.3 Conceptual Aspects of Unsaturated Soil Water Flow

For the following analysis soil water movement is supposed to be isothermal and one-dimensional,
whereas the influence of swelling and shrinking of the soil porous material is not taken into consideration.
For a more detailed description of water movement in swelling soils we refer to work published by Smiles
and Rosenthal (1968), Philip (1969a), Smiles (1974), Groenevelt and Parlange (1974), Sposito (1973,
1975a, b, ¢), Smiles (1995), and Gérard-Marchant et al. (1997). Moreover, the case of two-phase flow
will not be addressed in this study. Under general field conditions, the effects due to air displacement
can be considered negligible because of the large differences in dynamic viscosity. Only in particular
situations (such as flooding, storm rains, or stratified soil profiles) may air be not free to escape, resulting
in an increased air pressure ahead of the wetting front and, hence, in a reduced infiltration rate (see also
Peck, [1965a, b]; Brustkern and Morel-Seytoux, [1970]; Phuc and Morel-Seytoux, [1972]; Vachaud et al.
[1973]; Vachaud et al. [1974]; Starr et al. [1978]; and Touma et al. [1984]).
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5.3.1 General Flow Equations
For one-dimensional vertical flow the continuity equation takes the form:

9 __A (37)

ot oz

where 8 is volumetric soil water content; q is soil water flux; z is depth taken positive downward; and t
is time. Combined with the generalized Darcy’s law (1856):

oH
=-K|(0)— 38
9=-K(6) (38)
the soil water transfer equation can be written as:
00 0 D
= 39
L 9

where h is soil water pressure head relative to atmospheric pressure (h < 0); K is hydraulic conductivity
as a function of 6 and H is hydraulic head defined as:

H=h(6)-z (40)

For nonswelling soils the hydraulic head (H) represents the energy of soil water per unit of weight at a
given depth (z); the possible osmotic component which arises from the presence of solutes in the soil
water is neglected (see also Section 5.2.3). Equation (39) can be expressed as a 8-dependent equation by
introducing the concept of soil water diffusivity (Childs and Collis-George, 1950):

00 _ oL (,\06 0
e :E%)(G)E— K(G)E (41)
where D(0) is diffusivity defined by
o(6)=(6) 55 (42)

Equation (41) is generally known as the Fokker-Planck equation.
In a similar way Equation (39) can be expressed as a function of only soil water pressure head (h) by
introducing the concept of specific capacity:

CU?;% ﬂ% (43)

where C is specific capacity given by C(6) = d@/dh. Equation (43) referred to as the Richards (1931)
equation, is the one-dimensional, isothermal, unsaturated soil water transfer equation generally used in
vadose zone hydrology, especially when coupled saturated and unsaturated flow problems are considered.
The use of Equation (41) with volumetric water content () as independent variable, without doubt
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causes computational difficulties when applied to numerical simulation of water movement in regions
close to saturation.

The solution of Equations (41) and/or (43) subject to given initial and boundary conditions describes
the evolution of the water content profiles 6(z,t) as functions of depth and time. The initial condition
imposed on 6(z,t) is given by:

9(2,0) = 90(2) (44)

where 6, is the initial water content value; and the upper boundary condition on 6(z,t) is either the
Dirichlet concentration condition:

h(ot)=hy(t) andior 6(at)=6jt) (45)
or the Neumann flux condition:
0 ohOd
K -K F 0,(t) (46)

where h, is the surface soil water pressure, 8, is the corresponding volumetric soil water content, and q,
is the flux at the soil surface. Both values of h; and g, may be positive, zero, or negative.

5.3.2 Infiltration

Infiltration concerns the physical process of water entry into the soil through the surface. It is governed
by either the concentration type boundary condition (e.g., water ponding at the soil surface) or the flux
concentration type surface boundary condition (e.g., rainfall). For a nonuniform initial water content
profile, 6,(z), the one-dimensional cumulative infiltration (I) expressed in volume per unit surface is
defined by the integral of the flux at the soil surface:

It)= J’ql(f) dt (47)
For the particular case of infiltration under uniform initial conditions:

6(z0)=6, t=0 for 220 (48)

and constant surface boundary conditions:

G(O,t):el, z=0 for t=0

(49)
h(ot)=h, z=0 for t=0
the cumulative infiltration equation (Equation [47]) takes the form:
Zf
Ift) =Kt + J’[e(z,t) - 90] dz (50)
0
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where z(t) is depth of the infiltration wetting front; and K, is the hydraulic conductivity at initial water
content (8,). The constant water pressure value h, can be negative or positive equal to the ponded water
depth (hy,) imposed at the soil surface (h; = hy,; = 0).

Generally speaking, the time limits of cumulative infiltration are well defined:

Iiml(t):O and Iiml(t):oo (51)

tooo

The infiltration rate, g, at the soil surface is defined as g, = dI/dt with the time limits:

limo,(t)=c and  lima,(t) =K, (52)

where K, is the hydraulic conductivity corresponding to the surface boundary condition 8 = 6, and/or
h = h,; obviously, K, becomes equal to K, = K for 6, = 6 and/or h, = 0.

5.4 Analytical Solutions of the Unsaturated Flow Equation

Although the solution of the Richards (and/or Fokker Planck) equation under general initial and bound-
ary conditions can only be obtained through numerical simulation, exact analytical solutions under
idealized conditions are now available. As most of the numerical codes are now available from reliable
commercialized software packages (i.e., SWMS-2D, code for simulating water flow and solute transport
in variably saturated media*), we rather prefer to explore in this Section some aspects of the analytical
solutions. Good summaries of most of the numerical problems involved in solving Equation (43) can be
found in Vauclin et al. (1979) and Haverkamp and Vauclin (1979 and 1981). They carried out a systematic
comparative analysis of more than 40 numerical schemes based on the finite difference technique. Most
of the classical solutions used for the problem of linearization (time) and weighting (space) were studied
in terms of stability, convergence, and computational time. The results were compared to quasianalytical
and experimental solutions. As an example, Figure 5.9 gives the comparison between cumulative infil-
tration obtained experimentally and calculated by the various methods of estimating finite difference
interblock hydraulic conductivity values.

The mathematical difficulties associated with the analytical solutions for 6(z,t) and/or infiltration, can
be best discussed through the initial and boundary conditions given by Equations (48) and (49). The
constant pressure head (h;) can be chosen negative, zero, or positive. In this Section we only consider
the problem of constant pressure head infiltration. The flux condition is fully discussed in Chapter 6.
The concept of sorptivity is addressed in some detail because it represents an important integral variable
which links water retention and hydraulic conductivity characteristics. We then give a short discussion
of two positive constant head infiltration equations required for the last section dealing with the spatial
variability of water flow.

5.4.1 Constant Negative (or Zero) Pressure Head Condition at the Soil Surface

Different analytical solutions have been proposed in the literature (e.g., Philip, 1955 and 1957a; Parlange,
1971b and 1975; Philip and Knight, 1974; Babu, 1976; Parlange et al., 1982; and Broadbridge, 1990). A
good summary can be found in Parlange et al. (1996).

Without gravity effects. In our discussion we first consider the case where gravity effects can be ignored
(such as would be the case for horizontal infiltration). The water movement equation (Equation [41])
is then reduced to:

* US Salinity Laboratory, Agricultural Research Service, US Department of Agriculture, Riverside, Cal.
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FIGURE 5.9 Comparison between cumulative infiltration data obtained experimentally and calculated by different
numerical weighting modes of the interblock hydraulic conductivity values. (More details are given by Haverkamp
and Vauclin, 1979).
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o L. /.\000
=), o (53)
ot o D
subject to the conditions:
6(z0)=6, t=0 for 220
(54)

B(O,t) =6, z=0 for t=0
The partial differential equation (Equation [53]) along with corresponding initial and boundary condi-
tions can be reduced to an ordinary integral-differential equation by introducing the Boltzmann (1894)

similarity variable x; defined by x,(6) = z/tV%

6

J’ x(6)d6 = —20(9)0% (55)
subject to the condition:
o=6, for  x[g)=0 (56)
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Equations (55) through (56) are generally known as the similarity equation of Bruce and Klute (1956).
It shows that there exists a fundamental dynamic similarity between z and t associated with the solution
of the diffusivity equation (Equation [55]); it reveals that the advance of the normalized wetting front
is proportional to t'/2,

Integrating the Boltzmann transform from 6, to 8,, yields the cumulative infiltration equation:

I(t)=s,(6,6,) t (57)
where S,(6,,6,) is the sorptivity defined by:

6

5,(6,6,) = J x(6)de (58)

0

The sorptivity S;, which is clearly specific for the initial (6,) and boundary (6,) conditions encountered
during each infiltration event, characterizes the ability of the soil to absorb water in the absence of gravity.
It was initially presented by Green and Ampt (1911) and later coined by Philip (1957b).

Many solutions of Equation (55) have been proposed over time. One of the first reported in the
literature is that of Crank and Henry (1949). However, their iterative method suffered from slow con-
vergence and was often found slightly erroneous in the region close to initial water content 6,. To
overcome this problem Philip (1955) proposed a modified iterative procedure with the value of X, close
to 6, truncated at a fixed value calculated from an analytical inverse “erfc”-function. Even though the
procedure of Philip improved the solution of Crank and Henry (1949) with respect to the convergence
criterion, it still remained rather imprecise close to 8, and today this method is considered somewhat
tedious and rather imprecise for the calculation of sorptivity.

A different solution of Equation (55) was proposed by Parlange (1971a) who started with a slightly
modified version of Equation (53):

o

g (59)
0

Integration of Equation (59) is carried out iteratively in two steps yielding the relation for x,(6) and
hence z(6t) of the form:

xle)==" :,!me)de (60)
where Fp,(0) is given by:
°B gpg 0.
Dfdo-d6
Fon(6) = Jg il éﬁ (61)
" 0e |j/2
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Parameters 6, 6, and 6 are simply the integral variables. Equation (60) gives the moisture content
profile x;(6) directly for any soil once D(6) is known. Obviously, the approach can easily be extended
to the case where gravity is not negligible (Parlange, 1971b).

In a later article Philip (1973) used this iterative concept by reformulating the F-function as:

oo : %xl(e)de

F6)= af) ® (62)

Jm@we

0

where F(6) was referred to as the “flux-concentration” relation. Integration of Equation (59) after
substitution of Equation (62) yields the well-known equation of x;,(6):

6
2 ) .
X6 :7I—,d6 (63)
) 5,(6,6,)J F(6)
The substitution of Equation (63) into Equation (58) allows us to redefine the sorptivity expression as:

Sf(gpgg);zj[e_eo]D(e)dg (64)

0

Probably the best understanding of the structure of any solution of Equation (55) can be based on the
analytical expansion technique of Heaslet-Alksne (1961) which was applied by Parlange et al. (1992). A
good compromise for the F-function, which balances accuracy with simplicity (Elrick and Robin, 1981),
was given by Parlange (1975):

_ 2o-6,]
F(e)= 6,+6-8] (©)
resulting in the sorptivity equation used for most studies (e.g., Ross et al., 1996):
6
sf(el,eo):l[el+9—290]D(@d9 (66)

0

With gravity effects. For the case where the gravity effects cannot be neglected, the analytical solutions
are mostly expressed through the Fokker-Planck equation (Equation [41]). The infiltration solution of
Philip (1957a, b) which was originally developed for the surface boundary condition h, =0and 6, = 6,
is written in terms of a series expansion in powers of t'2 as:

2(6t) = x,(6)t2 + x, (6]t + x, (6) 2 +... (67)
where the first term, x,(6) embodies the influence of the capillary forces on the flow process, and the

following terms, e.g., x,(6) and x,(6), reflect the gravity effect on infiltration. Integration of Equation
(67) gives the cumulative infiltration equation, 1(t):

©1999 CRC PressLLC



1(t) = 5.(6,80)t% +[K, +5,(6, 6 )|t o) +... (68)

where the definition of S,(6,,6,) is given above by Equation (58) and:

5,(6,6,) = J’ x.(6)de (69)

Like the sorptivity (S,(6,,6,)) the second term (S,(6,,8,)) is specific for the initial and boundary conditions
encountered during each particular infiltration event. The third and higher terms of Equation (68) can
easily be calculated by transforming the time series expansion into a recurrence series as function of the
first and second term (Haverkamp et al., 1990).

In theory, the Philip infiltration equation is physically based which makes it suitable for the simulation
(a posteriori) of infiltration events once the soil characteristics are fully known. However, in practice,
when the solution is used for prediction purposes (a priori) some ambiguity exists over the correct
interpretation of Equation (68):

1. Though an accurate and simple estimation of sorptivity has been developed by Parlange (1975)
in the form of Equation (66), no simple approximation exists for the second integral term.
Generally, the value of S,(6,,6,) is associated to a constant A, calculated from curve fitting with:

It) = At +[K, +At (70)

over experimental cumulative infiltration data where A, is confined over the interval (Youngs,
1968; Philip, 1969b; Talsma and Parlange, 1972):

<21 0 (71

As Equation (70) neglects deliberately all higher-order terms (0(t*2)) of the original time series
expansion (Equation [67]), it is evident that the optimized values of A, and A, reflect to some
extent this truncation effect. Consequently, A, and A, are just specific ad hoc constants which
become rather delicate to compare with the physically defined integral parameters S,(6,,6,) and
S,(8,,8,) (Haverkamp et al., 1988).

2. Then, the definitions of S,(6,,6,) and S,(8,,6,) were originally developed for the case of infiltration
with negative or zero head surface boundary condition (h, <0 and 6, < 6,). For the case of positive
head infiltration (h, = 0 and 6, = &) the integrals S, and S, have to be reformulated. This can
easily be done for the sorptivity definition of S;:

Slz(hsurf’ho) = S12(95' 60) +2Kshsurf[95 - 60] (72)
where h, stands for the initial soil water pressure h(8,) and h,, is the ponded water depth imposed
at the soil surface. However, for the second integral term (S,) it is far more difficult to adjust
Equation (69).

3. Finally, the main problem for the application of the Philip (1957a) solution lies in the fact that
the time series of Equation (67) becomes divergent for large times no matter how many terms are
developed. Thus, the solution is only valid for a limited time range. The time limit is mostly set
at ty,,:
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5,(6,.6,)0
g%l g (73)

tgrav EK -K 0 H

a time for which the gravity forces are supposed to become predominant over the capillary forces
during the infiltration process (Philip, 1969b).

In order to overcome this time limit problem Parlange et al. (1982) developed a quasi-exact infiltration
solution of the Fokker-Planck equation (Equation [41]) valid over the entire time range t O [0,c0]. This
work made use of a special double integration procedure of the water transfer equation. In later studies
by Parlange et al. (1985) and Haverkamp et al. (1990), this infiltration solution which originally was
developed for a zero and/or negative surface head condition, was extended to a positive head boundary
condition (h, = 0). For the sake of brevity we will report more details on this solution in Section 5.4.2
dealing with positive head infiltration. To transform the positive head solution to a negative head solution
the value of hy, has simply to be set equal to zero and 6, has to be replaced by 6, when necessary.

5.4.2 Constant Positive Pressure Head Condition at the Soil Surface

Before discussing the quasi-exact positive head solution of Parlange et al. (1985), it is preferred to address
the somewhat simpler infiltration equation of Green and Ampt (1911); the latter solution which is widely
used for hydrologic studies will be used in Section 5.5 of this chapter to illustrate the scaling principles.

The hypotheses underlying the Green and Ampt approach for positive head infiltration assume a
nominal wetting front in the form of a step function with a one-point hydraulic conductivity function
(K(8) = K) behind the wetting front and a constant driving pressure (h,; — h;) pulling the wetting front
downward through the unsaturated zone; h; is a constant equivalent water pressure head at the wetting
front. The corresponding water retention curve takes the form of a step function with 8 = 6, for h < h;
and 6 = g, for h; < h < 0. In the original infiltration equation of Green and Ampt (1911), the initial value
of hydraulic conductivity (K,) was considered equal to zero. However, for hydrologic model studies this
condition is quite often not verified. Hence, we choose to present here the generalized Green and Ampt
infiltration equation with K, # 0 (e.g., Schwartzendruber, 1987; Ross et al., 1996):

)=k, [e 9”hsm 99)] |n§, [ Kt“K K] g -

K, K] g [6.-6][hu-he (0. 8] .

The corresponding infiltration flux (q,) at the soil surface can be solved by:

[6 o[-0, 8], %KS__KO—InH “KoH (75)
[K K] Ba-K, 0 &K, E@

Note that Equations (74) and (75) take the form of the classical Green and Ampt equations given in
Chapter 6 (Equations [20] and [21]) when K, is set equal to zero. When nonpositive constant head
infiltration is involved (h; < 0), Equations (74) and (75) can be applied equally well simply by replacing
the values of 6, and K¢ by 6, and K, and setting hy, equal to zero. Further details on the derivation of
the Green and Ampt equation can be found in Chapter 6.

Although Equations (74) and (75) are exact solutions of the Richards equation (Equation [43]) for
soils which correspond to the Green and Ampt configuration (hereafter referred to as “Green and Ampt”
soils), these conditions are seldom met in the field. For that reason, emphasis is given in the literature
to relating the value of h; in some theoretical way to more realistic soil hydraulic properties (e.g., Bouwer,
1964; Mein and Larson, 1973; Neuman, 1976). Even though the value of h, changes slightly with time
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during infiltration (Haverkamp et al., 1988), a good estimation of h; can be obtained from its short time
limit (Neuman, 1976) derived from the second-order sorptivity definition as given by Parlange (1975):

() (5, +6(n) ~26, K (n)

h‘(el‘e"):% 6.-6 K
el)E 1~ % H 1

h

Parameter h;(6,,6,) must be seen as the pressure scale parameter of the Green and Ampt water retention
curve. Equation (76) clearly shows the dependence of h.(8,,6,) on initial conditions (6,) and boundary
conditions (6,) encountered during infiltration; hence, all estimations which relate h;(8,,6,) in a statistical
way to purely textural soil data (such as is used by most pedotransfer functions [e.g., Rawls and Brak-
ensiek, 1983]), lead necessarily to erroneous results.

As the integral parameter h;(6,,8,) is properly defined only for Green and Ampt soils, it is preferable
to use the sorptivity concept instead (Equations [66] and [72]) when dealing with general field soils. For
a negative head surface boundary condition (h, < 0) the relation between h; and sorptivity is given by:

dh (76)

812(91' 90):2Ks[91_eo] hf(el' Q)) (77)

and for the positive head surface boundary condition (hg,; = h, > 0) by:

Slz(hsurf’eo) = 2Ks[hsurf _hf (95’ 90)] [ es - 90] (78)

Substitution of Equations (77) and (78) into Equations (74) and (75) allows the Green and Ampt
infiltration equation to be expressed in terms of sorptivity.

Parlange et al. (1982) developed a quasi-exact infiltration solution of the Fokker-Planck equation
(Equation [41]) valid over the entire time range t O [0,c0]. This work was concerned with a zero and/or
negative surface head condition (h; < 0). In later studies by Parlange et al. (1985) and Haverkamp et al.
(1990) this infiltration solution was extended to a positive head boundary condition (h, = hy,; = 0).
Without going into too much detail we will report here a concise description of the approach.

Considering the case of infiltration into a soil at a uniform initial soil water pressure, h, = h(6,)
(Equation [48]) from a surface boundary source at either a constant negative head (h, < 0) or a constant
positive head (h, = h,,; = 0), double integration of Equation (43) allows the expression of the water
content profiles, z(8,t), in the rigorous form:

© oy

fon)=2)+ f ol -k -[x(o)-x] *

(79)

where 8 is the integration variable; z is the depth of soil considered to be saturated when h, = 0; and
F(6,t) is the flux concentration relation defined for diffusivity and gravity-driven infiltration (see also
Equation [62]). Obviously, z, = 0 and 6 = 6,when h; < 0. Integrating z by parts from 6, to 6, yields then:

s

[ s 0 s [6_ 90] D(e)
Iit)-Kt|=h dé
L R e e(6a)Jo)-1<.] [ (0)-K]
For the integration of Equation (80), Parlange et al. (1982) introduced an integral soil parameter 3

expressed as function of conductivity and diffusivity. The relation was later slightly generalized by
Haverkamp et al. (1990) to:

(80)
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where f(0) is the purely diffusivity-driven flux concentration relation, F(8,0), given by Equation (65).
Obviously B is defined over the interval 0 < 3 < 1 and is a function of the soil type and governing initial
and boundary conditions. The lower limit B = 0 corresponds to the Green and Ampt type of soil in
which dK/d8 increases much less rapidly with 8 than the diffusivity, whereas the upper limit 3 = 1
corresponds to soils in which dK/d® and the diffusivity behave similarly. Following Equation (81),
parameter (3 is defined as a function of volumetric water content (8, < 6 < 6,); as a result, 3 is only
influenced by the surface boundary condition when 6, < 6 or h; < 0. Ross et al. (1996) showed that 3
is slightly affected by changes in the surface boundary condition 6,, especially when 6, stays close to 6,
(6, 2 0.75 ). The effect of the changing initial condition 6, is even more straightforward: obviously, 3
equals 1 for 8, = 0 (Equation [81]); it remains close to 1 for 6, < 0.25 6, and then decreases substantially
at the initial water content 6, = 0.25 6, (Ross et al., 1996).

The use of Equation (81) allows the solution of the integral term of Equation (80), resulting in the
following cumulative infiltration equation (Haverkamp et al., 1990):

£(6.6) 0, K, =K,0 (82)
|

()= onde 0] S g TR o

However, the cumulative infiltration (1) can only be calculated from Equation (82) once the corre-
sponding surface infiltration flux (g,) is known. The derivation in time of Equation (82) yields the
necessary flux/time equation, g,(t):

2h, K. [6, -6, s¢(6..6,) K,-K,O
K. -KiJt= fql—[Ks ] 3[1 A[k. -« ]Inmﬁ K, B
(83)
sfo.0)di-Ank[o-a], g -k,
G | SIEXT-

The infiltration solution given by the combined use of Equations (82) and (83) is valid over the entire
time range t O [0,e0] and is applicable for both positive negative head surface boundary conditions.
Although this solution is proven to be extremely precise, it is also admittedly cumbersome to apply. For
that reason Barry et al. (1995) presented an extension of foregoing infiltration solution which improved
the applicability of the approach by transforming the implicit combination of Equations (82) and (83)
into an explicit infiltration equation without affecting the precision.

5.5 Scaling Principles

In addition to the obvious lack of theoretical knowledge of the behavior of the flow equation in the
unsaturated zone across temporal and spatial scales, the nonlinearity of the flow equations adds also to
the complexity of representing spatial variability. There exists an acute disparity between the current
theoretical knowledge, characterization, and measurement of water movement in the vadose zone and
the characteristic spatial scales for which surface flux models such as SVATs and GCMs are trying to
make predictions.

Hence, there is an urgent need to assess the adequacy and usefulness of scale matching between the
different flow phenomena involved in the interactions between atmosphere, land surface, vadose zone,
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and aquifer. The correct specification of soil hydrological processes at small or large scales is directly
conditioned by the possibility of parameterizing soil water fluxes for the scales compatible with the grid
size of field scales involved. The efficiency of soil characteristic parameterization at different scales depends
on the clear definition of the functional relationships and parameters to be measured. The use of actual
technologies to characterize surface fluxes gives only local information and provides only an indication
of the underlying spatial variability of the different processes. For these multiple reasons, the input
parameters used in different modeling approaches bear little resemblance to those measured. Spatial
variability can be incorporated by the determination of effective parameters which are supposed to be
valid over a representative elementary volume (e.g., Woods et al., 1995). Some of these methods are based
on the use of pedotransfer functions which employ textural soil properties as principal input data. As
mentioned earlier (Section 5.2.7), textural properties are characterized by a smaller underlying variability
than the structural properties. The soil characteristic shape parameters (such as the water retention shape
parameter m and the hydraulic conductivity shape parameter r, Equations [18] and [20]), which are
strongly related to soil textural properties, could be determined from pedotransfer functions. However,
the description of water flow in the unsaturated zone requires not just the knowledge of the shape
parameters; information about the soil hydraulic scale parameters (such as the water content scale
parameter 6;, the water pressure scale parameter hy, and the hydraulic conductivity scale parameter K;)
is even more important. The scale parameters which imbed the dynamical properties of soils cannot be
determined just from soil textural properties. Any attempt to determine the soil scale parameters at
different spatial grid scales has to incorporate, in one way or another, the flow behavior of the soil at the
chosen grid scale. The nonlinearity between soil water fluxes and soil properties and the extrapolation
of theories developed at the local scale to large scales introduce inherent limitations. Hence, methods
which simply try to upscale the soil hydraulic characteristic scale parameters and then describe the flow
behavior with those aggregated soil characteristics do not take into account these nonlinearities and will
generally fail to predict the unsaturated flow behavior in a correct way. Because the knowledge of the
unsaturated flow behavior of a soil is of major importance for vadose zone hydrology, rather than the
knowledge of the hydraulic soil characteristics (which are nothing more than intermediate mathematical
functional relationships used to calculate the flow behavior), it would be more obvious to upscale the
transfer equation itself.

Basically, two categories of scaling techniques can be distinguished: physically based techniques such
as dimensional and inspectional analyses, and empirically based techniques such as the functional normal-
ization technique. A complete discussion of the different methods is given by Langhaar (1951) and Kline
(1965). As stated by Tillitson and Nielsen (1984), the former category allows one “to convert a set of
physically interrelated dimensional quantities into a set of nondimensional quantities which conserve
the original interrelationship for a system that manifests geometric, kinematic, or dynamic similarity”.
The scaling factors obtained through such dimensional analysis have definite physical meaning in terms
of the system being studied. On the other hand, the second category (i.e., functional normalization
analyses) derives scaling factors relating properties of the two systems in some empirical way. Most of
these methods (e.g., Miller and Miller 1955a, b and 1956; Reichardt et al., 1972; Simmons et al., 1979;
Warrick et al., 1977; Warrick and Nielsen, 1980; Nielsen et al., 1983) attempt to coalesce sets of soil water
characteristic curves into one reference curve on the base of simple geometric similarity and, hence, fail
a priori to scale the vadose zone flow behavior in a general way. For the sake of generality, it is evident
that the first category of dimensional and/or inspectional analyses is the most desirable and appropriate
for tackling the problem of scaling.

5.5.1 Scaling Infiltration

Dynamical analysis rests on the fundamental postulate that the invariance of a physical law under a series
of scale transformations implies the invariance of all consequences of the law under the same transfor-
mations (Birkhoff, 1960). Because the solution of the cumulative infiltration problem is simply a conse-
quence of the flow equation for a particular set of initial and boundary conditions, this postulate
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guarantees that the scaling factors obtained for the cumulative infiltration law apply equally for the flow
equation.
The following set of scale transformations is chosen:

* * *
z=a,z”, t=at’, 6O8=apf
t (84)
h=a,h*, K=a,K* C=aL”

where a,, a,, a,, a;, 0y, and a; = a,/a, are constant parameters which define, respectively, the nondi-
mensional variables z*, t*, 8, h*, K*, and C*. Substitution of these scaling factors into Equations
(43), (44), (45), and (46) allows us to express the flow equation (e.g., Richards equation) as a nondi-
mensional boundary-value problem. The particular values of the scaling factors a should reflect the effect
of the initial and boundary conditions on the values of the independent variable.

The first step of inspectional analysis is to select a quasi-exact solution of the infiltration problem. The
generalized positive head infiltration solution (Equations [82] and [83]) of Parlange et al., (1985a) is a
quasi-exact one-dimensional analytical solution which is valid for any soil type and over the complete
time range: t (J[0,c]. The obvious choice would be to apply the scaling analysis to this infiltration solution
(see Haverkamp et al., 1996). However, for the sake of brevity we choose here to illustrate the principles
of the dynamical scaling analysis on the Green and Ampt (1911) solution (Equations [74] and [75])
subject to initial and boundary conditions given by Equations (48) and (49) with h, = hy,; > 0. Even
though it is perhaps the least realistic infiltration equation among the many different analytical solutions
of one-dimensional infiltration presented in the literature, it is still an exact solution of the flow equation
for the particular case where soils are considered to behave like Green and Ampt soils. The scaling factors
which will be derived for the Green and Ampt equations (Equations [74] and [75]) apply equally well
to the generalized infiltration solution of Parlange et al. (1985a), (Haverkamp et al., 1996).

The second step of inspectional analysis (Sposito and Jury, 1985) consists of trying to define the scaling
factors a of Equation (84). To do so, the infiltration solution represented by Equations (74) and (75) is
expressed in a dimensionless form through the use of the following dimensionless variables:

[l —Kot] :Mm* (85)

¢, K.~ K|

812 (hsurf‘ 60) t*

t=
e [K, K|’

(86)

where Al™ is the dimensionless net cumulative infiltration; and ¢, represents a proportionality constant
which depends on the functional relationships chosen to describe the soil hydraulic characteristics. For
the case of the Green and Ampt configuration where the soil characteristics are simply defined as functions
of the soil structure-dependent scale parameters 6, h;, and K, the value of ¢, is equal to 2. From Equations
(85) and (86), the dimensionless infiltration flux at the soil surface is defined as:

dar* _q,-K,
dt* K=K,

S

Ag; = (87)

Substitution of Equations (85) through (87) into Equations (74) and (75) allows one to express the Green
and Ampt infiltration solution in the following dimensionless form:

©1999 CRC PressLLC



* * C D 2 *D
A =t* + P InO+= A0 (88)
2. 8¢ g

and

O O
2=t me g (89)

G Agy -1 H Ag-1f

The simultaneous use of Equations (88) and (89) reduces the infiltration problem to a dimensionless
boundary value problem valid for all soil types (obviously, still in the context of the Green and Ampt
concept), initial and boundary conditions. This dimensionless solution allows the straightforward deter-
mination of the specific scaling factors for cumulative infiltration (a,) and infiltration rate (a,). Choosing
the scaling factors o, and o in a way similar to the general scale transformations defined previously for
Equation (84):

[I - Kot] =a,A"  and [q1 —KO] =a,Aq; (90)

the scaling factors a, and a, can directly be calculated from Equations (85) and (86):

_ Si(hunt)

a, = (91)
¢,[K. — K|
2
a. = Sl (hsurf’eo) (92)
t 2
¢,[K, =Ky
The infiltration rate scaling factor oy, can then be determined from Equation (87):
_a _ _
a, _Z_[KS K] (93)

The key point illustrated by the foregoing analysis is that for any Green and Ampt soil the infiltration
behavior (cumulative and/or infiltration flux) is fully determined by only two scaling factors: a, (or a,)
and a,. Both parameters embody the effect of soil type, initial and boundary conditions. The dimen-
sionless invariant cumulative infiltration curve (A1*(@t™)) fixes the only dynamical similarity class for
which the physical system can be said to be macroscopically similar.

So far, the scaling factors a; and ay still exhibit the specific character related to the type of flow problem
analyzed (cumulative constant head infiltration). To bypass this specificity it is necessary to go down one
step in the hierarchy of the water movement problematic by establishing the set of basic scaling factors
which reduce the Richards equation (6(z,t)) rather than those which reduce the cumulative infiltration
equation I(t). This can be pursued by decomposing the specific infiltration scaling factors a; and a, into
the set of scaling factors a,, a,, dy, and a,. The determination of the conductivity scaling factor ay is
straightforward:

a, =a, =[K, -K,] (94)
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The introduction of the scaling factors a, and ay into the Richards equation (Equation [43]) gives the
identities:

a,=a, and a,=ag, (95)

By choosing the definition for the scaling factor ay as:
a, =[6, -6, (96)

the pressure scaling factor (a;) and thus the space scaling factor (a,) are defined by:

Slz(hsurf'eo)
c,[6. ~6,][K, K]

As the time and space scaling factors (i.e., a, and a,) are fully determined by the soil scaling factors
a,, oy, and ay, the soil water transfer equation can be transformed simply into a nondimensional form
by the use of only three scaling factors; these factors take into account the effect of soil type, initial and
boundary conditions giving the dimensionless form of the Richards equation (Equation [43]) the flexi-
bility to encompass the water flow behavior of diverse physical systems through the adjustment of
experimentally controllable parameters.

To make this inspectional analysis of the water transfer and/or infiltration equation useful for practical
application, the soil scale factors should be expressed in terms of the classically used soil characteristic
parameters contained in the expressions of h(6) and K(8) such as Equations (18) and (20). To do so, the
scaling factors a,, a;, and a, have to be stripped of initial and boundary condition effects. Letting A
stand for the fraction of o which is purely related to the soil characteristic, the different soil scaling factors
can be redefined as functions of the governing surface boundary condition (h, = hg):

a,=a, = 97)

-g.0
a, =2, % with 2, -0, (98)
o6 0
K -K. O
ay :/\KMD with A, =K, (99)
o Ko o
and
_ Hslz (hsurf’o) HE 95 Ks Sl2 (hsurf’ 90) H
a,=AG_, g « -k <2 0 (100)
5 5£(6..0) 5P 60 K. ~Ky si(n,,0)
with
s?(6,.0)
A = 101
"¢ BK (101)

For the definitions given above, the residual water content 6, is chosen equal to zero (Kool et al., 1987).
For the case of positive head infiltration, the effect of the surface boundary condition enters only through

©1999 CRC PressLLC



the definition of the pressure scaling factor a,. The second and third factors on the right-hand side of
Equation (100) represent, respectively, the correction for the surface boundary condition effects and the
initial condition effects.

Although the different sorptivity ratios which enter in the scaling factor a, (Equation [100]) are well
defined by Equations (66) and (72), it is preferable to simplify the definitions of a, to a maximum by
expressing the sorptivity ratios in terms of the scaling factors oy and a,. A precise estimation of the
sorptivity ratio S2(6.,6,)/S7(6,,0) is given by:

s(6.,6 - -
1( s 0) Des 90 Ks Ko (102)
s?(6,0) 6, K,

Using Equations (72) and (102), the expression for the positive head pressure scale parameter (a;) can
be simplified considerably:

a, O+ CiLKhm (103)

p dk

The foregoing equations (Equations [98] through [103]) are valid not only for the Green and Ampt
(1911) infiltration solution (Equations [74] and [75]), but for the generalized analytical infiltration
solution of Parlange et al. (1985), (Equations [82] and [83]) as well. For the particular case of Green and
Ampt soils, the scaling factors a;, and A, take the form:

K
ah :Ah + K SK hsurf
s ™o

with A, =-h, (104)
where h; is taken as a negative pressure head value.

The importance of this example to the Green and Ampt infiltration equation is that there exists a
unique dynamical similarity in the behavior of unsaturated soil water movement in Green and Ampt
soils when governed by the Richards equation. The infiltration behavior is defined by an invariant curve.
However, when the scaling analysis is applied on the generalized constant head infiltration solution
(Equations [82] and [83]) there exists, theoretically, no unique dynamical similarity in the soil water
behavior (Haverkamp et al. 1996). Instead there is a multitude of dynamical similarity classes depending
on the combination of soil type, initial and boundary conditions. In its most general form, the positive
and/or negative head infiltration behavior is defined by three infiltration scaling factors embodying the
effect of soil type, initial and boundary conditions. However, the nonuniqueness of the different similarity
classes was found to be very small, implying that for practical purposes the hypothesis of unique
dynamical similarity can be applied once the Green and Ampt equation is adapted to more general field
conditions.

The purely soil-related scaling factors A, A, and A, represent the soil-characteristic scale parameters
used by the soil hydraulic characteristic curves such as Equations (17), (18), (20), and (21). Considering
the water retention curve of Brooks and Corey (1964) substitution of A;,and A, into Equation (17) gives:

0 -A
o OnO
n? - for hsA
D, 2 “ (105)
=), for A, <hs0

and for the van Genuchten (1980) water retention curve:
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n)
0
0 (106)
[l

Substitution of A, and A, in the hydraulic conductivity equation (Equation [20]) of Brooks and Corey
(1964) yields:

K 0g rf
— =00 (107)
)‘K IEAH O

When describing unsaturated water flow subject to a given set of initial and boundary conditions, the
water flow behavior of the soil should be independent of the choice of the soil hydraulic functional
relationships. This can be guaranteed by applying the sorptivity criterion which imposes the sorptivity,
S,(6;,0) (Equation [66]) calculated by the use of the redefined water retention and hydraulic conductivity
equations such as is given by Equations (105), (106), and (107), and the sorptivity, S,(6;,0), expressed
as function of A, (Equation [101]) to be equal. Establishing this equality yields the correct c, value which
is specific for the functional relationship of h(6) chosen and guarantees the sorptivity criterion.

The values of ¢, calculated for the Brooks and Corey (1964) and van Genuchten (1980) water retention
equations are respectively:

2)\/7[)\:7 1]+A[2Ar] 1]

- -1+ 4o

and

RO i R i
P El nE /'(mn) (;7+m) B

E H

where I stands for the usual gamma function. Obviously, for Green and Ampt soils with the sorptivity
given by Equation (77), the particular value of ¢, is equal to 2. When dealing with general field soils, c,
is defined purely by textural soil parameters (Equations [108] and [109]). The values of m and n or A
and n can be determined by the use of pedotransfer functions (see Section 5.2.6) allowing the values of
¢, to be easily calculated.

The use of ¢, together with the Green and Ampt equation (Equation [88]) has the advantage of being
an invariant dimensionless infiltration curve valid for general field soils without being limited by the
hypothesis of the Green and Ampt configuration. The fact that the proportionality constant c, is pinned
down on the sorptivity expression which is valid for realistic soil hydraulic characteristics relations (such
as the van Genuchten and/or Brooks and Corey curves), guarantees a realistic description of the infil-
tration flow behavior as textural soil properties are taken into account. This result is illustrated by the
dimensionless cumulative infiltration curves (A1*@t™)) shown in Figure 5.10. The envelope of possible
similarity classes bounded by the two invariant solutions of the classical Green and Ampt equation (c,
= 2) and the Talsma and Parlange (1972) equation (valid for the Gardner [1958] soil) are presented,
together with the experimental constant head infiltration data given by Touma et al. (1984). The Green
and Ampt (Equation [88]) with c, calculated from equation Equation (109) gives good agreement with
the measured infiltration data.

(109)

©1999 CRC PressLLC



x experimental points

t*

FIGURE 5.10 Experimental (Touma et al., 1984) and predicted dimensionless cumulative infiltration curves: (a) the
classical Green and Ampt (1911) equation, (b) the modified Green and Ampt equation, and (c) the Talsma and
Parlange (1972) equation.

The experimental cumulative infiltration data together with the surface boundary condition (h,,) are
the only data supposed to be known from field measurements. The identification procedure aims to
determine the scaling factors a, and a, from these input data. Generally speaking, the optimization of
two parameters on a monotone increasing function (such as the cumulative infiltration curve) guarantees
a priori the uniqueness of the solution. Once the values of a, and a, are determined, the purely soil-
related scaling parameters A, A, and A, can be calculated (details of the identification procedure are
given by Haverkamp et al., 1996). Some of the results are illustrated in Figure 5.11. In the context of the
European international project on Climate and Hydrological Interactions between the Vegetation, the
Atmosphere, and the Land surface (ECHIVAL) an infiltration field experiment was carried out in the
desertification-threatened area of La Mancha (Spain). One hundred cumulative infiltration curves were
measured over an area of 100 km? with a grid mesh of 1 x 1 km. The results are reported in Figure 5.11a.
For each of the 100 curves the parameters a, and a, were determined by the use of the Green and Ampt
equation (Equation [88]) with ¢, = 2 and the Talsma solution (Talsma and Parlange, 1972). The scaled
results, 1”(t™), are given in Figure 5.11b, showing the unique similarity which exists for both infiltration
curves. All the 100 points fit each of the two infiltration curves perfectly well. It showed that with a
minimum of measurement points for I(t) precise information could be obtained on local soil hydraulic
characteristics and their possible variations (upper and lower limits). Large areas were surveyed in short
times. For example, the entire cumulative infiltration measurement campaign over the area of 100 km?
did not take more than three weeks.

The foregoing scaling concept is valid for any spatial grid scale provided that suitable scaling factors
can be measured and the soil is considered equivalent homogeneous for the grid scale involved. The
concept can be used for any flow equation. Although the details of the approach were discussed through
the infiltration law as flow equation, there are inherent limitations for using the infiltration phenomenon.
The characteristic grid size of infiltration is still rather small (in the order of 1 m?). When dealing with
hydrologic model studies the ideal choice would be to use the evaporation flux as a flow phenomenon
since its characteristic grid size is much larger (in the order of 1 km?).

5.5.2 Scaling Evaporation

An identical approach to that developed previously can be applied for evaporation using Salvucci’s (1997)
approximate exfiltration equation based on moisture profile similarity:
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FIGURE 5.11 Fan of 100 different cumulative infiltration curves measured over an area of 100 km? before scaling
(A) and after scaling (B). (Adapted from Haverkamp, R., Parlange, J.-Y., Cuenca, R., Ross, P. J., and Steenhuis, T.
1996. On the theory of scaling of the vadose zone water flow equation, in Scale Invariance and Scale Dependence in
Hydrology, G. Sposito (Ed.). Cambridge University Press, New York, (in press).)

e e 1
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K

(8)

% (110)
fe
subject to initial and boundary conditions:

(111)

where by analogy with sorptivity S,(6,,6,) is defined as the desorptivity (Parlange et al., 1985b); and f, is
the exfiltration rate. Note that for evaporation 6, < 6, . Even though Equation (110) does not assume a
sharp water content front in the drying soil, it is similar to the Green and Ampt infiltration (1911)
equation. Considering, for the sake of brevity, K, = 0 and ¢, = 2, the following dimensionless variables
can be defined:

K(6, SHEN
fe:(*°) and t :Aiigigﬁgt* (112)
f 2k (60
Equation (110) can then be written in the dimensionless form:
fX=t" +Inj1+f* (113)
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Because Equation (113) is identical to the Green and Ampt equation (Equation [88]) with ¢, = 2, the
scaling analysis explained previously can be applied to determine the invariant exfiltration curve. This
approach is extremely interesting since there are actually methods, such as remote sensing, that provide
areal averages of evaporation. It would then be possible from cumulative exfiltration (by analogy with
cumulative infiltration) to evaluate the exfiltration scaling factors. Once the desorptivity is converted to
sorptivity, the areal soil hydraulic scale parameters consistent with the flow process can be determined.

As new technologies such as Geographic Information Systems (GIS) and remote sensing are more and
more becoming standard tools for evaluating flow processes at various scales, this scaling methodology
proposes compatibility rules for combining different parameters and data sets, which is an aspect that is
often neglected in GIS operations (Band and Moore, 1995).

5.6 Conclusion and Perspectives on Future Research

This chapter is mainly concerned with the water transfer in the unsaturated or vadose zone. The con-
ceptual aspects of unsaturated soil water flow related to soil physical properties and soil water charac-
teristics have been presented. Different functional relationships to represent soil hydraulic characteristics
and different measurement and estimation techniques have been addressed. An overview of the most
significant analytical solutions and the most important physical infiltration laws are given. It has been
shown that the textural soil properties could give information regarding the shape parameters of the soil
hydraulic characteristics, and the scale parameters which imbed the dynamic characteristics of the soil
could only be determined if a flow equation is somehow considered. In this perspective, a new scaling
approach of the water transfer equation in the unsaturated zone has been given.

This new theory is based on the scaling of the unsaturated flow equation rather than on the scaling
of soil hydraulic characteristics. Following the postulate of invariance of a physical law and its conse-
quences under a series of transformations, it is shown that in general there exists no unique dynamical
similarity in the behavior of unsaturated soil water movement. A unique dynamical similarity is only
found for two particular soil descriptions: the Green and Ampt (1911) soil and the Gardner (1958) soil.
Both limit the envelope of possible similarity classes which exist for general field soils. However, when
modifying the Green and Ampt configuration by taking into account the effects of soil texture, an invariant
infiltration law can be determined which is realistic for general field soils.

This new approach offers a real alternative to classic estimation techniques of soil hydraulic charac-
teristics, which are virtually impossible to perform over a great number of grid locations over a catchment,
with a realistic use of resources in terms of time and costs. It is possible through quick infiltration
experiments to determine the dynamic characteristics of soils which are far more representative and
accurate than any estimate given from textural information such as pedotransfer functions. Furthermore,
the effects of preferential flow can be taken into account. The second major advantage of the scaling
approach is that it is compatible with the scale of measurement. Since this methodology can be applied
to any flow equation such as evaporation, it is possible through the use of remote sensing, which provides
realistic aggregated values of water fluxes, to tackle the mismatch that exists between the scale on which
current knowledge of vadose zone water transfer processes is based and the scale for which the water
budget models are making predictions.

For Further Information

Hillel (1980a, b) provided a comprehensive review on the fundamentals and applications of soil physics.
It is well written and readers friendly.

Kutilek and Nielsen (1994) put together a comprehensive review on soil hydrology. The work is an
excellent source of updated references.

Klute (1986) edited a monograph which provides a comprehensive review on methods of soil analysis.

Parlange et al. (1996) provided an excellent theoretical overview on infiltration and water movement in
unsaturated soils.
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Vauclin et al. (1979) provided a comprehensive study of the numerical solution of the infiltration
equation.

Sposito (1996) put together all the latest developments about scaling and invariance in hydrology (in
press).
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