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PREFACE

The original version of the present work appeared in 1943 under
the title Omkring sprogicorviens grundleggelse.* The pagination of
that edition is given at the left margin of this volume. The
English translation was first published in 1953 as Memoir 7 of
the Infernational Journal of American Linguistics (Indiane Uni-
" versity Publications in Anihropology and Linguistics). This second,
revised ~edition incorporates several minor corrections and

" changes that have suggested themselves in the course of discus-

sions between the author and the translator. For the develop-
ment of the theory in recent years, the reader may be referred
particularly to the author's study La siratification du langage,
reptinted in his Essais linguistiques (Travaux du Cercle linguis-
tiqgue de Copenhague, XII, Copenhagen, Nordisk Sprog- og
Kulturforlag, 1959), which include other articles on linguistic

. theory by the same a.uth_ér anda complete bibliography.

L. Hj.
F.J.W.

* Festskrifi udgivel af K gbenhavns Universitel i anledning af Universiletets Aars-
Jfest, November 1943, pp. [3]-[113]; also published separately by Ejnar Munks-

- - gaard, Copenhagen, 1043.
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¢ is no external accompamment It lies deep in the mmd of m z

5] 1. The study of language and the theory of language

L ang age—human speech—is an inexhaustible abundance of
prm nifold treasures. Language is inseparable from man and fol-
lows him in all his worksLAgnguage is the instrument with which
man forms thought and feeling, mood, aspiration, will and act,
the instrument by whose means he influences and is influenced,
~ the ultimate and deepest foundation of human society.}But it
is also the ultimate, indispensable sus‘?alﬁaer 0? the human indi-
vidual, his refuge in hours of loneliness, when the mind wrestles
with existence and the conflict is resolved in the monologue of
the poet and the thinker. Before the first awakening of our con-
sciousness language was echoing about us, ready to close around
our first tender seed of thought and to accompany us inseparahbly
through life, from the simple activities of everyday living to our
most sublime and intimate moments—those moments from
which we borrow warmth and strength for our daily life through
s that hold of memory that la.ngt:gj:tself gives us. But language
]
-a wealth of memories inherited by the individual and the tribdf a
v1gﬁ§,’nt Conscience that reminds and warnst And sﬁe'
distinctive mark of the personality, for good and 111 “the distine-
tur_é mark of home and of nation, mankind’s patent of nobility.
- So inextricably has language grown inside persomality, home,
nation, mankind, and life itself that we may sometimes be
tempted to ask whether language is a-mere reflexion of, or simply
is not all those things—the very seed leaf of their grow{tyh;-_\
- For these reasons language has attracted man as an object for
wonderment and for description, in poetry and in science. Science
has been led to see in language series of sounds and expressive

3



4 PROLEGOMENA TO A THEORY OF LANGUAGE

6] gestures, amenable to exact physical and physiological
description, and ordered as signs for the phenomena of
consciousness. It has sought in langu@rge through psychologi-
cal and logical interpretations, the ﬂgucluatlon olf the human
‘psyche and the constancy of human thought—the former in the
capricious life and change of language, the latter in its signs, of
which two kinds were recognized, the word and the sentence, the
palpa,ble symbols of concept and judgment respectively. Lan-
guage, conceived as &f}_gﬁ eystem a.nd as a stable entity, was
expected to provide the key to the system of human thought, to
the nature of the human psyche. Conceived as a super-individual
social institution, it was to contribufe toa charactenzatlon of
the nation. Conceived as a fluctuating and changing phenome-
non, it was to open the door to an underst ndlr}%\l‘)otlhof the
style of the personality and of the distant \lml ssitudes of bygone
generations. Language came to be looked upon as a key position
from which vistas might be opened in many directions.
Considered thus, language, even when it is the object of scien-
tific investigation, becomes not an end in itself, but a means:
means to a knowledge whose main object lies outside language it-
self, although it is perhaps fully attainable only through lan-

guage, and which can be gained only on other assumptions than ~

those implied by language. Here language is a2 means to tran
scendent knowledge (in the proper and etymological sense’of the
word transcendent), not the goal of an immanent knowledge Thue
the physical and physiclogical description of speech—sounds ea.s1l‘yf
degenerates into pure physics and pure physiology, and h’e psy- /
chological and logical description of signs (words and set tences) .
into pure psychology, logic, and ontology, so that the hﬁgulstlc?
point of departure is lost from view. This is confirmed by the‘,

experience of history. But even where this is not dqu ly the. #

case, still the physical, physioldgical, psychological, andbfloglcah
phenomena per se are not language itself, but only disconnected, ,
external facets of it, selected as objects of study, not for lan~,

guage’s sake, but for the sake of the phenomena towaréf whichl’;‘

]
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STUDY AND THEORY OF LANGUAGE 5

language is oriented. The same holds true when language is
further considered, on the basis of these descriptions, as a key
to the understanding of social conditions and to the reconstruc-
tion of prehistoric relations among peoples and nations,

This is not said to minimize the value of all these points of
view and all these efforts, but to point cut a danger: the danger

that in our z¢alous haste towards the goal of our knowledge we .

may overlook-the means. of knowledge—languege itself.
71 The danger is a real one because it is in the nature of
la,ngua,ge to be overlooked to be a means and not an end,
and it is only by artifice that the searchlight can be directed on
the means of knowledge itself. This is true in daily life, where
language norma.lly does not come to consciousness; but it is

that in addition to phllologymthe study of language and its
texts as a means to literary and historical insight—it must be
possible to have a linguistics, a study of language and its texts
as an end in itself. But it was a long way from plan to execution,
Once more, language disappointed its scientific suitors, What
came to make up the main content. of conventional lmgmstl
lmguistlg hi) oLy, and the genetic comparlson of languagesj

la,nguage, but rather a knowledge of h1stor1ca.1 and prehlstorlca,l
soc1al condxtlons a.nd contacts among peoples a knowledge ob-

compara.twe lmgms’ucs we often seem to be. studymg language xt-,

: self but that 1s an illusion. We are really studying the disiecte

membm of la.nguage, whlch do not permit us to grasp t the totahty
fha.t anguage is, We are studymg the physlcal and physmloglca.l
psychologlcal and logical, sociological and historical precipita-
tions of language, not language itself. -

To establish a true linguistics, which cannot be a mere an-

- .cillary or derivative science, something else¢ must be done. Lin-

gulstlcs must attempt to grasp language, not as a conglomerate
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of non-linguistic (e.g., physical, physiological, psychological,
loglcal socmloglcal) phenomena, but as a self-sufficient totality,
a structure sui generis. Only in this way can language in itself be
s@lg_q_tgglﬂtgﬁ.ﬁ.&?ﬂgﬁg _t}fféﬁft.mgpﬂt without again disappointing its
investigators and escaping their view.

In the long run it must be possible to measure the significance
of doing this by the repercussions that such a linguistics must
have on the various transcendent points of view—on the phil-
ologies and on what has till now been considered linguistics. In
particulag, through the theory of such a linguistics it should be
possible to provide a uniform basis of comparison between lan-
guages by removmg that provmmahsm in the formation of con-

cepts that is the pltfa,ll of the phllologlst ‘and thus eventua,lly to
eslablish a real and ratlonal genetic linguistics. In its more im-
mediate consequences, the significaiiee of such a linguistics
8] —whether the structure of language be equated with that
of reality or be taken as a more or less distorted reflexion
of it—may also be measured by its contributions to general
eplstemology S e
“What is requlred is the constructlon of a hngulstlc theory that
\will discover and formulate the-premisses of such a linguistics,
~estabhsh its.methods, and indicate its. pa,ghs.
"The present work constitutes the prolegomena to sucha thepry
The study of language, with its multifarious, essentially trans- *
_.cendent aims, has many cultivators; the theory of language, with
1ts purely immanent aim, few. In this connexion, the theory of .f
language must not bz confused with the philosophy of la,n%gage ¥

r

i

la

Like the history of ahy other dlsc1p11ne, the history of the study /
of language has w;Zlessed altempts to give phllosophlcal moti- ,}

ations for actual practlces of investigation, and, in conrgxexmn E*
with the interest in foundations that has been growing in rgcent ’
years, certain transcendent kinds of linguistics have beeny,pro- .

vided with their presumed systems of axioms.! At the sameltime,

[

1] ,eonard Bloomfield, “A set of postulates for the science of lanéuage” ¢

(Language I1, 1936, pp. 153-164).—Karl Bithler, Sprachtheorie, Jena, 1934. Id.,

i
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STUDY AND THEORY OF LANGUAGE 7

it is very seldom that these speculations of linguistic philosophy
assume such an apparently exact form, or that they are system-

. atically undertaken on any large scale by investigators with

sufficient preparation in both linguistics and epistemology. Most
of them can be relegated to the category of subjective specula-
tion, and therefore none of them has won much approval—except
perhaps temporarily, as relatively superﬁcml trends of fashion.
For this reason the history of linguistic theory cannot be wrltten
and its evolution cannot be followed—it is too dlscontmuous
Because of this s1tuat10n, attempts to form a I1ngu1stlc theory
have been discredited by many as empty philosophizing and
dilettantism, characterized by apriorism. The condemnation
seems even justified, since dilettantish and aprioristic philoso-
phizing has actually prevailed in this field to such an extent as
to make it difficult to distinguish, from the outside, between the
true and the false. A possible contribution of the present work

.should be to make clear that these characteristics are not an,

in}’zerengnecessity in any attempt at a linguistic theory. We shall ™)
best achieve this aim by forgetting the past, to a certain degree,
and by starting from the beginning in all cases where the past
has yielded nothing of positive usefulness. To a large extent we
shall build on the same empirical material as that investi-
gated in previous research, material which, in reinterpreted
form, constitutes the object of linguistic theory, We shall
gl explicitly acknowledge our indebtedness where we know
the results to have been reached by others before us. One
linguistic theoretician should be singled out as an obvmus

pioneer: the Swiss, Ferdinand de Saussure.? g
Preparatory work of essential importance to the linguistic
theory here presented was done in collaboration with certain
members of the Linguistic Circle of Copenhagen, notably with

“Die Axiomatik der Sprachwissenschaften” (Kentsindien XXXVIIL, 1933,

.bp. 19-90).

2 Ferdinand de Saussure, Cours de linguistique générale, publ. par Ch, Bally &
Alb. Sechehaye, Paris, 1916; 2nd ed., 1922; 3rd ed., 1931, 1049.
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H. J. Uldall, in the years 1934-1930. In the elaboration of some
of the basic assumptions of the theory the author profited from
discussions in the Copenhagen Philosophical and Psychological
Society and, besides, from a more detailed exchange of thought
with Jgrgen Jgrgensen and Edgar Tranekjer Rasmussen. The
responsibility for the present work is the author’s alone.

2, Linguistic theory and humanism jgb“

A linguistic theory which searches for the specific structure of /’D?
language through an exclusively formal system of premisses{’
must, while continually taking account of the fluctuations and
changes of speech, necessarily refuse to grant exclusive signifi-
cance to those changes; it must seck a_consfancy, which is not
anchored in some “reality” outside language—a constancy that
makes a language a language, whatever language it may he, and
that makes a particular language identical with itself in all its
various manifestations. When this constancy has been found
and described, it may then be projected on the “reality” outside *
language, of whatever sort that “reality” may be (physical, +
physioclogical, psychological, logical, ontological), so that, even
in the consideration of that “reality,” language as the central
point of reference remains the chief object—and not as a con-
glomerate, but as an orgamzed totality w1th hngulstlc structure .
as the__d_g}jljunatmg principle. B A A
““The search for such an aggregating and integrating consta.ncy
is sure to be opposed by a certain humanistic tradition Whlch “
in various dress, has till now predominated in linguistic jclence" '
In its typical form this humanistic tradition denies @ p#iosi the
existence of the constancy and the legitimacy of seeking:it: Acr‘
cording to this view, humanistic, as opposed to naturgi phe-!
nomena are non-recurrent and for that very reason canm t like® 4
atural plienomena, be subjected to exact and gend E;.hzmg.;
| treatment. In the field of the humanities, conse(}txently,
10]  there would have to be a different method—namely, mere ¥
description, which would be nearer to poetry ithan to(,
/ i

LINGUISTIC THEORY AND HUMANISM 0

exact science—or, at any event, a method that restricts itself to
a discursive form of presentation, in which the phenomena pass
by, one by one, without being interpreted through a system. In
the field of Aistory this thesis has been held as doctrine, and it
seems in fact to be the very basis of history in its classical form.
Accordingly, those disciplines that may perhaps be called most
humanistic—the study of literature and the study of art—have
also been historically descriptive rather than systematizing dis-
ciplines. In certain fields a tendency to systematize may be ob-
served, but history and, along with it, the humanities as a whole
still seem to be far from willing to recognize the legitimacy and

~ possibility of any such systematization.

A priori it would seem to be a generally valid thesis that for
every process there is a corresponding sysfems, by which the
process can be analyzed and described by means of a limited
number of premisses. It must be assumed that any process can
be analyzed into a hmlted number of elements recurring in
various combmatlons Then, on the ba.ms of thlS _analysis, it
should be p0551b1e to order these elements into classes accordlng
to their poss:b1ht1es of combmatmn And it should be further
p0351ble tosetup a general and exhaustlve calculys. of the possi-

: bIe combmatlons A history so established should rise above the

level of mere primitive description to that of a systematic, exact,
and generalizing science, in the theory of which all events (possi-
ble combinations of elements) are foreseen and the conditions
for their realization established,

It seems incontestable that, so long as the humanities have
not tested this thesis as a working hypothesis, they have neg-
. lected their most important task, that of seeking to establish the
Lumagmstxc studies as a science. It should be understood that the

Gl

descnptmn of humanlstlc phenomena must choose hetween, on
the one hand, poetic treatment alone as the only possible treat-
ment a.nd on the other han&, poctlc a,nd sc1ent1ﬁc treatment as

stood that the choice hitiges-on testmg the thesis that a process



10 PROLEGOMENA TO A THEORY OF LANGUAGE 7 ) LINGUISTIC THEORY AND INDUCTION i1

has an underlying system, over, in order to conform to its purpose, a ‘theory must be capa-

11] It would seem @ priori that language is an object on™ ble of yleldmg, in all its ‘applications, resultsl’ghat agree with so-
which this thesis might be tested with an expectation of Caﬂed (actual or presumed) emplrlcal data.

a positive result. A mere discursive description of linguistic Kt this point, CVEI‘X tg},COI')’ 18 .a(g,t?(},,wfl’th ,‘,BJ methodological re-

events cannot possibly arouse sufficient interest, and the need for i quirement, whose purﬁort ‘il have to'Be ‘Investigated by epis-

a supplementary, systematizing point of view has therefore al- |~ temology. Such an investigation may, we think, be omitted here.

ways been felt: behind the textual process have been sought a We believe that the requirement we have vaguely formu-

phonetic system, a semantic system, a grammatical system. But 12]  lated above, the requirement of so-called empiricism, will

be satisfied by the principle that follows. By this principle,
which we set above all others, our theory is at once clearly dis-
tinguishable from all previous undertakings of linguistic

until now, linguistic science, cultivated by philologists with a
transcendent ebjective and under the strong influence of a human-
ism that has rejected the idea of system, has failed to carry the

analysis through to the end, to make its premisses clear, or to ‘philosophy:

strive for a uniform principle of analysis, and it has therefore The description shall be free of contradiction (self-consisient), ex-
remained vague and sub]ectwe meta,physxcal and wstheticizing, . haustive, and as simple as possible. The requirement of freedom

to say nothing of those many occasions when it has entrenched ‘ Sfrom contradiction lakes precedence over the requirement of ex- Q
itself in a completely anecdotal form of presentation. " haustive descriplion. The requirement of exhaustive descriplion
- Tt is the aim of lmgulstm theory to test, on what scems a par- takes precedence over the requirement of simplicity. >

ticularly inviting object, the thesis that a process has an under-*
lying system—a fluctuation an underlying constancy. Voices*
‘raised beforehand against such an attempt in the field of the
humanities, pleading that we cannot subject to scientific ana,lysis“‘
man’s spiritual life and the phenomena it implies without killing *
that life and consequently allowing our object to escape cdn51der~
ation, are merely aprioristic, and cannot restrain sciente from 4 Lin mmc sheory and induclion

the attempt. If the attempt fails—mnot in particular perforn} W {\{n()ww

ances, but in principle —then these objections are vafid, anfl ¥ . Theassertion of our so-called empirical principle is not the same
humanistic phenomena can be treated only subJectl?rely ad as an assertion of 1nductlv1sm understood as the requirement
msthetically. If, however, the attempt succeeds—so that the ~ of a gradual ascent from_something. particular to something
principle shows itself practicable—then these voices wifl becomg -g._‘?ﬁlﬁ,lf%lam or,_from ;.§9I3}._§,.t.h.mg_. more limited to something ,1‘_’?53 :
silent of their own accord, and it would then remain to pprforllg limited. Here again we are in the realm of terms that require

correspondmg experiments in the other fields of the hujlflamtms, % epistemological analysis and refinement, this time terms which
we ourself shall later have occasion to apply more precisely than

: “, . X
3. Linguistic theory and empiricism }x/ f B we can here. And here again, both now and later, a termino-
logical reckoning remains to be made with epistemology. For the
time being we are interested in clarifying our position as opposed

We venture to call this principle the empirical principle. But
we are willing to abandon the name if epistemological invesiiga-
tion shows it to be inappropriate. From our point of view this is
merely a question of terminology, which does not affect the
magintenance of the principle.

, . ¥
. A theory will attain its simplest form by building on ho other
premisses than those necessarily required by its objec% More&(
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to that of previous linguistics. In its typical form this linguistics
ascends, in its formation of concepts, from the individual sounds
to the phonemes (classes of sounds), from the individual pho-
nemes to the categories of phonemes, from the various individual
meanmgs to the general or basic meanings, and from these to the
categones of meanings, In Jinguistics, we usually call this method
of precedure inductive. It may be defined bneﬂy as a progressmn
_,f_rom component to class, not from class to component. It_ is _a'_
synthetic, not an analytic, movement, a generalizing, not a
‘'specifying, method,

Experience alone is sufficient to demonstrate the obvious
shortcomings of this method. It inevitably leads to the abstrac-
tion of concepts which are then hypostatized as real. This realism
{in the medizval sense of the word) fails to yield a useful basis
of comparison, since the concepts thus obtained are not general

and are therefore not generalizable beyond a single lan-
13]  guagein an individual stage. All our inherited terminology

suffers from this unsuccessful realism. The class contepts *
of grammar that are ebtained by induction, such as “genitive,” +
“perfect,” “subjunctive,” “passive,” eic., afford striking examples
of this fact. None of them, as used till now, is susceptible of*_‘
general -definition: genitive, perfect, subjunctive, and passive
are quite different things in one language, Latin for example, ~
from what they are in another, say Greck. The same is trug,
without any exception, of the remaining concepts of conventional -
linguistics, In this field, therefore, induction leads from ﬂpctufg— y
tion, not to constancy, but to accident. Merefq,ggnﬁnalay ;;Qmé
in conflict with.our empmca.l prmc1ple it cannot ensufe
c0n51stent and simple descnption ;

) Tf ‘we start from the supposed empirical data, these very dat%

will impose the opposite procedure. If the linguistic mvEBtlgatog ?

is given anything (we put this in conditional form for épistemos,
logical reasons), it is the as yet unanalyzed fexf in its u divided'
and absolute integrity. Our only possible procedure, if [we w1§I]1
to order a system to the process of that text, will be anianalysis|,

LINGUISTIC THEORY AND REALITY I3

in which the text is regarded as a class analyzed into components,
then these components as classes analyzed into components, and
so on until the analysis is exhausted. This procedure may there-
fore be defined briefly as a progression from class to component,
not from component to class, as an analytic and specifying, not
a synthetic and generalizing, movement, as the opposite of induc-
tion in the sense established in linguistics. In recent linguistics,
where the contrast has been actualized, this method of procedure

“or an approximation thereto has been designated by the word

deductw;zJThls usage disturbs epistemologists, but we retain it
he € we believe we shall later be able to demonstrate that
the terminological apposition on this point is not insuperable.

5. Linguistic theory and realily

With the terminology that we have chosen, we have been able
to designate the method of linguistic theory as necessarily em-

pirical and. necessa,rlly deductive, and we have thus been able to

cast light from one direction on the primitive and immediate
question of the relation of linguistic theory to the so-called em-

pirical data. But we still have to cast light on the same
14]  question from another direction. That is to say, we ‘must

investigate to see whether the possible influences between
the theory and its object (or objects) are ;w&cal or unidirec-
tional. To formulate the problem in a mmphﬁe&" tendentious,
and deliberately naive form—does the object determine and
affect the theory, or does the theory determine and affect its
object?

Here too, we must set aside the purely epistemological prob-
lem in its entire scope and restrict our attention to that aspect of
it which directly concerns us. It is clear that the frequently mis-
used and disparaged word ikeory can be taken in different senses.
Theory can mean, among other things, a system of hypotheses.

_ If the word is taken in this—now frequent—sense, it is clear

that the influence between theory and object is unidirectional:
the object determines and affects the _theory, not vice versa.

i e e R T Rl



14 PROLEGOMENA TO A THEORY OF LANGUAGE

Hypotheses can be shown to be true or false by a process of
verification. But it may have already been apparent that we
are using the word fheory in another sense, In this connexion,
two factors are of equal importance:

I. A theory, in our sense, is in itself independent of any ex-
perience. In itself, it says nothing at all about the possibility of
its application and relation to empirical data. It includes no
existence postulate. Tt constitutes what has been called a purely
deductive system, in the sense that it may be used alone to com-
pute the possibilities that follow from its premisses,

2. A theory introduces certain premisses concerning which the
theoretician knows from preceding experience that they fulfil the
conditions for application to certain empirical data. These prem-
isses are of the greatest possible generality and may therefore
be ahle to satisfy the conditions for applicaticen to a large number
of empirical data.

The first of these factors we shall call the arbztmrmgss of a
theory; the second we shall call its appraprwteness It seems
necessary to consider both these factors in “the preparation of a
theory, but it follows from what has been said that the empirical
data can never strengthen or weaken the theory itself, but only
its applicability. .

A theory permits us to deduce theorems, which must all;ha.ve“

the form of implications (in the logical sense) or must be sus-
ceptible of transposition into such a conditional (form,
15]  ‘Such a theorem asserts only that if a condition is fnu}ﬁlled
the truth of a given proposition follows. In the application
of the theory it will become manifest whether the cond}tlon 1s
fulfilled in any given instance,

On the basis of a theory and its theorems we may co £ruct
hypotheses (including the so-called laws}, the fate of ’}:rhich,
contrary to that of the theory itself, depends exc]usw dly on
verification,

¥
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AIM OF LINGUISTIC THEORY 15

leave it to epistemology to decide whether the basic premisses
explicitly introduced by our linguistic theory need any further

- axiomatic foundation. In any event, they are traced back so far

and they are all of so general a nature that none would seem to
be specific to linguistic theory as opposed to other theories. This
is done because our aim is precisely to make clear our premisses
as far back as we can without going beyond what seems directly
appropriate to linguistic theory, We are thereby forced in some
degree to invade the domain of epistemology, as has appeared
in the preceding sections. Our procedure here is based on the
conviction that it is impossible to elaborate the theory of a
particular science without an active collaboration with epis-
temology.

Linguistic theory, then, sovereignly defines its object by an
aﬁltx:ary and appropriate strategy of premisses. The theory con-
sists of a calculation from the fewest and most general possible
premisses, of which none that is specific to the theory seems to
be of axiomatic nature, The calculation permits the prediction
of possibilities, but says nothing about their realization. Thus,

-if linguistic theory, taken in this sense, is set in relation to the

concept of reality, the answer to our question, whether tlie ob-

ject determines and affects the theory or vice versa, is “both . ..

and’’: by virtue of its arbitrary nature the theory is ereelistic; X
by virtue of its appropriateness it is reelistic (with the word

realism taken here in the modern, and not, as before, in thel
medieval sense).

6. The aim of linguistic theory

A theory, then, in our sense of the word, may be said to aim at
providing a procedural method by means of which objects of a
premised nature can be described self-consistently and exhaus-

tively, Such a self-consistent and exhaustive description
16]  leads to what is usnally called a knowledge or compre-

hension of the object in question. In a sense, then, we
may also say, without risk of being misleading or obscure, that
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the aim of a theory is to indicate a method of procedure for
knowing or comprehending a given object. But at the same time
8 theory is not only meant to provide us with the means of
knowing one definite object. It must be so organized as to enable
us to know all conceivable objects of the same premised nature
a8 the one under consideration. A theory must be general in the
sense that it must provide us with tools for comprehending not
only a given object or the objects hitherto experienced, but all
conceivable objects of a certain premised nature. By means of a
theory we arm ourselves to meet not only the eventualities previ-
ously presented to us, but any eventuality

e

of which a given text can be comprehended through -a self-
consistent and exhaustlve descnptlon But llngulstlc theory
must also indicate how. any other text of the same premised na-
ture can be understood in the same way, and it does this by
furnishing us with tools that ¢an be used on any such text.
For example, we require of linguistic theory that it enable us *
to describe self-consistently and exhaustively not only a given -
Danish text, but also all other given Danish texts, and not only
all given, but also all conceivable or possible Danish texts, in-
cluding texts that will not exist until tomorrow or later, sd long
as they are texts of the same kind, Z.e., texts of the same prefnised”r
nature as those heretofore considered. Linguistic theory satisﬁes1l
this requirement by building on the Danish texts that-have; *
existed up to now; and since these alone are of enormou’jilmber”
and extent, it must be content with building on a select nfrom”
them. But by using the tools of linguistic theory, we can draw
from this selection of texts a fund of knowledge to be usegl agaln W"
on other texts. This knowledge concerns, not merely o;:fessen- "y
tially the processes or fexts from which it iz abstracted, but the~,
system or language on which all texts of the same pr mised ‘
17} hature are constructed, and with the help of which we, ,

* can construct new texts. With the linguistic infofmation {4
] ff

£
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we have thus obtained, we shall be able to construct any con-
ceivable or theoretically possible texts in the same language.

But linguistic theory must be of use for describing and pre-
dicting not only any possible text composed in a certain lan-
guage, but, on the basis of the information that it gives about
language in general, any possible text composed in any language
whatsoever. The ]mgulstxc theoretician must of course attempt
to satlsfy this requitement likewise, by starting with a certain
selection of texts in different languages. Obviously, it would be
humanly impossible to work through all existing texts, and,
moreover, the labor would be futile since the theory must also
cover texts as yet unrealized, Hence the linguistic theoretician,
like any other theoretician, must take the precaution to foresee
all conceivable possibilities—even such possibilities as he him-
self has not experienced or seen realized—and to admit them into
his theoxy so that it will be applicable even to texts and lan-
guages that have not appeared in his practice, or to languages
that have perhaps never been realized, and some of which will
probably never be realized. Only thus can he produce a linguistic
theory of ensured applicability.

JIt is therefore necessary to ensure the applicability of the
EICOI'Y, and any application necessarily presupposes the theory.
But it is of the greatest importance not to confuse the theory
with its applications or with the practical method (procedure)
of application. The theory will lead to a procedure, but no
(practical) “discovery procedure” will be set forth in the present
book, which does not, strictly speaking, even offer the theory in
systematic form, but only its prolegomena. /

By virtue of its appropriateness the work of linguistic theory
is empirical, and by virtue of its arbitrariness it is calculative.
From certain experiences, which must necessarily be limited™
even though they should be as varied as possible, the linguistic
theoretician sets up a calculation of all the conceivable possi-
bilities within certain frames. These frames he constructs arbi-
trarily: he discovers certain properties present in all those oh-

J
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jects that people agree to call languages, in order then to gen-
eralize those properties and establish them by definition. From
that moment the linguistic theoretician has—arbitrarily, but ap-
propriately—himself decreed to which objects his theory can and
cannot be applied. He then sets up, for all objects of the nature
premised in the definition, a general calculus, in which all con-
ceivable cases are foreseen. This calculus, which is deduced from
the established definition independently of all experience, pro-
vides the tools for describing or comprehending a given text and
the language on which it is constructed. Linguistic theory
IISL cannot be verified (confirmed or invalidated) by reference /
' to such existing texts and languages. It can be judged
only with reference to the self-consistency and exhaustiveness of
its calculus.
Ii, through this general calculation, linguistic theory ends by
constructing several possible methods of procedure, all of which
can provide a self-consistent and exhaustive description of any
given text and thereby of any language whatsoever, then, améng *
those possible methods of procedure, that one shall be chosen *
that results in the simplest possible description. If several
methods yield equally simple descriptions, that one is to be
chosen that leads to the result through the simplest procedure.
This principle, which is deduced from our so-called empirical ~
principle, we call the szmphmty principle. 7 Y
It is by reference to £his principle, and only by reference to it,
that we can attach any meaning to an assertion that oné gelf- /
consistent and exhaustive solution is correct and another}i incor- "
rect. That solution is considered the correct one which complies ’:
in the highest degree with the simplicity principle. et 4
3

We may then judge linguistic theory and its a.ppllcatlpns by i
testing whether the solution it produces, while satisfying the re-
quirements of self-consistency and exhaustive description, s also -
the simplest possible.

It is, then, by its own “empirical principle” and by itralone .
that linguistic theory must be tested. Consequently, it is possible {/

!

£
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to imagine several linguistic theories, in the sense of “approxi-
mations to the ideal set up and formulated in the ‘empirical
principle.’” One of these must necessarily be the definitive one,
and any concretely developed linguistic theory hopes to be pre-
cisely that definitive one. But it follows that linguistic theory as
a discipline is not defined by its concrete shape, and it is both
possible and desirable for linguistic theory to progress by pro-
viding new concrete developments that yield an ever closer ap-
proximation to the basic principle.

Tn the prolegomena to the theory, it is in the realistic side of
the theory that we shall be interested—in the best way of meet-
ing the requirement of applicability. This will be studied by an

investigation of each feature that may be said to be con-
1g]  stitutive in the structure of any language, and by an in-

vestigation of the logical consequences of fixing those
features with the aid of definitions.

v. Perspectives of linguistic theory

Avoiding the hitherto dominant transcendent point of view and
secking an immanent understanding of language as a self-
subsistent, speC1ﬁc structure (p. 6), and seeking a constancy
w1th1n language itself, not outside it (p 8), linguistic theory be-
gms by cn‘cumscmbmg the scope of its ob]ec];_ This circumscrip-
tion is necessary, but it is only a temporary measure and involves
no reduction of the field of vision, no elimination of essential
factors in the global totality which language is. It involves only
a division of difficulties and a progress of thought from the sm‘lple
to the complex, in conformity with Descartes’ second and third
“rules. It is a simple consequence of the need to distinguish in

_order. to.compare, and of the indispensable principle of analy-
sis (p. 12).

The circumscription can be considered as justified if it Jater
permits an exhaustive and self-consistent broadening of per-
spective through a projection of the discovered structure on the
phenomena surounding it, so that they are satisfactorily ex-
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plained in the light of the structure; that is to say, if, after
analysis, the global totality—language in life and actuality—
may again be viewed synthetically as a whole, this time not as

‘an accidental or merely de faclo conglomerate, but as organized

around a leading principle. In the measure that this succeeds,
hngulstlc theory may be des1gnated as successful. The test con-
sists in investigating the extent to which linguistic theory satis-
fies the empirical principle in its requirement of an exhaustive
description. The test may he made by drawing all possible

general consequences from the chosen structural principle. \

Linguistic theory thus makes possible a widening of perspec-
tive. How this is done in concrefo will depend on what kind of
objects we aim at first in our considerations. We choose to take
our start from the premisses of previous linguistic investigation
and to consider so-called “natural”’ language, and this alone, as
point of departure for a linguistic theory. From this first per-
spective circles will be extended until the very last consequénces

seem to have been drawn. We shall then have to do with *

20]  further widenings of perspective, through which those +

sides of the global totality of human speech which were
excluded from first consideration are again introduced and re-
sume their place in a new whole.

.

8. The system of definitions } ‘
Linguistic theory, whose main task is to make explicit the spe-
cific premisses of linguistics as far back as possible, sets liQ fox 4
that purpose & system of definitions. It should be requ red of"

hngulstlc theory that it be as, unmetapﬁy51cal as posmbl —that

s to say, it must contam as few /implicit premisses as p{)SSIbIe \

Its concepts must therefore be defined, and, as far as poss1ble, L
the definitions must rest on defined concepts. The aim is t{us in

definitions before those that premise them.

It is expedient to give a strictly formal and at the samp time
expl1c1t character to definitions that thus premise, and are pre- Le
i fi

s
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practice to define 2s much as possible and to introduce premised ., -
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mised by, other definitions. They differ from the real definitions
for which linguistics has hitherto striven insofar as it has striven
for definitions at all. In the formal definitions of the theory it is
not a question of trying to exhaust the intensional nature of the
objects or even of delimiting them extensionally on all sides, but

.only of anchoring them relatively in respect to other objects,

similarly defined or premised as basic.

In certain instances it is necessary, in the course of linguistic
description, to introduce, in addition to the formal definitions,
opemtwe definitions, whose role is only temporary. Under this
term are mcluded both such definitions as in a later stage of the
procedure may be transformed into formal definitions, and
purely operative definitions, whose definienda do not enter into
the system of formal definitions.

This extensive defining seems to be a contributory cause of

the freedom of linguistic theory from specific axioms (p. 15). As

a matter of fact, it seems to us that an appropriate strategy of
definition in any science will be a suitable means for lowering the
number of such axioms or, in certain cases, for reducing it to
zero. A purposeful attempt to eliminate implicit premisses leads

to replacing postulates partly by definitions and partly
21] by conditional propositions, so that the postulates as such

are removed from the apparatus. Thus it seems possible
in most instances to replace pure existence postulates by theo-
rems in the form of conditions.

0. Principle of the analysis

Since linguistic theory starts from the text as its datum and
attempts to show the way to'a self—con51stent and exhaustive
description of it through an analysm—a deductwe progression
from class tocomponentand component of component (pp.12;16)

—the deepest strata of its definition system (p zo) must ‘treat-

ghls principle of analysis. They must establish the nature of the
analysis and the ¢oncepts that enter into it. These deepest strata
of the definition system will also be the very first we meet when
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we begin to consider what mode of progress linguistic theory
must choose in order to carry out its task.

From considerations of appropriateness (i.e., from considera-
tion of the three requirements entering into the empirical princi-
ple) the choice of basis of analysis may differ for different texts.
Therefore it cannot be established as universal, but only
through a general calculus that takes into consideration the con-
ceivable possibilitics. What ¢s universal, however, is the very
principle of analysis itself, in which alone we are interested for
the moment, \

This too must be set up under the guidance of the empirical
principle, and here it is especially the requirement of exhaustive
description that has practical interest, We must consider what
is necessary to ensure that the result of the analysis will be ex-
haustive (in a vague, preliminary sense of the term) and that
we do not introduce beforehand a method that prevents us from
registering factors which another analysis would reveal as also
belonging to the object investigated by linguistics. We can ex-
press this by saying that the principle of analysis shall he*
adequate.

Naive realism would probably suppose that analysis consnsted
merely in dividing a given object into parts, 7.e.,, into other ob-
jects, then those again into parts, 4., into still other dbjects, *
and so on. But even naive realism would be faced with thé choice f
between several possible ways of dividing, It soon becomgs
appargnt that the important thing is not the d1v151onaof ah
object into parts, but the conduct of the analysi f;/so tha.

t conforms to the mutual dependences between thesg
'/ arts, and permlts us to give an adequate adéotint. of
them. In this way alone the analysis becomes adequatg and
{ from the point of view of a metaphysical theory of kl’} wledge, L4
Lcan be said to reflect the “nature” of the object and itsjparts.
When we draw the full consequences from this, we reach a
conclusion which is most important for an understandn{g of th
principle of analysis: both the object under examlnatlo’?( and 1ti} ;

J
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parts have existence only by virtue of these dependences; the”

whole of the object under examination can be defined only by
their sum total; and each of its parts can be defined only by
the dependences joining it to other coordinated parts, to the;
whole, and to its parts of the next degree, and by the sum of the

dependences that these parts of the next degree contract with/

cach other. After we have recognized this, the “objects” of naive .
realism are, from our point of view, nothing but intersections of
bundles of such dependences. That is to say, objects can be de-
scribed only with their help and can be defined and grasped
scientifically only in this way. The dependences, which naive
realism regards as secondary, presupposing the objects, become
Arom this point “of view primary, présupposed by their inter-
‘sections.

The recognition of thls fact, that a totality does not consist of
things but of relationships, and that not substance but only its
internal and external relationships have scientific existence, is
not, of course, new in science, but may be new in linguistiq{}
science. The postulation of objects as something different from
the terms of relationships is a superfluous axiom and conse-
quently a metaphysical hypothesis from which linguistic science
will have to be freed.

To be sure, in recent linguistic science we are to some extent-—
attaining certain insights which, if they are thought through,

Saussure it has often been asserted that there is an inter
dependence between certain elements within a Janguage, such
that a language cannot have ohe of those elements without also
‘ha.vmg the other. The idea is doubtless corréct, éven if it has
often been exaggerated and incorrectly apphedl Everything
points to the fact that Saussure, who sought “rapports”’ every-

must necessarily lead to this conception §j:r‘ft:‘é'"'Ferdiﬁaiﬁd"'déj'( '

where and asserted that a language is a form, not a substance,

23]

recognized the priority. of depend%nces within language.
At this stage of our investigation we must guard against
a circular movement. If we assert, for example, that sub-

e

G
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stantive and adjective, or vowel and consonant, presuppose each
other, so that a language cannot have substantives without also
having adjectives and vice verse, and cannot have vowels without
also having consonants and vice versa—propositions that we
personally think it possible to establish as theorems—then these
propositions will be true or false dependmg on the definitions
”, “VOWC] 3]

“consonant.”
We thus find ourselves at this stage in difficult territory. But

the difficulties are increased by the fact that our examples, whu(:}x/

we have hitherto chiefly sought in such mutual dependences or
interdependences, are taken from the %Ltem of language, not
from its process (p. ¢) and by the fact that it is precisely this
kind of dependences, and not others, that have been sought. In
addition to interdependences, we must foresee unilateral de-
pendences, where the one term presupposes the other but not
vice verse, and further, freer dependences that consist in two
terms’ not entering into any relationship of presupposition but
still being compatible (in the process or in the system), and thus
differing from still another set of terms, those that are in-
compatible.

As soon as we have perceived the existence of these different
possibilities, the practical demand for an appropriate térmmol--
ogy becomes urgent. We shall provisionally introduce terms for )
the possibilities we have here reckoned w1thﬁ‘he mutual t,}e—
" pendences, in which the one term presupposes the oi:her ahd
vice versa, we shall call conventionally mterdependeme fl‘he u&l-
lateral dependences, in which the one term présup oses t
other but not vice versa, we call deferminations. AndtHe fre;r
dependences, in which two terms are compatible but nelther pi‘f

supposes the other, we call constellamm . B

R4
To these we add the special desxgna.tmns for all thregssuch de-
pendences as they enter into a process or into a systs m Inter-
dependence between terms in a process we call sohdas’rzty, lnte(‘
N /
K
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dependence between terms in a system we call conjplementamy
Determination between termsin a process we call selection,
24]  and determination between terms in a system, specifica-

tion. Constellations within a process we call combinations,

and constellations within a system, autonomies.

It is practical to have thus at our dlsposal three sets of terms:
one set for use when we are speaking about a process, another
set for use when we are speaking about a system, and, finally, a
third set that can be used indifferently for both processes and
systems. The fact is that some cases are found where one and
the same collection of terms may be viewed as a process and as a
system, and where, therefore, the difference between process and
system Is only a difference in point of view. The theory itself is an
example: the hierarchy of the definitions can be viewed as a
process, since first one definition is stated, written, or read, then
another, and so on; or it may be viewed as a system, that is,
as potentially underlying a pessible process. The functions be-
tween the definitions are determinations, since the definitions
designed to be placed early in the process (or system) of defini-
tions are presupposed by those designed to follow later, but not
vice versa. If the hierarchy of definitions is viewed as a pror;ess,
there is selection between the definitions; if it is viewed as a
system, there is specification between the definitions.

For our present investigation, which is concerned with textual
analysis, it is the process and not the system that is of interest.
If we look for solidarities within texts of an individual language,
we find them easily. Mmple, in & language of familiar
structure, there is very often solic
different categories within a “grammatlcal form,” such that a

Lmorpheme of one ca.tegory within such a gra.mmatlcal form 1s' )

3 Examples of complementarities, then, will be the relationship between sub-
stantive and adjective and the relationship between vowel arid consonant.

* Throughout this book the term smorphemes is restricted to use in the sense of
inflexional elements, considered as elements of the content,

arity.. betWeen rnorpheme.s4 of‘

.
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necessarily accompanied by a morpheme of the other category
and vice verse. Thus both a case morpheme and a number mor-
pheme always enter into a Latin noun, never one of them alone.
More conspicuous, however, are the selections. Some of these
have long been known under the name of government, although 3
that concept remains undefined. Between a preposition and its
object there can be selection, as, for example, between Latin
sine and the ablative, since sine presupposes the coexistence in
the text of an ablative but not vice verse. In other instances there
will be combination, as, for example, between Latin ab and the

ablative, which have possible but not necessary coexist-
23]  ence. By having possible coexistence they differ from ad

and the ablative, for example, which are incompatible.
That ab and the ablative do not have necessary coexistence is
concluded from the fact that ab can also function as a preverb.
From another point of view, which is not connected with the
texts of an individual language but is universal, there may be a
solidarity between a preposition and, its object, in the sense that
the object of a preposition cannot exist without a prepositiongs
nor a preposition (like sine) without an object.

Conventional linguistics has been systematically interested in’
such dependences within the text only insofar as they occurred:
between two or more different words, not within one and the.:
same word. This is bound up with the division into morphology
and syntax, the necessity of which has heen insisted on by coyn—
ventional linguistics ever since antiquity, and which ”V\;e shall «
shortly be led to abandon as inadequate—this time, ing dental?r
in agreement with several modern schools. fThe logital con e-
quence of maintaining this distinction must be—and so ge
scholars have been willing to accept this consequence—that
morphology lends itself only to a description of sys eins arﬁdf,
syntax only to a description of processes. It is proﬁtabl to dray
these consequences, because they make the paradox i im edlateljr
obvious. LOgICH.HY, then, it would be possible for procesrs depemf
ences to be registered only within syntax, not within logology17
i.e., between the words of a sentence, but not withinfthe indit

.W.m-A S —
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vidual word or between its parts:JHence the precccupation with
grammatical government. -

But it is easy to see, even in terms of familiar concepts, that
there are within the word dependences completely analogous to
those of the sentence and susceptible, mufatis mutandis, of the
same kind of analysis and description. The structure of a
language may be such that a word-stem can appear both with
and without derivational clements. Under this condition, there
is then selection between the derivational element and the stem,
From a more universal or general point of view there is always

" selection, in that a derivational element necessarily presupposes

a stem but not vice verse. The terms of conventional linguistics
{morphology) are thus, in the last resort, inevitably based on se-
_ lection, just like, for example, the terms “primary clause”
26]  and “secondary clause.” We have already given an exam-

ple showing that within the ending of a word and between
its components there are also dependences of the kinds we have
described. For it is immediately apparent that, under certain
structural conditions, the solidarity between the nominal mor-

" phemes may be replaced by a selection or by a combination. A

/

noun can, for example, have or not have comparison, so that the
morphemes of comparison are thus not in solidarity with, for
example, the case morphemes, as are the morphemes of number,
but unilaterally presuppose their coexistence; here, then, there
is selection. Combination emerges as soon as we consider, for..
example, each case and number separately, instead of studying,
as we did above, the relatlonshlp between the whole case par-
adlgm and the whole number paradigm: between. the mdw1dual
case, .., accusative, and the individual number, e.g., plural,
there is combination; only between the paradigms considered
en bloc is there solidarity. A syllable may be divided on the same

_principle: under certain structural conditions, which are very

common, it is possible to distinguish between a central part of
the syllable {the vowel, or sonant) and a marginal part (the
consonant, or non-sonant) by virtue of the fact that a marginal
part presupposes textual coexistence of a central part but not
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vice verse,; thus, here again there is selection. This principle is,
indeed, the basis of a definition of vowel and consonant long
forgotten by the pundits but still, I believe, maintained in ele- |
mentary schools and undoubtedly inherited from antiquity.

It may be taken for granted that a text and any of its parts
can be analyzed into parts defined by dependences of the sort
discussed. The prmmple of analysis must, consequently, be a
recognition of these dependences. It must be possible to con-

ceive of the parts to which the analysis shall lead as nothing but
intersection points of bundles of lines of dependence. Thus
analysts cannot be undertaken before these lines of dependence
are described in their main types, since the basis of analysis in
the individual case must be chosen according to what lines of
dependence are relevant—that is to say, what lines of depend-
ence must be described to make the description exhaustive.

&

10. Form of the analysis
The analysis thus consists actually. in registering certain
27] dependences between certain terminals, which we may
“call, in accordance with established usage, the parts of the

text, and which have existence precisely by virtue of these de””

pehdences and only by virtue of them, The fact tha,t we can call
thesé ferminals parts, and. ‘this whole procedure a dw:smn, ot
analysis, rests.on the fact.that we also find dependences_gﬁ a
particular kind between these terminals and the whole- (the text)
into which they are said to enter, dependences which It is th;bn Y
likewise the task of the analysis to register. The pecu}mr fact
that characterizes the dependence between the whole and
parts, that makes it different from a dependence bdtween the
whole and other wholes, and that makes it possible to, view ﬂ e
discovered objects (parts) as lying within and not (tside t ey
whole (the text), seems to be the un@farmity of the de&xendemg
cobrdinate parts, which proceed from an individual analysis of' a
whole, depend in a uniform fashion on that whole. Tlis fea,ttllre
of uniformity we find again in the dependence betwefgn the {g-
¢
j
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called parts. If, for example, our analysis of a text produces, at
some stage, clauses and if we find two kinds of clauses (deﬁ;ed
by a specific dependence between them)-—primary clauses and
secondary clauses—we shall (so long as no further analysis is
undertaken) always find the same dependence between a primary
clause and a secondary clause dependent on it, wherever they
may appear; likewise between stem and derivational element or
between the central and marginal parts of a syllable, and cor-
respondingly in all other cases.

We shall make use of this criterion in the definition that aims
at establishing and maintaining analysis in a methodologically

unambiguous way. Analym‘ we can then define formally as de-

seription .of an object, by the uniform dependences of other ob-

is“Wwe shall call - a cl 2 "and the other objects, which are
registered by a partlcular analysis as uniformly dependent on
the class and on each other, we shall call Lcomponents of the cla.ss.
theory, the definition of component presupposes the definition
of cla:ss, and the definition of class the definition of analysis. The
defmition of analysis presupposes only such terms or contepts

~ as are not defined in the specific definition system of linguistic

theory, but which we posit as indefinables: description, object
dependence, uniformity. ’

28] A class of classes we shall call a Aierarchy, and we know
. that we need to distinguish between two sorts of hier-
archies: processes and systems. We shall be able to approach
nearer to customary and established usage by introducing s.epaf
rate designations for class and component respectively within a
process and within a system. Classes within a linguistic® process

we call chains, and components of a chain we call its parts, -

(‘fla,sses w1th1n a lll‘lgUlStIC system we call paradigms, a.nd com-

5
gmgf: ;he fﬁlabl a,n(i mgr([e) general, form of these two definitions, the word
stze will be replaced by semiotic. Tor the dlstmctlon be
and a semiotic, see pp. 106-110. breen » lnguage

b o
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ponents of a paradigm we call its members. Corresponding to the \
“distinction Letween parls and members, we shall, when it is ap-
propriate to specify, be able to call an analysis of a process a
partition, and an analysis of a system an arbiculation.
“7The first task of the analysis is, then, (o undertake a partition
of the textual process. The text is a chain, and all the parts (e.g.,
clauses, words, syllablés,; a,ndsoon) }i_'r‘_éh]'i'ké\fiée‘cha;i'ris',"'except-
such evential uliimate parts as cannot be subjected to analysis. -
The-féquitement of an exhaustive description will make it
impossible to stop with a particular partition of the text; the
parts that have appeared from such a partition must be again
partitioned, and so on until the partition is exhausted. We have
defined analysis in such a way as not to involve the question of
whether it is simple or continued; an analysis (and thus also a
partition), as so defined, may contain one, two, or more,
analyses. Analysis, or partition, is an “accordion concept.”
Furthermore it can now be considered that the description of
the given object (text) is not exhausted by such a continued *
(and in itself exhausted) partition from one basis of analysis, but *
that the description can be continued (i.e., new dependences can |
be registered) through other partitions from other bases of .
analysis. In such instances we shall speak of an analysis complex
(partition complex), i.e., a class of analyses (partitions) of dne and
the same class {chain). . )
The whole textual analysis will thus take the form of a prq-
cedure, consisting of a continued partition or a partition cord-
plex, in which a single operation consists of a single j[ﬁinimé.}
partition. Within this procedure each operation will premise the
preceding operations and be premised by the following operiff
tions. Likewise, if the procedure is a partition complex, sach éf
the exhausted partitions that enter therein wi}ilfbe pres #
29] mised by and/or premise other exhausted p&irtitimiﬁ.
entering therein. Between the components of:the pro+
cedure there is determinatio, siich that the succeedinlé compo-
nents always premise thie preceding but not vice versa.‘f}'ust likk{;
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the det.ermination between the definitions (p. 25), so also the
d.etermlnation between the operations can be viewed as a selec-
tion or as a specification. Such a procedural whole we shall call
a deduf:tion, and we formally define a deduction as a continued
analysis or an analysis complex with determination between the
analyses that enter therein,

A .deduction is thus one special kind of procedure, while in-
ductlo‘n is another special kind of procedure. Let us define an
op:em.twn as a description that is in agreement with the empirical
pr1nc1p}e, and a procedure as a class of operations with mutual
determination. By these definitions, both operation and procedure

; . . .
. are “accordion concepts” (like analysis, above}, A procedure can,

then, among other things, either»_consist‘ of analyses and be 3
_c}geﬂg_gt_iqn,. or, on the other hand, consist of synike&és and be an
fndumon Eﬁ)}/ﬁ_ﬂ{?ﬁéhﬁsi& we. underé'tan.d;..é«:.d_esﬂéfiﬁtidﬁ of an ob-"
J,EEE.,;'_‘,‘?,A'?’:,,C‘?I.I.“Pg?l"?-llt»- of a class (and synthesis is then also an
“acc.ordion concept,” like its opposite, analysis), and by an in-
duction we shall understand a continued synthesis with deter.
mination between the syntheses thatentel‘theremIfaprocedure

consists of both an ana1y51s and a synthesis, the relationship
between the analysis and the synthesis will aliayis be a deter.
QAQ@E!?D:. in_\ﬁwhich" the synthesis premises the analysis but not
vice versa, this'is a simple consequence of thé Tact that the im.
mediate datum is the unanalyzed whole (e.g., the text of. p. 12).
From this it further follows that a purely inductive ,procedure
(1.1<=:Cessa.rily with implicit deduction) could not satisfy the em-
pirical principle in its requirement of an exhaustive description.
Thl:ls a formal motivation is given for the deductive method
posited in section 4. The deductive method does not, for that
‘matter, prevent the hierarchy from being afterwards traversed

in the opI.)osite direction, No new results will be gained, but only

& new point of view which it may sometimes be appropriate to
adopt for the same resultants,

. Wvla_have not found any real reason at this point for changing a
terminology which is gaining ground in linguistics. The formal
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foundation of terms and concepts given here should K
30]  make possible a bridge to the established usage of episte-

mology. Nothing is involved in the given definitions that
contradicts or makes impossible the use of the word deduction
in the sense of “logical conclusion.” Propositions that follow
from other propositions can in our sense be said to proceed from
them by an analysis® conclusions are at each step objects that
depend uniformly on each other and on the premisses. It is true
that this conflicts with usual ideas about the concept of analysis;
but it is precisely by using formal definitions that we have hoped
to guard ourself against any postulates about the essence of an
object, and we have therefore not postulated anything about the
essence or nature of analysis beyond what lies in the definition.
—If induction is used to denote a special kind of logical argu-
ment from certain propositions to others, thus denoting, in logi-
cal terminology, a kind of deduction, then the ambiguous word
snduction is being applied in a quite different meaning from the
one intended by us; the process of defining that we have carried
out should prevent this ambiguity from disturbing the reader.

Up to now we have used component, pari, and member as con-,
trasts respectively to class, chain, and paredigm. But we shall
use component, part, and member only to designate the resultants’
of an individual analysis (see the definition of companmt,fa‘bovg) ;¢
in the case of a continued analysis we shall speak ofgderi’wtes.’A ‘
hierarchy is then a class with its derivates. Let us'Ai:rfiéé'iney a
textual analysis yielding, at a certain stage, groups ofis’y,-llablé':s, N
which are then analyzed into syllables, which, in turn)‘are ang-

lyzed into parts of syllables. In such an instance the syllables
will be derivates of the groups of syllables, and the pafts of sifi-
lables will be derivates of both the groups of syllables and t]qe
syllables. On the other hand, the parts of syllables w;}l}f be com- #
ponents (parts) of the syllables but not of the groups oftéyllablﬁ‘xé,
and the syllables will be components {parts) of the. groups gf
sylables but of no other resultants of the analysis. lee{nsformgd

¥ N
¢ We shall return to this subject in section 18. f" %;
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into definitions: by the derivafes of a class we shall understand
its components and components-of-components within one and
the same deduction; we add to this that the class is said to i1~
clude its derivates, and the derivates to enfer info their class. By
the degree of the derivates we shall be referring to the number of
the classes through which they are dependent on their lowest

common class. If this number is o, the derivates are said
31]  to be of the 1st degree; if the number is 1, the derivates

are said to be of the 2nd degree; and so forth. In the
example we have constructed above, where groups of syllables
are thought of as analyzed into syllables, and these into parts of
syllables, the syllables will thus be first-degree derivates of the
groups of syllables, while the parts of syllables will be first-

- degree derivates of the syllables and second-degree derivates of

the groups of syllables. First-degree derivate and component are
consequently equivalent terms.

I1. Funclions

A dependence-that fulfils the conditions.for an analysis we shall
‘E:"F.l,l, a function. Thus we say that there is a function betweéﬁ a ’
class and its components (a chain and its parts, or a paradigm
and its members) and between the components (parts or members)
mutually. The terminals of a function we shall call its functives,
understanding by a functive an object that has function to other
objects. A functive is said to comfract its function. From the
definitions it follows that functions can be functives since there
can be a function between functions. Thus there is a function
between the function contracted by the parts of a chain with
each other and the function contracted by the chain with its
parts. A functive that is not a function we shall call an entity,
In the example we have constructed above, the groups of sylla-
bles, the syllables, and the parts of syllables will be entitics.

We have adopted the term function in a sense that lies midway
between the logico-mathematical and the etymological sense
(which latter has also played a considerable role in science, in-



34 PROLEGOMENA TO A THEORY OF LANGUAGE

cluding linguistic science), in formal respect nearer to the first \
but not identical with it. It is precisely such an intermediate and
combining concept that we need in linguistics, We shall be able
to say that an entity within the text (or within the system) has
certain functions, and thereby think, first of all with approxima-
tion to the logico-mathematical meaning, that the entity has de-
pendences with other entities, such that certain entities premise
others—and secondly, with approximation to the etymological
meaning, that the entity functions in a definite way, fulfils a
definite role, assumes a definite “position” in the chain.
32] In a way, we can say that the etymological meaning of
the word function is its “real” definition, which we avoid

making explicit and introducing into the definition system, be-
cause it is based on more premisses than the given formal defini-
tion and turns out to be reducible to it.

By introducing the technical term function we seek to avoid
the ambiguity that lies in the conventional use made of it in |
science, where it designates both the dependence between two
terminals and one or both of these terminals—the latter when
the one terminal is said to be “a function of’’ the other. The ,
introduction of the technical term functive serves to avoid this
ambiguity, as does the introduction of a usage that avoids saying
that one functive is “a function of”” the other, and replaéés‘ this
with the phraseology: the one functive Zas a function to the
other. The ambiguity we find here in the traditional use of the
word funciion is frequently observed in the terms used to demg—"
nate special kinds of functions, as when presupposition | igmﬁes;
both postulation and postulate, both a function and a functive.,
This ambiguous concept lies behind the “real” definitions of th('ﬂ
kinds of functions, but precisely because of its ambiguity it is'g
not suitable for use in their formal definitions. Still {n'other'
example of this ambiguity is the word meaning, which F[enotes 5
both designation and designatum (and which, incidentally, is ¢
unclear in other respects too). ‘o

We shall now be able to give a systematic survey of Yhe dif- [‘f

#
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ferent kinds of functions whose use we can foresee in linguistic
theory and, at the same time, to give formal definitions of the
functions that we have been discussing.

By 2 constant we shall understand a functive whose presence
is a necessary condition for the presence of the functive to which
it has function; by a veriable we shall understand a functive
whose presence is not a necessary condition for the presence of
the functive to which it has function. These definitions pre-
suppose certain non-specific indefinables (presence, mecessity,
condition) and the definitions of function and of functive.

On this basis we can define interdependence as a function be-
tween two constants, defermination as a function between a con-
stant and a variable, and constellation as a function between

two variables, i
331 In certain instances it will be useful for us to have a

common name for interdependence and determination
(the two functions among whose functives appear one or more
constants): we call them both cokesions. Likewise in certain in-
stances we can make use of a common designation for inter-
dependence and constellation (the two functions with the com-
mon feature that each of them has functives of one and only |
one kind: interdependences having only constafits, “constellations
only variables): we call them both recipracities, a name that
suggests itself naturally because these two functions, in contra-
distinction to determination, have no fixed “orientation.”

On the basis of the fixed orientation of a determination (i.e.,
on the basis of the distinctiveness of its functives) its two func-
tives must be named differently. The constant in a determination
(selection or specification) we call the delermined (selected,

specified) functive, and the variable in a determination the defer-

mining (selecting, specifying) functive, The functive whose pres-
ence is a necessary condition for the presence of the other func-
tive in the determination is said to be determined (selected,
specified) by the latter, and the functive whose presence is not a
necessary condition for the presence of the other functive in the

et
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determination is said to determine (select, specify) it. The func-
tives that contract reciprocity can, on the other hand, be named
alike: functives that contract interdependence (solidarity, com-
plementarity) are naturally called interdependent (solidary, com-
plementary), and functives that contract constellation (combi-
nation, autonomy) constellative {combined, autonomous). Func-
tives that contract reciprocity are called reciprocal, and functives
that contract cohesion cohesive.

We have formulated the definitions of the three kinds of func-
tions so as to take care of the case where there are two and only
two functives contracting them. It can be foreseen for all three
kinds of functions that they may be contracted by more than
two functives; but these multilateral functions can be considered
as functions between bilateral functions.

Another important distinction for linguistic theory is the one
between the both-and function, or “conjunction,” and the either-

or function, or “disjunction.” This is what is behind the dis- \

tinction between process and system: in the process, in the text,
is present a both-and, a conjunction or coexistence between the

\

functives entering therein; in the system is present an .

34] either-or, a disjunction or alternation between the func-
tives entering therein.
Consider the (graphemic) example

pet

man . [

By interchanging # and m, ¢ and ¢, { and #, respectivelyé fwe ob- -/
tain different words, namely, pef, pen, pal, pan, met, men, mat,,
man. These entities are chains that enter into the hhgulstlé’i
process (text); on the other hand, » and m together, &and a;}
together, { and » together produce paradigms, which em{er into
the linguistic system, In pet there is conjunction, or coex §tence;™t
between p and ¢ and #: we have ““in fact” before our eyes p and
¢ onid ¢; in the same way there is conjunction or coexistehce bes

tween m and @ and # in man. But between p and m thef? is dis- Lfr

]

¢
‘J
L

-

¢

-
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junction, or alternation: what we “in fact” have before our eyes

is either p or m; in the same way there is dls]unctlon or alter-

~nation, between ¢ and ».

"In a certain sense it is said to be the same entities that enter
inté the linguistic process (text) and into the linguistic system:
considered as component (derivate) of the word pet, p enters inte
a process and thus into conjunction, and considered as com-
ponent (derivate) of the paradigm

b4

"

# enters into a system and thus into disjunction. From the point
of view of the process, # is a part; from the point of view of the
system, $ is a member. The two points of view lead to the recog-
nition of two different objects, because the functional definition
changes; but by uniting or multiplying the two different func-

tional definitions we can take a point of view that justifies our

saying that we have to deal with the “same” p. In a way we can|
say that all functives of language enter into both a process and |
a system, contract both conjunction, or coexistence, and dis-
junction, or alternation, and that their definition in the par-
ticular instance as conjuncts or disjuncts, coexistents or alter-
nants, depends on the point of view from which they are
surveyed.

In linguistic theory—in contrast to previous linguistic
science and in conscious reaction against it—we strive for
an unambiguous terminology. But in few places does the lin-
guistic theoretician find himself in such terminological difficulties
as here. We have tentatively called the both-and function a
conjunction (with reference to the terminology of logic) or a co-
existence, and the either-or function a disjunction (also with
reference to logical terminology) or an alternation, But it will
be certainly inexpedient to retain these designations. Linguists
are accustomed to understanding by a conjunciion something

35]

- quite different, and we are forced in agreement with tradition to

[
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use conjunclion in a corresponding fashion (for a so-called “part
of speech,” even if we do not think it possible to define it as
such). Disjunciion has been used fairly widely in recent linguistic
sclence as a specific kind of either-or function, and it would
cause confusion and misunderstanding if we introduced the same
term as a general designation of all either-or functions, Alterne-
tion, finally, is a deep-rooted and certainly ineradicable (more-
over a convenient} linguistic name for a very specific kind of
function (notably, the so-called ablaut and umlaut), which has
strong associations with the either-or function and in reality is
an especially complicated either-or function; it will therefore not
do to introduce allernation as a general name for either-or func-
tions, The term coexistence, it is true, has not been appropriated,
but we do not recommend it because, among other reasons, a
widespread linguistic usage connects it in a certain sense with co-
existence between members of a paradigm,

We must therefore look for another solution, and here as else-
where, insofar as possible, we shall try to make contact with al-
ready existing linguistic terminology. Now in modern linguistic
science it has been a widespread practice to call the function
between the members of a paradigm a correlation. This term
seems then to be particularly well adapted for either-or functions.
And as a serviceable designation for the both-and function. we
settle on the word relation. We shall thus adopt this wordrin a”
narrower meaning than it has in logic, where relotion is used
essentially in the same sense in which we use the word Junstion.. ] .‘,

\

The initial difficulty that this may cause should be easﬂ(y/ sur- ’}

mountable.
36] We shall thus understand by correlation” the either-or.
function, and by relation® the both-and functlol} The '-
functives that contract these functions we call respectlvel#y ‘cor-

relates and relates. And on this basis we can define a systé as a .,

" Or equivalence {¢f. H. J. Uldall, “On Equivalent Relations,” Trmgam: dn

§
;

Cercle linguistique de Copenhague V, 71-76). { 0

8 Or connexion. i

o
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cotrelational hieratchy, and a process as a relational hierarchy.

Now, as we have already seen (pp. 9-10), process and system
are concepts of great generality, which cannot be restricted ex-
clusively to semiotic objects. We find convenient and traditional
special designations for a semiotic process and a semiotic system
respectively in the names sym:agmam “and’ {Jarad@gmanr; When
it is a question of language (in the ordinary sense of the word),
which indeed alone interests us for the present, we can also use
simpler designations: the Process can here be called a text and
the system a language.

“A process and a system that belongs to it (“lies behind it”)
together contract a function, which, depending on the point of
view, may be conceived as a relation or as a correlation. A closer

_investigation of this function soon shows us that it is a deter-

mination in which the éystem is the constant: the process defer-
mines the system. The decisive point is not the superficial relation-

_ship consisting in the fact that the process is the more immedi-

ately accessible for observation, while the system must be
“ordered to” the process—‘discovered” behind it by means of a
procedure—and so is only mediately knowable insofar as it is
not presented to us on the basis of a previously performed pro-
cedure. This superficial relationship might make it seem that the
process can exist without a system but not vice serse. But the
decisive point is that the existence of a system is a necessary
premiss for the existence of a process: the process comes into
existence by virtue of a system’s being present behind it, a sys-
tem which governs and determines it in its possible develop-
ment. A process is unimaginable—because it would be in an ab-
golute and irrevocable sense inexplicable—without a system lying
behind it. On the other hand, a system is not unimaginable
without a process; the existence of a system does not presuppose
the existence of a process. The system does not come into exist-
ence by virtue of a process’s being found.

It is thus impossible to have a text without a language lying
behind it. On the other hand, one can have a language without -
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a text constructed in that language. This means that the lan-
guage in question is foreseen by linguistic theory as a
37} possible system, but that no process belonging to it is
present as realized. The textual process is viriual. This
remark obliges us to define realizaiion.

An operation with a given result we shall call universel if it is
asserted that the operation can be performed on any object
whatsoever; its resultants we shall call #niversals. On the other
hand, an operation with a given result we shall call perticulor,
and its resultants parficulars, if it is asserted that the operation
can be performed on a certain object but not on any other object.
On this basis we call a class realized if it can be taken as the ob-
ject of a pariicular analysis, and virtual if this is not the case. We
believe that we have thus attained a formal definition that
guards us against metaphysical obligations, the necessary and
sufficient fixing of what we mean by the word realizalion.

If there is present only a language (system) but no text

{process} belonging to it, 4.e., a language foreseen as possible by
the linguistic theoretician, but no texts naturally present or con-

structed by him from the system—then the linguistic theoreti-
cian can indeed consider the existence of such texts as a possi-

bility, but cannot take them as objects for particular analysis. -

In this event, therefore, we say that the text is virtual. But.even
a purely virtual text presupposes a realized linguistic systgm in’,
the sense of the definition. From a “real” point of view. this is
bound up with the fact that a process has a more conprete”d
character than a system, and that a system has a more “?losed”"
character than a process,

We shall conclude this section by presenting, with refetence to
the detailed analysis of functions that we undertook in section g, |

St

a schematic survey of the kinds of functions that w? fhave -

foreseen:? ° Y »,
i

9 The use of the glossematic symbols for the various functions is illustrated by
the following examples, in which a and & represent any terminals, v a lvariable,
terminal, and ¢ & constant terminal: FUNCTION: @ ¢ b; RELATION: ¢ R b; CORRELA- ¥

ul

e
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function relation correlation
(connexion) ({equivalence)
‘ determination selection specification
cohesion
interdependence j| solidarity
reciprocity -
‘ constellation combination autonomy

38] 712, Signs end fipwre

There is a peculiarity to be observed concerning the entities
yielded by a deduction, a peculiarity which we can illustrate
roughly by observing that it is possible for a sentence to consist
of only one clause and a clause of only one word This phenome-
non is constantly turnmg up in the most various texts. In the

Latin imperative 7 “go!” or in the Engllsh interjection ah we

have an entity that may be said to be at‘the' same time.a sen- -
tence, a cla,use, a.nd a word. In each of these cases, also, we find
a sylla,ble that inc udes -only one part of a syllable (central part,
¢f. p. 27). We must be careful to give proper consideration to

* this possibility in conducting the analysis. For this purpose we
"must introduce a special “rule of transference, whlch serves to

prevent a given entity from bemg further analyzed at too early

stage of the procediire’ and “which” ensurés that "certain entmes

under g given COndlthl’lS are transferred unanalyzed from stage
to stage, while entities of the same degree are subjected to
analysis.

In each single partition we shall be able to make an inventory
of the entities that have the same relations, .e., that can occupy
the same “position” in the chain. We can, for example, make
inventories of all the clauses that could be inserted in various
positions; under certain conditions this might lead to an inven-

TION: ¢ } b} DETERMINATION: 9 23> ¢ or ¢ <-&& 9; SELECTION! 9 — ¢ OF ¢ 'R
SPECIFICATION: ¥ ¢ or 56— v; INTERDEPENDENCE! ¢ 4> ¢; SOLIDARITY! ¢ ® ¢;
COMPLEMENTARITY! ¢ | ¢; CONSTELLATION: v | 7; COMBINATION: 9 — ¢; AUTON-
omy: # | 9. The number of terminals is not, of course, restricted to two.

e ee
N 50
complementarity |yfed-ded v

C ,;:wr. st ej / Q/{}!b
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tory of all primary clauses and an inventory of all secondary
clauses. Likewise we can make inventories of all words, all syl-
lables, and all parts of syilables with certain functions; under
certain conditions this would lead to an inventory of all central
parts of syllables. To satisfy the requirement of exhaustive de-
scription it will be necessary to make such inventories. Such a
procedure will make it possible to register a special kind of func-
tion between the entities that can occupy one and the same posi-
tion in the chain.

When we compare the inventories yielded at the various stages
of the deduction, their size will usually turn out to decrease as
the procedure goes on. If the text is unrestricted, 4.e., capable
of being prolonged through constant addition of further parts,
as will be the case for a living language taken as text, it will be

possible to register an unrestricted number of sentences,
39]  an unrestricted number of clauses, an unrestricted num-
ber of words. Sooner or later in the course of the deductmn,
however, there comes a point at which the number of the in- "
ventoried entities becomes restricted, adld after which it usua,lly
falls steadily: Thus it seems certain that & 1anguage will have a

restricted number of syllables, although that number will be .
relatively high, In the case of syllables permitting an analysis ~
into central and marginal parts, the number of members ifi these *
classes will be lower than the number of syllables in the laguage. ;

When the parts of syllables are further partitioned, we reach the
entities which are conventionally called phonemes; their fiumbbi‘
is probably so small in any language that it can be writfén wit

two digits, and, in a good many languages, is very lo (some-

where about twenty), L
These facts, established through inductive experience,in al

languages hitherto observed, lie behind the mVentlop,F of thé [
alphabet. ‘As a matter of fact, if there were no restrlcte(fl invensy,
tories, linguistic theory could not hope to reach its goal, which

is to make possible a simple and exhaustive descriptioﬁ of the

system behind the text. If no restricted inventory a,ppeal"ed how-.f

|

f

l:
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ever long the analysis were continued, an exhaustive description
would be impossible. And the smaller the inventory at the
concluding analysis, the better we can satisfy the empirjcal
principle in its requirement of a simple description. Therefore
there is a great importance for linguistic theory in making possi-
ble a refinement of the idea that lay at the basis of the invention
of writing, namely the idea of furnishing the analysis that leads
to entities of the least possible extension and the lowest possible
number.

The two observations we have made here—that an entity can
sometimes be of the same extension as an entity of another
degree (instance 7); and that the size of the inventory decreases
in the course of the procedure, beginning as unrestricted, then
becoming restricted and then increasingly restricted—will be of
importance for us when we come to consider language as sign
systemns.

{“That a language is a system of signs seems ¢ priori an evident
and fundamental proposition, which linguistic theory will have
to take into account at an early stage. Linguistic theory must
be able to tell us what meaning can be attributed to this propo-

‘sition, and especially to the word sign. For the present we shall
-have to be content with the vague conception bequeathed by

tradition. According to this conception a “sign” (or, as we shall
_ say, in anticipation of a terminological refinement to be
40]  introduced later [p. 4], a sign-expression) is character-
ized first and foremost by being a sign for something else
—a peculiarity that is likely to arouse our interest, since this
seems to indicate that a “sign” is defined by a function. A “sign”’
_f‘_ghr}ﬂg‘tigns, designates, _denotgs a “51gn o
he'beare of a meaning.
We shall content ourself with this prov1snonal conception and
try on the basis of it to decide to” what extent the proposition

* can be correct that a language is a system of “signs.”
In its first stages, a certain tentative textual analysis might-

seem to give full support to this proposition. The entities com-

in contra.dlstmctlon to.
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monly referred to as sentences, clauses, and words seem to fulﬁl
the stated condition: they are bearers of meamngs thus ¢ signs,”
and the inventories established by an ana1y51s following such

tra.d1t10nal lines would lead us to recognize a sign system behmd_r‘_'__

t}}e sign process. Here as elsewhere it will be of interest to try to
cé,rry out the analysis as far as possible, in order to test for an
exhaustive and maximally simple description. Words are not the
ultimate, irreducible signs, as the centering of conventional lin-
guistics around the word might lead us to think. Words can be
analyzed into parts which, like words, are themselves bearers
of meaning: roots, derivational elements, inflexional elements.
Some languages go further in this respect than others. The
Latin ending -ébus cannot be resolved into signs of smaller ex-
tension, but is in itself a simple sign that bears both case meaning
and number meaning; the Hungarian ending for the dative
plural in a word like magyaroknak (from magyer ‘Hungarian’) is
a composite sign consisting of one sign -ok, bearing plural mean-
ing, and another sign -zak, bearing dative meaning. Such an’

analysis is not affected by the existence of languages without*
derivational and inflexional elements, or by the fact that even,
in languages that have such clements words may occur consisting .
of a root alone. Once we have made the general observation that
an entity can sometimes be of the same extension as ar entity !
of a higher degree, and in that case will have to be traﬁsferred !

unanalyzed from operation to operation, this fact can no longgr

cause us difficulties. The analysis has, precisely for thlfS neasdri,

the same general form in this as in all other cases, ar;]d can bj:
continued until it can be considered exhausted. When, for examy
ple, the analysis of an English word like in-aci-iv-ate-s:is ca,rné@

through in this way, it can be shown to contain five dlst,lngulsll! v
#

able entities which each bear meaning and which a,rié cons
quently five signs. 4

41) In suggesting so far-reaching an analysis on a conven-
tional basis, we should perhaps draw“attentloﬁ to the

fact thai the “meaning” which each such minimal entl'ay can b‘!’

"f
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said to bear must be understood as bemg a purely contextual

meamng None of the minimal entltles, nor the roots, have such

an’ 1ndependent” existence that they can be a531gned a lexical

rieaning. But from the basic point of view we have assumed
the Continued analysis on the basis of functions in the text—
there exist no other perceivable meanings than contextual mean-
ings; any entity, and thus also any sign, is defined relatively, not
absolutely, and enly by its place in the context. From this point
of view it is meaningless to distinguish between meanings that
appear only in the context and meanings that might be assumed
to have an independent existence, or-—with the old Chinese
grammarians—between “empty”’ and “full” words. The so-

‘called 1ex1cal mea.mngs in certam 31gns are nothmg &f artx—__

them Tir absolute isolation no s1gn has a,ny meanmg, any sign-
meanmg arises in a context, by which we mean a situational con-
text or explicit context, it matters not which, since in an un-
limited or productive text (a living language) we can always
transform a situational into an explicit context. Thus we must
not imagine, for example, that a substantive is more meaningful
than a preposition, or a word more meaningful than a deriva-
tional or inflexional ending. When comparing one entity with
another we may speak not merely of a difference in meaning but
also of different kinds of meaning, but concerning all such en-
tities we may speak of meaning with precisely the same relative
right. This is not changed by the fact that meaning in the tradi-
tional sense is a vague concept that we shall not retain in the
long run without closer analysis.

But when we attempt to analyze s1gn expressions in the man-

" ner suggested, inductive experience shows that in all hitherto

observed languages there comes a stage in the analysis of the
expression when the entities yielded can no longer be said to be
bearers of meaning and thus no longer are sign-expressions,
Syllables and phonemes are not sign-expressions, but only parts
of sign-expressions, That a sign-expression, for example a word or
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an ending, can consist of one syllable and can consist of one
phoneme does not mean that the syllable is a sign-expression or
that the phoneme is a sign-expression. From one point of
42]  view the s in in-act-iv-ate-s is a sign-cxpression, from
another point of view a phoneme. The two points of view
lead to the recognition of two different objects. We can very
well preserve the formulation that the sign-expression s includes
one, and only one, phoneme, but this is not the same as identi-
fying the sign-expression with that phoneme; the phoneme
enters into other combinations where it is not a mgn—expressmn
(e.g., In the word sell).
Such considerations lead uws to abandon the attempt to
analyze into “51gns, and we are led to recognize that a descnp-
tion it accordance with out pr1nc1ples must analyze content and ’

éxpression sepa.rately, with ea,ch of the two a,nalyses eventually .

yielding a restrlcted number of entltles wh1ch are not necessarily
susceptlble of one-fo-one matching with entities in the oppos1te
plane.
43] The relative economy bhetween inventory lists for signg
and for non-signs corresponds entirely to what is presum-
ably the aim of language. A language is by its aim first and fore-
most a sign system; in order to be fully adequate it must always
be ready to form new signs, new words or new roots. But{ with
all its limitless abundance, in order to be fully a,dequé.te, a
language must likewise be easy to manage, practical in acquisi-
tion and use. Under the requirement of an unrestricted number;
of signs, this can be achieved by all the signs’ being cons itructeq
of non-signs whose number is restricted, and, preferably, severely
restricted. Such non—sxgns as enter into a sign system as i)arts oféz
mgns we SHEII here call faure; ‘this ls“éjqpuuﬁrél‘y opera,twe ’;erm,
intfodiiced 51mp1y for convenience. Thus, a langua.ge is so
ordered that with the help of a handful of figure and ffrough";
ever new arrangements of them a legion of signs can Pe con-
structed, If a language were not so ordered it would bela tool |

unusable for its purpose. We thus have every reason to $uppose L/
i 't

|

]

{
'

agreement with recent linguisiic thinking.

EXPRESSION AND CONTENT 47

that in this feature—the construction of the sign from a restricted

number of figure—we have found an essential basic feature in

the structure of any language.

Languages, then, cannot be described as pure sign systems,
By the aim usually attributed to them they are first and foremost
sign systems; but by their internal structure they are first and
foremost something different, namely systems « of figurae that can
be used to construct sugns The definition of a language asa sxgn'

factory. It concerns only the external functions of a
44]  language, its relation to the non-linguistic factors that
surround it, but not its proper, internal functions.

13, Expression and content

J{Up to this peint we have intentionally adhered to the old tradi-

tion according to which a sign is first and foremost a sign for
something. In this we are certainly in agreement with the popu-
lar conception and, moreover, with a conception widely held by
epistemologists and logicians, But it remains for us to show that
their conception is linguistically untenable, and here we are in

While, according to the first view, the sign is an expression
that pomts to a conteni outs1de the s;gn “itself, according to the h
second view {which is put forth in | particular by Saussure and,
following him, by Weisgerber!?) the sign is an entity gengsated
by the connexion between an expresswn 3nd & content.

Which of these views shall be preferred is a question of ap-
propriateness. In order to answer this question we shall for the
moment avoid speaking about signs, which are precisely what
we shall attempt to define. Instead, we shall speak of something
whose existence we think we have established, namely the signy
Junciion, posited between two entities, an expression and a con-

1 Leo Weisgerber, Germanisch-romanische Monatsschrift XV, 1927, pp. 161 ff.; -
id., Indogermanische Forschungen XXXXVI, 1928, pp. 310ff.;éd., Multerspreche
und Gelsteshildung, Gottingen, 1929,

N
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tent. On this basis we shall be able to determine whether it is
appropriate to consider the sign function as an external or an
internal function of the entity that we shall call a sign. ’

‘We have here introduced expression and content as de51gnat10ns
of the functives that contract the function in question, the 51gn
function. This is a purely operative definition and a formal one
in the sense that, in this context, no other meaning shall be
attached to the terms expression and conient.

There will always be solidarity between a function and (the
class of) its functiveS' a function is inconceiva.ble without i'ts

“and are thus inconceivable without it, If one and the same entity
contracts different functions in turn, and thus might ap-

45]  parently he said to be selected by them, it is a matter,
in each case, not of one and the same functive, but of
different functives, different objects, depending on the point of
view that is assumed, ¢.e., depending on the function from which
the view is taken. This does not prevent us from speaking of the
“same” entity from other points of view, for example from a
consideration of the functions that enter into it (are contracted

by its components) and establish it. If several sets of functives ~

contract one and the same function, this means that there is
solidarity between the function and the whole class of #these
functives, and that consequently each individual functive delects
the function.

Thus there is also solidarity between the sign function and 1ts;
two functives, expression and content. There will never b /2, signt’
function without the simultaneous presence of both thede func- ,

tives; and an expression and its content, or a content/and its*j'

expression, will never appear together without the sign funcglon
also being present between them. ‘!
The sign’ function is in itself a solidarity. Expression a d con--’:

tent are solidary—they necessarily presuppose each otlfer. An .

expression is expression only by virtue of being an expression of,,

a content, and a confent is content ouly by virtue of being a l/
, }
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content of an expression. Therefore—except by an artificial iso-
lation—there can be no confent without an expression, or ex-
pressionless content; neither can there be an expression without
a content, or content-less expression. If we think without speak-
ing, the thought is not a linguistic content and not a functive
for a sign function. If we speak without thinking, and in the
form of series of sounds to which no content can be attached
by any listener, such speech is an abracadabra, not a linguistic
expression and not a functive for a sign function. Of course, lack
of content must not be confused with lack of meaning: an ex-
pression may very well have a content which from some point of
view (for example, that of normative logic or physicalism) may
bhe characterized as meaningless, but it is a content.

If in analyzing the text we omitted to take the sign function
into consideration, we should be unable to delimit the signs from
each other, and we should simply be unable to provide an ex-
haustive (and therefore, in our sense of the word, empirical) de-

scription of the text accounting for the functions that
46]  establish it (p. 22). We should simply be deprived of an

objective criterion capable of yielding a useful basis of
analysis. -

Saussure, in order to clarify the sign function, undertook the
device of trying to consider expression and content each alone,
without consideration of the sign function, and reached the fol-
lowing result:

“Prise en elle-méme, la pensée est comme une nébuleuse ot rien n’est
nécessairement délimité. 1 n'y a pas d’idées préétablies, et rien n’est
distinct avant D'apparition de ]a langue. . .. La substance phonique
n’est pas plus fixe ni plus rigide; ce n’est pas un moule dont la pensee
doive nécessairement &pouser les formes, mais une matiére plastique qui
se divise & son tour en parties distinctes pour fournir les signifiants
dont la pensée a besoin. Nous pouvons donc représenter . . la langue

. comme une série de subdivisions contigués dessinées é. la fois sur
le plan indéfini des idées confuses ... et sur celui non moins indéter-
miné des sons . . . la langue élabore ses unités en se constituant entre
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deux masses amorphes , .
substance,” M

. celle combinaison produil une forme, non une

But this pedagogical Gedankenexperiment, however excel-
lently carried out, is actually meaningless, and Saussure himself
must have found it so. In a science that avoids unnecessary
postulates there is neo basis for the assumption that content-
substance (thought} or expression-substance (sound-chain) pre-
cede language in time or hierarchical order, or vice versa. If we
maintain Saussure’s terminology-—and precisely from his as-
sumptions—it becomes clear that the substance depends on the
form to such a degree that it lives exclusively by its favor and
can in no sense be said to have independent existence.

On the other hand, it would seem to be a justifiable experi-
ment to compare different languages and then extract, or sub-
tract, the factor that is common to them and that remains com-
mon to all languages, however many languages are drawn into
the comparison. This factor—if we exclude the structural princi-
ple that involves the sign function and all functions deducible
therefrom, a principle that is naturally common gue principle to
all languages, but one whose execution is peculiar to each indi-
vidual language—this factor will be an entity defined only by
its having function to the structural principle of language and
to all the factors that make languages different from one. an-

other. This common factor we call purport. (. LusCir qi(\

47 Thus we find that the chains c’s»eiﬂ* ) .
jeg véd det ikke  (Danish) : i’ “
I do not know  (English) i lf
Je ne sais pas {French) N .
en tiedd {Finnish) A ]
naluvara (Eskimo), oy

[despite all their differences, have a factor in common, ,h%.mely P
the purport, the thought itself. This purport, so consideredl;'exists

provisionally as an amorphous mass, an unanalyzed '?ntity, '
“f

1 F. de Saussure, Conrs, 2nd ed., pp. I55-157. i A
"f

f;
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which is defined only by its external functions, namely its func-
tion to each of the linguistic sentences we have quoted. We may
imagine this purport to be analyzed from many points of view,
to be subjected to many different analyses, under which it would
appear as so many different objects. Tt could, for example, be
analyzed from one or another logical, or from one or another
psychological, point of view. In each of the languages considered
it has to be analyzed in a different way—a fact that can only
be interpreted as indicating that the purport is ordered, articu-
lated, formed in different ways in the different languages:

in Danish, first jeg (‘T"), then véd (‘know’—present indicative},

then an object, def (‘it"), then the negative, ikke (‘not’);

in English, first I, then a verbal concept that is not distinctly
represented in the Danish sentence, then the negation, and only
then the concept ‘know’ (but nowhere the concept corresponding
to the Danish present indicative »éd, and no object);

in French, first ‘T’, then a kind of negation (which is, however,
completely different from the Danish and English, since it does
not have the purport of a negation in all combinations), then
“know’ (present indicative), and finally a peculiar special sign
which some call a negative, but which can also mean ‘step’; as
in English, no object;

in Finnish, first a verb signifying ‘I-not’ (or, more precisely,
‘not-T’, since the sign for ‘I’ comes last; the negation in Finnish
is a verb that is inflected in person and number: en ‘I-not’, &
‘thou-not’, ef ‘he-not’, emme ‘we-not’, elc.), and then the concept
‘kmow’ in the form that has imperative meaning in other com-
binations; no object;

in Eskimo, ‘not-knowing-am-I-it’, a verb derived from nalo
‘ignorance’, with the suffix for the first-person subject and third-

person object.!?

48] We thus see that the unformed purport extractable

12 We have disregarded the fact that the same purport can also be formed in
quite different chains in some of the languages: French je Pignore, Eskimo asuk
or asukiak (derived from ase, which by itself means ‘enoughl’),

——
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from all these linguistic chains is formed differently in each
language. Each language lays down its own boundaries within
the amorphous ‘“‘thought-mass” and stresses different factors
in it in different arrangements, puts the centers of gravity in
different places and gives them different emphases. Tt is like
one and the same handful of sand that is formed in quite dif-
ferent patterns, or like the cloud in the heavens that changes
shape in Hamlet’s view from minute to minute. Just as the samée
sand can be put into different molds, and the same cloud take
on ever new shapes, so also the same purport is formed or struc-
tured differently in different languages. What determines its
form is solely the functions of the language, the sign function
and the functions deducible therefrom. Purport remains, each
time, substance for a new form, and has no pessible existence
except through being substance for one form or another.

} We thus recognize in the linguistic confent, in its process, a
specific form, the conteni-form, which is independent of, and

| stands in arbitrary relation to, the purpors, and forms it into a *
conteni-substance. *

No long reflexion is needed to see that the same is true for the
system of the content. A paradigm in one language and a corre-
sponding paradigm in another language can be said to cover one
and the same zone of purport, which, abstracted from those
languages, is an unanalyzed, amorphous continuum, on Which’
boundaries are laid by the formative action of the languages.
Behind the paradigms that are furnished in the varioys,lanc/

guages by the designations of color, we can, by subtracthg the'"
differences, disclose such an amorphous continuum, th color’
spectrum, on which each language arbitrarily setsits boundaries.,
While formations in this zone of purport are for the most part'
approximately the same in the most widespread Europe?n lan- *
guages, we need not go far to find formations that are in' ngru- -»,
ent with them. In Welsh, ‘green’ is gwyrdd or glas, ‘bluecﬁ)s glas, :
‘gray’ is glas or Hwyd, ‘brown’ is llwyd. That is to say, tl;e part,,
of the spectrum that is covered by our word green is mtersected

¥
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in Welsh by a line that assigns a part of it to the same area as

our word bdlue while the English boundary between green
49]  and blue is not found in Welsh. Moreover, Welsh lacks the

English boundary between dlue and gray, and likewise the
English boundary between gray and brown. On the other hand,
the area that is covered by English gray is intersected in Welsh
so that half of it is referred to the same area as our dlue and half
to the same area as our drown. A schematic confrontation shows
the lack of coincidence between the boundaries:

gwyrdd
green
blue glas
|I gfay —_—
—|  lhwyd
brown

Similarly Latin and Greek show incongruence with the chief
modern European languages in this sphere.—The progression
from ‘light’ to ‘dark’, which is divided into three areas in English
and many languages (white, gray, black) is divided in other
languages into a different number of areas, through abolition or,
on the other hand, elaboration of the middle area.

Morpheme paradigms show a similar state of affairs. The zone
of number is analyzed differently in languages that distinguish
only a singular and a plural, in those that add a dual (like An-
cient Greek and Lithuanian), and in languages that also have a
paucal—either simply a trial (like most Melanesian languages,
the West Indonesian language Sapir on the islands between
Mindanao and the Celebes, and the Southeastern Australian
language Kulin in some of its dialects) or also a quadral (like
the Micronesian language on the Gilbert Islands). The tense
zone is analyzed differently in languages which {apart from peri-
phrastic formations) have only a preterite and a present (as, for
example, English), and where therefore the present also covers
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the area that is covered in other languages by the future, and
in Janguages that set a limit between present and future; again,
the boundaries are different in a language which (like Latin,
Ancient Greek, French) distinguishes several kinds of Preterite.
This incongruence within one and the same zone of pur-
50]  port turns up everywhere. Compare also, for example, the
following correspondences between Danish, German, and
French:

Baum arbre
tre

Holz bois
skov Wald fortt

We may conclude from this fact that in one of the two entities
that are functives of the sign function, namely the content, the
sign function institutes a form, the content-form, which from the
point of view of the purport is arbitrary and which can be ex-

plained only by the sign function and is obviously solidary with *
it. In this sense, Saussure is clearly correct in distinguishing be- *

tween form and substance.

Precisely the same thing can be observed in the other of the #
two entities that are functives of the sign function, namely the -

expression. Just as, for example, the color zone or the morpheme
zones are subdivided differently in different languages in that
each language has its own number of color words, its own numbe;

of numbers, its own number of tenses, efc., so we can also disf -

close, by subtraction from a comparison of languages, jar;es in'
the phonetic sphere which are subdivided differently in differen g
languages. We can, for example, think of a phonetico-ph&siélogiﬁ;

cal sphere of movement, which can of course be represented as

as an unanalyzed but analyzable continuum—for examp ¢on thes,

spatialized in several dimensions, and which can be pr%sénted‘ P2
basis of Jespersen’s systen of “antalphabetic™ formulee, n such |

an amorphous zone are arbitrarily included in different lali'guagesl

e different number of figurs (phonemes) since the boundaries are ¥}
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laid down in different places within the continuum. An example is
the continuum made by the median profile of the roof of the
mouth, from the pharynx to the lips. In familiar languages this
zone is usually divided into three areas, a back k-area, a middle
t-area, and a front p-area. If we consider only the stops, however,
Eskimo and Lettish, among others, distinguish two &-areas,
whose lines of division do not coincide in the two languages.
Eskimo places the boundary between a uvular and a velar area,

Lettish between a velar and a velo-palatal area. Many
s51]  languages of India distinguish two {-areas, a retroflex and

a dental; and so on. Another such obvious continuum is
that of the vowel zone; the number of vowels varies from lan-
guage to language, with the boundaries set differently. Eskimo
distinguishes only between an {-area, a #-area, and an ¢-area.
In most familiar languages the first is split into a narrower
i-area and an e-area, the second into a narrower #-area and an
o-area. In some languages each of these areas, or one of them,
can be intersected by a line that distinguishes rounded vowels
(v, #; #, 0) from unrounded (%, ¢; w, ¥; these last—curious *“dull”
vowels which are rare in Europe —or one of them, are found, for
example, in Tamil, in many of the Eastern Uralic languages, and
in Rumanian); with the aperture of i and # can he formed, be-
sides, midvowels, rounded (%) as in Norwegian and Swedish, or
unrounded (¥ as in Russian; and so on. Especially because of
the extraordinary mobility of the tongue, the possibilities that
language can make use of are quite indefinitely great; but the
characteristic thing is that each language lays down its bound-
aries within this infinity of possibilities, :

Since the state of affairs for the expression is evidently quite
analogous to that of the content, it will be appropriate for us
to be able to underline this parallelism by using the same termi-
nology for the expression as for the content. We should then be
able to speak here of an expression-purport, and even if this is
unusual there seems to be nothing beyond that fact to prevent
us. The examples we have given, the vocalic continuum and the
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purport according to predispositions suggested by functional
facts in the speaker’s mother tongue.
This investigation shows us, then, that the two entities thaﬂ
contract the sign function—expression and content—behave in
the same way in relation to it. By virtue of the sign function and
only by virtue of it, exist its two functives, which can now he
precisely designated as the content-form and the _expression-
form, And by virtue of the content-form and the expression-form, -
and only by virtue of them, exist respectively the content- |
substance and the expression-substance, which appear by the
form's being projected on to the purport, just as an open net
casts its shadow down on an undivided surface.
If we now return to the question from which we began, con-
cerning the most appropriate meaning of the word sign, we are
in a position to see more clearly behind the controversy between
the traditional and the modern linguistic points of view. It seems
to be true that a sign is a sign for something, and that this some-
thing in a certain sense lies outside the sign itself, Thus the word
ring is a sign for that definite thing on my finger, and that thing
does not, in a certain (traditional) sense, enter into the sign it-
self. But that thing onmy finger is an entity of content-substance,
- which, through the sign, is ordered to a content-form and is ar-
ranged under it together with various other entities of content-
substance (e.g., the sound that comes from my telephone).
That a signis a sign for something means that the content-
form of a sign can subsume that something as content-
substance. )]ust as we felt before a need to use the word purport,
not simply of the content, but alse of the expression, so here
again, in the interest of clarity, despite the time-honored con-
cepts whose shortcomings now become increasingly evident, we
feel a desire to invert the sign-orientation: actually we shoyld
be able to say with precisely the same right that a sign is a sign
for an expression-substance. The sound sequence [riy] itself, as
a unique phenomenon, pronounced hic et nunc, is an entity of
expression-substance which, by virtue of the sign and only by

median profile of the roof of the mouth, are then the phonetic
.zones of purport, which are formed differently in different lan-
guages, depending on the specific functions of each language, and
which are thereby ordered to their expression-form as expression-
substance,

We have observed this for the system of expression; but just
as with the content, we can also demonstrate the same for the
process. Purely by virtue of the cohesion between system and
process, the specific formation of the system in a given language
inevitably involves effects in the process. Partly because of the
very boundaries that are laid in the system and that are incon-
gruent from language to language, and partly because of the
possibilities of relation between the phonemes in the chain (some
languages, for example various Australian and African lan-
guages, admit no consonant groups at all, others only certain

definite consonant groups, different in different languages;
52]  the placing of the accent in the word is governed by dii-

ferent laws in different languages)| one and the sase ex-'
pression-pur porl may be formed differently in different languages.*
English {ba:'lm], German [herlli:n], Danish [hae litn), ]a,panese
[belulinu] represent different formations of one and the same
expression-purport (the city-name Berlin). It is, of course, in-"
different that the content-purport happens to be the game in -
this instance; in the same way we could say that, for e%amp’fe, _
the pronunciation of English gof, German Gof (‘God’) and - 53]
Danish godt (‘well’) represent different formations of ¢ ope aufd !
the same expression-purport. In this example the e pTessm -
purport is the same, but the content-purport differenlt, just 48
in jeg véd det ikke and I do not know the content-purport is thp
_same but the expression-purport different. ‘. 5}

“""When a person familiar with the functional system of a given %
language’ (e.g., his mother tongue) has perceived a, contenty,
purport or an expression-purport, he will form it in that la.n-‘
guage. An essential part of what is popularly called “&peakmg
with an accent” consists in forming a perceived ex?ressxon"-(
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virtue thereof, is ordered to an expression-form and classified
under it together with various other entities of expression-
substance (other possible pronunciations, by other persons or on
other occasions, of the same sign}.

" The sign is, then—paradoxical as it may seem—a sign for a
Content-substance and a sign for an expression-substance. It is
in this sensé that the sign can be said to be a sign for something.
On the other hand, we see no justification for calling the sign a
sign mercly for the content-substance, or (what nobody has
thought of, to be sure) merely for the expression-substance. The
sign is a two-sided entity, with a Janus-like perspective in two
directions, and with effect in two respects: “outwards” toward
the expression-substance and ‘“‘inwards” toward the content-
substance.

All terminology is arbitrary, and consequently nothing pre-
vents us from using the word sign as a special name for the ex-
pression-form (or, if we wished, for the expression-substance, but
this would be both absurd and unnecessary). But it appears «
more appropriate to use the word sign as the name for the unit ,
consisting of content-form and expression-form and established
by the solidarity that we have called the sign function;}IE sign
is used as the name for the expression alone or for a part of it, .
the terminology, even if protected by formal definitions, will run
the risk of consciously or unconsciously giving rise to or fayoring
the widespread misconception according to which a language is

simply a nomenclature or a stock of labels intended to be fa,steneii- "
y

on pre-existent things. The word sign will always, by reasp)l; of it
nature, be joined to the idea of a designatum; the wi rd sigid
must therefore be used appropriately in such a way )I,ha,t th{g&
relation between sign and designatum will appear as cllcarly as
possible and not be subjected to distorting simplification;, | A

["The distinction between expression and conﬁé[nt ancl:.’

54 their interaction in the sign function is basic to thé struc- ¢

ture of any language. Any sign, any system of signs, any ¥
system of figure ordered to the purpose of signs, any lg.nguagefu
¢ Iy

i
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contains in itself an expression-form and a content-formj‘l"he
first stage of the analysis of a text must therefore be an analysis
into these two entities, To be exhaustive, the analysis must be
so organized that at each stage we analyze into the parts that
are of greatest extension, i.e., of lowest number, either within
the analyzed chain in its totality or within any arbitrary section
of it. If a text, for example, includes both sentences and clauses,
we can show that the number of clauses is greater than the num-
ber of sentences; therefore we must not proceed directly to an
analysis into clauses, but first analyze into sentences and then
analyze the sentences into clauses. B}Vhen this principle is carried
through, it will appear that any text must always be analyzed
in the first stage into two and only two parts, whose minimal
number guarantees their maximal extension: namely, the ex-
pression line and the content line, which have mutual solidarity
through the sign function. After that, the expression line and the
content line are each analyzed further, naturally with considera-
tion of their interaction in the signs. In the same way, the first
articulation of a linguistic system will lead us to establish its
two most inclusive paradigis: the expression side and the con-
tent side. As common names for expression line and expression

© side, on the one hand, and for content line and content side, on the

other, we have used respectively the designations expression
plane and content plane (designations chosen with reference to
Saussure’s formulation_cited above: “le plan. . . des idées . . .
et celui . . . des sons”),

Through the whole?ma,]ysis, this method of procedure proves
to result in great clarity and simplification, and it also casts light
on the whole mechanism of a language in a fashion hitherto un-
known. From this point of view it will be easy to organize the
subsidiary disciplines of linguistics according to a well-founded
plan and to escape at last from the old, halting division of
linguistics into phonetics, morphology, syntax, lexicography, and
semantics—a division that is unsatisfactory in many respects
and also involves some overlapping, But besides, when the



6o PROLEGOMENA TO A THEORY OF LANGUAGE

analysis is carried through, it shows that expression plane and
content plane can be described exhaustively and consistently as
being structured in quite analogous fashions, so that quite
identically defined categories are foreseen in the two
55]  planes. This means a further essential confirmation of the
correctness of conceiving expression and content as co-
ordinate and equal entities in every respect.

The terms expression plone and content plane and, for that
matter, expression and confent are chosen in conformity with
established notions and are quite arbitrary. Their funciional defi-
nition provides no justification for calling one, and not the other,
of these entities expression, or one, and not the other, consent.
They are defined only by their mutual solidarity, and neither
of them can be identified otherwise. They are each defined only
oppositively and relatively, as mutually opposed functives of one
and the same function.

14. Invarionts and variants , .

This insight into the structure of the sign is an indispensable »
condition for conducting the analysis precisely and, especially,
for recognizing the figure of which a linguistic sign is composed
{p. 46). At each stage of the analysis an inventory must be made .
of entities with uniform relations (p. 41). The inventory must .
satisfy our empirical principle (p. 11): it must be both exhgustive
and as simple as possible. This requirement must be met at each
stage, because, among other reasons, we cannot know befqrghan@ Y
whether any given stage is the last. But the requireme; ;yhas g
double importance for the concluding stage of the analg;si's, bel
cause there we come to recognize the ultimate entities xxhich M‘él
basic to the system, the entities of which we must bé'. able t¢
demonstrate that all the other entities are constructed. Ahd heréd! 4
it is impoztant, not only for the simplicity of the solutié in this;!
last stage, but for the simplicity of the solution as a whéle, that*
the number of these ultimate entities be as low as possiple. ‘ d

We formulate this requirement in two principles, the z;b_rincz'pl{ /

¥ #
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of economy and the principle of reduction, which are both deduced
from the principle of simplicity (p. 18).

The principle of economy: The description is made through o
procedure. The procedure shall be so arranged that the resull is the
simplest possible, and shall be suspended if it does not lead to
further simplification.

The principle of reduction: Each operation in the procedure shall
be continued or repeated until the description is exhausted, and shall
ot each siage lead to the regisiration of the lowest possible number
of objects.

56} We shall call the entities that are inventoried at each
stage elements. In respect of the analysis we give the fol-
lowing refined formulation of the principle of reduction:

Eack analysis (or each analysis complex) in which Junctives are
registered with a given function as basis of analysis shall be so made

that it leads lo the registration of the lowest possible number of
elements,

In order to satisfy this requirement we must have at our dis-
posal 2 method that allows us under precisely fixed conditions
to reduce two entities to one, or, as it is often put, to identify
two entities with each other. Tf we imagine a text analyzed into
sentences, these™into clauses, these into words, efc., and an in-
ventory taken for each analysis, we shall always be able to ob-

1#In this latter formulation, the theory presupposes on this point a closer
analysis of the concept of Huguistic {dentity. This has been treated from many
points of view in the recent literature (e.g., by F. de Saussure, Cours, 2nd ed.
Pp. 150ff,, and, on the basis of Russell’s hicrarchy of types, by A. Penttils (Acle.;
dulVe Congrr_is international de linguistes, Kghenhavn, 1938, pp. 160 ff.) following
U. St.z'arnio, Uniersuchungen zur symbolischen Logik (Acta philosophica Fennica I
Helsingfors, 1035); ¢f. Penttild & Saarnio in Erbenntnis IV, 1934, pp. 28 ﬂ'.):
The provisional results thus obtained seem, however, sufficient to indicate that
this is 2 difficult way of arriving at the method through formal definitions, and
f:hat we can do so more simply through the concept of reduction. The problem of
identity can therefore be dismissed in this connexion as an UBNeCcessary com-
plication,



_sentence
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‘tions have variants, so that the distinction
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serve that in many places in the text we have “one and the same”
‘one and the same” clause, “one and the same’ * word,

qtc., can be said to occur, These specimens we shall call variants,
and the entities of which they are specimens, invarianis, More-
over, it is immediately seen that not only entities, but alse func-
etween variants and
invariants is valid for functives in general, IAt each stage of the
analysis we must be able to infer from variants to invariants
with the help of a specially prepared method that establishes the
necessary criteria for such a reduction.
Where it is a matier of highest-degree invariants of the .
g7]  expression plane—as concerns spoken language, in theory
up to this time, the so-called phonemes—in modern lin-
guistics a certain amount of attention has been paid to this ques-
tion and the first attempts have been made to work out such a
method of reduction. In many instances, however, investigators
have stopped at a more or less vague “real’” definition of the
phoneme that yields no useful objective criteria in doubtful
cases. Two schools in modern linguistics have consciously sought
to work out an objective method of reduction, namely the
London school, as represented by Daniel ]ones and the phono- -
logical school that has its sourcen the Prague Circle andswhose .
leader was N. S. Trubetzkoy. The methods of reduction workedl
out in these two camps display a characteristic similarity and
an interesting difference. g .f 4
The similarity consists in the fact that neither schoéiyl/ recog- '
nizes that the prerequisite for an inventory is a textual analyslg
made on the basis of functions. The method used is the ijidactiv
one (pp. 11—12), which takes as its datum a mass of 1n'd1v1dua?
sounds, to be grouped into classes of sounds, the i-calle "
phonemesJ This grouping of sounds into phonemes mist then.,,
in principle, take place without consideration of what pa adlgms
the sounds enter. With a curious inconsistency, neverthelesg, '
both schools start with a certain rough division of the totaL,

*
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i sound-inventory of a language into categories, treating vowels
and consonants separately. But vowel and consonant are re-
garded as categories defined, not by linguistic functions, but

. rather by non-linguistic (physiological or physical) premisses.

| And the category of vowels and the category of consonants are
not analyzed at the beginning of the operation into sub-cate-
gories on the basis of relation (according to their “position” in
the syllable).

{ In this point of similarity there is nothing surprising, since the
deductive method we have outlined (p. 13) has not hitherto been
practised in linguistic science.

/’ The difference between the two schools in method of proce-
dure, on the other hand, is of no small methodological interest.

, Bpih.ﬁgly,el_s,_,ag.r,@.q_;gdssgl.ng..sglegt,hmg characteristic in the fact

L that phonemes—in contrast to variants—have a distinctive func-.

. tion: the exchange of one phoneme for another can entail a dif- ,
ference m,etSntent (e g pet ~pat), while this is not possible if one
variant is exchanged for another variant of the same phoneme
(e Ly ‘two different pronunciations of the ¢ in pel). The Prague
phonologists set up this criterion in their definition, by defining

a phonemic opposition as a distinctive opposition.® The
58]  London school takes another way. Daniel Jones does, in-

deed, point out that phonemes are distinctive, but he does
not wish to incorporate this feature i the definition of the’
phoneme, because phonemic oppositions are found that are in-
capable of entailing a difference in content, since the phonemes |
concerned cannot be exchanged for each other within one and the |
same word, ¢.¢., not in one and the same “position” in the cham-
so0, for example_ & and 7 in English." This difficulty arises because

Jones’ theory does not recognize the\fe,_et"thé.’t'phonemes can

/ " Actes due Ter Congrés international de linguistes, Leiden, n.d., p. 33. Traveux
du Cercle Uinguistique de Progue IV, 1931, p. 311. N. S Trubetzkoy, Gmndm‘ige
der Phonologie (Travaux: du Cercle linguistique de ngﬂe VII, 1930), 1 p 30.

{r ®D. Jones, Traveuz du Cercle linguistigue de Prague "IV, 1031, . 771.
D. Jones, An Ouiline of English Phonetics, Cambridge, 1936, pp. 49f.
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differ simply by belonglng to different ca,tegones (beyond the
distinction between vowel and consonant), Thus it is not con-
“sidered a ‘sufficiently distinctive criterion that %, which can
stand only initially in a syllable, and g, which can stand only
finally in a syllable, each enter into distinctive opposition to
other phonemes which can occupy the same “position” (e.g.,
hat—cat, sing—sit).jThe London school therefore attempts to
exclude the relevance of the distinctive function and instead—
at least in theory—to build on the “position” of the phoneme
without consideration of the distinctive function, so that two
sounds that can appear in the same position are always referred
to different phonemes. ¥ But it is obvious that this creates new-
difficulties, partlculaﬁ§ because variants, also, can appear in the
same “position” {e.g., pet with ¢ of different qualities). To elimi-
nate this difficulty it is necessary to introduce in addition to the
phoneme another concept, the variphone, whose relation to the
phoneme is not quite clear, Since any new specimen of a phoneme
is necessarily a new variant, each phoneme will have variants in
one and the same “position,” whence it iollows that each *
phoneme must be a variphone. But it appears, even if it is

¥

not expressly stated, that the different variphones can be con- "

sidered different from each other only in their distinctive -
~ opposition. 17_j E
so] The London school’s attempt to avoid distinctive op-
position is instructive. It was probably made in the belie
that there is surer ground within pure phonetics and without
appeal to the content, where the distinction between dlference'é
and similarities can be more precarious since the a alytlca,ll
method is less well developed in this field and objectivi crlterw{
seem more difficult to obtain, Apparently the Prague Circle fel

the same way, since it tries to use only what is called “dlﬁf&rentla- #*

af

{,
18 . Jones, Le mailre phonétigue, 1920, pp. 43{., Traveux du Cercié Ynguis- ¢

tigue de Proague IV, p. 74. ¥

¢ M D. Jones, Proceedings of the International Congress of Phanem! Sciences
(Archives néerlandaises de phonétigue expérimentale VIII-IX, 1933), p¥ ?3 L
¥ H

o
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tions of intellectual meaning.” But the Prague Circle is un-
doubtedly right in holding fast to the distinctive criterion as the
relevant one; the attempt of the London school shows the in-
superable difficulties that otherwise appear. The strong assertion
of this principle is the chief merit of the Prague Circle; on all
other points strong reservations must be made concerning its
theory and its practice in what it calls phonology.
" Experience of previgusly attempted methods of reduction
seems, then, to show that we must consider the distinctive - factor
as the relevant one for registering invariants and for dlstlngulgﬁ:
ing between invariants and variants. There is a difference be-
tween invariants in the expression plane when there is a corre-
lation (e.g., the correlation between ¢ and ¢ in pet—pat) to which
there is a corresponding correlation in the content plane (the
correlation between the content entities ‘pet’ and ‘pat’) so that
we can register a relafion between the expression-correlation and
the content-correlation. This relation is an immediate conse-
quence of the sign function, the solidarity between the form of
the expression and the form of the content;s
In certain methods within conventional linguistics, as we have
seen, an approach to recognizing this fact has been made in mod-
ern times; it has been worked out seriously, however, only for
figure of the expression plane, But to understand the structure
of a language and to conduct the analysis, it is of the greatest
importance to realize that this principle must be extended so as
to be valid for all the other invariants of the language as well,
irrespective of their degree or, in general, of their place in the
system. The principle holds true, therefore, for all entities of ex-
pression, regardless of their extension, and not- only for the
minimal entities; and it is true for the content plane just as much
as for the expression plane. Actually, this is only the logical
consequence of recognizing the principle for the figurz of the
expression.
6o] If we consider signs instead of figur®, and not one in-
dividual sign but two or more signs in mutual correlation,




66 PROLEGOMENA TO A THEORY OF LANGUAGE

we shall always find that there is a relation between a correlation
of expression and a correlation of content. If such a relation is
not present, that is precisely the criterion for deciding that there
are not two different signs, but only two different variants of
the same sign. If the exchange of one sentence-expression for
another can entail a corresponding exchange between two dii-
ferent sentence-contents, there are two different sentences in
the expression; if not, there are two sentence variants in the
expression, two different specimens of one and the same sentence-
expression. The same is true for word-expressions and for any
other sign-expressions. And the same is true for figura, regard-
less of their extension—syllables, for example. The difference be-
tween signs and figurze in this respect is only that, in the case
of signs, it will always be the same difference of content that is
entailed by one and the same difference of expression, but in the
case of figure, one and the same difference of expression may,
in each instance, entail different changes between entities of the -
content {e.g., pel-—pat, led—lad, len—ian).

Moreover the observed relation is reversible, in the sense that

the distinction between invariants and variants within the con-

tent plane must be made according to exactly the same criterion
(there are two different invariants of content if their corre];’ttion
has relation to a correlation in the expression, otherwisé not),,
Thus in practice there are two different invariants of contént if’
an exchange of one for the other can entail a corresponding ex-y
change in the expression plane. In the case of signs, !ﬂns 1é”
especially and immediately obvious. If, for example, He ex- f
change of one sentence-expression for another entails a, corre- ¢
sponding exchange between two sentence-contents, then’ ‘the ex-’f
change of one of the sentence-contents for the other wﬂLe_pta,]l )
a corresponding exchange between the two sentence—expnp_gsmns, ‘
this is only the same thing seen from the opposite side. |/ ,
Finally, it is an inevitable logical consequence that this ex- +
. change test can be applied to the content plane, and notrto the'
expression plane only, and that it must enable us to reglster the l"

12
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figure that compose the sign-contents. Quite as in the expression

plane, the existence of figure will only be a logical conse-
61}  quence of the existence of signs. It may therefore be pre-

dicted with certainty that such an analysis can be carried
out. And it can be added at once that it is of the greatest im-
portance that it be carried out, because such a work is a necessary
prerequisite for an exhaustive description of the content. Such
an exhaustive description presupposes the possibility of explain-
ing and describing an unlimited number of signs, in respect of
their content as well, with the aid of a limited number of figura.
And the reduction requirement must be the same here as for the
expression plane: the lower we can make the number of content-
figure, the better we can satisfy the empirical principle in its
requirement of the simplest possible description.

Till now, such an analysis into content-figure has never been
made or even attempted n lmgmst1cs, although a correspondmg
analysis into expression-figurz is as old as the very invention of
alphabetic writing (not to say older: after all, the invention of
alphabetic writing presupposes an attempt at such an analysis
of the expression). This inconsistency has had the most cata-
strophic consequences: confronted by an unrestricted number of
signs, the analysis of the content has appeared to be an insoluble
problem, a labor of Sisyphus, an impassable mountain.

' But the method of procedure will be exactly the same for the
content plane as for the expression plane. Just as the expression
plane can, through a functional analysis, be resolved into com-
\ ponents with mutual relations (as in the ancient discovery of
|alphabetic writing and in modern phonemic theories), so also
ithe content plane must be resolved by such an analysis into com-
ponents with mutual relations that are smaller than the minimal-
sign-contents,

~ Let us imagine that in the analysis of a text, at that stage of
the analysis where certain larger chains (we may think, for exam-
ple, of word-expressions in a language of familiar structure) are
partitioned into syllables, the following syllables have been
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registered: sla, sii, slai, sa, si, sai, la, 11, loi. At the next stage,
where the syllables are partitioned into central (selected) and
marginal (selecting) parts (p. 27), a mechanical inventory in
the categories of central and marginal parts of syllables would
yield, respectively, ¢, 4, a4, and si, s, I. But since ai may
62]  be explained as a unit established by the relation between
2 and ¢, and sl as a unit established by the relation be-
tween s and I, @¢ and s/ are struck out of the inventory of ele-
ments. There remain only @ and 4, s and /, so that these are also
defined by their faculty of entering the “groups” mentioned (the
consonant group sl and the diphthong e4). And it is well to note:
this reduction must be undertaken in the same operation in
which central and marginal parts of syllables are registered, and
it must not be deferred to the next operation, in which these
parts are again partitioned into smaller parts. To proceed other-
wise would be to conflict both with the requirement of the sim-
plest possible procedure and with the requirement of thé simplest
possible result in any particular operation (¢f. p. 18 and the
principle of reduction). If, however, we had another situation,
in which, on analyzing larger chains into syllables, we had found
only slai, but not sle, sli, sa, i, sai, la, Ii, lai—then the reduction
could not be ca,rr\ied further by resolution of syllables into parts,
and further reduction would have to be postponed to the fdl;ldw- y
ing operation, in which the parts of syllables would be taken as
objects for further partition. If, to give another example, we¢ had -4.,
slai, sla, and sl, but not sai, sa, 54, lai, la, I, we should be q.‘[fle to'’
resolve ¢i at this stage of the procedure, but not si. (If 3 had
slai and sla, but not s, the resolution could not be undertaken,

/

. ; L

and @i and ¢ would have to be registered as two diﬁerépt in- "1
varlants. Violating this rule would, among other results, lead to &

the absurdity that, in a language having the syllables ¢ a,f{d sa, *

but no syllable s, we should register not merely a but alsob{s asa
separate invariant in the inventory of syllables.) "

In this method of procedure there is in principle a fa_,c&or of "1
generalization, The reduction can be carried out only 1@. it is

-f .
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possible to generalize from case to case without risk of incon-
sistency. In our example we may imagine the modification intro-
duced that sl can be reduced to 2 group only in some cases, but
not in all, because the content associated with the syllable sla
with unresolved s/ is different from the content associated with
the syllable sle with resolved sl, whence it must follow that s!
is an element on a line with s and 7. In several well-known
languages (e.g., English) the entity ¢f can be resolved into ¢
and f, so that this resolution may be generalized consistently to
all cases. In Polish, however, {f exists as an independent entity
on a line with ¢ and f, while these latter can enter into a group
¢f (functionally distinct from {): the two words tray

63]  ‘three’ and czy ‘whether’ differ in pronunciation only by

the first’s having ¢ f and the second #.18

It is therefore of practical importance here to make use of a
special principle of generalizaiion. Moreover, the practical sig-
nificance of this principle shows up at many other points within
linguistic theory, and it must therefore be posited as one of the
general principles of the theory. We believe it possible to prove
that this principle has always implicitly played a role in scien-

tific research, although so far as we know it has not previously

been formulated. It goes as follows:

If one object admits of a solution univocally, and another object
admils of the same solution equivocally, then the solulion is general-
ized lo be valid for the equivocal object,

The rule that applies to the reductions here discussed can ac-
cordingly be formulated as follows:

Enlities which, on application of the principle of generalization,

% L. Bloomfield, Language, New York, 1933, p. 170, George L. Trager, Acla
Linguistica 1, 1939, p. 179. A thorough-going analysis of the Polish system of
expression from our points of view will probably disclose further differences
between the two cases; this does not, however, weaken the principle or-its appli-
cation at a certain stage of the analysis. Something of the sort s true of Jones'
example of English % and ¢.
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may be univocally regisiered as complex unils including only ele-
ments registered in the same operation, must not be registered as
elements.

This rule is then to be applicd in the content plane in just the
same way as in the expression plane. If, for example, a mechani- -
cal inventorying at a given stage of the procedure leads to a
registration of the entities of content ‘ram’, ‘ewe’, ‘man’,
‘womar’, ‘boy’, ‘girl’, ‘stallion’, ‘mare’, ‘sheep’, ‘human being’,
‘child’, ‘horse’, ‘he’, and ‘she’—then ‘ram’, ‘ewe’;, ‘man’,
‘woman’, ‘hoy’, ‘girl’, ‘stallien’, and ‘mare’ must be eliminated
from the inventory of elements if they can be explained univo-
cally as relational units that include only ‘he’ or ‘she’ on the cne
hand, and ‘sheep’, ‘human being’, ‘child’, ‘horse’ on the other.
Here, as in the expression plane, the criterion is the exchange
test, by which a relation is found between correlations in each of

the two planes. Just as exchanges between seé, se, and si

exchanges between the content-entities ‘ram’, ‘he’, and

o . . -
' fsheep’ can entail exchanges between three different expressions.

Ram’ = ‘he-sheep’ will be different from ‘ewe’ = ‘she-sheep’,
just as s/ will be different from, say, f, and ‘ram’ = ‘he-sheep’
will be different from ‘stallion’ = ‘he-horse’, just as 5! will He dif-

ferent from, say, s». The exchange of one and only one elément’ p

for another is in both cases sufficient to entail an exchange in,

the other plane of the language. L f !
In the little examples to which we have had recourse in the ,

foregoing {partition of sentences into clauses, and clau?es into,

words; partition of groups of syllables into syllables, 8f these‘j

_ into parts of syllables, and of these into smaller figurz) we have,

in accord with traditional concepts, provisionally spokp asif « #
the text consisted only of an expression line. We have bi fen Jed”,

in the preceding section (p. 6o) to perceive that, after partition- ;
ing the text into expression line and content line, we must parti~
tion each of these according to a common principle.“ fConse— k;
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quently, this partition must be carried out equally far (i.e., to
the end) in both lines. Just as with a continued partition of the
expression line we sooner or later approach a boundary where
unrestricted inventories are resolved into restricted, after which
these restricted inventories constantly decrease in size through
the further operations (p. 42), so the very same thing will occur
in an analysis of the content line. The analysis into figure in the
expression plane can be said to consist, in practice, in the reso-
lution of entities that enter unrestricted inventories (e.g., word-
expressions) into entities that enter restricted inventories, and
this resolution is carried on until only the most restricted in-
ventories remain. The same will hold true of the analysis into
figuree in the content plane. While the inventory of word-
contents is unrestricted, in a language of familiar structure even
the minimal signs will be distributed (on the basis of relational
differences) into some (selected) inventories, which are un-
restricted (e.g., inventories of root-contents), and other (select-
ing) inventories, which are restricted (e.g., inventories embracing
contents of derivational and inflexional elements, 4.e., derivatives
and morphemes). Thus in practice the procedure consists in try-
ing to analyze the entities that enter the unrestricted invenfories
purely into entities that enter the restricted inventories. In the
example we have used above, this principle is seen to be already

carried out in part: while ‘sheep’, ‘human being’, ‘child’,
651  and ‘horse’ remain for the present in unrestricted inven-

tories, ‘he’ and ‘she’, in their quality of pronouns, stand
in a special category, relationally defined, with a restricted num-
ber of members. The task will then consist in carrying the
analysis further until all inventories have been restricted, and
restricted as much as possible. -

In this reduction of content-entities to “groups,” a sign-
content is equated with a chain of sign-contents having certain
mutual relations. The definitions with which words are trans-
lated in a unilingual dictionary are in principle of this kind,
although dictionaries have not hitherto aimed at a reduction and
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therefore do not yield definitions that can be immediately taken
over by a consistently performed analysis, But that which is
established as equivalent to a given entity, when that entity is
so reduced, is actually the definilion of that entity, formulated
in the same language and in the same plane as that to which the
entity itself belongs. Nor do we see anything at this point to
prevent our applying the same terminology to the two planes
and thus also calling it a definition when, for example, the word-
expression pan is analyzed as consisting of the consonant p, the
vowel @, and the consonant #. In this way we are led to the
deﬁnltwn of definition: by a deﬁmtwn is understood a pa,rtltlon

This reductlon of entities to groups of elements can in several
cases be made more effectual by the registration of commectives
as such. By a conmective we mean a functive that under certain
conditions is solidary with complex units of a certain degree. In
the expression plane, connectives are in practice ofteri (but by
no means always) identical with what in older linguistics were
called union vowels, but differ from them by being defined. The
vocoid that appears in English before the flexional ending in
fishes may be registered as a connective. In the content plane
the conjunctions, for example, will very often be connectives, a
fact that can be of decisive importance for the analysis afd in-

. ventory of sentences and clauses in languages of a certain §truc-- ;

ture. For by virtue of this fact we shall ordinarily, already at the,
stage of analyzing sentences, be able to reach, not merely a yesot f
lution of complex sentences into simple clauses, but alsp’a re-
duction through the whole inventory of a given prln'lar)iJ anda ,
given secondary clause to one clause with both fufétional! ‘f
66]  possibilities. Primary (selected) clause and secopdary
(selectmg) clause will then be, not two kinds of ¢ hiises, « ¥
but two kinds of “clause-functions” or two kinds of lause- "f
variants. We add for the sake of completeness that a specific
word order in certain kinds of secondary clauses may bel regis-
tered as a signal for these clause-variants and thus does ﬁ?t pre- l.:;

1
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vent the reduction from being carried out.—Moreover, the fate
that here overtakes two of the basic pillars of conventional syn-
tax—the primary clause and the secondary clause, which are
thus reduced to mere variants—will, in guite corresponding
manner, come to befall several others of its basic pillars. In
familiar linguistic structures the subject and predicate will be
varfants of one and the same noun (one and the same junction,
or the like). The object, in a language without object case, will
be a variant entirely on a line with these, and, in a language with
object case, where this has other functions besides, tha object
will be a variant of a noun in this case. In other words, the dis-
tribution of functives into two classes—invariants and variants
—that we are undertaking eliminates the conventional bifurca-

tion of linguistics into morphology and syntax. _
We must, therefore, register the relation between expression-
correlation and content-correlation for all entities of the text in
both planes. The distinctive factor is seen to be relevant for all
inventorying. A correlation in one plane, which in this way has
relation to a correlation in the other plane of a language, we
shall call a commutatwn This is a practical definition; in the
theory, we seek Wsure, a more abstract and more general
formulation. Just as we can imagine a correlation and an ex-
change within a paradigm that have relation to a corresponding
correlation and to a corresponding exchange within a paradigm
in the other plane of a language, so also we can imagine a relation
and a shift within a chain that have relation to a correspondmg
rela,tlon a.nd to a correspondmg s}nft within a chain in the other
pla.ne of a language in such a case we shall speak of a permuta-
Hon. A permutation is frequently found between signs of rela-
tively large extension; and it is even possible to define words as
minimal permutable signs. As a common term for commutation
and permutation we choose mufation. Derivates of the

©67]  same degree belonging to one and the same process or to

one and the same system are said to constitute a renk,
and we define mutation as a function existing between first-
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degree derivates of one and the same class, a function that has
relation to a function between other first-degree derivates of
one and the same class and belonging to the same rank. Com—
mutation §s then a mutation between the members of a. parachgm
and permutauan a mutatmn between the parts of a-chain.

~ By substitution we mean absence of mutation between the
members of a paradigm; substitution in our sense is therefore
the opposite of commutation. It follows from the definitions that
certain entities have neither mutual commutation nor mutual
substltutlon, namely such entities as do not enter into one and
the same paradigm; thus, for example, a vowel and a consonant,
or iz and  in Jones’ example given above.

Invarianis, then, are correlates with mutual commutation, and
variants are correlates with mutual substitution,

The specific structure of an individual language, the traits
that characterize a given language in contrast to others, that
differentiate it from others, that make it similar to others, and
that determine the typological place of each language, are estab- «
lished when we specify what relationally defined categeries the
language has, and what number of invariants enter into each of

them. The number of invariants within each category is estab-

lished by the commutation test. What we have called, with refer-
ence to Saussure, linguistic form, which, in different faghion
from language to language, lays its arbitrary boundaries pn a v
purport-continuum that is amorphous in itself, depends exclu-
sively on this structure. All the examples we have given (pp 52
ff.) are precisely so many examples of the relevance of the gom-
mutation test; the number of color designations, of nurnb s, of 1
tenses, of stops, of vowels, efe., elc., is established in this way. The | ,1
content elements ‘tree’ and ‘wood (material)’ are varla.nts in
Danish (see page 54) but invariants in German and French; Jthe
content-elements ‘wood (material)’ and ‘wood (forest)’ A% te in- ,:
variants in Danish but variants in French. The content-eleltnents
‘large forest’ and ‘not-large forest’ or ‘forest without respfct to '
size’, are invariants in French but variants in Germapn and L,

f; [
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Danish. The only criterion for establishing this is the commuta-
tation test.
If the older grammar blindly transferred the Latin
categories and members of categories into modern Euro-
pean languages, as for example, Danish,'® this was because the
relevance of the commutation test for the linguistic content was
not clearly understood. If the linguistic content is treated with-
out any consideration of commutation, the practical result will
be its treatment without consideration of its relation through
the sign function to the linguistic expression. The result has been
that in recent times, as a reaction, we have been led to require
a grammatical method that takes its starting point in the ex-
pression and seeks to go from there to the content.® After the
discovery of commutation in its full extent, it turns out that this
requirement is inaccurately formulated. With the same right one
might require that the study of expression start from the content
and proceed from the content to the expression, The important
thing is that, whether at the moment we are interested especially
in the expression or especially in the content, we understand
nothing of the structure of a language if we do not constantly
take into first consideration the interplay between the planes.
Both the study of expression and the study of content are a
study of the relation between expression and content; these two
disciplines presuppose each other, are interdependent, and can-
not therefore be isolated from each other without serious harm.
The analysis must, as we have alrcady said (sections g—11), be
so made that the functions are put at its basis.

68]

15, Linguistic schema and linguistic usage
The linguist must be equally interested in the similarity and in
the difference between languages, two complementary sides of

¥ Opn this point sce, among others, H. G. Wiwel, Synspunkter for dansk
sproglere, Kgbenhavn, 1901, . 4.

20 8o, not least, the author of the present work (L. Hjelmslev, Principes de
grammaire générale, Det Kgl. Danske Videnshabernes Selskab, Hist.filol. Medd.
X VI, 1, Kgbenhavn, 1928, especially p. 89).



']6 PROLEGOMENA TO A THEORY OF LANGUAGE

the same thing. The similarity between languages is their very
structural principle; the difference between languages is the
carrying out of that principle ¢# concrefo. Both the similarity and
the difference between languages lie, then, in language and in
languages themselves, in their internal structure; and no simi-
larity or difference between languages rests on any factor outside
language. Both the similarity and the difference between lan-
guages rest on what, following Saussure, we have called
69]  the form, not on the substance that is formed. The pur-
port that is formed might perhaps a priors be supposed to
belong to that which is common to all languages, and thus to the
similarity between languages, but this is an illusion; the purport
is formed in a specific fashion in each language, and therefore no
umversal forma.tion is found, but only a universal prmmple of
formatlon In itself purport is unformed not in itself subjected
to formation but simply susceptible of formation, and of any
formation whatsoever; if boundaries should be found here, they
would lie in the formation, not in the purport. The purport is .

therefore in itself inaccessible to knowledge, since the prerequi- - .

site for knowledge is an analysis of some kind; the purport can

be known only through some formation, and thus has no scien. ¢

tific existence apart from it.

It is therefore impossible to take the purport—expregsion-
purport or content-purport—as the basis for linguistic degerip«
tion. If we wished to do that, it would have to be on the basis of
a previous undertaking, a purport-formation set up once and for,u
all, which, however structured, would inevitably be mcongfuentu
with most languages. This is why both the construction of gram- /
mar on speculative ontological systems and the constructtpn of a !
given grammar on the grammar of another language are neces-!
sarily foredoomed to miscarry. '

It is therefore impossible to introduce at the beginning a de-
scription of substance as the basis for the description ofL/a, lan- -
guage. On the contrary, the description of substance dfpends !

on the description of the linguistic form. The old dream of a uni- K ;
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versal phonetic system and a universal content system (system
of concepts) cannot therefore be realized, or in any case will re-
main without any possible contact with linguistic reality. It is
not superfluous, in the face of certain offshoots of medieval
philosophy that have appeared even in recent times, to point
out the fact that generally valid phonetic types or an eternal
scheme of ideas cannot be erected empirically with any validity

“for language/ Differences between languages do not rest on dif-

ferent realizations of a type of substance, but on different reali-
zations of a principle of formation, or, in other words, on a dif-

~ ferent form in the face of an identical but amorphous purport.

} Thus, considerations we have been led to entertain in the fore-
going, in direct consequence of Saussure’s distinction between
form and substance, lead us to recognize that language is a form

and that outside that form, with function to it, is present
70]  a non-linguistic stuff, Saussure’s “‘substance”—the pur-

port.JWhile it is the business of linguistics to analyze the
linguistic form, it will just as inevitably fall to the lot of other
sciences to analyze the purport. From a projection of the results
of linguistics on the results of these other sciences will come a
projection of the linguistic form on the purport in a given lan-
guage.\Since the linguistic formation of the purport is arbitrary,
i.e., not based on the purport but on the particular principle of
the form and the consequent possibilities of realization, these
two descriptions—the linguistic and the non-linguistic—must be
undertaken independently of each other.

To make this precise and to give it a plastic, palpable clarity
it might be desirable to state which sciences the description of
purport belongs to, all the more so because on this point linguis-
tics has up to now been disposed to a vagueness that has deep
roots in tradition. Here we may draw attention to two facts:

a) The description of purport, in respect of both the linguistic
expression and the linguistic content, may in all cssentials be
thought of as belonging partly to the sphere of physics and
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partly to that of (social) anthropology. (We state this without
taking any stand with regard to certain points of contention in
modern philosophy.) The substance of both planes can be viewed
both as physical entities (sounds in the expression plane, things
in the content plane) and as the conception of these entities held
by the users of the language. Consequently for both planes both
a physical and a phenomenological description of the purport
should be required.

b) An exhaustive description of the linguistic content-purport
actually requires a collaboration of all the non-linguistic sciences;
from our point of view, they all, without exception, deal with a
linguistic content.

With the relative justification provided by a particular point
of view, we are thus led to regard all science as centered around
linguistics. We are led to a simplification that consists in reduc-
ing scientific entities to two fundamental sorts, languages and
non-langnages, and are led to see a relationship, a function be- .
tween them., -

Later we shall have occasion to discuss the nature of this

function bhetween language and non-language and to ¢
21]  study the kind of entailment and presupposition present ,

in this particular case. At the same time we shall be led .

to expand and change the image that we have provisjonally
drawn. What has been said here on this subject, and in particular
about Saussure’s form and substance, is only provisional., I"J
From the point of view adopted here we must then ¢9ﬁdude
that, just as the various special, non-linguistic sciencesfcan and
must undertake an analysis of the linguistic purport!i,wuhouf
considering the linguistic form, so linguistics can and must undery
take an analysis of the linguistic form without consider itg the
purport that can be ordered to it in both planes. While the
content-purport and the expression-purport must be vigwed as”
being sufficiently-—and in the only adequate way—descgibed by’
the non-linguistic sciences, linguistics must be assigned th‘e; ,

f 1
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special task of describing the linguistic form, in order thereby to
make possible a projection of it upon the non-linguistic entities
~which from the point of view of language provide the substance.
I&ulstlcs must then see its main task in establishing a smence
of the expression and a science of the content on an mternal and
fungfﬁ;;falA jt must establish the science of the expression
without having recourse to phonetic or phenomenological prem-
isses, the science of the content without ontelogical or phenom-
enological premisses (but of course not without the. epistemo-
logical premisses on which all science rests).| Such a linguistics,
as distinguished from conventional linguistics, would be one
whose science of the expression is not a phonetics and whose
science of the content is not a semantics. Such a science would
be.an algebra of language, operating with unnamed entities, i.e.,
arbitrarily named entities without natural designation, which
would receive a motivated designation only on being confronted
with the substance.

Since linguistics 18 faced with this main task, whose solution
has till now been almost completely neglected in all study of
language, it must be prepared to face 2 most comprehensive
work of thought and research. So far as linguistic expression is
concerned, a beginning of this work in certain limited areas has
been made in recent times.?

2 A description of categories of the expression on a purely non-phonetic basis
has, in particular, been undertaken by L. Bloomfield for English and, partly,
for other languages (Language, New York, 1933, pp. 130 ff.), by George L. Trager
for Polish (Acta linguistica 1, 1039, p. 179), by Hans Vogt for Norwegian (Norsk
tidsskrift for sprogvidenskop X1V, 1942, pp. 5 i), by H. J. Uldall for Danish
(Proceedings of the Second Internationel Congress of Phonetic Sciences, Cambridge,
1936, pp. 54 f.) and for Hottentot (Africa X1I, 1939, pp. 369 ff.), by A. Bjerrum
for the Danish dialect in Fjolde (Fjoldemdlets lydsystem, 1944), by J. Kurylo-
wicz for Ancient Greek (Trovaux du Cercle linguistique de Copenhague V, 1040,
pp. 56 1), by Knud Togeby for French (Siruciurve immanente de lo lengue
francasse, 1951), and by L. Hjelmslev for Lithuanian (Sind? beltici V1, 193637,
pp. 1 i1.) and for Danish (Selskab for nordisk filologi, Arsbereining for 1045-40-50,
Pp. 12-23). Already in Saussure’s Mémoire sur le sysiéme primitif des voyelles,
Leipzig, 1879, this point of view is clearly and consciously presented; the method

2
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72] ( From its first foundation the present linguistic theory

has been inspired by this conception, and it aims to pro-
duce just such an immanent algebra of language. To mark its
difference from previous kinds of linguistics and its basic inde-
pendence of non-linguistically defined substance, we have given
it a special name, which has been used in preparatory works
since 1g36: we call it g{pssematicsﬂ(from yhagoa ‘a language’),
and we use glossemes to meéan the minimal forms which the
theory Jeads us toestablish as bases of explanation, the irreduci-
ble invariants. Such a special designation would not have been
necessary if linguistics had not been so frequently misused as the
name for an unsuccessful study of language proceeding from

.__transcendent and irrelevant points of view.)

Saussure’s distinction between “form” and “substance’ has,
however, only a relative justification, namely, from the point of
view of language. “Form”” here means linguistic form, and “sub-
stance”—as we have seen—Ilinguistic substance, or purport, In
themselves the concepts “form’’ and “substance” in a more abso-.
lute sense have a more general scope, but they cannot be general-,
ized without risk of terminological obscurity. It must, of course,
be expressly emphasized that “substance” does not enter into+
opposition with the concept of function, but can only designate.
a whole that is in itself functional and that is related to a given ,
“form" in a certain way, as the purport is related to the lipguistic
form. But the non-linguistic analysis of the purport, which ¢
is undertaken by the non-linguistic sciences, also leads by the .,
very nature of the matter to a recognition of a “form” egsentially
of the same sort as the linguistic “form,” althoughof nod-
linguistic nature. We think it possible to suppose that sever
of the general principles which we are led to set up in ‘the initidl

H o e 2 ]
stages of linguistic theory are valid not merely for lnjggmstlcg, "

but for all science, and not least the principle of the’d xclusig,é;

3
.

. e
is lucidly formulated by his pupil Sechehaye (Programme e méﬂwdelk de la k‘r.r]a-
guistigue thitorigue, Paris, 1908, pp. 111, 133, 151). 5 L

{; )

VARIANTS IN THE LINGUISTIC SCHEMA 8

relevance of functions for analysis (p. 23). Then what
73] from one point of view is ‘“‘substance’ is from another

point of view “form,” this being connected with the fact
that functives denote only terminals or points of intersection for
functions, and that only the functional net of dependences has
knowability and scientific existence, while “substance,” in an
ontological sense, remains a metaphysical concept.

The non-linguistic analysis of purport must, then, through a
deduction (in our sense of the word), lead to the recognition of
a non-linguistic hierarchy, which has function to the linguistic
hierarchy discovered through the linguistic deduction.

[_We shall call this linguistic hierarchy the linguistic schema and

the resultants of the non-linguistic hierarchy, when they are
ordered to a linguistic. schema, the linguistic usage.! We shall
further say that the linguistic usage manifests the linguistic
schema, and the function between the linguistic schema and
the linguistic usage we shall call maenifesiation. These terms
stand provisionally as operative,

16, Varianis in the linguistic schema

In the linguistic schema as well as in the linguistic usage, certain
entities can be reduced to specimens of certain others (¢f, section
14). Any functive in the linguistic schema can, within the schema
and without reference to the manifestation, be subjected to an
articulation into variants. This follows from the very definition
of variant (p. 74). Moreover, the articulation is universal, not
particular (p. 40), since any functive can always be articulated
an unrestricted number of times into an arbitrary number of

_ variants, Variants are therefore, as a rule, virtual, like the irre-

ducible invariants, according to the given definitions (p. 40),
while reducible invariants alone are realized.

In the modern phonetically oriented science of the expressior:')
it is the custom to distinguish between two kinds of variants—
the so-called “free” variants, which appear independently of the
environments, and the so-called “bound” or “conditioned”
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(or—but we shall not recommend this expression—*‘combina-
tory”) variants, which appear only in certain environments in
the chain. If the analysis is carried out thoroughly, any entity
of expression can be said to have as many bound variants as it
has possible relations in the chain. And, if the analysis is carried
out thoroughly, any entity of expression can be said to have as
many free variants as it has possible specimens, since, for
a sufficiently sensitive experimental-phonetic registration,
two specimens of the same speech-sound are never com-
pletely the same. The “free” variants we shall here call variations,
and the “bound” variants varieties. Variations are defined as

74]

combined variants, since they are not presupposed by, and.do

not presuppose, any definite entities as coexisting in the chain;
variations contract combination. Variefies are defined as solidary
variants, since a given variety always presupposes and is pre-
supposed by a given variety of another invariant (or of another
invariant-specimen) in the chainj into the syllable fa enter two,
varieties of two invariants, na,mely a variety of ¢ that can a,ppearﬂ
only together with a, and a variety of @ that can appear only
together with ¢; between them there is a solidarity. {~ .
The distribution of the variants into two categories, which is

thus suggested by the modern science of the expressmn is, as )

can be seen, of functional importance and must be carrled out
everywhere. In this connexion, in view of the present 51tua.t1on /
in linguistics, it is important to emphasize that an a.rtlcula,tlc;n
into variants is just as possible and necessary in the s{cwnce of
the content as in the science of the expression. All so-c Hed cory-
textual meanings manifest varieties, and special meanings be-
yond these manifest variations. Moreover, for both planes ofh
Janguage, in deference to the requirement of the simplest possib
description, it is important to insist that the artlcula,flon inte
variations presupposes the articulation into varieties, Lémce ar{
invariant must first be articulated into varieties and after thag
the varieties into variations: the variations specify the '[rarletxes
But it seems possible for a new articulation into Varleges to bqf
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connected to an exhaustive articulation into variations, and so
on; insofar as this is possible, there is a transitive specification.

If the articulation of an invariant into varieties is carried out
to each individual “position,” an irreducible variety is reached,
and the articulation into varieties is exhausted. A variety that
thus cannot be further articulated into varieties we shall call a
localized variety. If the articulation of a localized variety into
variations is carried out down to the individual specimen, an
irreducible variation is reached, and the articulation into varia-
tions is exhausted. A variation that thus cannot be further ar-
ticulated into variations we shall call an ‘ndividual. Now it will
sometimes be possible to articulate an individual again into
varieties according to the different “positions” in which the
individual can appear; in such cases there is a transitive
specification, ’

The fact that an articulation into variants can he thus
exhausted at a given stage does not contradict the vir-
tuality of the variants. On condition of transitive specification
the articulation into variants is, in principle, unrestricted. But,
besides, the articulation inte variants is also unrestricted within
its particular stage despite its exhaustibility, because the number
of the variants in an unrestricted text will always be unrestricted,
and the number of possible articulations through which the ar-
ticulation into variants, even at the particular stage, can be ex-
hausted will therefore also be unrestricted,

If the transitive specification cannot be continued, and the
hierarchy ends as exhausted in an articulation of varieties into
vatiations that cannot again he articulated into varieties, it will
he possible to say in a certain epistemological sense that the ob-
ject under consideration is no longer susceptible of further sci-
entific description. For the aim of science is always to register

75l

" cohesions, and if an object only presents the possibility of regis-

tering constellations or absences of function, exact treatment is
no longer possible. To say that the object of science is the regis-
tration of cohesions means, if we divest this statement of the
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terminological wrappings introduced by us, that a science al-
ways seeks to comprehend objects as consequences of a reason
or as effects of a cause. But if the object can be resolved only
into objects that may all indifferently be said to be consequences
or effects of all or none, a continued scientific analysis becomes
fruitless.
A priori, it is not unthinkable that any science attempting to
catry out the points of view we have advocated for linguistic
theory will, at the conclusion of the deduction, come to face a
final situation where no consequences of reasons or effects of
causes are perceived. There will then remain as the only possi-
bility a statistics-of-variation treatment, such as Eberhard
Zwirner has attempted to carry through systematically for the
phonetic expression of languages.” If, however, this experiment
is to be properly made, what is taken as object of this “phono-
metric” treatment should not be an inductively discovered class
of sounds, but a deductively discovered linguistic localized
variety of the highest degree.
We have had occasion above (pp. 72—73) to observe that the en- *
tities usually registered by conventional syntax—primary
clauses and secondary clauses, members of clauses, like
76]  subject, predicate noun, object, elc.—are variants, With -
the further terminology now introduced, we can-ddd, to
be precise, that they are varieties. Conventional syntax @under- .
stood as the study of the connexions between words), is, in th;
main, a study of varieties in the content plane of langu'age, alf
though, as such, it is not exhaustive. Since each artlcu}z{tlon o
variants presupposes registered invariants, syntax cannot bg

u

4. ‘
maintained as an autonomous discipline. A 4
. b
S

17. Function and sum '

A class that has function to one or more other classes w',hm the;
same rank we shall call a sum. A syntagmatic sum we shall call a

_# See the writer, Nordish tidsskrift for lale og stemme II, 1938, respecm.ll{
{

pp. 179 £, _ f{ A
1

I
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unit, a paradigmatic sum a cafegory. Thus a unit is a chain that
has relation to one or more other chains within the same rank,
and a category is a paradigm that has correlation to one or more
other paradigms within the same rank. By an establishmeni we
understand a relation that exists between a sum and a function
entering into it; the function is said to estadlisk the sum, and the
sum to be esiablished by the function. Thus, for example, within
the paradigmatic (linguistic system) we can observe the exist-
ence of different categories which have mutual correlation and
each of which in particular is established by the correlatien be-
tween its members: This correlation, in the case of the categories
of invariants, is a commutation; in the case of the categories of
variants it is a substitution. Likewise in the syntagmatic (the
linguistic process, the-text) we can observe the existence of dif-
ferent units which have mutual relation and each of which in
particular is established by the relation between its parts.

It follows from the definitions that functions always are pres-
ent either between sums or between functions; in other words,
every entity is a sum. A contributory factor in making possible
this point of view is, of course, that the number of the variants
is unrestricted and that the articulation into variants cdn be
continued indefinitely, so that each entity may be considered as
a sum, namely, in every case, as a sum of variants. The point of
view is made necessary by the requirement of an exhaustive
description.

In the theory this means that an entity is nothing else than
two or more entities with mutual function, a result that further
underlines the fact that only the functions have scientific ex-

istence (p. 23). _
771 In practice it is especially important in the analysis to
understand that relation is present between categories
only.

The analysis must so proceed that first the appropriate basis
of analysis is chosen with reference to the empirical principle and
the principles derived therefrom. Let us imagine that selection
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is chosen as the basis of analysis. Then in the first operation the
given chain is analyzed into first-degree selection-units; the cate-
gory that is obtained from all these units we call the functional
category, By this, then, is understood the category of the func-
tives that are registered in a single analysis with a given function
taken as the basis of analysis. Within such a functional category
four kinds of functives may be imagined:

1. functives that can appear only as selected;

2. functives that can appear only as selecting;

3. functives that can appear both as selected and as selecting;

4. functives that can appear neither as selected nor as selecting
(i.e., functives that contract only solidarities and/or combina-
tions, or that do not contract relation at all).

Each of these four categories we shall call a funclival calegory;
thus, by functival categories we mean the categories that are
registered by articulation of a functional category according to
functival possibilities. The operation of the analysis consists in*
investigating which of these four ¢ priori possible functival cate-»
gories are realized and which are virtual—by analyzing each of
the functival categories into members on the basis of the com-"
mutation test; these members we have called elements. If the-
analysis is a partition into first-degree selectional units, the ele- .
ments are the particular first-degree selectional units that the ’
partition leads to registering. ’

Let us again imagine as a concrete exa.mple a part1t10h of the Y
chain inte primary clauses and secondary clauses. The, pnmai:}r
clauses will belong to functival category 1, the secondatjy claus
to functival category 2. For the sake of simplificatipn let
imagine that functival categories 3 and 4 both prove to he v1rtuf:,16
Now it is clear that this registration cannot mean that yach par- %
ticular secondary clause selects each particular prlmai'zr cla.use,

a particular secondary clause does not require the presénce of
certain primary clause, but only of some primary qlause olr
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another. Thus it is the category of primary clauses that
78] is selected by the category of secondary clauses; the selec-
tion exists between the functival categories, while the
relation that exists as a consequence thereof between a member
of one functival category and & member of the other may well
be different—a combination, for example. It is part of the task
of linguistics to set up a general calculus for the relations be-
tween elements that correspond to given relations between func-
tival categories.
If the basis of analysis is solidarity or combination, i.¢., a syn-
tagmatic reciprocity, the functival categories will be:

1. functives that can appear only as solidary;

2. functives that can appear only as combined;

3. functives that can appear both as solidary and as combined;

4. functives that can appear neither as solidary nor as combined
(i.e., functives that contract only selections or that de not
contract any relation at all).

Here, in like manner, solidarity or combination will be present
between the functival categories, while the elements can have
other relations, We have seen an example of this above (i). 27)
in the discussion of the Latin nominal morphemes: the category
of number and the category of case have mutual solidarity, but
there is combination between any particular number and any
particular case,

I8. Syncretism

We shall now be able to consider that phenomenon which is
known in conventional grammar as syncretism and in modern
phonemics as neufralization, and which consists in the fact that
the commutation between two invariants may be suspended
under given conditions, Familiar examples, which we may well
retain here, are the syncretism in Latin between nominative and
accusative in the neuter (and in certain other instances), and the
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neutralization that is found in Danish between p and b in the
final part of the syllable (so that a word like fop may be pro-
nounced with a p or b indifferently).

For such instances we shall use the term suspension, and we
introduce the following general definition: given a functive that
is present under certain conditions and absent under certain
other conditions, then, under the conditions where the functive

is present, there is said to be application of the functive,
79]  and under these conditions the functive is said to apply,

while under the conditions where the functive is absent
there is said to be suspension or absence of the functive, so that
the functive is said to be suspended or absent under these
conditions.

A suspended mutation between two functives we call an over-
lapping, and the category that is established by an overlapping
we call (in both planes of a language) a syncretism. Thus, for
example, we say that nominative and accusative in Latin, or p ,
and b in Danish, have mutual overlapping, or contract overla.p-
ping, and that these entities together with their overlapping con-"
stitute a syncretism, or that each of the entities enters into a ,
gyncretism. )

It follows from the definitions that when two entities under
certain conditions are registered as Invariants on the ba31s of the
commutation test, and under other conditions contract ovei-
lapping, then under these other conditions they will be vanangs ;
while only their syncretism will be an invariant. In both }nstanéés .
the conditions lie in the relatiens which the given ent ties cony-
tract in the chain: the commutation between nominative and
accusative in Latin (which applies, e.g., in the first declénsmn) &
suspended when, for example, nominative and/or aceysative
contract(s) relation with neuter; and the commutatlon{between/_,.,
# and & in Danish (which applies, e.g., in initial pomtgén paré

‘pear’—bere ‘carry’) is suspended when, for example, p and/or &
contract(s) relation with a preceding central part of a,rsyllable

It is necessary to understand that the relation that 1sf;e1eva.nt,;

~—
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in these instances is a relation to verignfs. The entity whose
presence is a necessary condition for the overlapping between
nominative and accusative is the variety of neuter that is soli-
dary with nominative-accusative; and the entity whose presence
is a necessary condition for the overlapping between p and &
is the variety of central part of a syllable that is solidary with a
following #/b.

Such a solidarity between a variant on the oné hand and an
overlapping on the other hand we call a dominance; we say that
the given variant dominales the overlapping, and that the over-

lapping is dominated by the glven variant.®
80] The special advantage of setting up the formal defini-

tions in this way is that we may further distinguish be-
tween obligatory and optional dominance without having to
have recourse to the sociological presuppositions that the “real”
definition of these terms would necessarily involve, and which
would at best mean a complication of the apparatus of premisses
in the theory and thus conflict with the principle of simplicity,
and at worst would perhaps even involve metaphysical premisses
and thus in a further sense conflict with the empirical principle
and especially with the requirement of giving completely ex-
plicit definitions, Concepts like obligatory and eptloiial would,
according to their hitherto adopted, explicit or implicit, *“‘real”
definitions, necessarily presuppose a concept of sociological
norm, which proves to be dispensable throughout linguistic
theory. We can now simply define an obligatory dominance as a
dominance in which the dominant in respect to the syncretism
is a variety, and ah optional dominance as a dominance in which
the dominant in respect of the syncretism is a variation; when,
urider certain circumstances, the overlapping is obligatory,
there is a solidarity between the dominant on the one hand and
on the other hdand the syncretism, the category of the entities

# Tngtead of deménance, In the examples choseti here, we can use a fore specific
term and speak of synerefization, since doménance can be generalized to be valid
also for defectiveness,
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that can contract the overlapping; when, under certain condi-
tions, the overlapping is optional, there is a combination be-
tween the dominant and the syncretism.

Syncretisms can be manifested in two different ways: as
fusions or implications. By a fusion we mean a manifestation of
a syncretism which, from the point of view of the substance-
hierarchy, is identical with the manifestation either of all or of
none of the functives that enter into the syncretism. The syn-
cretisms used as examples above are manifested as fusions in
which the manifestation of the syncretism is identical with the
manifestation of all (both) the functives that enter into the syn-
cretism. Thus the syncretism of nominative and accusative has
the meaning ‘nominative-accusative’ (in different contexts this
meaning involves the variety-manifestations that nominative
and accusative have usually); so also the syncretism p/# is pro-
nounced in the same way as p and b are usually pronounced (in
different connexions with the same variety-manifestations). An
example of a syncretism where the manifestation is not identical

with the manifestation of any of the functives that enter *
81]  into the syncretism is found in the overlapping of different

3

. v, o N . Ml
vowels under certain accentual conditions in Russian and

in English, where the syncretism is pronounced [o]. By an ¢m- -
plication we mean a manifestation of a syncretism whmhg from
the point of view of the substance-hierarchy, is identical with
the manifestation of one or more of the functives that enter into
the syncretism but not with all. If in a language voicéd a
voiceless consonant are commutable, but their commuth tmn is
suspended before another consonant so that a vmcelesf conso-
nant is pronounced voiced before a voiced consonant, there'is ar
implication. Of the functives that contract implication ; that (or

those) whose manifestation is identical with that of t} e syn-. 4

cretism is (are) said to be implied by that (or those) othpr func-s,
tive(s), and the latter is (are) said to fmply that (o those)
functive(s) whose manifestation is identical with that} of the
syncretism. Thus in the example chosen we shall say that al,
voiceless consonant under certain conditions implies a! voiced L

j
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consonant, or that a voiced consonant under these conditions is
implied by a voiceless. If the syncretism between voiced and
voiceless consonant takes place in such a way (as is common,
for example, in the Slavonic languages) that not only a voice-
less consonant has a voiced pronunciation before a voiced con-
sonant, but also a voiced consonant has a voiceless pronunciation
before a voiceless consonant, the implication is not unilaleral but
mullilateral (bilateral}, voiced implies voiceless, and voiceless
implies voiced, under mutually exclusive conditions.

We draw attention to the fact that this use of the term dm-
plication agrees with that of logistics and is only a special in-
stance of it. Implication is an if-then function, an entailment,
with the only difference that in our examples it is not between
propositions but between entities of smaller extension; if we
have the glossematic expression-entity p in a certain relation to
another such entity, then we get g. Logical entallment between
propositions seems to us merely another special case of linguistic
implication.

A syncretism can be resoluble or érresoluble, 'To resolve a syn-

cretism means to introduce the syncretism-variety which
82]  does not contract the overlapping that establishes the

syncretism. If, despite the syncretism, we can explain
templum in one context as nominative and in another context
as accusative, that is because the Latin syncretism of nominative
and accusative in these instances is resoluble; we perform the
resolution within the category of nominative and accusative,
thus within the syncretism, by selecting a variety that does not
contract overlapping (e.g., the nominative variety from domus
and the accusative variety from demum) and by artificially intro-
ducing this content-entity into femplum instead of the case-
entity that enters therein; this is done on the strength of an
analogical inference that rests on the application of the generali-
zation principle. A syncretism is resoluble only if such analogical

# The resemblance is made all the closer when propositions are considered as
composite names; see J. Jgrgensen, The Journal of Unified Science VILI, 1939,
pp- 233 . and IX, 1040, pp. 185 1.
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inferences are possible on the basis of the results which the analy-
sis of the linguistic schema provides. Such generalizing ana-
logical inferences are not possible in the case of fop, and conse-
quently we must here declare the syncretism p/b irresoluble.

A chain with unresolved resoluble syncretisms may be called
actualized, and a chain with resolved resoluble syncretisms ideal.
This distinction is relevant to the distinction between a narrow
and a broad notation of the expression, and both these kinds of
notation are thus possible on the hasis of the analysis of the
linguistic schema.

When we resolve a syncretism and make an ideal notation, the
noting (writing down or pronunciation) of the syncretism, repre-
sented as it is by one of its members, will in itself be an implica-
tion, in which the syncretism implies the given member, It seems
to us that this will be relevant to an analysis of logical conclusion,
which is, after all, in the conception of modern logicians, a purely
linguistic operation and therefore also might be able to expect
elucidation from linguistic premisses. In the foregoing (p. 32) we ’
have thought it possible to define a logical conclusion as an
analysis of a premised proposition. We can now add the more .
precise statement that the premised proposition may obviously
be viewed as a resoluble syncretism of its consequences; a logical

conclusion, then, is an articulation of the premised propdsith, g
an articulation consisting in a resolution of the given syn(fretlsm ‘

which appears as an implication. ) ¥
In general it seems to us that the concept of syncretis whiéﬁ

has been reached from internal linguistic premisses might witiw;
advantage be used to cast light on various SUpposec ly non.

linguistic phenomena. In this way, perhaps, it will be‘posmbléf
to cast a certain light on the general problem of the rela’

83]  tionship between class and component. Insofar g /d para~ #

digm is considered not as a mere addition of its emberg’f
(class as many in Russell’s terminology), but as something dif- ,
ferent from its members (class as one) it is a syncretxsﬁn of itg
members; by the resolution of the syncretism a class ¢ %s one xs[‘!;

8]
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transformed into a class as meny, It should consequently be clear
that insofar as we may try to attach a scientific meaning to the
word concepi, we must understand by a concept a syncretism be-
tween objects (namely, the objects that the concept subsumes).
Into a syncretism may enter, besides explicit entities, the zero
entity, which has a quite special significance for linguistic analy-
sis. The necessity has often been noted of recognizing the exist-
ence of laleni and facwliotive linguistic entities, especially
“phonemes.””® Thus, on the basis of certain analytical results,
one can nfaintain the existence of a latent d/¢ in French grand,
sourd because a d or a / appears in these expressions when the
conditions are changed: grande, sourde; grand homme. Likewise
one will be able to maintain the facultativity of v in Danish
after ¢ and » (yndig, kugle). A moment’s reflexion is enough to
show that latency and facultativity cannot be defined as sus-
pended manifestation; the functions in question are grounded
in the linguistic schema, since the conditions under which
latency and facultativity appear are fixed by relations in the
chain and rest on dominance. Latency and facultativity must
then be understood as overlapping with zero. Latercy is an over-
lapping with zero in which the dominance is obligatory (since the
dominant in respect to the syncretism is a variety), and a func-
tive that contracts latency is called lalent. Facullotivity is an
overlapping with zero in which the dominance is optional (since
the dominant in respect of the syncretism is a variation), and a
functive that contracts facultativity is called facultative.

19, Catalysis

As we have seen (sections g—11), the analysis consists in a regis-
tration of functions. When this point of view is adopted, the pos-

sibility must be foreseen that the registration of certain
84]  functions may, by virtue of the solidarity between func-

% J. Baudouin de Courtenay, “Fakultative Sprachlaute’ (Donum natalicium
Schrifnen, 1920, pp. 38 {£.). A. Martinet has operated with a latent.% in analyzing
French (Budietin de la Socidté de linguistique de Paris XXXIV, 1933, pp. 201 £.).
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tion and functive, oblige us to interpolate certain functives
which would in no other way be accessible to knowledge. This
interpolation we call catalysis.

In practice, catalysis is a necessary condition for carrying out
the analysis. The analysis of Latin, for example, must lead us
to the result that the preposition sine selects (governs) the
ablative (p. 26}, that is to say, according to the definitions, that
the presence of an ablative in the text is a necessary condition
for the presence of sine (but not vice versa). It is clear that such a
result cannot be reached by a mere mechanical observation of
the entities that enter into the actual texts. We can very easily
imagine an actual text in which sine appears without an accom-
panying ablative, a text, for example, which for one reason or
another is interrupted or incomplete (a damaged inscription, a
fragment, an unfinished written or oral utterance). In general,
the registration of any cohesion must presuppose that such in-
calculable accidents in the exercise of language (accidents de la
parole) are first eliminated. And the phenomena in actual texts
that would prevent a mechanical registration of connexions are
not limited to this sort of unintentional disturbances. It is well
known that hoth aposiopesis and abbreviation enter as a con-
stant and essential part into the economy of linguistic usage (one
may think of utterances like: How nice! If I only hadl Bec‘cfuse!,_',
elc., efc.). If in the analysis one were reduced to registering rela- -

tions on this basis one would end up in all likelihood (contrary /
to the purpose of science, ¢f. p. 83) merely registering”pure‘lfl
combinations, ' y

The requirement of an exhaustive description, however,

obliges us, while we register these aposiopeses and the like, also‘:f
to recognize them as such, since the analysis must likewise ‘;!
register the outward relations which the actually observq,(f enti- +

€

&

ties have, the cohesions that point beyond the given entity and *,

to something outside it. If we are faced with a Latin text that

breaks off with a sine, we can still register a cohesion (sel‘_f!ction) .

13

with an ablative, i.e., the prerequisite for sine may be iﬁ‘gerpo- ["(f

1

1
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lated, and correspondingly in all other instances. This interpola-
tion of a reason behind a consequence is made in accordance
with the generalization principle.
On the other hand, in catalysis we must take care not
85]  to supply more in the text than what there is clear evi-
dence for, In the case of sine we know with certainty that
an ablative is required; and we further know that a Latin abla-
tive too has its prerequisites: it requires the coexistence of cer-
tain other morphemes in the chain; and we know concerning the
morpheme chain that appears with the ablative that it presup-
poses the coexistence of a theme. Since, however, the ablative
is not solidary with any particular morpheme in each category,
but only with certain categories of morphemes (p. 86), and since
a morpheme-chain including a case, a number, and a gender,
together, in some instances, with a morpheme of comparison,
has no cohesions with any particular nominal theme but with
the category of all nominal themes, we are not justified in intro-
ducing by catalysis any particular noun in the ablative with the
given sine. What is introduced by catalysis is, then, in most in-
stances not some particular entity but an irresoluble syncretism
between all the entities that might be considered possible in the
given “place” in the chain. In the case of sine we are so fortunate
as to know that it is an ablative and only an ablative that can
be considered a prerequisite; but as to the entities that the
ablative itself requires, we know only that they are some number
or other, some gender or other, some morpheme of comparison
or other (of course, within the possibilities of the Latin inven-
tory), and some theme or other. In actual fact it presupposes any
one of these entities indifferently, and the catalysis must there-
fore go no farther than to observe the fact.

Catalysis we define as a registration of cohesions through the
replacement of one entity by another to which it has substitution.
In our example sine is the replaced entity, sine 4 ablative (4 the
cohesive syncretisms) the replacing entity. The replacing entity
is thus always equal to the replaced (calolyzed) entity + an
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interpolated or supplied (encafalyzed) entity. As we have seen,
it is true of the encatalyzed entity that it is often, but not neces-
sarily, a syncretism, and, further, that it is often, but not neces-
sarily, latent (latent entities can be registered only by a catalysis,
on application of the principle of generalization), and finally,
that it always and necessarily, if it is an entity of content, has
the expression zero and, if it is an entity of expression, has the
content zero: this last is a consequence of the requirement, con-
tained in the definition, of substitution between the replaced and
the replacing entity.

86] =20. Entities of the analysis

Essentially on the basis of the considerations and definitions
that have been stated in the preceding sections of the present
essay, made precise and supplemented by the necessary number
of rules of a more technical sort, linguistic theory prescribes a
textual analysis, which leads us to recognize a linguistic form be-

hind the “substance” immediately accessible to observation by *
the senses, and behind the text a language (system) consisting »

of categories irom whose definitions can be deduced the possible
unils of the language. The kernel of this procedure is a catalysis

A

through which the form is encatalyzed to the substance, and the -

language encatalyzed to the text, The procedure is purely formal
in this sense that it considers the units of a language as consisting
of a number of figurs for which certain rules of transforma,tion;
hold. These rules are set up without consideration of thie suby
stance in which the figure and units are manifested; ithe lin¥
guistic hierarchy and, consequently, the linguistic deduction as
well are independent of the physical and physiologicaliand, ix

general, of the non-linguistic hierarchies and deductans tha.u
might lead to a description of the ‘‘substance.” Therefgre one’

must not expect from this deductive procedure any semantics om,

any phonetics, but both for the expression of a language'and for *

W

K

the content of a language only a “11ngulstlc algebra,” which prco-1 ¥
vides the formal basis for an ordering of deductlonsiof non-|

e
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linguistic “‘substance.” The “algebraic” entities with which the
procedure operates have no natural designation, but must of
course be named in one way or another; this naming is arbitrary
and appropriate, in harmony with the whole character of linguis-
tic theory. In the arbitrariness of the names lies the fact that
they do not at all involve the manifestation; in their appropriate-
ness lies the fact that they are chosen so that it becomes possible
to order the information concerning the manifestation in the
simplest possible way. On the basis of the arbitrary relation be-
tween form and substance, one and the same entity of linguistic
form may be manifested by quite different substance-forms, as
one passes from one language to another; the projection of the
form-hierarchy on the substance-hierarchy can differ essentially
from language to language.

The procedure is governed by the basic principles (pp. 11, 18,
61, 69—70), from which we can further deduce, especially for use in
textual analysis, the following principle, which we call the

principle of exhaustive descriplion:
87] Any anclysis (or analysis-complex) in which functwes
are registered with o given funclion as basis of onalysis
shall be so made that it leads self-consistenily to the registration of
the highest possible number of realized funciival calegories within the
highest possible number of functional categories.

In practice it follows from this principle that in analyzing a
text we must not omit any stage of analysis that might be ex-
pected to give functional return (¢f. p. 5¢) and that the analysis
must move from the invariants that have the greatest extension
conceivable to the invariants that have the least extension con-
ceivable, so that between these two extreme points as many de-
rivative degrees are traversed as possible.

Already on this point the analysis differs essentially from the
traditional one. For the latter is concerned neither with those
parts of the text that have very great extension nor with those
that have very small extension. An explicit or implicit tradition
has it that the work of the linguist begins with dividing sen-
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tences into clauses, while it is thought possible to refer the treat-
ment of larger parts of the text, groups of sentences and the like,
to other sciences—principally logic and psychology. According
to this view the linguist or the grammarian should, when faced
with an unanalyzed text, as, for example, the one that is provided
by all that is written and said in Danish, be able to plunge head-
long down to a stage where it is resolved into clauses; theoreti-
cally he must supposedly premise that a logice-psychological
analysis of the larger parts of the text has been undertaken, but
it is nevertheless believed that in practice he does not have to
worry about whether or not such an analysis actually has been
undertaken, or whether it has been made in a way that may
be called satisfactory from the linguist’s point of view.

The question we are raising here is not a question of practical
division of labor but of the placing of objects by their definitions.
From this point of view the analysis of the text falls to the
linguist as an inevitable duty, including the textual parts that
have large extension. A partition of the text is attempted with
selection and reciprocity as bases of division, and at each stage
of the analysis those parts shall be sought that have the greatest
extension. And it is easy to see that a linguistic text of very
large or unrestricted extension offers the possibility of partition

into parts of large extension defined by mutual selection,
88]  solidarity, or combination. The very first of these parti<

tions is the partition into content line and expression line,
which are solidary. When these are each further partitioped, it'?
will be possible and necessary, infer alia, to analyze the Qﬁtenhr
line into literary genres and then to analyze the sc'ien.gs'intoj
premising (selecting) and premised (selected). The systematics,
of the study of literature and of general science thus ﬁ?{xd their!
natural place within the framework of linguistic theor%rf and 4

r . + . ) 4 4
under the analysis of the sciences linguistic theory mus come,;,

{

]

4

to contain within itself its own definition. At a more adli/‘/anced {

stage of the procedure the larger textual parts must be further

partitioned into productions of single authors, works, c};napters: i
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paragraphs, and the like, on the basis of premission, and then
in the same way into sentences and clauses, At this point, inler
alia, syllogisms will be analyzed into premisses and conclusions
—obviously a stage of the linguistic analysis in which formal
logic must place an important part of its problems. In all this is
seen a significant broadening of the perspective, frames and
capacities of linguistic theory, and a basis for a motivated and
organized collaboration between linguistics in the narrower sense
and a number of other disciplines which till now, obviously more
or less wrongly, have usually heen considered as lying outside
the sphere of linguistic science.

In the final operations of the analysis linguistic theory will
lead to a partition descending to entities of smaller extension
than those which until now have been viewed as the irreducible
invariants. This is true not merely in the content plane, where
we have seen that conventional linguistics is very far from
having carried the analysis to the end, but also in the expression
plane. In both planes the partition based on relation will reach
a stage in which selection is used for the last time as the basis of
analysis. The analysis at this stage will lead to an inventorying
of taxemes, which will be virtual elements; for the expression
plane the taxemes will grosso modo be the linguistic forms that
are manifested by phonemes, but in this connexion the reserva-
tion must be made that an analysis carried out strictly according
to the simplicity principle often leads to essentially different
results from the phonemic analyses hitherto attempted. It is
known that these taxemes as a rule may be further partitioned
on the basis of a universal division, which appears when they

are ordered on the basis of special rules into systems of
8] two, three, or more dimensions.?® We cannot here enter
into these special rules, which rest on the fact that the
linguistic elements in one and the same category are not only

2 See, for example, the systems established in the author's L Calégorie des
cas TII (Acta Jutlandice VIL, 1 and IX, 2, 1935-37). Corresponding systems
may be established for the expression plane.

—_— -
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numerically but also qualitatively different.?” We must be con-
tent with indicating merely in principle the fact till now unob-
served by linguists, that when a taxeme inventory is “‘set up
into a system’ the logical consequence is a further partition of
the individual taxeme. Let us, for example, imagine that a cate-
gory is registered with an inventory of g taxemes, and that, from
the special rules for qualitative division, these may be set up into
a two-dimensional system with three members in each dimension
so that the g may be described as a product of 3 X 3. The
members of the dimensions will then themselves be parts of
taxemes since each of the ¢ taxemes now appears as a unit in-
cluding one member of the one dimension and one member of
the other dimension. The ¢ taxemes may accordingly be de-
scribed as products of 3 + 3 = 6 invariants, namely the mem-
bers of the dimensions, and we thus reach a simpler description
and satisfy to a higher degree the refined principle of reduction
{p. 61}. The two dimensions will, as categories, be solidary, and
each member in the one dimension will have combination with *
each member in the other dimension. The members of the dimen- *
sions will thus appear as taxeme-parts and as the irreducible
invariants. Whether such a “setting up into a system” of a tax-
eme inventory may be carried out depends essentially on the -

size of the inventory. When it may be carried out, it wili’be the !
members of the dimensions and not the taxemes that dre the '

end-points of the analysis; these end-points we call glossemey,
and if we assume that one taxeme of expression is usually mant-
fested by one phoneme, then a glosseme of expression w11€ usuallyj
be manifested by a part of a phoneme. ‘

Y\ After the syntagmatic deduction of the textual asfalysis 19!
brought to an end, a paradigmatic deduction is under;aken‘!

2 See Lo celégorie des cas I, pp. 112 ff. Gf. Jens Holt, Efudes d’a fect (Acta,
Jutlondica XV, 2, 1943), pp. 26 f. A comprehensive presentation of this side of*
linguistic theory (given in the Linguistic Circle, on April 27, 1933} Will be pub- ¢
Mshed under the title Structure générale des systémes grammaticanx in the Travaus
du Cercle linguistique de Copenhague. i IV
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Here the language is articulated into cafegories, into which the

highest-degree taxeme categories of the textual analysis
go]  are distributed, and from which, through a synthesis, can

be deduced the possible wnils of the language. It turns
out that the two sides (the planes) of a language have completely
analogous categorical structure, a discovery that seems to us of
far-reaching significance for an understanding of the structural
principle of a language or in general of the “essence” of a semi-
otig:_l.th also appears that such a consistently carried out descrip-
tion of a language on the basis of the empirical principle does not
contain the possibility of a syntax or of a science of parts of
speech; as we have seen, the entities of syntax are for the great-
est part varieties, and the “parts of speech” of ancient grammar
are entities which will be rediscovered in redefined form in far
different places within the hierarchy of the units.

The science of categories, however, presupposes such a com-
prehensive and such a closely coherent apparatus of terms and
definitions that its details cannot be described without its being
presented completely; it cannot therefore, any more than the
science of units which determines it, be treated in the prole-
gomena of the theory, )

zr. Languoge and non-language

In respect of the choice and delimitation of objects we have in
the preceding sections (¢f. p . 20) followed the prevalent concept
of linguistics and considered “natural”’ language as the unique
object of linguistic theory. But at the same time (p. 20) we have
held out a prospect of widening our point of view, and it is now
time to undertake this in the following sections (21-23). In doing
this we stress that these further perspectives do not come as
arbitrary and dispensable appendages, but that, on the con-
trary, and precisely when we restrict ourselves to the pure considera-
tion of “natural” longuage, they spring with necessity from
“natural” language and obtrude themselves with inevitable
logical consequence, If the linguist wishes to make clear to him-



102 PROLEGOMENA TO A THEORY OF LANGUAGE

self the object of his own science he sees himself forced into
spheres which according to the traditional view are not his. This
fact has, in & way, already left its mark on our presentation thus
far, which, starting from special premisses, has been forced by
the technical posing of the problem irito a more general epistemo-
logical setting.

Actually it is at once clear that not only the quite general con-

siderations we have been led to make, but also the appar-
o1]  ently more special terms we have introduced are applica-
ble to both “natural” language and language in a far

broader sense. Precisely because the theory is so constructed
that linguistic form is viewed without regard for “the substance”
(purport), it will be possible to apply our apparatus to any
structure whose form is analogous to that of a “natural”
language. Our examples have been taken from such language,
and we ourself have proceeded from it, but what we are led to
set up and what we have exemplified is evidently not specific to
“natural” language but has a wider range. A similar universal *
applicability to sign systems (or to figura systems with sign-*
purpose) as a whole is found in the study of functions and their
analysis (sections g—11, 17), of signs (section 12), of expression
and content, form, substance and purport (sections 13, 15), of
commutation and substitution, variants and invariants a.nd
the classification of variants (sections 14, 16}, of class ahd seg—
ment (sections 10, 18), and of catalysis (section 19). In othe‘r
words “natural” language may be described on the ba,eag; of 4 *
theory which is minimally specific and which must 1mpl¥*furthelf-
cOnsequences.

We have already been obliged to show this on occabion. Wq
have thought it possible to maintain the universal charaqter of

the concepts “process” and “system” and of their 1! terplay‘ 4

(p. 9), and our view of “natural” language has led us to jinclude,
in the theory of language important aspects of literary science,
general philosophy of science, and formal logic (pp. 98—b9) a.nq

we have been unable to avoid making some almost m?wtablekr
L
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remarks about the nature of logical conclusion (pp. 32, 91, 92).

At the same time we have been led to view a great number of
special sciences outside linguistics as providing the science of
linguistic content-purport and we have been led to draw a line
between language and non-language (p. 78), whose provisional
character we have, however, stressed.

The linguistic theory we have set up stands or falls with the
principle on which it is based, which we have called the empirical
principle (p. 11). This leads us to accept as a logical necessity
(with the necessary reservations concerning the terminology it-
self, ¢f. pp. so, 78) Saussure’s distinction between form and
“substance” (purport), from which it further follows that “‘sub-
slance” cannot in iiself be o definiens for ¢ language. We must be
able to imagine as ordered to one and the same linguistic form
substances which, from the point of view of the substance-
hierarchy, are essentially different ; the arbitrary relation between

linguistic form and purport makes this a logical necessity.
92] The long supremacy of conventional phonetics has,

moreover, had the effect of restricting the linguists’ con-
ception even of “natural” language in a way that is demonstrably
unempirical, 4.¢., inappropriate because non-exhaustive. It has
been supposed that the expression-substance of a spoken Jan-
guage must consist exclusively of “sounds.” Thus, as has been
pointed out by the Zwirners in particular, the fact has been over-
locked that speech is accompanied by, and that certain com-
ponents of speech can be replaced by, gesture, and that in reality,
as the Zwirners say, not only the so-called organs of speech
(throat, mouth, and nose), but very nearly all the striate mus-
culature, cooperate in the exerc\iﬂgp‘p’f__ifpg_tq;;al_’f ,,13,{1_5_1_1_@53.2”

Further, it is possible to replace the usual sound-and-gesture
substance with any other that offers itself as appropriate under
changed external circumstances. Thus the same linguistic form
may also be manifested in writing, as happens with a phonetic

2 Eherhard Zwirner & Kurt Zwirner, Archives néerlandaises de phonétique ex-
périmentale X11¥, 1937, p. 112.
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or phonemic notation and with the so-called phonetic orthogra-
phies, as for example the Finnish. Here is a graphic “substance”
which is addressed exclusively to the eye and which need not be
transposed into a phonetic “substance” in order to be grasped
or understood. And this graphic “substance” can, precisely from
the point of view of the substance, be of quite various sorts.
There can be other “substances,” too; we need only think of the
navy flag codes, which can very well be used to manifest a
“natural” language, e.g., English, or of the sign language of
deaf-mutes.

Two opinions are often maintained in opposition to the one
here presented. One is that all these substances are “derived”
in relation to the sound-and-gesture substance and “artificial”?
in contrast to the “naturalness” of the latter; there can even,
it is said, be many degrees of such “derivations,” as when a flag
code or a sign language is derived from writing, which is in turn
derived from the ‘‘natural” spoken language. The other opinion
is that a different ““substance” is accompanied in many instances
by a changed linguistic form; thus not all orthographies are
“‘phonetic” but would, on analysis, lead us to set up a different
taxeme inventory and perhaps partly different categories from

those of the spoken language,
03} The first of these opinions is irrelevant, because the fact
that a manifestation is “derived” in respect of afothef
does not alter the fact that it is a manifestation of the given
linguistic form. Moreover it is not always certain what is derived;
and what not; we must not forget that the discovery o;; alphat!
betic writing is hidden in pre-history,® so that the assertion that
it rests on a phonetic analysis is only one of the possible dia-
chronic hypotheses; it may also have rested on a formal @,nalysls\
of lingulstlc structure.® But in any case, as is recogmfed by’ 4

w

s

o~

'—'lf'
9 Bertrand Russell quite rightly calls attention to the fact that werhav'e ne
means of deciding whether writing or speech is the older form of humap expres- *
ston.(d% Quiline of Philosaphy, London, 1927, p. 47). “
3 On this point see the author, Archw Jilr vergleichende Pizonehk‘%I, 1938, U
pp. 211 f,

]

!
\
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modern linguistics, diachronic considerations are irrelevant for
synchronic description.

The other opinion is irrelevant because it does not alter the
general fact that a linguistic form is manifested in the given
substance. The observation is interesting, however, in showing
that different systems of expression can correspond to one and
the same system of content. Accordingly, the task of the linguis-
tic theoretician is not merely that of describing the actually
present expression system, but of calculating what expression
systems in general are possible as expression for a given content
system, and vice versa, But it Is an experimentally demonstrable
fact that any linguistic expression system may be manifested in
widely different expression-substances.®

Thus, various phonetic usages and various written usages can
be ordered to the expression system of one and the same linguis-
tic schema. A language can suffer a change of a purely phonetic
nature without having the expression system of the linguistic
schema affected, and similarly it can suffer a change of a purely

semantic nature without having the content system
o4]  affected. Only in this way is it possible to distinguish be-

tween phonetic shifts and semantic shifis on the one hand,
and formal shifts on the other.

From our whole basic point of view there is really nothing
surprising in all this. The entities of linguistic form are of “‘alge-
brajc’”’ nature and have no natural designation; they can there-
fore be designated arbitrarily in many different ways.

These different possible designations by the substance do not

a1 On the relation between writing and speech see A, Penttild & U. Saarnio in
Erkenntnis TV, 1934, pp. 28 ff,, and H. J. Uldall in Congrés infernaiional des
sciences anthropologiques et ethnologigues, Comple rendu de lo deusibme session,
Kghenhavn, 1939, p. 374. For older treatments and analyses of writing from a
structural point of view, se¢ especially J. Baudouin de Courtenay, Ob ofnoSenti
russkogo pis'ma k russkomu fawyku, St. Petersburg, 1912, and Vvedenie v jazy-
kovedende, ath ed., 1912, pp. 15 ff., and T, de Saussure, Conrs, 2nd ed., especially
p. 1635. Cf. also an article, with a somewhat unclear treatment of the problem,
by Josef Vachek, Zum Problem der geschriebenen Sprache (Travaux du Cercls

Linguistigue de Prague VIII, 1939, pp. o4 ff.). An analysis of writing without re-
gard to sound has not yet been undertaken.
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affect the theory of the linguistic schema. Its attitude does not
depend on them. The theoretician’s main task is to determine by
definition the structural principle of language, from which can be
deduced a general calculus in the form of a typology whose cate-
gories are the individual languages, or rather, the individual
language types. All possibilities must here be foreseen, including
those that are virtual in the world of experience, or remain with-
out a ‘natural” or “actual” manifestation.

In this general calculus there is no question of whether the
individual structural types are manifested, but only whether
they are manifestable and, nole bene, manifestable in any sub-
stance whatsoever, Substance is thus not a necessary presupposi-
tion for linguistic form, but linguistic form Is a necessary pre-
supposition for substance. Mawnifesiation, in other words, is a
selection in which the linguistic form is the constant and the
substance the variable; we formally define manifestation as a

selection between hierarchies and between derivates of different

hierarchies. The constant in a manifestation (the manifested)
o . B

can, with reference to Saussure, be called the form; if the form is

a language, we call it the linguistic schema.®™ The variable in a
manifestation (the maenifesting) can, in agreement with Saussure,
be called the substance; a substance that manifests a ]mgulstlc
schema we call a Linguistic usage.

From these premisses we are led to the formal deﬁmtlon of a '

semiolic as a hierarchy, any of whose components admits of a fm‘tkei{‘
analysis inlo classes defined by mutual relation, so that any, of !ks&e’
classes admils of an analysis inlo derivales defined bye mutual!
malation. ‘

This definition, which is nothing else than the formal conse"f
quence of everything we have developed up to this peinty pbhgesk

the linguist to consider as his subject, not merely “q:ftural n, ¥

.;),
3 Schema has been adopted here in preference to paflern, suggest d in my

article “Langue et parole” (Caliers Ferdinond de Saussure 11, 194F p. 4
Essais linguistigues, p. 81),

A
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everyday language, but any semiotic—any structure that
g5]  is analogous to a language and satisfies the given defini-

tion. A language (in the ordinary sense} may be viewed
as a special case of this more general object, and its specific char-
acteristics, which concern only linguistic usage, do not affect the
given definition.

Here again we wish to add that it is not so much a question
of the practical division of labor as of the fixing of the object by
definition. The linguist can and should concentrate on ‘natural”
languages in his research work and leave to others, who have
better preparation than he, mainly to logicians, the investigation
of other semiotic structures. But the linguist cannot with im-
punity study language without the wider horizon that ensures
his proper orientation towards these analogous structures. He
can even derive a practical advantage therefrom, because some
of these structures are simpler in their construction than lan-
guages, and they are therefore suitable as models in preparatory
study. Besides, on purely linguistic premisses, it has become
clear that a particularly intimate collaboration is required here
between logistics and linguistics.

Since the time of Saussure it has been known from the linguis-
tic side that language cannot he studied in isolation. Saussure
required, as basis for linguistics in the narrower sense, a discipline
that he christened semiology (from enpeior ‘a sign’). Therefore,
in the years before the second world war, in individual linguistic
or linguistically oriented circles that were interested in the study
of foundations (particularly in Czechoslovakia), significant at-
tempts were made to study other sign systems than languages—
in particular, folk-costume, art, and literature—on a morc gen-
eral semiological basis.®

B (Y., inter alin, P. Bogatyrev, PHispivek k strukturdlni etnografii (Slovenskd
miscellonea, Bratislava, 1931); 4d., Funkino-Srukiurding metode a iné melody
etnografie © folkloristiky (Slovenské poll'ady L1, 10, 1935); id., Funkcie hroja na

moravskom Slovenshu (Spisy ndrodopisnéhe odborw Matice slovenskej 1, Matica
Slovensk4, 1937) (French résumé, pp. 68 ff.). Jan Muka¥ovsky, Estelickd funkcee,
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\i' - It is true, in Saussure’s Cours this general discipline is ments of linguistic theory. Thus new light might perhaps be
i thought of as erected on an essentially sociological and cast on these disciplines, and they might be led to a critical sel-
i ps?rchologica.l basis. At the same time, Saussure sketches some- _ examination. In this way, through a mutually fructifying col-
+ thing t}fat can only be understood as a sciénce of pure form, a laboration, it should be possible to produce & general encyclo-
conception of language as an abstract transformation structure padia of sign structures.
. which he elucidates from a consideration of analogous structuresj Within this extraordinarily comprehensive sphere of problems,
i_ Th'us he sees that an essential trait—perhaps every essential two particular questions are of special interest to us at the
| trait—of the semiological structure is rediscovered in the struc- | moment. First: What place within the totality of these semiotic
tures called games, for example in chess, to which he devotes structures: Ca-;'l be thought of as assigned to la.nguage??ﬁgg_:}:%
great atten.tion. It is these considerations that must be brought : ond: Wheére do the boundaries lie between semiotic and non- |’
) f‘f;::;? 0flc:)rf: 1f,we attempt to.erect linguistics in the broader sense, =" semiotic? . ‘
" VO0BY,” On an tmmenent basis. And it is through these il A language may be defined as a paradigmatic whose
| CO_HSIdera'tlons that both the possibility and the necessity will paradigms are manifested by all purports, and a iext,
o 'Of an intimate collaboration between linguistics and | correspondingly, as & syntagmatic whose chains, if expanded in-
I logistics. It is precisely sign systems and game systems that ! definitely, are manifested by all purports. By a purport we under-
i modern logicians have taken as their central subject, viewing | gtand a class of variables which manifest more than one chain
! them as abstract transformation systems, and they have thereby under more than one syntagmatic, and/or more than one par-
| been led from their side to desire a study of language as well from - adigm under more than one paradigmatic, In practice, a language
{ theso points of view.™ ’ is a semiotic into which all other semiotics may be translated— ’
- In a new sense, then, it scems fruitful and necessary to estab- ‘ both all other languages, and all other conceivable semiotic -
lish a common point of view for a large number of disciplines ‘ : structures, This translatability xests on the fact that languages,
from the Vstudy of literature, art, and music, and general history’ ) | and they alone, are in 2 position to form any purport whatso-
all the way to logistics and mathematics, so that frond this com: ! | ever;% in a language, and only in a language, We can “work over

\
i oint of view these sciences are concentrated around a lin- i the inexpressible until it is expressed.”’® Tt is this quality that
glflsnca'lly defined setting of problems, Each will be able to cong t j makes a language usable as a language, capable of giving gatis-
tribute in its own way to the general science of SemiO’tics b_wft d ; faction in any situation, There is no doubt that it rests on a

- l e might be able to cast better

investigating to what extent and in what manner its obj?fc’ts ma.'jr structural peculiarity, on which w
' light if we knew more about the specific structure of non-

be submitted to an analysis that is in agreement with the'tequire,
norma a hodnota j , B e 1 | Jinguistic semiotics. Tt is an ail but obvious conclusion that the
po aﬂ;zi o ;so;z Jako socz_dlnf fakty (Fonction, norme et valeur esthétiqyes conmd basis lies in the unlimited possibility of forming signs and the
fe socians), r.aha, 1936); 7d., L'art comme fait sémiologique (A ctes 4, uitiomds |
ongrés international de philosophie & Prague 2y seplembre 1934, Prade, 1936, 4
Tl

. 1065-1072), —A comprehensive attempt at a gencral semiology [has beed } % We have made this observation independently of the Polish logician Alifred
made by B. Buyssens, Les langages et le discours (Collection Lebigue), Bruxelles ' : Tarski (Studia philesophica I, Lwéw, 1935);5¢¢ J. Jérgensen, Trcek af dsdt{ktzm'u-
Y ' ¥ " teoriens udvikling i den nyere tid (Festskrift udg. of Kbenhavans Universitet

34 P . ; ‘
) .’.F‘he Iprlnc1pa.l'“-'ork is Rudo].f Carnap’s Logische Syntax der SpmpLg, Wien,! nov. 1937), - 15
934; enlarged edition, The Logical Syntax of Lenguoge, 1937. 1? Lf; # Kierkegaard.
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very free rules for forming units of great extension (sentences
and the like) which are true of any language and which, on the
other hand, make it possible for a language to allow false, in-
consistent, imprecise, ugly, and unethical formulations as well
as true, consistent, precise, beautiful, and ethical formulations.
The grammatical rules of a language are independent of any
scale of values, logical, ssthetic, or ethical; and, in general, a
language is independent of any specific purpose.

If we wish to investigate the boundary between semiotic and
non-semiotic, it is @ prioré an all but obvious conclusion that
games lie close to.that boundary, or perhaps on the boundary
itself. In ]udgmg the structure of games, in comparison with
semiotic structures that are not games, it is not uninteresting
to compare the way in which game-structures have been con-
sidered up to now from the linguistic and from the logical side,
independently of each other. From the logical side, importance
has been attached to the fact that a game, chess for example,
is a transformation system of essentially the same structure as a

semiotic (e.g., a mathematical semiotic), and the tendency
98]  has been to consider the game as the simple model case,
as normative for the concept of a semiotic. From the

linguistic side, the analogy has been seen in the fact that a game .

is a system of _values, analogous to. economic values; and lan-
guage and other value systems have been considered as formas
tive for the concept of a game. The two ways of thinking have
historical bases. The logistic theory of signs finds its startmgv
point in the metamathematics of Hilbert, whose idea wasg ],o cons
sider the system of mathematical symbols as a system off expres
sion-figur# with complete disregard of their content, anLd to de-?
scribe its transformation rules in the same way as one cax

w

describe the rules of a game, without considering posmbtﬁ inter-* ‘
pretations. This method is carried over by the Polish Ificiansﬁ,:

into their “metalogic” and is brought to its concludi

on by ¢

Carnap in a sign-theory where, in principle, any semiotlcﬁis con— ¥

sidered as a mere expression system without regard for J,

f‘
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tent. From this point of view it should be possible, in any meta-
semiotic, 7.e., in any description of a semiotic, for an inkaltliche
Redeweise to be replaced by a formale Redeweise®” The sign-
theory of linguistics, on the other hand, has deep roots in the
tradition according to which a sign is defined by its meaning, It
is within this tradition that Saussure struggles with the problem.
He makes it precise and justifies it by introducing the concept
of value, a consequence of which is the recognition of the content-
form and of the bilateral nature of the sign, leading to a theory
of the sign that builds on the interplay between expression-form
and content-form in the principle of commutation,

From the logical side, where the debate about the nature of
the sign continues, the problem seems to be thought of as essen-
tially a question of nominalism or realism.** For the linguistic
theory of language, to which the present essay has made an in-
troduction, this is not the question; it is rather a question of
whether or not the condent- purport need be involved in the sign-
theory itself. Since the content-purport proves to be dispensable
in the definition and description of a semiotic schema, a formal
formulation and a nominalistic attitude are necessary and suf-
ficient; on the other hand, the formal and nominalistic descnp-
tion in linguistic theory is not limited to the expression-form,

but sees its object in the interplay between the expression-
99] form and a confent-form. Saussure’s distinction between

form and substance appears to be extraordinarily relevant
for the present posing of the problem in logistics.

On this basis logistics also may be led to see both differences
and similarities between games and semiotics that are not games.
The decisive point for the question of whether or not a sign is
present is not whether it is interpreted, 4.e., whether a content-

57 Introductory surveys of the development are given by J. Jgrgensen, op. €it.;
by L. Bloomfield, “Language or ideasi” (Language XII, 1936, pp. 8¢ .); and
by Otto Neurath and Eino Kaila in the journal Thesréa 11, 1936, pp. 72 1., 83 ff.
See also G. IL. von Wright, Der logéska empirismen, Stockholm, 1943

# So U. Saarnio in the work cited on p, 61, note x3.
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purport is ordered to it. In view of the selection between
semiotic schema and semiotic usage there exist for the calculus
of linguistic theory, not interpreted, but only interpretable, sys-
tems. In this respect, then, there is no difference between, e.g.,
chess and pure algebra on the one hand and, e.g., a language on
the other. But when we wish to decide to what extent a game or
other quasi-sign-systems, like pure algebra, are or are not semi-
otics, we must find out whether an exhaustive description of
them necessitates operating with two planes, or whether the
simplicity principle can be applied so far that operation with one
plane is sufficient.

The prerequisite for the necessity of operating with two planes
must be that the two planes, when they are tentatively set up,
cannot be shown to have the same structure throughout, with
a one-to-one relation between the functives of the one plane and
the functives of the other. We shall express this by saying that
the two planes must not be conformal. Two functives are said
to be conformal if any particular derivate of the one functive
without exception enters the same functions as a particdlar
derivate of the other functive, and vice versa. We can accordingly
set up the rule that two tentatively recognized components of
one and the same class shall be reduced to one component if
they are conformal and not commutable. The test ﬁvhiclz thiis
rule institutes, and which we call the derivate lest, is’prescribfd
in linguistic theory for each individual stage of 1':he te;;tqal
analysis, coordinately with the commutation test; tyhey. twof‘fﬁes}ts
in conjunction are necessary to deduce whether ori{iot a given
object is a semiotic, We shall not enter here into the application
of this derivate test to the higher-degree derivates ofithe seritfotic
(process), but shall consider only the first-degree dg;iyates‘ the
planes of the semiotic. These are not commutable,} ind the, d&
cisive factor as to whether they shall be treated as djstinct dt be
identified with each other (in which latter case the g,pplica,biljty

of linguistic theory to the given object ceases) is thetefore sqlely
whether they are conformal or not. Inductive expei'%ence sﬂ%ws
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that for all hitherto observed languages the derivate test
100] has negative result, and it will doubtless have negative

result for several other structures which till now have
been considered semiotics or which show by the derivate test
that they must be considered semiotics. But it seems just as
clear that the derivate test has positive result for many of the
structures which modern theory has favored calling semiotics,
This is easy to see in the case of pure games, in the interpretation
of which there is an entity of content corresponding to each
entity of expression (chess-piece or the like}, so that if two planes
are tentatively posited the functional net will be entirely the
same in both. Such a structure, then, is not a semiotic, in the
sense given to the term by linguistic theory. We must leave it to
the specialists in the various fields to decide whether or not, for
example, the so-called symbolic systems of mathematics and
logic, or certain kinds of art, like music, are to be defined as
semiotics from this point of view. The possibility seems not to
be excluded that the logistic conception of a semiotic as mono-
planar is the result of having taken as point of departure (and
subsequently seeking a premature generalization therefrom)
structures which, according to our definition, are not semiotics
and which therefore diverge fundamentally from true semiotic
structures. It is proposed to use the name symbolic systems for
such structures as are interpretable (i.e., to which a content-pur-
port may be ordered) but not biplanar (i.e., into which the sim-
plicity principle does not permit us to encatalyze a content-
form). From the linguistic side there have been some misgivings
about applying the term symbol to entities that stand in a purely
arbitrary relation to their interpretation.®® From this point of
view, symbol should be used only of entities that are isomorphic
with their interpretation, entities that are depictions or emblems,
like Thorvaldsen’s Christ as a symbol for compassion, the ham-
mer and sickle as a symbol for Communism, scales as a symbol

# Thus Saussure, Cours, 2nd ed., p. 1o1, defines the symbol as non-arbitzary.
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for justice, or the onomatopoetica in the sphere of language. But
in logistics it is customary to use the word symbol in a far broader
application, and it scems advantageous to be able to apply the
word precisely to interpretable non-semiotic entities. There
seems to be an essential affinity between the interpretable pieces

of a game and isomorphic symbols, in that neither permits
to1] the further analysis inte figure that is characteristic of

signs. In the discussion that has taken place among lin-
guists in recent years concerning the nature of the sign, atten-
tion has rightly been drawn to the agrammatical character of
isomorphic symbols;®® this is the same thpught in a traditional
formulation.

22. Connotalive semiotics end melasemiotics

In the preceding paragraphs, by a deliberate simplification, we
have treated the ‘“natural” language as the unique object of
linguistic theory. In the last section, despite a considerable
broadening of the perspective, we have still acted as if the uniglie
object of linguistic theory were the denolalive semiotic, by whith
we mean a semiotic none of whose planes is a semiotic. It still
remains, through a final broadening of our horizon, to indicate
that there are also semiotics whose expression plane is a semiotic
and semiotics whose content plane is a semiotic. The former we
shall call connolative semiotics, the latter melasemioticss. Since ex-
pression plane and content plane are defined only in opposi‘tio’n
and in relation to each other, it follows that the definjtiong we
have given here of connotative semiotics and metasjmioticé’ are
only provisional “real” definitions, to which we carinot a.sc%ibe
even operative value. 4 9
When, in section 21, we defined semiotic, that definition did
not concern the individual semiotic in contrast to, Fther semis
otics, but semiotics in contrast to non-semiotics, i ?semioti@:, as
a higher hierarchial type, la langue as a concept or ;?s a classyas
_one. Of the individual semiotic in contrast to otherp, we kpow

y
© E, Buyssens, Acta linguistica 11, 194041, p. 83, f kf;
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that the linguistic theoretician foresees it in his calculus as a
possible type of structure. On the other hand, we have not yet
considered how the linguistic theoretician manages to recognize
and identify the individual semiotic as such in his textual analy-
sis. In preparing the analysis we have proceeded on the tacit
assumption that the datum is a text composed in one definite
semiotic, not in a mixture of two or more semiotics.

In other words, in order to establish a simple model situation
we have worked with the premiss that the given text displays
structural homogeneity, that we are justified in encatalyzing one
and only one semiotic system to the text. This premiss, however,

does not held good in practice. On the contrary, any text
102] that is not of so small extension that it fails to yield a
sufficient basis for deducing a system generalizable to
other texts usually contains derivates that rest on different sys-
tems. Various parts, or parts of parts, of a text can be composed

1. in different siylistic forms (characterized by various restric-
tions: verse, prose, various blends of the two);
2. in different st¢yles {creative style and the purely imitative, so-
called normal, style; the creative and at the same time imi-
tative style that is called archaizing);
3. in different value-styles (higher value-style and the lower, so-
called vulgar, value-style; here also a neutral value-style that
is constdered neither as higher nor as lower);
4. in different medie (speech, writing, gesture, flag code, efc.);
. in different tones {(angry, joyful, efc.};
6. in different idioms, under which must he distinguished
a. different vernaculors (the common language of a commun-
ity, jargons of various cliques or professions),

b. different national languages,

c. different regional languages (standard language, local dia-
lect, efc.),

d. different physiognomies (as concerns the expression, differ-
ent “voices” or “organs’’),

o
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Stylistic form, style, value-style, medium, tone, vernacular,
national language, regional language, and physiognomy are
solidary categories, so that any functive of denotative language
must be defined in respect of them all at the same time. By
combination of a member of one category with a member of an-
other category arise hybrids, which often have, or can easily'be
provided with, special designations: belletristic style—a creatw-e
style that is a higher value-style;* slang—a creative style thaf': is
both a higher and a lower value-style; jargon and code—creatl.ve
styles that are neither higher nor lower value-styles; colloquial
language—a normal style that is neither a higher nor a low:?r
value-style; lecture style—a higher value-style that 1s
103] speech and common language; pulpit style—a higher
value-style that is speech and jargon; chancery style—a
higher value-style that is an archaizing style, writing, and
jargon; efc. ‘

The purpose of these enumerations is not to exhaust, let alonﬁ
formally define, these phenomena, but only to demonstrate theu;
existence and variety.

The individual members of each of these classes and the units,
resulting from their combination we shall call connotators, Somg
of these connotators may be solidary with certain sysﬁtems of:
semiotic schemata, others with certain systems of sémiofic’
usage, and others with both, This is impossible to know'a priori,;
since the situation changes, To name only possibilities that may

appear extreme, it is impossible to know beforehand yv‘hethét{ a.

physiognomy (one person’s utterances as opposed to Eﬁother}s)
represents only a specific usage and not also a specific gch.elma,
(differing perhaps only slightly from another, but stlllilchﬁerlng),

i :
. of
41 A jargon in the more general sense can be characterized as a neéjittal vah!e— p

§ £
style with' specific signs {usually: sign-expressions), a code as a l‘.l'a, tral va_l:le-
style with specific expression-manifestations. Using the deslg.natmr; genre-s e
of an idiom that is solidary with certain literary genres (typical _exam‘ples are
cettain Ancient Greek dialects), we can characterize a term'inotogg.r a'F being b‘ot
a jargon and a genre-style, and a seientific semiotic (insofar as it is,;not a syst 1}1
of symbols, in our sense) as being both a code and a genre-style. ”r iy

1
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or whether a national language represents a specific linguistic
schema or, In comparison with another national language, only
represents a specific linguistic usage while the schemata of the
two national languages are identical.

To ensure a self-consistent and exhaustive description, lin-
guistic theory must therefore prescribe such a procedure for
textual analysis as will enable us to keep these cases apart.
Strangely enough, in previous linguistics attention has been paid
to this requirement only to a very slight degree. The explanation
is partly to be sought in the fact that transcendent points of
view have been assumed. For example, it has been thought possi-
ble to establish from a vague sociological starting-point the (in
all reasonable probability false) postulate that the existence of
a social norm implies that a national language is also uniform
and specific in its internal structure and that, on the other hand,
alinguistic physiognomy gua physiognomy is a guantité négligeable
and can be taken indiscriminately without further ado as repre-
sentative of a national language. Only the London school has
heen consciously cautious on this point: Daniel Jones’ definition
of the phoneme expressly refers to “the pronunciation of one

_individual speaking in a definite style,”*

104] Given unrestrictedness (productivity) of the text, there

will always be ‘“‘translatability,” which here means ex-
pression-substitution, between {wo signs each belonging to a
sign-class of its own, this sign-class in its turn being solidary
with its respective connotater. This criterion is especially obvi-
ous and .easily applicable to the signs of great extension which
textual analysis encounters in its earliest operations: any textual
derivate (e.g., chapter) can be translated from one stylistic form,
style, value-style, medium, tone, vernacular, national or regional
language, physiognomy to another. As we have seen, this trans-
latability is not always reciprocal if any other semiotic is con-
cerned than a language, but if a language is included, a uni-

£ See p. 64, note 17, and also, in particular, D. Jones, Travaux du Cercle lin-
guistique de Prague IV, 1931, p. 74.
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lateral translatability is always possible. In the textual analysis,
consequently, connolators will appear as parts that enter into
functives in such a way that the functives have mutual substitu-
tion when these parts are deducted; and under certain conditions
connotators are found in all the functives of a given degree. But
this is still insufficient to define a connotator. We call an entity
that has the given property an indicalor, and we must distinguish
between two kinds of indicators: sigmels (see p. 72) and con-
nolators. The difference between them from an operative point
of view is that a signal may always be referred unambiguously
to one definite plane of the semiotic, while this is never so of a
connotator. A counnotator, then, is an indicator which is found,
under certain conditions, in both planes of the semiotic.

In the textual analysis the connotators must be disengaged
from the deduction. In this way those signs which are different
only by being solidary each with its own connotator appear as
yarieties. These varieties, in conirast to ordinary variants (p. 81), ,
are particular and must be handled differently in the furtherﬁ
analysis. In this way we protect ourselves against mixing to-:
gether different semiotic schemata (and usages) ; if there should ,
later prove to be identity, this will casily appear from a mapping. ‘

But it is clear that the connotators themselves also provide
an object whose treatment belongs to semiotics. Their tre;atmept "
does not fall to the discipline that analyzes denotative semiotics; 4
the only task of that discipline is to sort out the connotators an,.ld )
keep them collected for later treatment. This trea,tment-‘beloﬁg:s ,
to a special discipline which determines the study of d?ﬁotati\rf
semiotics. }“ ) ‘

Now it seems obvious that the solidarity which exiégﬁ
to5] between certain sign classes and certain connotaters is g ,
sign function, since the sign classes are expressi;_;fi for the 4
connotators as confent. Thus it is the semiotic schemg(ta) and,
usage(s) which we designate as the Danish language that are
expression for the connotator “Danish.” Likewise it is:f.he semil:(
fi I
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otic schema(ta) and usage(s) which we designate as the linguistic
physiognomy N. N, that are expression for the real physiognomy
N.N. {that person), and correspondingly in all other cases. Not
for nothing does the national language stand as “‘symbol” for the
nation, the local dialect as “symbol” for the region, efs.

- Thus it seems appropriate to view the connotators as content
for which the denotative semiotics are expression, and to desig-
nate this content and this expression as a semiofic, namely a
connotative semiotic. In other words, after the analysis of the
denotative semiotic is completed, the connotative semiotic must
be subjected to an analysis according to just the same procedure.
Here again it will be necessary to distinguish hetween a semiotic
schema and a usage. The connotators will have to be analyzed
on the basis of their mutual functions, not on the basis of the
content-purport that is or can be ordered to them. Thus the
study of the schema of a connotative semiotic does not treat the
actual notions of social or sacral character that common usage
attaches to concepts like national language, local dialect, jargon,
stylistic form, ef¢. But to this study of the schema of a connota-
tive semiotic it will be necessary to order a study of its usage,
quite as for a denotative semiotic.

Thus a connotative semiotic is a semiotic that is not a lan-
guage, and one whose expression plane is provided by the content
plane and expression plane of a denotative semiotic. Thusitisa
semiotic one plane of which (namely the expression plane) is a
semiotic, _

What may be particularly surprising here is that we have dis-
covered a semiotic whose expression plane is a semiotic. For,
after the development taken by logistics in the work of the Polish
logicians, one is prepared for the existence of a semiotic whose
content plane is a semiotic, This is the so-called metalanguage®
{or, we should say, metasemiotic), by which is meant a semiotic

4 See J. Jgrgensen’s presentation (referred to on page 109, note 35}, pp. 9 ff.
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that treats of a semiotic; in our terminology this must mean a
semiotic whose content is a semiotic. Such a metasemiotic lin-
guistics itself must be.
Now, as already remarked, the concepts of expression
106] and content are not well suited to be the basis of formal
definitions because expression and content are arbitrarily
assigned designations for elements that are defined only opposi-
tively and negatively. We shall therefore define on another basis,
and first articulate the class of semiotics into a class of scientific
semiotics and a class of non-scientific semiotics. For this we need
the concept of operation, which we have defined earlier. By a
scientific semiotic® we mean a semiotic that is an operation; by
a non-scientific semiotic we understand a semiotic that is not an
operation. We accordingly define a connofafive semiotic as a non-
scientific semiotic one or more of whose planes is {are} (a) semi-
otic(s), and a metasemiotic as a scientific semiotic one or more
of whose planes is (are) (a) semiotic(s). The case that usually
occurs in practice is, as we have seen, that one of the planes is a
semiotic.

Since, now, as the logicians have pointed out, we can further,
imagine a scientific semiotic that treats of a metasemiotic, we
can, in conformity with their terminology, define a mefa-
(scientific semiotic) as a metasemiotic with a scientific ée'miq_tic"'
as an object semiotic (a semiotic that enters as a plane into a,
semiotic is said to be an object semiotic of that semiotic), In con-
formity with Saussure’s terminology we can define a f.s;émiofol"gy..
as a metasemiotic with a non-scientific semiotic as jn objegt
semiotic. And finally, we can use the designation metgsemiology
of a meta-(scientific semiotic) whose object semliotics éﬁ‘e
semiologies. o r%g

In order to clarify not only the basis of linguistics b,t_ft also its
remotest consequences linguistic theory is obliged to a{,dd to the

;a

4t The reason for our not simply saying science lies in the fact that we must
reckon with the possibility of certain sciences’ not being semiotics; in our se Ve
but symbolic systems. f; iy

!
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study of denotative semiotics a study of connotative semiotics
and of metasemiologies. This obligation rests with our special
science because it can be resoclved satisfactorily only from
premisses peculiar to the science.

Our last task must then consist in considering how metasemi-
ology is appropriately organized from the linguistic point of view.

Usually a metasemiotic will be (or can be) wholly or partly
identical with its object semiotic. Thus the linguist who de-
scribes a language will himself be able to use that language in
the description; likewise, the semiologist who describes semi-
otics that are not languages will be able to make that description
in a language; should this not be the case, the semiotic that is
used will in any event always be translatable into a language

(¢f- the definition of a language). From this it follows that
toy] metasemiology, if it is to yield a complete description of

the semiotic of semiology, must in very great part repeat
the proper results of semiology. The simplicity principle, how-
ever, enjoins us to follow a method of procedure that will enable
us to avoid this; from considerations of appropriateness we must
so organize metasemiology that in practice its object is distinct
from that of semiology; and we must behave correspondingly in
the face of eventual metasemiologies of higher order, and not add
further metasemiologies of still higher order whose objects would
be no different from those already treated.

Metasemiology must therefore direct its interest, not toward
the language, already described by semiology, which semiology
uses, but toward the eventual modifications of it or additions to
it which semiology has introduced to produce its special jargon.
And it is likewise clear that metasemiology must not yield a de-
scription of the propositions that enter into the theory of semi-
ology, if it can prove that these propositions are possible units
that could already be foreseen from the system of the language.
Its sphere is, on the contrary, the special ferminology of semi-
ology, and here it will find that three different kinds of terms
are used:
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1. Terms that enter as definienda in the definition system of

semiology, and whose content is therefore already defined, 7.e.,

"analyzed (¢f. p. 72), by semiology itself. These terms do not fall
in the special sphere of metasemiology.

2. Terms that are taken over from a language and enter as in-
definables into the definition system of semiology. Such indefina-
bles occupy, in contrast to the situation in other sciences, a
peculiar place in semiology: since these indefinables are drawn
from the object language of semiology, semiology in its analysis
of the content plane will have produced a definition of them.
Neither do these terms fallin the special sphere of metasemiology.

3. Terms that are not taken over from a language (but which
still must be required to have an expression-structure agreeing
with the system of the language) and which enter as indefinables
into the propositions of semiology, Under this heading we must

distinguish between two kinds of terms:

108} a. Terms for highest-degree variations of highest-degree .
invariants, {.e., highest-degree glosseme-variations (and .

signal-variations), the ultimate and “smallest” variations (in-

dividuals and/or localized variations), which semiology has come

to treat in the course of its analysis, These variations necessarily

remain as indefinables for semiology, since definition means

analysis and analysis within.semiology is impossible at préc'isely ’

this spot. On the other hand, an analysis of these variations is
possible within metasemiology, since there they must be der
scribed as the minimal signs that enter into semiology, and bé
analyzed in the same way as semiology analyzes the ] "inimay
signs of a language, .., through a resolution into ﬁguriqe‘ on the
basis of a commutation test set up for the semiotic of setniology
and through an articulation into varjants. It will be sten thaty
the entities that enter as variants into the content pﬁfmé and:
expression plane in a language (or, in general, into the Igt-ordéf’i'
object semiotic) will be invariants in the content plane iny
semiology. . 9

o
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b. Terms for categories of variants and of invariants. Their
contents, viewed as cluss as oneg, will be syncretisms of the en-
tities discussed under (a) or of syncretisms of them,

The task of metasemiology is consequently to subject the
minimal signs of semiology, whose content is identical with the
ultimate content- and expression-variants of the object semiotic
(language), to a relational analysis according to the same pro-
cedure as is generally prescribed for the textual analysis, As in
ordinary textual analysis, so here there shall be an attempt to
register to the widest possible extent the realized entities, {.e.,
the entities accessible to perticular division.

To understand what may here take place, one must remember
that we have not been able to maintain unmodified Saussure’s
distinction between form and substance but that this difference
has proved to be in reality a difference between two forms within
different hierarchies. A functive, e.g., in a language, can be viewed
as a linguistic form or as a purport-form; from these two dif-
ferent ways of viewing things there arise two different objects,
which yet may also be said in a certain sense to be identical
since only the point of view from which they are seen is different.
Saussure’s distinction, and the formulation he has given to it,
must therefore not deceive us into believing that the functives

which we discover through an analysis of a linguistic
1og] schema cannot with some right be said to be of a physical

nature. They may very well be said to be physical en-
tities (or syncretisms thereof) which are defined by mutual
function. Therefore with the same right the metasemiological
analysis of the content of the minimal signs of semioclogy may
be said to be an analysis of physical entities that are defined by
mutual function. Te what extent it is possible to consider ulti-
mately all entities in any semiotic whatsoever, in its content and
expression, as physical or reducible to the physical is a purely
epistemological question of physicalism conire phenomenalism.
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This question has been the object of a debate* on which we shall
not here take a position and on which the theory of the linguistic
schema need not take a stand. In the present linguistic debate,
on the other hand, it has often been possible to detect a cer-
tain inclination, among both the adherents and the opponents
of the glossematic point of view, to misunderstand the ques-
tion, as if the object which the linguist analyzes by encatalysis
of a linguistic form could not be of a physical nature just

as well as the object which the “investigator of the substance” °

must analyze by encatalysis of one or another “non-linguistic”
purport-form, But it is necessary to overcome this misunder-
standing if one is to understand the task of metasemiology.
Metasemiology, by the displacement in point of view which
the transition from an object semiotic to its metasemiotic in-
volves, puts new means in hand for taking up again, with the
help of the usual semiological methods, and for carrying further

the analysis which from the point of view of semiology was ex- .

hausted. This can only mean that the ultimate variants of a

language are subjected to a further, particular analysis on a ‘
completely physical basis. In other words, metasemiology is in |

practice identical with the so-called description of substance. The
task of metasemiology is to undertake a self-consistent, exhaus-
tive, and simplest possible analysis of the things which a.pﬁe‘aregl

for semiology as irreducible individuals (or localized entities) of

content and of the sounds (or written marks, efc.) which appeared
for semiology as irreducible individuals (or localized ent1t1es')"
of expression. Metasemiological analysis will have to be; carned 1
out on the basis of the functions and according to the alreadyf

indicated procedure, until the analysis is exhaus{ed and’f
r10] until we have reached, here also, the ultimate \ianantsg

in the face of which the point of view of cohesmﬁ isno« *
longer fruitful, and where the sought-for clarification by li;’easons "

g
# On this point see, in addition to the works of Bloomfield and Neuratli {p. 111, .
note 37), Alf Ross, “On the Illusion of Consciousness” (Theoris VII, 1941, L ¢
pp. 171 £). ; I
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and causes must give way to a purely statistical description as
the only possible one (¢f. p. 84): the final situation of physics
and deductive phonetics.

It is immediately obvious that there can and must also be
added to the connotative semiotic a metasemiotic, which further
analyzes the final objects of the connotative semiotic. Just as
the metasemiology of denotative semiotics will in practice treat
the objects of phonetics and semantics in a reinterpreted form,
so in the metasemiotic of connotative semiotics the largest parts
of specifically sociological linguistics and Saussurean external
linguistics will find their place in reinterpreted form. To this
metasemiotic belongs the task of analyzing various—geographical
and historical, political and social, sacral, psychological—
content-purports that are attached to nation (as content for
national language), region (as content for regional language),
the value-forms of styles, personality (as content for physiog-
nomy; essentially a task for individual psychology), mood, efc.
Many special sciences, in the first place, presumably, sociology,
ethnology and psychology, must be thought of as making their
contribution here.

In deference to the simplicity principle, metasemiologies of
higher orders, on the other hand, must not be set up, since, if
they are tentatively carried out, they will not bring any other
results than those already achieved in the metasemiology of the

first order or hefore.
"

23. Final perspective

The restricted practical and technical attitude which is often
natural for the specialist at work and which in the domain of
linguistics leads to formulating the demand for linguistic theory
simply as a demand for a sure method of describing a given
limited text composed in a previously defined “natural” lan-
guage, has, in the course of our presentation, with logical neces-
sity, had to make way step by step for an ever broader scientific
and ever broader humanistic attitude, until the idea finally
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comes to rest in a totality-concept that can scarcely be imagined
more absolute.
[}‘he individual act of speech obliges the investigator
111] to encatalyze a system cohesive with it, |the individual
physiognomy is a totality which it is incimbent on the
linguist to know through analysis and synthesis—but not a
closed totality. It is a totality with outward cohesions which
oblige us to encatalyze other linguistic schemata and usages,
from which alone it is possible to throw light on the individual
peculiarity of the physiognomy; and it is a totality with inward
cohesions with a connotative purport that explains the totality
in its unity and in its variety. For local dialect and style, speech
and writing, languages and other semiotics, this procedure is re-
peated in ever larger circles. The smallest system is a self-
sufficient totality, but no totality is isolated.| Catalysis on
catalysis oblige us to extend the field of vision until all cohesions
are exhaustively accounted for. Tt is not the individual language
alone that is the object of the linguist, but the whole class of

languages, the members of which are connected with each other *
and explain and cast light on each other, Tt is impossible to draw ,

a boundary between the study of the individual linguistic type
and the general typology of languages; the individual linguistic
type is a special case within that typology and, like all funétwes
has its existence only by virtue of the function that connécts it
with others(] In the calculative typology of linguistic theory al],
linguistic schemata are foreseen; they constitute a systeni, w1thf
correlations between the individual members. Relatio rs, aiso,
may be observed; they are the contacts between langualZES that,
are manifested partly as loan-contacts, partly as genénc 11n-‘1
guistic relationships, and which independently of the hngulstlc

types produce linguistic families; these relations, too, )] ike all, #

others, depend on a pure presupposition, which-—quite like the”
relation between the parts of the textual process—is manifested |
in time but is not itself defined by time. f "

{

u
\

Through further catalysis connotative semiotic, mé%aserm- 1.};

L |
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otic, and metasemiclogy are necessarily drawn into the picture,
Thus all those entities which in the first instance, with the pure
consideration of the schema of the object semiotic, had to be pro-
visionally eliminated as non-semiotic elements, are reintroduced
as hecessary components into semiotic structures of a higher
order, Accordingly, we find no non-semiotics that are not com-
ponents of semiotics, and, in the final instance, no object that is
not illuminated from the key position of linguistic theory. Semi-
otic structure is revealed as a stand from which all scientific
objects may be viewed.

Linguistic theory here takes up in an undreamed-of way and in
undreamed-of measure the duties that it imposed on itself (pp. 8,
1g—20). In its point of departure linguistic theory was estab-

lished as immanent, with constancy, system, and internal
112] function as its sole aims, to the apparent cost of fluctua-

tion and nuance, life and concrete physical and phenom-
enological reality. A temporary restriction of the field of vision
was the price that had to be paid to elicit from language itself its
secret, But precisely through that immanent point of view and
by virtue of it, language itself returns the price that it demanded,
In a higher sense than in linguistics till now, language has again
become a key-position in knowledge. Instead of hindering trans-
cendence, immanence has given it a new and better basis; im-
manence and transcepdence are joined in a higher unity on the
basis of immanencé. Linguistic theory is led by an inner neces-
sity to recognize not merely the linguistic system, in its
schema and in its usage, in its totality and in its individuality,
but also man and human society behind language, and all man’s
sphere of knowledge through language. At that point linguistic

theory has reached its prescribed goal:
1lfrs

humanitas el unive

R



ALPHABETIC REGISTER
OF DEFINED TERMS

analysis x
analysis complex 5
application 47
articulation 3o

- autonomy 40

catalysis 88
category 75
chain 55
class 2
cohesion 17
combination 41
commutation 59
~complementarity 36
component 3
concept 86
conformity g6
connective gg
connotative
semiotic 103
connotator rox
constant 12
constellation 16
contract 1o
correlation 26
deduction 19
definition 42
degree 24
denotative
semiotic 98
derivate 21
=~determination 15
dominance 7¢
element 93
enter into 23
entity rr
establishment 46
facultativity 82
form g1
function 8
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-implication 84

-~ paradigmatic 67

functional partition 31
category 76 permutation 6o
functival procedure zo
category 77 process 29
functive ¢ purport 69
fusion 83 rank 43

glosseme 63

realization 34
hierarchy 4

reciprocity 18
relation 27
resolution 85
scientific
semiotic 102

selection 39
semiology 107
semiotic g3
semiotic schema §8
semiotic usage 66
signal 100
solidarity 37

~— specification 38
substance 52
substitution 62
sum 43
suspension 48
symbolic system gy
syncretism 78

include 22
indicator gg
individual 72
induction 23
interdependence 14
invariant 63
language 8¢
latency 8%
linguistic schema o1
linguistic usage 92
localized
(variety) 73
manifestation 50
member 56
meta-(scientific
semiotic) 106
metasemiology 108 !
metasemiotic 104 syntagmatic 68
mutation 44 synthesis 7
object semiotic 10§ —~system 28
obfiga.tory taxeme 04
(dominance) 8o text go
operation 6 unit 74
optional universality 32
{dominance) 8t variable 13
overlapping 49 variant 64
paradigm g4 variation 7o
variety vr
virtuality 35

part s
1 word 61

particularity 33
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Terms are given in both English and Danish, Numerals in paren-
theses following the definitions refer to other, explicitly premised
definitions. '

I.

I0.

EI.
I2.

13.

131

Analysis—Analyse: description of an object by the uniform
dependences of other objects on it and on each other.

. Class—Klasse: object that is subjected to analysis. (1)
. Components—Afsuit: objects that are registered by a single

analysis as uniformly dependent on the class and on each
other. (1, 2) '

. Hierarchy—Hierarki: class of classes. (2)

Analysis complex—Inddelingskomplex: class of analyses of
one and the same class. {1, 2)

Operation—QOperation: description that is in agreement
with the empirical principle. _
Synthesis—Syniese: description of an object as a compbnent
of a class. (2, 3)

Function—Funktion: dependence that fulfils the conditions
for an analysis. (1)

. Functive—Funkéiv: object that has function to other

objects, (8)

Contract—Indgaa: A functive is said to coniract its func-
tion. (8, g)

Entity—Stdrrelse: functive that is not a function. (8, 9)
Constant—Konstant: functive whose presence is a neces-
sary condition for the presence of the functive to which it
has function. (8, ¢)

Variable—Variabel: functive whose presence is not a neces-
sary condition for the presence of the functive to which it
has function. (8, g)
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17.

18.

10.

20.
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Interdependence—Interdependens: function between two
constants, (8, 12}

Determination—Delermination: function between a con-
stant and a variable. (8, 12, 13)

. Constellation—K onstellation: function between two vari-

ables. (8, 13)

Cohesion—Kohesion: function among whose functives
appear one or more constants. {8, g, 12)
Reciprocity—Reciprocitel: function containing either only
constants or only variables. (8, 12, 13)
Deduction—Dedukiion: continued analysis or analysis
complex with determination between the analyses that
enter therein. (1, 5, 15)

Procedure~-Procedure: class of operations with mutual
determination. (2, 6, 15)

Derivates—Derivater: components and components-of-
components of a class within one and the same deductlon
(2, 3, 19)

Include—Indbefatte: A class is said to include its derivates.
(2, 21) 3
Enter into—Indgae i: Derivates are said to enter into theu-
class. (2, 21)

Degree—Grad: reference to the number of the’ classes
through which derivates are dependent on theif lowest,
common class. (If this number is o, the derivates are sa;d
to be of the 1st degree; if the number is 1, the derwates é.fe
said to be of the 2nd degree; and so forth.) (2, 21)}” 1
Induction—Indukiion: continued synthesis w1}h detey-
mination between the syntheses that enter® there1ii

(7, 15, 23) Loy
Correlation—Korrelation: either-or function. (8),{ .
Relation—Relation: both-and function. (8) Bﬁ 4,
System—System: correlational hierarchy. (4, 26). "

Process—Forlgb: relational hierarchy. (4, 27) [ T

@
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30. Articulation—Leddeling: analysis of a system. (1, 28}

31. Partition—Deling: analysis of a process. (1, 20}

32. Universality—Universalitet: An operation with a given re-
sult is called undversal, and its resultants undversals, if it is
asserted that the operation can be performed on any
object whatsoever. (6)

33. Particularity—Partikularitet: An operation with a given
result is called particular, and its resultants perticulars, if
it is asserted that the operation can be performed on a cer-
tain object but not on any other object. (6)

34. Realization—Realisation: A class is said to be realized if it
can be taken as the object of a particular analysis. (1, 2, 33)

35. Virtuality—Virtualitet: A class is said to be virfual if it
cannot be taken as the object of a particular analysis.

(1, 2, 33)
{6 Complementarity—K omplementariiei: interdependence be-
7 tween terms in a system. (14, 28)
~—- gy, Solidarity—Solidaritet; interdependence between terms in

a process. (14, 29)

_8) Specification—S pecifikbation: determination between terms
in a system. (15, 28) ’

30. Selection—Seleklion: determination between terms in a

f process. {rg, 29)

o./ Autonomy—dutonomi;
(106, 28)
Combination—Kembination: constellation within a process.
(16, 29)

42. Definition—Definition: partition of a sign-content or of a

sign-expression. (31)

43. Rank—Rekke: Derivates of the same degree belonging to
one and the same process or to one and the same system

are said to constitute a rank. (21, 24, 28, 29)

44. Mutation—Muiation: function existing between first-
degree derivates of one and the same class; a function that

—

constellation within a system.

—- 41.
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has relation to a function between other first-degree deri-
vates of one and the same class and belonging to the same
rank. (2, 8, 21, 24, 27, 43)

45. Sum—Sum: class that has function to one or more other
classes within the same rank. (2, 8, 43)

46. Establishment—FE/ablering. relation that exists between a
sum and a function entering into it. The function is said
to establish the sum, and the sum to be established by the
function, (8, 23, 27, 45)

47. Application—Ikrafitreden: Given a functive that is present
under certain conditions and absent under certain other
conditions, then, under the conditions where the functive
is present, there is said to be application of the functive,
and under these conditions the functive is said to apply. (o)

48. Suspension—Suspension: Given a functive that is present
under certain conditions and absent under certain other
conditions, then, under the conditions where the functive .
is absent, there is said to be suspension of the functive, and \
under these conditions the functive is said to be suspended.
(9) ’

49. Overlapping—Overlapping: suspended mutation between ]
two functives. (g, 44, 48) ,
50. Manifestation—Manifestation: selection between, hier-
archies and between derivates of different hierstchies. '
(4, 21, 39) . /
51. Form—~ZForm: the constant in a manifestation. (12, 50) "*
52. Substance—Substans: the variable in a manif 'sj’tation;
(13, 50) L
53. Semiotic—Semiotik: hierarchy, any of whose components!
admits of a further analysis into classes defined byi:mutuaf\g
relation, so that any of these classes admits of an ;ﬂ#halysisj #
into derivates defined by mutual mutation. (1, %’, 3, 4%
21, 27, 44) g
54. Paradigm—Paradigme: class within a semiotic sysl_t(?m. (2;‘{
28: 53) 1 !
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gg. Chain—Kaede: class within a semiotic process. (2, 29, 53)
¢6. Member—ZLed: component of a paradigm. (3, 54)

57. Part—Del: component of a chain. (3, 55) -

58. Semiotic schema-—Semiotisk sprogbygning: form that is a

semiotic. (51, 53) . )

59. Commutation—Kommutation: mutation between the mem-

bers of a paradigm. (44, 54, 56) - .

6o. Permutation—Permulation: mutation between the parts

of a chain. (44, 55, 57) _

61. Words—Ord: minimal petmutable signs. (60) .

62. Substitution—Substitution: absence of mutation between
the members of a paradigm. (44, 54 56)

63. Invariants—Inverianter: correlates with mutual commuta-
tion. (26, 59) ' o

64. Variants—Varianter: correlates with mutual substitution.
(26, 62) .

65. Glc;ssemes—Glossemer: minimal forms which t-he theery
leads us to establish as bases of explanation, the irreducible

_invariants. (63) . o

66. Semiotic usage—Usus: substance that manifests a semiotic
schema. (50, 52, 58) o )

67. Paradigmatic—Paradigmatik: semiotic system. (28, 33

68. Syntagmatic—Syntagmatik: semiotic process. (2?, 53)

69. Purport—Mening: class of variables which ma.n{fest more
than one chain under more than one syntagmatic, and/. or
more than one paradigm under more than one paradig-
matic. (21 13, 59, 545 55 67, 68). .

#o. Variations—Variationer: combined variants. (41, 64)

71. Varieties—Variefeter: solidary variants. (37, 64)

72, Individual—Individ: variation that cannot be further ar-
ticulated into variations. (30, 70) ' )

173, Localized (variety)—Lokaliseret: variety that cannot be
further articulated into varieties. (30, 71)

n4. Unit—Enked: syntagmatic sum. (45, 68) .

75. Category—Kalegori: paradigm that has correlation to one
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or more other paradigms within the same rank. (26, 43, 54)

76. Functional category—~Funktionskalegori: category of the
functives that are registered in a single analysis with a
given function taken as the basis of analysis. (1, 8, 9, 75)

74%. Functival category—Funkiivkategori: category that is reg-
istered by articulation of a functional category according
to functival possibilities. (g, 30, 75, 76)

78. Syncretism—Synkretisme: category that is established by
an overlapping. (46, 49, 75)

79. Dominance-—-Dominans: solidarity between a variant on
the one hand and an overlapping on the other hand. (37
49, 64) ,

8o. Obligatory (dominance)—Obligatorisk: dominance in which
the dominant in respect of the syncretism is a variety.
(71, 78, 79)

81. Optional (dominance)—Valgfri: dominance in which the
dominant in respect of the syncretism is a ‘variation.
(70, 18, 79) )

82. Facultativity—Fakultativitel: overlapping with zero in
which the dominance is optional. (49, 70, 81)

83. Fusion—Semmenfald: manifestation of a syncretism which,
from the point of view of the substance hierarchy, is identi-
cal with the manifestation of all or none of the furctives
that enter into the syncretism. (4, g, 23, 50, 52, 78) o t

84. Implication—Implikation: manifestation of a syncretismy
which, from the point of view of the substance hie,::fa,rch)?*r
is identical with the manifestation of ‘one or mor ! :fof thej:r
functives that enter into the syncretism but not with all.«.
(4, 9, 23, 50, 52, 78) 1 4

85. Resolution—Oplgsning: To resolve a syncretism mbans to‘th
introduce the syncretism-variety which does not acfn;cract .
the overlapping that establishes the syncretism, Qfo, 46,""{'
49, 71, 48) ' ¥

86, Concept— Begreb: syncretism between objects. (7;8).r q

87. Latency— Lafens: overlapping with zero in wh{?h the
dominance is obligatory. (49, 79, 80) lﬁ !

1

*i
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88. Catalysis—Katalyse: registration of cohesions through the
replacement of one entity by another to which it has sub-
stitution. (11, 17, 62)

89. Language—Sprog: paradigmatic whose paradigms are
manifested by all purports. (50, 54, 67, 69)

go. Text—Text; syntagmatic whose chains, if expanded in-
definitely, are manifested by all purperts. (50, 55, 68, 69)

o1. Linguistic schema—Sproghygning: form that is a language.
(51, 89)

g2, Linguistic usage—Sproghrug: substance that manifests a
linguistic schema. (50, 52, 91)

03. Element—ZFElement: member of a functival category.
(56, 77)

04. Taxeme—7Taxem: virtual element yielded at the stage of
analysis where selection is used for the last time as the
basis of analysis. (1, 35, 39, 93)

95. Connective —Konnektiv: functive that under certain con-
ditions is solidary with complex units of a certain degree.
(9 24, 37, 74)

96. Conformity—Konformitet: Two functives are said to be
conformal if any particular derivate of the one functive
without exception contracts the same functions as a par-
ticular derivate of the other functive, and vice versa. (8, o,
Io, 2T, 33}

97. Symbolic systems—Symbolsysiemer: structures to which a
content-purport may be ordered but into which the sim-
plicity principle does not permit us to encatalyze a content-
form. (51, 69, 88)

98. Denotative semiotic—Denotationssemiotik: semiotic none of
whose planes is a semiotic. (53)

99. Indicators—Indikatorer: paris that enter into functives in
such a way that the functives have mutual substitution
when these parts are deducted. (g, 23, 57, 62)

100. Signal—Signal: indicator that may always be referred un-
ambiguously to one definite plane of the semiotic. (53, 99)

roi. Connotator—Kennofator: indicator which is found, under
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cel:ta.in conditions, in both planes of the semiotic. (53 99)

xo2. Scientific semiotic—Videnskabssemiotik: semiotic that ;s an
operation. (6, 53)

103. Con-notative semiotic—Konnolalionssemiotik: non-scientific
semiotic ene or more of whose planes is (are) (a) semiotic(s),
(53, 102)

104. Metasemiotic—Melasemiolik: scientific semiotic one or
more of whose planes is (are) (a) semiotic(s). (53, 102)

105. Object semiotic—Objekisemiotik: semiotic that en,ters asa
plane into a semiotic. (g3)

106, Met.a-(scientiﬁc semiotic)—Melavidenshabssemiotik; meta-
semiotic with a scientific semiotic as an object semiotic.
(102, 104, 105)

107. Semiology—Semiologi: metasemiotic with a non-scientific
semiotic as an object semiotic. (ro2, Ioﬁ,, 103)

108. Metasemiology—Metasemiologi: meta-(scientific semiotic)
whose object semiotics are semiologies. (1o 5, 100, 107)
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abbreviation, o4

ablaut, 38

absence. See suspension

actualized, 92

adjective, 24, 250,

aim of the theory, 15-19, 42, 127

alphabet, 42, 67, 104

alternation, 36—38

analysis (Def. 1), 12-13, 21I-33,
59, 90—10I

analysis complex (Def. 5), 30

anthropology, 78

aposiopesis, 94

applicability, 14, 19

application (Def, 47}, 88

appropriateness, 14-15, 17-18,
22, 97

arbitrariness, 14-15, 17-18, 07

art, g, 108, 113

articulation (Def. 30), 30

autonomy (Def. 40), 25, 36, 4x

axioms, 6, I4—1I5, 2L

Baudouin de Courtenay, J., 93n,,
105M.

belletristic style, 116

bilateral function, 36, 9t

Bjerrum, A., 7om.

Bloomfield, L., 6én., 6gn., 79n,
ITIN., 1240,

Bogatyrev, P., 1o7n,

both-and function, 36-38

“hound” variants, 81-82

Biihler, K., 6n,

Buyssens, B, 108n., r14n,

calculation, 15, 1718, 22, 87, 106,
126
Carnap, R., ro8n,, 110
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case, 2627

catalysis (Def. 88), 03-96, 124,
126

category (Def. 75), 85-87, 95, 96,
9g9—101

central part of syllable, 27—29

chain (Def. 55), 29-30, 32-33, 30

chancery style, 116

class (Del. 2), 20, 3133, 40

clause, 20-30

coalescence. See fusion

code, 115-116

coexistence, 3637

cohesion (Def. 17), 35-36, 41, 56,
83, 126

colloquial language, 116

combination (Def. 41), 25-27, 36,
41

“combinatory” variants, 82

commutation (Def. s0), 73, 74,
75, IiX

commutation test, 74-75, 122

comparison, 27

complementarity (Def. 36), 24-25,
30, 41

component (Def. 3), 20-33

concept (Def. 86), 77, 93

condition, 35

“conditioned” varlants, 81-82

conformity (Def. g6), 112

conjunction, 36-38, 72

connective (Def. 93), 72

connexion. See relation

connotative purport, 126

connotative semiotic (Def. 1o3),
114-125, 126

connotator (Def. 101), 116, 117,
118-119
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consonant, 24, 25n., 27—28, 63-64,

74

constant (Def. 12), 35

constellation (Def, 16), 24, 35, 41,
83

content, g7-60, 6467, 7475, 82,
108, 120

co?it;nt-form, 52, 54, 57-58, 63,

content line, 59, 70-71, 98

content plane, 5g~6o, 65-67, %o,
78, 99, 101, 122

content-purport, 56, 76, ¥8, 111,
119, 123

content side, 59

content-substance, 50, 52, 57—

contract {Def, 10)’, :?53’ 5 5758

correlation (or equivalence; Def.
26);38_39:4I)65—66:126

deduction (Def, 1g), r -
defectivene(ss, 89n?), b 31782 03
definition {Def. 42), 19, 20-21, 25,
72
degree (Def, 24), 33
denotative semiotic (Def. g8),
114,125
dep'endence, 22-20, 33
der{vate (Def. 21), 3233
der}vate test, 112-113
derivational element, 27, 29, 44
Descartes, 1g
description, 29, 31
determination (Def. 15), 24-25,
(30731, 35, 30, 41
disjunction, 3638
d_islfil_lctive function, 63-65, 73
division, See analysis
dominance (Def. 79), 8g-go

economy, 6o-61

either-or function, 3638

element (Def. 93), 61, 86

empirical principle, 71, 18-19, 31
43, 6o, 67, 89, 103 ’

INDEX

empiricism, 11, 17, 49
enter into (Def. 23), 33
en'tity (Def. 11), 33, 85, 96-ror
epistemology, 6-7, 11-13, 135, 32,
79, 102, 123
equivalence. See correlation
establishment (Def. 46), 85
ethnology, 125
exchange test, 66, 7o
exhaustive description, 13, 13, 18,
20, 28, 3031, 42—
97: II;3 31, 4243, 49, 85, 04,
expression, 45—46, 47—6o, 75, 81—
82, 105, r18-120
cxpression-form, 56, 58, 111
expression line, 59, 7071, 98
exptession plane, 59-6o, 62, 65—
67, 70, 78, 99, 101, 122
expression-purport, 55-57, 76, 78
expression side, 59
expression-subsiance, 5o, 56-58

facultativity (Def. 82), 8990, g5
figura, 41-47, 34, 58, 65-67, 70714
96, 114, 122
form (Def. 51), 23, 50, 54, 6, 74,4
76-81, 9y, 102-104, I06, 108,
123 .
form of analysis, 28-33 :
formal definition, zo-21, ’4 )
formal shift, ros ¥
;‘free” variants, 81-82
unction (Def. 8), ‘ o
P ( ) 33—4:1,\80—8'},, g
functional category (Def. 76), Sf
functival category (Def. 77), 86
fun.ctive (Def. 9), 33, 81, 123
fusion (Def. 83), g0’ ¥

&

i
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games, 108, 11o-112, nﬂiﬁ " % #
generalization, 68~70 93!, o
genre-style, 116n, L" ‘
genres, literary, 98 ') 2
glossematic symbols, 4oni ’
glossematics, 8o, 124 ¥ L
14 W

INDEX

glosseme (Def. 65), 8o, 100, 122
government, 26~27

have a function, 34

hierarchy (Def. 4), 29, 32, 39, 123
Hilbert, D., 110

history, ¢, 108

Holt, J., roon.

humanism, 8-10, 125-127
hypothesis, 13-14

ideal, 92

identity, linguistic, 61—62

idiom, 113

immanence, 4, 19, 108, 127

implication (Def. 84), go-o1

include (Def. 22), 33

indicator (Def. gg), 118

individual (Def. 72), 83, 122

induction (Def. 25), 11-13, 3132,
62 :

inflexional element, 44

interdependence (Def. 14}, 23-24,
35-36, 41

invariant {Def. 63), 60-75, 97, 122

jargon, 115-116, 121

Jespersen, O., 54

Jones, D., 62-64

Jdrgensen, J., 8, oIn., TIogn.,
1IN, 1IQN.

Kaila, Eino, 1110,
Kurylowicz, J., 7on.

language (Dei. 8¢}, 16-18, 29n.,
30-40, 46-47, 58, 78, ror-114

latency {Def. 87), 93, 96

lecture style, 116

lexicography, 59

linguistic schema (Def. g1), 106

linguistic usage (Def. 92), 106

literature, 9, 98, 102, 107

localized variation, 122

localized variety (Def. 73), 83

logic, 32, 37-38, 91, 98-09, 102-
103, T07-108, 116-11I1, IX3
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logical conclusion, 32, 9102
logology, 20

manifestation (Def. 50), 81, 106

marginal part of syllable, 27, 29

Martinet, A., g3n.

mathematics, 108, 1313

meaning, 12, 34, 43745, 49, 82

medium, 115-117

member (Def, 56), 20-30, 32

metalanguage, 119

metalogic, 110

metamathematics, 110

meta-(scientific semiotic) (Def.
106}, 120

metasemiology (Def. 108), r120-
125, 127

metasemiotic (Def. 104), 114~
I25, 126—127

morpheme, 25, 27, 53754

motphology, 26-27, 59, 73

Muka¥ovsky, J., royn.

multilateral function, 36, o1

music, 108, 113

mutation (Def. 44), 73-74

national language, 115-116, 125

“npatural” language, 20, 101-102,
100—107, 125

necessity, 35

Neurath, O., 11110, 1240,

neutralization, 87-93

nominalism, 11t

non-scientific semiotic, 120

noun, 29

number, 27, 53

object, 29

object semiotic (Def. 105), 120,
124, _

obligatory (dominance; Def. 80),
89

ontology, 76, 79
operation (Def. 6), 31, 40, 120
operative definitions, 21

A
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optional (dominance; Def. 81),
8g—go
overlapping (Def. 49), 88-go

paradigm (Def. 54), 20, 32, 36-37,
52-54, 62, 85
paradigmatic (Def. 67), 30, 85,
100
part (Def. 57), 28-29, 32
particularity (Def, 33), 40, 81,
123
partition (Def. 31), 30
parts of speech, 38, ror
Penttils, A., 61n.,, 1050,
permutation (Def. 6o), 73-74
perspectives of the theory, rg—zo,
99, 125127
phenomenalism, 123
phenomenology, 79
philology, 5-6, 10
philosophy of language, 6, 11
phoneme, 12, 42, 45—46, 54, 62-64,
67, 99
phonetic shift, 103
phonetics, 59, 64, 77, 79, 96, 123
phonology, 62, 635
phonometrics, 84
physicialism, 123
physics, 77, 125
physiognomy, 115119, 1258
Prague Circle, 62-65
presence, 35
“p.rimary clause,” 27, 29, 72-73
principle, empirical, 7z, 18-1g, 31,
43, 6o, 67, 89, 103
principle, simplicity, 18, 61, 8,
09, 112, 121, 125
principle of economy, 6o—61
prit}ciple of exhaustive descrip-
tion, gy
principle of generalization, dg-7o,
93
principle of reduction, 61, 68
principle of the analysis, 21—28

INDEX

procedure (Def. 20), 30~31

process (or sequence; Def. 29), o,
10, 24-26, 29-30, 36-37, 3p-40,
56, 102

psychology, 98, 125

pulpit style, 116 :

purport (Def. 69), 50-57, 74, 76—
78, 80-81, 102, 109, 123, 124

rank (Def, 43), 73-74
Rasmussen, E. T., 8

“real” definitions, 21, 34, 62, 8¢

realism, 13-15, 19, 22-23, 40, 111

reality, 8, r3-13, 127

realization (Def. 34), 40, 81

recigrocity (Def. 18), 25-36, 41,
9

reduction, 61~62, 67-6¢

regional language, 115, 117, 123

relation (o7 connexion; Def, 27),
38, 41, 63, 126 ‘

resolution (Def. 85), g1-ga

root, 44

Ross, A, 124n. *

Russell, B., 61n., 92, 104n,

¥

Saarnio, U,, 61n,, 1osn., rr1n.

Saussure, I, de, 7, 23, 47, A9-50,
54, 59, 61n., 74, 76-78, yon., 8o,
103, Io510., 106-108, 111,"113n.,
120, 123, 128

schema, 75-84, 105-106, ug',{; u
.116—119,123,126—127 ;0 _‘-'.

science, 83-84, 08, 1oz, 1261., 125 |

!

scientific semiotic (Def. 102),
1161, 120 g 7 :
Sechchaye, A, Son. 1

“secondary clause,” 27, 20, ,!]2—73"&

segment. See component , A
selection (Def. 39), z5—2é 3T, 3544,
41, 48,98 1/ ¢
semantic shift, 1oy . ¥
semantics, 59, 79, 96, 125 | 0
1
{ E;

INDEX

semiology (Def. 107), 107-108,
120, 121~124
semiotic (Def. 53), zon., 39, 706~
113, 120-121, 127
semiotic schema (Def. 58), 106
semiotic usage (Def. 66}, 106
sequernce. Se¢ process
sign, 4, 41-47, 48, 5758, 6567,
109, I1I
sign-expression, 43
sign function, 47-49, 52, 54. 57~
58,05, 118
sign system, 43—47, 58, 102, 107,
109
signal (Def. 100), 72, 118, 122
simplicity, 42, 6o, 67, 68, 82
simplicity principle, 18, 61, 89,
g9, 112, 121, 125
slang, 116
sociology, 125
solidarity (Def. 37), 24-26, 36,
41, 48, 100
sonant, 27
sound, 49-350, 78, 124
specification (Def. 38), 25, 31,
35-36, 41, 83
stem, 27, 29
structure, 6, 19, 74, 76
style, 115-11%, 125, 126
stylistic form, 1135-117
substance {Def, §2), 23, 50, 52, 54,
76-18, 8o-81, 96-07, 102-106,
123,124
substantive, 23—24, 250,
substitution (Def. 62}, 74, 05-96
sum (Def. 45), 8483
suspension {Def. 48), 88
syllable, 27, 29, 30, 45-46
symbol, 113—114, 1160, 119
symbolic system (Def. 97), 113,
120M,
symbols, glossematic, go—411.
syncretism (Def. 78), 87-03, 95~
96, 123
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syncretization, 8on, :

syntagmatic (Def. 68), 39, 84-85,
100

syntax, 26, 59, 73, 84, 101

synthesis (Def. 7), 31

system (Def. 28), 8, 9, 16, 2426,
29-30, 36-37, 38-39, 49, 52, 56,
102, 120 :

Tarski, A., 1o9n.

taxeme (Def. 94}, 99—100

tense, 53-54

terminal, 28, 33, 81

terminology, 116n., 121

text {Def. go), 12~13, 16-18, 28~
30, 36-37, 39—49, 109

theorem, 14, 21

theoty, 1314, 25

thought, 4952

Togeby, K., 7on.

tone, 115117 _

Trager, G. L., 6gn., 79n.

transcendence, 4, 19, 117, I27

transference, rule of; 41, 44

Trubetzkoy, N. 8., 62, 63n.

typology of languages, 126

Uldall, H. T., 8, 791, T051.
umlaut, 38

uniformity, 28-29

unilateral implication, g1

union vowel, 72

unit (Def. 74), 84-85, 96, 100,

101
universality (Def. 32), 40,81
usage, 75-81I, 10§, 112, I1I6-119

Vachek, J., rosn,

value, 111

value-style, 115-117

variable (Def. 13), 35

variant (Def, 64), 6075, 81-84,
122-124

variation (Def. 7o), 82-83, 122
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variety (Def. 71), 8284, 118 Weisgerber, L., 47
variphone, 64 Wiwel, H, G., 75n.
vernacular, 116-x17 word (Def. 61), 30, 44, 73
virtuality (Def, 35), 40, 81 Wright, G, H. von, rr1n.

Vogt, H., 79n.
vowel, 24, 25n., 37-28, 55, 63-64, Zwirner, E., 84, 103
74 Zwirner, K., 103
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