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PREFACE 

This anthology provides materials which 
show various ways in which linguistic phi
losophers have viewed philosophy and 
philosophical method over the last thirty
five years. I have attempted to exhibit the 
reasons which originally led philosophers 
in England and America to adopt linguistic 
methods, the problems they faced in de
fending their conception of philosophical 
inquiry, alternative solutions to these prob
lems, and the situation in which linguistic 
philosophers now find themselves. I have 
not attempted to cover all the methodologi
cal issues which have been raised by oppo
nents of linguistic philosophy, or all the 
internecine quarrels about method among 
its proponents. I hope, however, that I have 
included the issues and quarrels which 
have been most important to the develop
ment of linguistic philosophy. 

Part I of the anthology includes various 
"classic" essays on what philosophy should 
be. Much of the material included in sub
syquent parts consists of implicit or e;:plicit 
comment on one or another of these essays. 
Some of them - notably Carnap's "Em
piricism, Semantics and Ontology," Mal
colm's "Moore and Ordinary Language," 
and Ryle's "Systematically Misleading Ex
pressions" - have been frequently an
thologized and are readily available. I have 
included them nonetheless, so that readers 
of, for example, Chisholm's and Pass
more's criticisms of Malcolm, Shapere's 
criticism of Ryle, or Quine's and Corn-

man's comments on Carnap, will have the 
texts at hand. 

Part II of the anthology is entitled 
"Metaphilosophical Problems of Ideal 
Language Philosophy." The pieces by 
Copi, Bergmann, and Black included in 
this part bear directly on the sort of phi
losophizing typical of Russell and of the 
early Carnap. The pieces by Ambrose, 
Chisholm, Cornman, and Quine, however, 
fit less easily under this title. I include them 
in this part because they bear in obvious 
ways on the metaphilosophical position 
which Carnap assumed in "Empiricism, 
Semantics, and Ontology." This latter posi
tion, with its celebrated turn in the di
rection of pragmatism, is quite different 
from the position which Carnap and his 
fellow logical positivists had adopted ear
lier. Nevertheless, its links with positivism 
are so close, and its differences from the 
metaphilosophical position characteristic 
of "Oxford philosophy" so sharp, that it 
seemed most natural to include discussions 
of it in Part IL 

Part III begins with comments (by Chis
holm, Passmore, Maxwell and Feigl, and 
Thompson) on the meta philosophical 
position adopted by Malcolm in his 
"Moore and Ordinary Language." Then 
come two pieces (by Hare and Henle) on 
the question of how the ordinary-language 
philosopher finds out what we ordinarily 
say, and on the philosophical interest 
which this might have. The following two 
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pieces (by Geach and Cornman) criticize 
certain overly simple moves made by 
ordinary-language philosophers in infer
ring philosophical conclusions from lin
guistic facts. Next are four pieces which 
attempt to characterize or criticize the 
work of the most influential (from a meth
odological point of view) of ordinary-lan
guage philosophers - J. L. Austin. 1 Part 
III concludes with an essay by Hampshire 
which, though clearly written with an eye 
to Austin's work, attempts a very general 
and radical criticism of certain positions 
frequently adopted by ordinary-language 
philosophers. 

Part IV includes a number of broader 
and more sweeping discussions of the aims 
and methods of linguistic method in phi
losophy, as well as two forecasts about di
rections which linguistic philosophy might 
profitably take. The first of these forecasts 
is Strawson's discussion of "descriptive 
metaphysics" in his "Analysis, Science, 
and Metaphysics," and the second is 
Katz's "The Relevance to Philosophy of 
Linguistic Theory." I have tried to make 
Part IV a summary of the position in which 
linguistic philosophers now find them
selves. The questions which are raised by 

' I should concede that Wittgenstein has often 
been thought of as an ordinary-language philoso
pher, and that he has been more influential than 
Austin. But I would argue that his influence has 
consisted in bringing philosophers to adopt sub
stantive philosophical theses rather than meth
odological attitudes and strategies. Austin's 
influence, on the other hand, has been almost 
entirely of the latter sort. 

(A word about the omission of both Austin 
and Wittgenstein may be in point here. The only 
piece of Austin's that contains any sustained dis
cussion of metaphilosophical issues is his "A 
Plea for Excuses." Apart from the fact that this 
long essay has been almost anthologized to death, 
only its initial section is relevant to the concerns 
of this anthology. Detaching this section from 
what follows would, I think, betray Austin's in
tentions. Omitting it has given me space for some 
essays about Austin which seem to me very valu
able. As for Wittgenstein, I would have liked to 
include Sections 89-113 from Part I of the Philo
sophical Investigations; Wittgenstein's literary 
executors, however, have adopted a firm, and 
quite understandable, policy of not permitting 
this work to be excerpted.) 

Shapere and Hampshire, those asked of 
Urmson and Strawson by their fellow par
ticipants in the Royaumont Colloquium, 
and those which Black raises about proj
ects such as Katz's, seem to me to show 
where the crucial issues in metaphilosophy 
now lie. I have concluded this section, and 
the anthology as a whole, with a short 
essay by Bar-Hillel which, I think, states 
freshly and clearly the essential challenge 
which linguistic philosophy offers to the 
tradition. 

Many people have generously taken 
time out to help me decide what should be 
included in this anthology. I should like 
to mention especially Gustav Bergmann, 
Roger Hancock, Carl G. Hempel, John 
Passmore, George Pitcher, Amelie Rorty, 
and Rulon Wells; they were all good 
enough to look over my first, tentative, 
table of contents. I owe a special debt to 
Vere Chappell, who has aided this project 
at every step. I am also grateful to my stu
dents in a seminar given at Princeton in 
1964-65; their response to various read
ings helped me decide what to include, and 
their criticisms of various metaphilosophi
cal theses which I put forward helped me 
decide what I wanted to say about many 
issues. Ronald de Sousa, Gilbert Harman, 
Klaus Hartmann, Alasdair Macintyre, and 
George Pitcher read the penultimate draft 
of the introduction, and their comments led 
me to make many revisions. 

I am grateful to P. F. Strawson and J. 0. 
Urmson for looking over my translations of 
their papers (and of the ensuing discus
sions) given at the Royaumont colloquium. 
They detected many errors; those that re
main are entirely my responsibility. Jerome 
Neu is mainly responsible for the bibli
ography; his thoroughness and precision 
have been extraordinary. Mrs. Laura Bell 
and Mrs. Araxy Foster typed the introduc
tion and the bibliography with great care, 
and caught many mistakes which I had 
missed. Mrs. Barbara Oddone took many 
of the burdens of assembling the manu
script off my shoulders. 
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INTRODUCTION 

MET APHILOSOPHICAL DIFFICULTIES 

OF LINGUISTIC PHILOSOPHY 

I. INTRODUCTORY 

The history of philosophy is punctuated 
by revolts against the practices of previous 
philosophers and by attempts to transform 
philosophy into a science - a discipline in 
which universally recognized decision
procedures are available for testing phil
osophical theses. In Descartes in Kant in 
.-Iegel, in Husserl, in Wittgen~tein's T;ac
tatus, and again in Wittgenstein's Philo
sophical Investigations, one finds the same 
disgust at the spectacle of philosophers 
quarreling endlessly over the same issues. 
The proposed remedy for this situation 
typically consists in adopting a new 
method: for example, the method of "clear 
and distinct ideas" outlined in Descartes' 
Regulae, Kant's "transcendental method " 
Husserl's "bracketing," the early Wittge~
stein's attempt to exhibit the meaningless
ness of traditional philosophical theses by 
due attention to logical form, and the later 
Wittgenstein's attempt to exhibit the point
lessness of these theses by diagnosing the 
causes of their having been propounded. 
In all of these revolts, the aim of the revo
lutionary is to replace opinion with knowl
edge, and to propose as the proper mean
ing of "philosophy" the accomplishment 
of some finite task by applying a certain set 
of methodological directions. 

In the past, every such revolution has 
failed, and always for the same reason. 

The revolutionaries were found to have 
presupposed, both in their criticisms of 
their predecessors and in their directives 
for the future, the truth of certain substan
tive and controversial philosophical theses. 
The new method which each proposed was 
one which, in good conscience, could be 
adopted only by those who subscribed to 
those theses. Every philosophical rebel has 
tried to be "presuppositionless," but none 
has succeeded. This is not surprising, for it 
would indeed be hard to know what meth
ods a philosopher ought to follow without 
knowing something about the nature of the 
philosopher's subject matter, and about the 
nature of human knowledge. To know 
what method to adopt, one must already 
have arrived at some metaphysical and 
some epistemological conclusions. If one 
attempts to defend these conclusions by 
the use of one's chosen method, one is open 
to a charge of circularity. If one does not so 
defend them, maintaining that given these 
conclusions, the need to adopt the chosen 
method follows, one is open to the charge 
that the chosen method is inadequate, for 
it cannot be used to establish the crucial 
metaphysical and epistemological theses 
which are in dispute. Since philosophical 
method is in itself a philosophical topic 
(or, in other words, since different criteria 
for the satisfactory solution of a philo
sophical problem are adopted, and argued 
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for, by different schools of philosophers), 
every philosophical revolutionary is open 
to the charge of circularity or to the charge 
of having begged the question. Attempts to 
substitute knowledge for opinion are con
stantly thwarted by the fact that what 
counts as philosophical knowledge seems 
itself to be a matter of opinion. A philoso
pher who has idiosyncratic views on cri
teria for philosophical success does not 
thereby cease to be accounted a philoso
pher (as a physicist who refused to accept 
the relevance of empirical disconfirmation 
of his theories would cease to be accounted 
a scientist). 

Confronted with this situation, one is 
tempted to define philosophy as that dis
cipline in which knowledge is sought but 
only opinion can be had. If one grants that 
the arts do not seek knowledge, and that 
science not only seeks but finds it, one will 
thus have a rough-and-ready way of dis
tinguishing philosophy from both. But such 
a definition would be misleading in that it 
fails to do justice to the progressive charac
ter of philosophy. Some philosophical 
opinions which were once popular are no 
longer held. Philosophers do argue with 
one another, and sometimes succeed in 
convincing each other. The fact that in 
principle a philosopher can always invoke 
some idiosyncratic criterion for a "satis
factory solution" to a philosophical prob
lem (a criterion against which his opponent 
cannot find a non-circular argument) 
might lead one to think of philosophy as a 
futile battle between combatants clad in 
impenetrable armor. But philosophy is not 
really like this. Despite the failure of all 
philosophical revolutions to achieve their 
ends, no such revolution is in vain. If noth
ing else, the battles fought during the revo
lution cause the combatants on both sides 
to repair their armor, and these repairs 
eventually amount to a complete change 
of clothes. Those who today defend "Pla
tonism" repudiate half of what Plato said, 
and contemporary empiricists spend much 
of their time apologizing for the unfortu
nate mistakes of Hume. Philosophers who 

do not change (or at least re-tailor) their 
clothes to suit the times always have the 
option of saying that current philosophical 
assumptions are false and that the argu
ments for them are circular or question
begging. But if they do this too long, or 
retreat to their tents until the winds of doc
trine change direction, they will be left out 
of the conversation. No philosopher can 
bear that, and this is why philosophy makes 
progress. 

To say that philosophy makes progress, 
however, may itself seem to beg the ques
tion. For if we do not know what the goal 
is - and we do not, as long as we do not 
know what the criteria for a "satisfactory 
solution" to a philosophical problem are 
- then how do we know that we are going 
in the right direction? There is nothing to 
be said to this, except that in philosophy, 
as in politics and religion, we are naturally 
inclined to define "progress" as movement 
toward a contemporary consensus. To 
insist that we cannot know whether philos
ophy has been progressing since Anaxi
mander, or whether (as Heidegger sug
gests) it has been steadily declining toward 
nihilism, is merely to repeat a point al
ready conceded - that one's standards for 
philosophical success are dependent upon 
one's substantive philosophical views. If 
this point is pressed too hard, it merely 
becomes boring. It is more interesting to 
see, in detail, why philosophers think they 
have made progress, and what criteria of 
progress they employ. What is particularly 
interesting is to see why those philosophers 
who lead methodological revolts think that 
they have, at last, succeeded in becoming 
"presuppositionless," and why their op
ponents think that they have not. Uncover
ing the presuppositions of those who think 
they have none is one of the principal 
means by which philosophers find new is
sues to debate. If this is not progress, it is 
at least change, and to understand such 
changes is to understand why philosophy, 
though fated to fail in its quest for knowl
edge, is nevertheless not "a matter of 
opinion." 
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The purpose of the present volume is to 
provide materials for reflection on the most 
recent philosophical revolution, that of lin
guistic philosophy. I shall mean by 
"linguistic philosophy" the view that phil
osophical problems are problems which 
may be solved (or dissolved) either by re
forming language, or by understanding 
more about the language we presently use. 
This view is considered by many of its pro
ponents to be the most important philo
sophical discovery of our time, and, in
deed, of the ages. By its opponents, it is 
interpreted as a sign of the sickness of our 
souls, a revolt against reason itself, and 
a self-deceptive attempt (in Russell's 
phrase) to procure by theft what one has 
failed to gain by honest toil. 1 Given the 
depth of feeling on both sides, one would 
expect to find a good deal of explicit dis
cussion of whether it is in fact the case that 
philosophical problems can be solved in 
these ways. But one does not. A meta
philosophical question at so high a level of 
abstraction leaves both sides gasping for 
air. What one does find is: (a) linguistic 
philosophers arguing against any non
linguistic method of solving philosophical 
problems, on the basis of such substantive 
philosophical theses as "There are no syn-

. thetic a priori statements," "The linguistic 
form of some sentences misrepresents the 
logical form of the facts which they signi
fy," "All meaningful empirical statements 
must be empirically disconfirmable," "Or
dinary language is correct language," and 
the like; (b) other linguistic philosophers, 
as well as opponents of linguistic philoso
phy, arguing against these theses; (c) lin
guistic philosophers pointing with pride to 
their own linguistic reforms and/ or de
scriptions of language, and saying "Look, 
no problems!"; (d) opponents of linguistic 
philosophy replying that the problems may 
have been disingenuously· (or self-decep
tively) evaded. 

The situation is complicated by the fact, 

'See, for example, Blanshard .[2], especially 
Chapters 1, 7, 8; Gellner [5]; Mure [lj; Adler [1], 
especially Ohapters 1, 16. 

noted in (b) above, that many of the sub
stantive philosophical theses which for 
som(! linguistic philosophers count as rea
sons for adopting linguistic methods, are 
repudiated by other linguistic philoso
phers, who nevertheless persist in using 
these methods. There is a growing tenden
cy among linguistic philosophers to aban
don the sort of argument mentioned under 
(a), to fall back on (c), and to ask to be 
judged solely by their fruits. This tendency 
goes along with a tendency to say that 
either one sees, for example, that Wittgen
stein has dissolved certain traditional prob
lems, or one does not. Some linguistic phi
losophers who adopt this attitude are fond 
of the analogy with psychoanalysis: either 
one sees that one's actions are determined 
by unconscious impulses, or one does not.2 

(The psychoanalyst's claim that one's ac
tions are so determined can always be 
countered by the patient's statements of 
his reasons for his actions. The psycho
analyst will insist that these reasons are 
merely rationalizations, but if the patient 
is good at rationalizing, the difference be
tween rationalizations and reasons will re
main invisible to him; he may therefore 
leave as sick as he came.) The irritation 
which this analogy creates in opponents of 
linguistic philosophy is intense and natural. 
Being told that one holds a certain philo
sophical position because one has been 
"bewitched by language" (Wittgenstein's 
phrase), and that one is unsuited for seri
ous philosophical conversation until one 
has been "cured," results in attempts by 
such critics of linguistic philosophy as Gell
ner and Mure to turn the tables. These 
critics try to explain away linguistic phi
losophy as a psychologically or sociologi
cally determined aberration. 

A further source of confusion and com
plication is the tendency of more recent 
linguistic philosophers to drop the anti
philosophical slogans ("All philosophical 

•see Wisdom [9], [101; Cavell [2] (especially 
the concluding pages), and also his "Aesthetic 
Problems of Modern Philosophy" in Philosophy 
in America, ed. Max Black (Ithaca, 1965). 
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questions are pseudo-questions!" and the 
like) of a somewhat earlier period, and to 
remark blandly that they are doing exact
ly what the philosophers of the past were 
doing- that is, trying to find out the na
ture of knowledge, freedom, meaning, and 
the like. Since these philosophers, how
ever, tacitly equate "discovering the nature 
of X" with "finding out how we use (or 
should use) 'X' (and related words)," 3 

opponents of linguistic philosophy remain 
infuriated. The linguistic philosopher's 
claim of continuity with the Great Tradi
tion can be substantiated only by saying 
that insofar as the philosophers of the past 
attempted to find out the nature of X by 
doing something other than investigating 
the uses of words (postulating unfamiliar 
entities, for example) , they were mis
guided. The opponents of linguistic phi
losophy therefore demand an account of 
why they were misguided, but they get 
little response save "Since they could never 
agree, they must have been misguided; a 
method which does not lead to a consensus 
cannot be a good method." 

This is hardly a conclusive argument. 
One can always re.ioin that the Jack of 
consensus is a function of the difficulty of 
the subject matter, rather than the inap
plicability of the methods. It is easy, 
though not really very plausible, to say that 
philosophers do not agree, while scientists 
do, simply because philosophers work on 
more difficult problems.4 Conclusive or 
not, however, this argument has had a de
cisive historical importance. As a sociologi
cal generalization, one may say that what 
makes most philosophers in the English
speaking world linguistic philosophers is 
the same thing that makes most philoso
phers in continental Europe phenome
nologists - namely, a sense of despair 
resulting from the inability of traditional 

'See, for example, the opening paragraphs of 
P. F. Strawson, 'Truth," in Philosophy and 
Analysis, ed. M. MacDonald (Oxford, 1954), 
and J. L. Austin, "Truth," in Philosophical Pa
pers (Oxford, 1961). 

•See Adler [I], Chapter 10. 

philosophers to make clear what could 
count as evidence for or against the truth 
of their views. The attraction of linguistic 
philosophy - an attraction so great that 
philosophers are, f aute de mieux, willing 
to stoop even to the highly un-Socratic 
tactic of saying "Well, either you see it or 
you don't" is simply that linguistic analysis 
(like phenomenology) does seem to hold 
out hope for clarity on this methodological 
question, and thus for eventual agreement 
among philosophers. As long as this hope 
remains, there is little likelihood that lin
guistic philosophers will change their ways. 

2. THE SEARCH FOR A NEUTRAL 

STANDPOINT 

These preliminary remarks suffice to 
show that two questions must be answered 
before one is in a position to evaluate the 
methodological revolution which lipguistic 
philosophers have brought about:/{ 1) Are 
the statements of linguistic philosophers 
about the nature of philosophy and about 
philosophical methods actually presup
positionless, in the sense of being depend
ent upon no substantive philosophical 
theses for their truth?,/(2) Do linguistic 
philosophers actually have criteria for phil
osophical success which are clear enough 
to permit rational agreement? The essays 
contained in this volume have been se
lected with these questions in mind. 
Directly or indirectly, each essay puts 
forward arguments for an answer to one 
or the other (or both). In the following 
discussion, I shall try to sketch various 
answers which have been given, indicating 
where (in the essays which follow, and 
elsewhere) arguments for and against these 
answers may be found. The present section 
will deal with answers to the first question; 
Section 3 with a topic which will emerge 
from comparing these answers - the con
trast between "ideal language" and "ordi
nary language" philosophy; and Section 4 
with answers to the second question. 

The classic affirmative answer to the first 
question is given by Ayer. In distinguishing 
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his own anti-metaphysical revolt from 
Kant's, Ayer quotes Bradley's suggestion 
that "the man who is ready to prove that 
metaphysics is impossible is a brother 
metaphysician with a rival theory of his 
own" and rejoins: 

Whatever force these objections may have 
against the Kantian doctrine, they have none 
whatsoever against the thesis that I am about 
to set forth. It cannot here be said that the 
author is himself overstepping the barrier he 
maintains to be impassable. For the fruitless
ness of attempting to transcend the limits of 
possible sense-experience will be deduced, 
not from a psychological hypothesis concern
ing the actual constitution of the human 
mind, but from the rule which determines the 
literal significance of language. Our charge 
against the metaphysician is not that he at
tempts to employ the understanding in a field 
where it cannot profitably venture, but that 
he produces sentences which fail to conform 
to conditions under which alone a sentence 
can be literally significant.• 

How does Ayer know when a sentence is 
literally significant? The official answer to 
this question is implied in the following 
passage. 

The propositions of philosophy are not fac
tual, but linguistic in character - that is, 
they do not describe the behaviour of physi
cal, or even mental, objects; they express 
definitions, or the formal consequences of de
finitions. Accordingly, we may say that phi
losophy is a department of logic.6 

One would expect, from this latter passage, 
that the "rule which determines the literal 
significance of language" (Ayer's "verifi
ability criterion") would be a consequence 
of the definitions of such terms as "signifi
cance," "meaningful," "language," and the 
like. Whose definitions? Not, surely, defini
tions reached by the lexicographer's in
spection of ordinary speech. In fact, Ayer 
simply made up his own definitions. His 
actual argument for his "rule of signifi
cance" was roughly as follows: we should 

'Ayer [6], p. 35. 
•[bid., p. 57. 

not call "significant" (or, at least, "cogni
tively significant") any statement to which 
we cannot assign procedures for verifica
tion (or, at least, confirmation). The only 
such procedures we can discover are, 
roughly speaking, those used in mathemat
ics and logic (derivation from definitions 
and axioms) and those used in empirical 
inquiry (confirmation by reference to 
sense-experience). Since the metaphysi
cian uses neither procedure, his statements 
are not significant. 

When the argument is put in this way, it 
can be seen that what Ayer is saying may 
be best put as a challenge to the meta
physician: .''tell us what counts for or 
against what you are saying, and we shall 
listen; otherwise, we have a right to ignore 
you.:t More recent linguistic philosophers 
have tended to agree that it was unfortu
nate that Ayer disguised this eminently rea
sonable injunction under the guise of a 
discovery about the meaning of "meaning
ful." 7 For present purposes, however, it is 
important to see why he did so. Roughly 
speaking, it was because he had taken over 
from Carnap the thesis (cited above) that 
"philosophy is a department of logic." This 
thesis was itself a reflection of Carnap's 
conviction that philosophers said the odd 
things they did because they did not under
stand "the logical syntax of language." For 
instance, Carnap had suggested, Heideg
ger was led to ask questions like "Does the 
Nothing exist only because the Not, i.e., 
the Negation, exists?" because he did not 
realize that although the "historical-gram
matical" syntax of "Nothing is outside" 
parallels that of "Rain is outside," the 
"logical syntax" (or, as Carnap sometimes 
revealingly put it, the syntax of a "logically 
correct language") of the latter was of the 
form "F(rain)" and of the former 
"-(Ex) Fx." Carnap and Ayer both held 
that the same sort of analysis which re
vealed Heidegger's confusion would show 
that certain sentences were (cognitively) 

, 'See, for example, M. White [8], pp. 108 ff., 
and Popper [I] and [21. 
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meaningful and others were not. What 
neither saw in this period (the middle 
thirties), was that Carnap's only procedure 
for deciding whether a given language was 
"logically correct" was whether or not its 
sentences were susceptible to verification 
(or confirmation) in one or the other of 
the two ways mentioned above. Conse
quently, neither realized that the question 
"Are there meaningful sentences which are 
not susceptible to verification (or confir
mation) in any of the standard ways?" was 
not itself a question which could, without 
circularity, be answered by "logic." As was 
obvious to their contemporary opponents, 
and became obvious to Carnap and Ayer 
themselves later on, there is no such dis
cipline as a philosophically neutral "logic" 
which leads to pejorative judgments about 
philosophical theses. The "logic" of Lan
guage, Truth and Logic and of The Logical 
Syntax of Language was far from presup
positionless. It appeared to be so only to 
those who were antecedently convinced of 
the results of its application, and thus were 
prepared to accept persuasively loaded 
definitions of "logic," "significance," and 
similar terms. 

The realization that Carnap's (and 
R yle's 8) original attempt to conduct a 
philosophically neutral inquiry had failed 
did not, however, lead linguistic philoso
phers to abandon the effort which Carnap 
had initiated in The Logical Syntax of Lan
guage (and in such earlier works as Der 
Logische Aufbau der Welt). Rather, it led 
them to recast their descriptions of their 
activity. One such reformulation is offered 
by Bergmann, who holds that Carnap 
should have said that he was constructing 
a sketch of an "Ideal Language." 

An improved language is called ideal if and 
only if it is thought to fulfill three conditions: 
( I ) Every nonphilosophical descriptive prop-

'For a succinct account of the similarities be
tween Carnap's metaphilosophical program in 
The Logical Syntax of Language and Ryle's in 
his "Systematically Misleading Expressions," to
gether with a criticism of both, see Bar-Hillel 
[5]. 

osition can in principle be transcribed into 
it; (2) No unreconstructed philosophical one 
can; ( 3) All philosophical propositions can 
be reconstructed as statements about its syn
tax . . . and interpretation. . . . e 

To see the importance of the suggestion 
that such a language might be constructed, 
one should note the implications of the 
first two conditions alone. Suppose that 
there were a language in which we could 
say. everything else we wanted to say, but in 
which we could not express any philosophi
cal thesis, nor ask any philosophical ques
tions. This in itself would be sufficient to 
show that a certain traditional view of 
philosophy was false - namely, the view 
that common sense, and/or the sciences, 
present us with philosophical problems; ac
cording to this view, philosophical prob
lems are inescapable because they arise out 
of reflection upon extra-philosophical sub
jects. To put the matter another way, this 
suggestion provides an interpretation for 
the cryptic slogan that "philosophical ques
tions are questions of language" which is 
close to, and yet significantly different 
from, Carnap's original interpretation of 
this slogan. Carnap, at least when he spoke 
of the "logical syntax" of ordinary sen
tences (rather than of the reformulation of 
such sentences in a "logically correct" 
language), had suggested that philosophers 
said what they said because of the gap be
tween "historico-grammatical syntax" and 
"logical syntax"; by "question of lan
guage" he meant a question raised as a 
result of ignorance of this "logical syntax." 
Given Bergmann's way of looking at the 
matter, we can throw away the notion that 
the expressions of our language have a 
hidden "logical syntax" lurking behind 
their surface "historico-grammatical syn
tax," and simply say that our language is 
unperspicuous, "unperspicuous" meaning 
simply "such as to make possible the 
formulation of philosophical questions and 
theses." On this view, to say that "philo-

"Gustav Bergmann [5], p. 43. 
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sophical questions are questions of lan
guage" is just to say that these are questions 
which we ask only because, as a matter of 
historical fact, we speak the language we 
do. 

The fulfillment of Bergmann's first two 
conditions would show that we do not have 
to speak the language we do (unless we 
want to ask philosophical questions), and 
thus would quash the traditionalist re
joinder that we speak the language we do, 
and therefore must ask the philosophical 
questions we ask, because language reflects 
a reality which can be described or ex
plained only if we are willing to philos
ophize. If a Bergmannian ideal language 
could be constructed, the philosopher 
would have to deny that it "adequately rep
resented reality" on the sole ground that 
one could not philosophize in it. This, how
ever, would be embarrassing. The usual 
defense of traditional philosophers, when 
confronted with complaints that they in
dulge in endless futile debate on esoteric 
matters, is to insist that they do not want 
to be esoteric, but that they are forced to 
be, because ordinary language and scien
tific descriptive discourse confront them 
with problems requiring esoteric solutions. 
Confronted with Bergmann's alternative 
language, and thus deprived of this de
fense, they would have to fall back on a 
moral or an aesthetic appeal, and insist 
that because philosophy is fun (or sub
lime, or character strengthening), Berg
mann's language is inadequate - not be
cause it fails to "represent reality," but 
because it makes impossible an activity 
which is intrinsically worthwhile. This 
position, though theoretically tenable, is 
rarely occupied. Few of the opponents of 
linguistic philosophy have been willing to 
characterize philosophy simply as an art 
form, or as an exercise of one's intellectual 
muscles. 

Yet even if we grant Bergmann's point 
that we only philosophize because we 
speak the language we do, and that we need 
not speak this language, a sense of discom
fort may remain. One feels that a language 

might be adequate to represent reality if it 
did not permit us to philosophize, but that 
it would not be adequate unless it per
mitted us to discuss what philosophers 
want to discuss - philosophers are, for 
better or worse, real. (A language which 
would not permit us to speak as savages do 
might be adequate, but not a language 
which would not permit anthropologists to 
talk about the way savages talk.) It is this 
discomfort which Bergmann's third condi
tion is designed to allay. If the ideal lan
guage is such that "all philosophical prop
ositions can be reconstructed as statements 
about its syntax and interpretation," we are 
then given a way of talking about the his
tory of philosophy. We view traditional 
philosophical theses as suggestions about 
what an ideal language would be like. We 
assume that the philosophers of the past 
were trying to find a language in which 
philosophical propositions could not be 
stated, and philosophical questions could 
not be asked. (If this seems too violent a 
"reconstruction" of, for example, Spinoza 
and Kant, it may help if we consider the 
analogy with the language of savages: we 
naturally tend to take a good many of the 
strange things savages say as awkward at
tempts to do science - to predict and ex
plain phenomena. We therefore "translate" 
their statements into statements about en
tities which we know to exist - diseases, 
climatic changes, and the like. These trans
lations, however, are better called "recon
structions,'' for we would make them even 
if we find that they have no words for dis
eases and the like, and cannot be made to 
grasp such concepts. We know what they 
are trying to do, even if they do not, and 
thus when we "translate," we do so in part 
by considering what we would say in a 
similar situation.) This attitude toward 
past philosophy may be condescending, 
but it can be supported by a variant of the 
same challenge to the philosophical tradi
tion which we attributed above to Ayer: 
"If you were not making proposals for such 
an ideal language, what were you doing? 
Certainly you were not making empirical 
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inquiries, nor deducing consequences from 
sell-evident truths; so if not this, what?" 

If there is a single crucial fact which 
explains the contemporary popularity of 
linguistic philosophy, it is the inability of its 
opponents (so far, at any rate) to give a 
satisfactory answer to this question. It is no 
good saying that the great philosophers of 
the past were not interested in anything so 
piffling as language, but were interested in
stead in the nature of reality, unless we can 
get some clear idea of what it was they 
wanted to know about reality, and of how 
they would know that they had this knowl
edge once they had it. If one construes, for 
example, Spinoza's "There is only one sub
stance" as a proposal to stop talking about 
persons and physical objects in the ordi
nary (roughly, Aristotelian) way, and to 
start talking about them as dimly-seen as
pects of a single atemporal being, a being 
which is both mental and physical, then 
one will have some criteria for evaluating 
his statement (which, unconstrued, strikes 
one as patently absurd). If one talks Spino
zese, one will indeed be unable to state the 
propositions about minds and bodies which 
so worried the Cartesians, or the proposi
tions about God's creation of the world 
which so worried the scholastics. Now it 
was precisely upon this that Spinoza prided 
himself - that the mind-body problem 
and problems about the relation between 
God and the world could not (or, at least, 
not very easily) be formulated in his sys
tem. It was this fact that made him confi
dent that he had grasped the true nature of 
things. Using Bergmann's spectacles en
ables us to evaluate Spinoza in terms of 
criteria which do not seem far from his 
own; rather than the simple diagnosis of 
"confusion about logical syntax" which 
Carnap and Ryle offered us, we now have 
a much more sympathetic, and much more 
plausible, account of Spinoza's thought 
and of the history of philosophy in general. 

This account of Bergmann's third condi
tion has been something of an excursus 
from our main topic - the quest for pre
suppositionlessness. Let us now return to 

this topic, and ask what Bergmann presup
poses. In what we have quoted from him so 
far, he has presupposed nothing; he has 
merely offered a stipulative definition of the 
term "ideal language," and, implicitly, a 
proposal for the future use of the term 
"philosophy." He is self-referentially con
sistent - that is, he himself abides by the 
rules he lays down for others (whereas 
Ayer, in laying down the verifiability prin
ciple, which was itself neither verifiable nor 
analytic, did not). Philosophy for Berg
mann is linguistic recommendation, and 
that is all that he himself practices. If we 
are to look for presuppositions, we must 
look to his claim to have sketched an actual 
ideal language. If we do so, we will find 
him enunciating controversial philosophi
cal theses - for example, the thesis that 
the primitive terms of the ideal language 
need include only the apparatus of an ex
tensional logic, predicates referring to ob
jects of direct acquaintance, and a few 
more. Fortunately, we need not consider 
such theses, since Bergmann does not use 
these theses to defend linguistic philos
ophy. His argument for the replacement 
of traditional methods by linguistic meth
ods is complete without reference to such 
assumptions. This argument is summed up 
in the following passage. 

All linguistic philosophers talk about the 
world by means of talking about a suitable 
language. This is the linguistic turn, the fun
damental gambit as to method, on which 
ordinary and ideal language philosophers 
(OLP, ILP) agree. Equally fundamentally, 
they disagree on what is in this sense a "lan
guage" and what makes it "suitable." Clearly 
one may execute, the turn. The question is 
why one should. Why is it not merely a tedi
ous roundabout? I shall mention three rea
sons .... 

First. Words are used either ordinarily 
(commonsensically) or philosophically. On 
this distinction, above all, the method rests. 
The prelinguistic philosophers did not make 
it. Yet they used words philosophically. Prima 
facie such uses are unintelligible. They re
quire commonsensical explication. The 
method insists that we provide it. (The quali-
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fication, prima facie, is the mark of modera
tion. The extremists of both camps hold that 
what the classical philosophers were above 
all anxious to express is irremediable non
sense.) Second. Much of the paradox absurd
ity, and opacity of prelinguistic philosophy 
stems from failure to distinguish between 
sp~aking and speaking about speaking. Such 
failure, or confusion, is harder to avoid than 
one may think. The method is the safest way 
of avoiding it. Third. Some things any con
ceivable language merely shows. Not that 
these things are literally "ineffable"; rather, 
the pr?per (and safe) way of speaking about 
them 1s to speak about (the syntax and inter
pretation of a) language ... ,10 

These arguments are practical arguments 
not theoretical arguments based on the0: 
retical considerations about the nature of 
language or the nature of philosophy.11 
They amount to saying to traditional phi
losophers: try doing it this way, and see if 
you don't achieve your purposes more effi
ciently. To attack these arguments, oppo
nents of linguistic philosophy would have 
to hold (1) that their purposes and Berg
mann's are different, or (2) that the philos
ophers of the past have not used terms 
"unintelligibly" and that prelinguistic phi
losophy is not marked by "paradox, ab
surdity, and opacity," or (3) that an ideal 
language which meets Bergmann's condi
tions cannot be constructed (holding that, 
though Bergmann has a good idea, it just 
won't work), or ( 4) that the linguistic turn 
is, in fact, a "tedious roundabout " because 
it forces us to attend to words 'alone, in
stead of the concepts or universals which 
words signify, and to which we must even
tually return to check up on our words. 
Only the third and fourth alternatives hold 
any real promise, and these are, in fact, the 

'
0 Bergmann (3]; p. 177. The phrase "the lin

gui~tic turn" which Bergmann uses here and 
~h1ch I have used as the title of this anthology 
is, to t~e bes1 of my knowledge, Bergmann's 
own coinage. 

11 For the . importance of distinguishing be
t~een. theoretical and practical arguments in this 
s1tuat10n, see the debate between Copi and Berg
mann (~opi [3], Bergmann (12], and Copi (4)
all reprinted below at pp. 127-35). 

only alternatives which have been serious
ly . developed by opponents of linguistic 
philosophy. That prelinguistic philosophy 
Is m_ar~.e~ by "paradox, obscurity, and 
opacity 1s uncontroversial. To adopt a 
different set of purposes than Bergmann's 
would, _as I suggested above, make philos
ophy either an art form or an exercise in 
character building. 

"'.h?' might one hold (3)? Historically, 
susp1c1on of the possibility of constructing 
an Ideal Language is based on the fact that 
most linguistic philosophers have been em
piricists (and also, often, behaviorists). 
They have assumed that the Ideal Lan
guage was one which took as primitives 
only the objects of "direct perceptual 
~cquaintan~e." and that every descrip
tive propos11!<>n (specifically, propositions 
about co~~c1ousness, reason, knowledge, 
and the underlying nature" of things) 
could be translated into propositions about 
these objects. Given this situation, an the 
usual arguments against empiricism and 
behaviorism have been trotted out to criti
cize the various sketches of ideal languages 
which have been proposed. But all these 
arguments are, as Bergmann takes pains to 
emphasize, irrelevant to the question of 
whether we should take the linguistic turn. 
It may well be that we cannot translate 
statements about consciousness and 
k?owledge into statements about objects of 
direct perceptual acquaintance, but that 
~uld merel~ ~h?w that the ideal language 
1s not an empmc1st language. The linguistic 
tum may, for all we know now, lead us 
back to rationalism and to idealism. 

Objection ( 4), though linked histori
cally with ~~),_ is not so obviously irrele
vant. Empmc1sm and behaviorism have 
usually gone hand-in-hand with nominal
ism, the d~trine that there are no concepts 
and no universals. Many opponents of lin
guistic philosophy (notably Blanshard) 
have held that no one would have dreamed 
of taking the linguistic turn unless he were 
antecedently committed to nominalism. 
!h~Y have suspected that the linguistic turn 
is simply a sneaky move by which empiri-
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cists have silently inserted a commitment 
to nominalism into their methodology, in 
order to avoid having to argue for this com
mitment later on. Surely, they argue, in 
order to know whether the expressions of 
a language are adequate to say everything 
we want to say (outside of philosophy), we 
have to see whether these expressions ade
quately express our concepts (or, perhaps, 
the subsistent universals which our con
cepts themselves represent). Since tradi
tional philosophy has been (so the argu
ment goes) largely an attempt to burrow 
beneath language to that which language 
expresses, the adoption of the linguistic 
tum presupposes the substantive thesis 
that there is nothing to be found by such 
burrowing. 

There are two ways in which one may 
reply to this objection. First, one may note 
that among the propositions which we 
would attempt to reconstruct in an ideal 
language are such propositions as "Words 
are often inadequate to express concepts," 
.. There are concepts," "Concepts represent 
universals existing ante rem," and the like. 
If nominalism is false, we will find that it is 
false by attempting (and failing) to recon
struct such statements in an ideal language 
which does not admit, as primitive terms, 
words referring to such concepts and/or 
universals. The objector may well feel,, 
however, that this procedure is circular, for 
the test determining whether "There are 
concepts" has been adequately recon
structed is unclear, and (he suspects) the 
linguistic philosopher will have assigned, in 
advance, a meaning to "concept" which 
will be adequately reconstructed in a nom
inalistic language, but which is not what he 
(the objector) means by "concept." This 
line of argument is important, but it takes 
us into the issues which are to be discussed 
in the next section - the question of 
whether linguistic philosophers have tests 
for such matters as "adequate reconstruc
tion" which are themselves non-controver
sial. We shall therefore defer it until it may 
be considered in a broader perspective. 

For the present, let us consider a second 

reply which can be made to this objection. 
The objection may be met directly, on its 
own ground, by saying that even if we grant 
the existence of concepts (and/or subsist
ent universals), the fact is that our only 
knowledge of these entities is gained by 
inspection of linguistic usage. Young phi
losophers, about to take the linguistic turn, 
are met by a little group of pickets holding 
signs saying "Don't waste your life on 
words - come to us, and we shall reason 
together about what these words stand 
for!" But if they have read Wittgenstein's 
Philosophical Investigations, they will have 
been struck by such remarks as: 

"Imagine a person whose memory could not 
retain what the word 'pain' meant - so that 
he constantly called different things by that 
name - but nevertheless used the word in 
a way fitting in with the usual symptoms and 
presuppositions of pain" - in short he uses it 
as we all do. Here I should like to say: a wheel 
that can be turned though nothing else moves 
with it, is not part of the mechanism.12 

You learned the concept 'pain' when you 
learned language.ts 
In order to get clear about the meaning of 
the word "think" we watch ourselves while 
we think; what we observe will be what the 
word means!- But this concept is not used 
like that. (It would be as if without knowing 
how to play chess, I were to try and make 
out what the word "mate" meant by close 
observation of the last move of some game 
of chess.) 14 

Neither these passages nor anything else in 
Wittgenstein's work provides a direct argu
ment against the existence of concepts or 
universals, or against the view that we can 
inspect concepts or universals "directly" 
(that is, without looking at language) and 
then compare what we find with the way 
words are used. But they suggest reasons 
why we might be misled into thinking that 
we could do this, even though in fact we 
cannot. Largely because reading Wittgen
stein tak~s away one's instinctive convic-

"Wittgenstein [l], Part I, Section 271. 
"Ibid., Section 384. 
"Ibid., Section 316. 
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tion that such inspection must, somehow, 
be possible (and sugsests thought experi
ments in which one tries (and fails) to 
perform such inspections and such com
parisons), what might be called "methodo
logical nominalism" has become prevalent 
among linguistic philosophers. As I shall 
use this term, methodological nominalism 
is the view that all the questions which 
philosophers have asked about concepts, 
subsistent universals, or "natures" which 
(a) cannot be answered by empirical in
quiry concerning the behavior or properties 
of particulars subsumed under such con
cepts, universals, or natures, and which 
(b) can be answered in some way, can be 
answered by answering questions about the 
use of linguistic expressions, and in no 
other way: 

It is probably true that no one who was 
not a methodological nominalist would be 
a linguistic philosopher, and it is also true 
that methodological nominalism is a sub
stantive philosophical thesis. Here, then, 
we have a presupposition of linguistic phi
losophy, one which is capable of being de
fended only by throwing the burden of 
proof on the opponent and asking for (a) a 
question about the nature of a particular 
concept which is not so answerable, and 
(b) criteria for judging answers to this ques
tion. Debates about the existence of con
cepts or universals, or about whether we 
possess faculties for inspecting them direct
ly, are irrelevant to this issue. When choos
ing a philosophical method, it is not helpful 
to be told that one is capable of intuiting 
universals,1~ or that man's intellect is "a 
cognitive power . . . irreducible to all of 
his sensitive faculties." 16 One needs to 
know whether one has intuited universals 
correctly, or whether one's intellect is per
forming its irreducible function properly. 
Objection (4) has carried little weight 

"For a critique of Wittgenstein's methodo
logical nominalism employing this notion, see 
Blanshard [2), especially pp. 3 89 ff.; for a reply 
to Rt~nshard, see Rorty [31. 

1
• Adler [1], p. 78. For a reply to the sort of 

diagnosis of linguistic philosophy which Adler 
offers, see Rorty [2]. 

simply because no clear procedure has ever 
been put forward for determining whether 
or not a word did or did not adequate!} 
express a concept, or whether or not a sen
tence adequately expressed a thought.17 

In offering this reply to objection (4), we 
have once again fallen back on the chal
lenge to opponents of linguistic philosophy 
which we originally put in the mouth of 
Ayer: namely, tell us what other methods 
are available, and we shall use them. We 
can best see the force of this challenge by 
considering it a reply to a more general 
objection: what is the use of looking at our 
use of the word "X" if you want to know 
about X's, or things which are X? The most 
succinct form of the reply is given by 
Quine, in the course of a general account 
of "semantic ascent" ("shift from talk of 
objects to talk of words"). 

Semantic ascent, as I speak of it, applies any
where. "There are wombats in Tasmania" 
might be paraphrased as " 'Wombat' is true 
of some creatures in Tasmania," if there were 
any point in it. But it does happen that seman
tic ascent is more useful in philosophical 
connections that in most, and I think I can 
explain why . . . The strategy of semantic 
ascent is that it carries the discussion into a 
domain where both parties are better agreed 
on the objects (viz., words) and on the main 
terms concerning them. Words, or their in
scriptions, unlike points, miles, classes, and 
the rest, are tangible objects of the size so 
popular in the marketplace, where men of 
unlike conceptual schemes communicate at 
their best. The strategy is one of ascending to 
a common part of two fundamentally dis
parate conceptual schemes, the better to 
discuss the disparate foundations. No wonder 
it helps in phik~ophy. 1 s 

If one tries to find substantive philosophi
cal commitments lurking behind what 
Quine says here, all that one can find is (1) 
the principle that a statement about X's 
can often be paraphrased into one about 
the term "X," and conversely, so that to 
have found out something about "X" often 

"See Ambrose (5) and Pears [3]. 
'"W. v. 0. Quine, Word and Object (Cam

bridge, 1960), pp. 271-72. (See below, p. 169.) 
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tells you something about X's, and (2) the 
principle that a philosophical method 
which produces agreement among philoso
phers is, ceteris paribus, better than a 
method which does not. The latter prin
ciple is noncontroversial (unless one jumps 
on the ceteris paribus clause, and claims 
that what is lost by ·attaining agreement 
through looking to linguistic usage is more 
valuable than the agreement gained). The 
former principle is objectionable only if 
one claims that certain statements about 
"X" require knowledge of X's, and thus 
argues once again that the linguistic turn is 
a "tedious roundabout." But Ayer's and 
Carnap's original point, that empirical in
spection of particular X's seems irrelevant 
to philosophical theses, together with the 
Wittgensteinian point that we cannot in
vestigate Xhood, nor the concept of X, ex
cept by investigating our use of words, is 
accepted by linguistic philosophers as a 
sufficient answer to this claim. If either 
point is challenged, all they can do is to 
shift, once again, the burden of proof to 
their opponents. 

So much for the present about the Berg
mannesque program of Ideal Language 
Philosophy. I now turn to an alternative 
attempt to reformulate (in a presupposi
tionlcss way) the original Ayer-Carnap 
thesis that philosophical questions are 
questions of language, an attempt which is 
the least common denominator of the 
metaphilosophical positions of those whom 
Bergmann calls "Ordinary Language Phi
losophers." This school of thought is cele
brated for refusing to be considered a 
"school," and for systematically avoiding 
commitment to explicit methodological 
theses. Centered in Oxford (and therefore 
sometimes called simply "Oxford philoso
phy"), this school may be roughly defined 
as comprising those philosophers who 
would accept Bergmann's practical argu
ments as adequate reasons for taking the 
linguistic turn, but who refuse to construct 
an Ideal Language. Their refusal stems 
from the hunch that ordinary English (or, 
more precisely, ordinary English minus 

philosophical discourse) may fulfill Berg
mann's requirements for being an Ideal 
Language. As has often been (somewhat 
crudely, but fairly accurately) said, the 
only difference between Ideal Language 
Philosophers and Ordinary Language Phi
losophers is a disagreement about which 
language is Ideal. 

From the traditional logical positivist 
point of view, the suggestion that ordinary 
English (or, indifferently, ordinary Ger
man, or Greek, or Tagalog) is Ideal sounds 
absurd, for was it not precisely the unper
spicuous character of ordinary English 
which originally permitted the formulation 
of the traditional problems of philosophy? 
Positivists find it important to construct an 
alternative language (that is, one whose 
undefined descriptive terms refer only to 
objects of direct acquaintance, whose logic 
is extensional, etc.) in order to prevent the 
possibility of formulating such problems. 
To this, Ordinary Language Philosophy 
replies that philosophical problems arise 
not because English is unperspicuous (it 
is not), but rather because philosophers 
have not used English. They have formu
lated their problems in what looks like 
ordinary English, but have in fact misused 
the language by using terms jargonistically 
(while relying on the ordinary connotations 
of these terms), and similar devices. If 
Ordinary Language Philosophy had an ex
plicit program (which it does not), it might 
run something like this: we shall show that 
any argument designed to demonstrate that 
common sense (or the conjunction of com
mon sense and science) produces problems 
which it cannot answer by itself (and which 
therefore must be answered by philoso
phers, if by anyone), is an argument which 
uses terms in unusual ways. If philosophers 
would use words as the plain man uses 
them, they would not be able to raise such 
problems. 

Much of the work of philosophers who 
(by their critics, at least) are classed as 
members of this school consists in just such 
analyses of typical philosophical problems. 
A paradigm of this sort of work is Austin's 
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dissection of Ayer's "Argument from Illu
sion" 19 (an argument which was designed 
to show the utility of sketching an Ideal 
Language whose undefined descriptive 
predicates would refer to directly appre
hended characteristics of postulated en
tities called "sense-data"). The existence of 
such paradigms has brought many contem
porary philosophers to adopt tacitly the 
program sketched above. Explicit method
ological remarks which suggest such a pro
gram are scattered throughout the recent 
literature. The most famous of these is 
perhaps the following passage from Witt
genstein: 

When philosophers use a word - 'knowl
edge', 'being', 'object', 'I', 'proposition', 
'name' - and try to grasp the essence of 
the thing, one must always ask oneself: is the 
word ever actually used in this way in the 
language-game which is its original home? 

What we do is to bring words back from 
their metaphysical to their everyday use.20 

As we shall see in more detail in Section 
4, the interpretation of such programmatic 
remarks is vexing, for troublesome ques
tions can be raised about the criteria for 
philosophical success which they implicitly 
invoke. (For example, what is the "lan
guage-game which is the original home" of 
the word "proposition," and how would 
one know that one had correctly identified 
it?) But for our present purposes, these 
questions can be postponed. What con
cerns us now is: does the program of Ordi
nary Language Philosophy, as sketched, 
presuppose any substantive philosophical 
theses? At first sight, it might seem that it 
obviously does, and a highly controversial 
one at that: namely, that ordinary lan
guage, plus science, is adequate to describe 
and explain everything that there is. We 
may best analyze this claim by viewing it 
as a form of another general objection to 
both types of linguistic philosophy: viz., it 
is pointless to show that philosophers can 
no longer philosophize when deprived of 

"See Austin [3], especially Chapters 2, 3. 
"'Wittgenstein [1], Part I, Section 116. 

the necessary linguistic resources. It would 
seem that to show this merely puts off the 
real question: should we philosophize? 21 

Now, this latter question will receive dif
ferent answers depending on how it is inter
preted. If "Should we philosophize?" 
means (1) "Should we ask the sort of ques
tions which traditional philosophers have 
raised? (for example, What is justice? 
Does God exist? Is man different in kind 
from the animals? Can we have objective 
knowledge of an external world?)," then it 
is rather silly. Having once read a sampling 
of traditional philosophy, we cannot 
choose not to ask such questions. But 
if "Should we philosophize?" means (2) 
"Should we attempt to find answers to 
these questions other than the answers 
which can be given by common sense and 
by science?" the answer is not so obvious. 
If it means (3) "Should we ask these ques
tions as first-order questions about reality, 
rather than translating them into second
order questions about such words as 
'justice', 'God', 'existence', 'kind', and 'ob
jective'?" then, again, the answer is not 
obvious. The question "Should we philos
ophize?" is merely rhetorical if it is given 
the first of the above-mentioned interpre
tations. If it is given the third interpreta
tion, it must then be taken as short for 
"How should we philosophize?" and this 
question cannot be answered rationally un
less one knows whether an Ideal Language 

"'This general objection is particularly in 
point when raised against Ordinary Language 
Philosophy, for this school refuses to join Berg
mann in regarding traditional philosophizing as 
a worthwhile activity. Part of Bergmann's ad
vance over the early Carnap and the early Ryle 
was that he did not claim that traditional philos
ophers philosophized simply because they were 
"confused" about "logical form"; he claimed 
that, while they were doing something worth
while, they were confused about what they were 
doing. The program of Ordinary Language Phi
losophy, viewed from this angle, is a throwback 
to the earlier charge of simple carelessness about 
language. The charge is now that traditional phi
losophers misused language, rather than that 
they were confused about its "logical syntax." 
For Ordinary Language Philosophy, as for Berg
mann, there is no such thing as "logical syntax" 
hidden behind ordinary linguistic usage. 
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of Bergmann's type can be constructed 
(and, a fortiori, whether we already have 
such an Ideal Language in ordinary Eng
lish). To say that linguistic philosophers 
have begged the question "Should we phi
losophize?" by insisting that we should 
philosophize by linguistic methods, would 
itself be question-begging. Most critics 
who claim that linguistic philosophers have 
begged this question would give the ques
tion the second interpretation. They would 
say that linguistic philosophers have as
sumed that common sense, science, and 
attention to the uses of words will suffice to 
give whatever answers can be given to 
these questions, and that if no further 
answers are forthcoming, it is because the 
questions are bad questions. They would 
argue that, in the absence of this assump
tion, the successful completion of the pro
gram of either Ideal or of Ordinary 
Language Philosophy would be of no inter
est, since all that such programs would 
show is that philosophers who are not per
mitted to introduce certain locutions into 
the language cannot say what they want to 
say. But since nobody would dream of try
ing to construct a language in which, for 
example, paleontologists or epigraphists 
could not say what they wanted to say, and 
since nothing about the value or signifi
cance of paleontological or epigraphical 
questions would be shown by constructing 
such a language, why should a similar proj
ect in philosophy have any interest, unless 
there is prior animus against philosophy? 

In reply to this line of argument, lin
guistic philosophers can only fall back 
upon the challenges previously set forth, 
and thereby attempt to put the burden of 
proof back upon their opponents. If (they 
say) you think that there are questions 
which common sense and science cannot 
answer, it is up to you not just to state 
them, but to show how they can be an
swered. If you think that there is more to 
be described and explained than is de
scribed in, or explained by, common sense 
and science, tell us how you know whether 
you have described it accurately, or have 

explained it correctly. If you cannot do 
either of these things, then we shall persist 
in regarding your questions (questions 
which could not be posed in an Ideal Lan
guage, or which could not be posed without 
misusing English) as bad questions. In 
showing that an Ideal Language can be 
constructed (or that Ordinary Language is 
Ideal), we shall not, indeed, have shown 
anything except that they are questions 
which are unnecessary to pose unless we 
wish to philosophize in the traditional 
manner. But the discovery that we are not 
forced to philosophize in the traditional 
manner is not a trivial discovery, simply 
because (to repeat an earlier point) tradi
tional philosophers have insisted that com
mon sense and science force such philos
ophizing upon us. To say that traditional 
philosophical questions are bad questions 
is, admittedly, to say more than that they 
are questions which employ ordinary ex
pressions in unusual ways, or that they ar.e 
questions which we are not forced to ask. 
It is to say that they are questions which, 
as they stand, are unanswerable. But the 
only presupposition which we must make 
is that if we have no criteria for evaluating 
answers to certain questions, then we 
should stop asking those questions until 
we do. 

So far, I have been emphasizing the 
common ground shared by Ideal Language 
Philosophy and Ordinary Language Phi
losophy. I have tried to show that their 
programs are alternative means to the same 
ends, and that neither presupposes the sort 
of substantive philosophical theses to 
which their critics claim linguistic philoso
phy is committed. I have argued that those 
presuppositions which they do make boil 
down to a single, plausible claim: that we 
should not ask questions unless we can 
offer criteria for satisfactory answers to 
those questions. In so arguing, however, I 
have simplified many issues, and passed 
over many difficulties. In the next section, I 
shall discuss the issues which divide Ideal 
Language Philosophy from Ordinary Lan
guage Philosophy, and argue that they are 
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not as relevant to questions about the value 
of linguistic philosophy as they have some
times appeared. In Section 4, I shall dis
cuss the difficulties which arise over the 
claim of linguistic philosophers to have 
formulated questions about which we can 
give criteria for satisfactory answers. 

3. IDEAL LANGUAGE PHILOSOPHY VERSUS 

ORDINARY LANGUAGE PHILOSOPHY 

Many of the essays included in the pres
ent volume are part of a continuing 
controversy between Ideal Language phi
losophers and Ordinary Language philoso
phers. From the lofty metaphilosophical 
standpoint we have adopted, it is not clear 
why such a controversy should exist, and 
many philosophers in fact regard it as 
factitious. (Thus we find Goodman re
marking, and Carnap agreeing, that the 
"constructionalist" philosopher (one who 
constructs a Bergmann-like Ideal Lan
guage) "looks upon the verbal analyst as 
a valued and respected, if inexplicably hos
tile; ally.") 22 Any stick will do to beat the 
devil, and it would seem that offering an 
alternative to ordinary English might be 
effective in some cases, whereas demon
strating a misuse of English would be ef
fective in others. In the present section, I 
shall outline the principal argument 
brought forward by Ordinary Language 
philosophers against "constructionalist" 
programs, and the replies typically made 
by Ideal Language philosophers. I shall 
then outline the principal argument 
brought by Ideal Language philosophers 
against their rivals, and the replies made to 
it. An analysis of these arguments, I shall 
suggest, shows that what is really in ques
tion between the two schools is the proper 
answer to the question "How can we find 
criteria for philosophical success which 
will permit rational agreement?" I hope to 

"'Goodman [4], p. 554. For Carnap's agree
ment, see Carnap [7], p. 940. Compare the cleri
hew attributed (perhaps apocryphally) to Aus
tin: "Everything done by Quine/ Is just fine/ 
All we want is to be left alone/ To potter about 
on our own." 

show that the controversy, though not en
tirely factitious, has often been described 
in thoroughly misleading ways. 

The locus classicus for the attitude of 
Ordinary Language philosophers toward 
constructionalism is in Strawson's criticism 
of Carnap and his followers. Strawson's 
central argurnent runs as follows: 

The [constructionalist's] claim to clarify will 
seem empty, unless the results achieved have 
some bearing on the typical philosophical 
problems and difficulties which arise con
cerning the concepts to be clarified. Now 
these problems and difficulties (it will be 
admitted) have their roots in ordinary, un
constructed concepts, in the elusive, decep
tive modes of functioning of unformalised 
linguistic expressions . . . If the clear mode 
of functioning of the constructed concepts is 
to cast light on problems and difficulties 
rooted in the unclear mode of functioning of 
the unconstructed concepts, the·n precisely 
the ways in which the constructed concepts 
are connected with and depart from the un
constructed concepts must be plainly shown. 
And how can this result be achieved without 
accurately describing the modes of function
ing of the unconstructed concepts? But this 
task is precisely the task of describing the 
logical behaviour of the linguistic expressions 
of natural languages; and may by itself 
achieve the sought-for resolution of the prob
lems and difficulties rooted in the elusive, 
deceptive mode of functioning of uncon
structed concepts. I should not want to deny 
that in the discharge of this task, the con
struction of a model object of linguistic 
comparison may sometimes be of great help. 
But I do want to deny that the construction 
and contemplation of such a model object 
can take the place of the discharge of this 
task .... 2s 

To this line of argument, the construc
tionalist has two obvious replies: (1) If you 
know that talking in a certain way gets you 
into problems, and you have an alternative 
way of talking which does not get you into 
problems, who cares about examining the 
"logical behavior" involved in the first way 

"'Strawson [I], pp. 512-13. See below, p. 316. 
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of talking? (Compare: if you can remove 
cancerous tissue and replace it with healthy 
tissue, there may be a certain morbid inter
est in the pathologist's report, but the cure 
is complete without that report.) The func
tion of an Ideal Language is not to clarify 
ordinary concepts, but to replace them.24 

(2) "Describing the logical behavior of the 
linguistic expressions of natural language" 
may "by itself" bring about the desired re
sult, but only practice will show, and the 
evidence so far is that it will not. 25 

Restricting our attention for the moment 
to the first rejoinder, we can see that Straw
son will need to make certain further points 
to complete his critique of constructional
ism. He might say first that a philosophical 
problem is more like a neurosis than a 
cancer. The neurotic is not cured unless he 
understands just why he was neurotic, 
whereas the cancerous patient is cured 
even if he knows nothing about how he 
acquired his disease. The man puzzled by 
philosophical problems is like the neurotic 
in the sense that it wouldn't count as "res
olution of his problems" if we simply gave 
him a drug which caused him to stop 
worrying about the problems. Similarly, it 
would not count as a resolution of philo
sophical problems if one were to rear a new 
generation of men who spoke only a Berg
mannian Ideal Language. 

Alternatively, Strawson might argue in 
a different way. By Bergmann's and Good
man's own confession, he could point out, 
we are never going to get a language which 
can actually be used for everyday purposes 
and which is Ideal in the required sense. 
The analogy to the removal of a cancer is 
not in point - the actual situation is more 
like cruelly elaborating on the advantages 
of good health to the cancerous patient. 
The force of this rebuttal is strengthened 
by noting that Bergmann's original specifi
cation of the first requirement for calling a 

"'Carnap makes this latter point in his reply 
to Strawson (Carnap [7], p. 938). 

'"See Feig! and Maxwell's criticism of Ryle's 
"misuse of language" dissolution of Zeno's para
doxes (PP., 195-96 below). 

language "Ideal" is that "Every nonphilo
sophical descriptive proposition can in 
principle be transcribed in it" (italics 
added). But how are we ever to know 
whether a given language is Ideal unless 
we actually do some transcribing? And 
what is the force of "in principle," if not to 
admit that in practice we cannot do any? 
To admit, as Beri;;mann seems to,26 that no 
sentence in the Ideal Language will be 
materially equivalent to an unrecon
structed sentence in ordinary use, seems to 
constitute an admission that the only func
tion which Ideal Languages might serve is 
clarification, rather than replacement. For 
if such material equivalences are not avail
able, then the Ideal Language can, at best, 
be what Goodman calls a "map" of the 
familiar terrain of ordinary discourse, 
rather than a passport into a new Lebens
welt in which philosophical problems are 
unknown. Suppose that Urmson is right in 
insisting that "reductive analysis" is im
possible (because, roughly, the more inter
esting one's proposed reduction, the less 
plausible it is that any statement [even an 
indefinitely long one] in one's Ideal Lan
guage could be equivalent to a statement of 
ordinary discourse). 27 It then seems to fol
low that such an analysis could only direct 
our attention away from the problematic' 
aspects of our ordinary concepts by 
focusing on their unproblematic aspects. 

This second sort of rebuttal, if it can be 
sustained, would seem to make the first 
unnecessary. If the analogy with curing 
cancer fails, then we need not worry about 
whether temptations to philosophize are 
more like neuroses than like cancers. To 
see whether it can be sustained we need to 
ask: what could be gained by noting, for 
example, that although no finite statement 
about sense-contents is (as phenomenal-

"I take this admission to be made in the 
course of Bergmann's reply to Urmson (Berg
mann [5], pp. 60-62), but I am not sure what 
Bergmann believes that he has shown in this pas
sage, and therefore I am not sure that the admis
sion is actually made. 

"'See J. 0. Urmson [3], Chapter 10, and 
pp. 296-97 below. 
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ists once mistakenly thought) materially 
equivalent to a commonsense statement 
about persons or physical objects, we could 
nevertheless cope with our environment 
(though very inefficiently) in a language 
which contained no names of persons or of 
physical objects? (Such a claim would 
result from paraphrasing Bergmann's 
phrase "could in principle be transcribed" 
as "could be replaced by, at no cost save 
inconvenience.") It seems safe to say that 
acknowledging this claim does nothing to 
clarify our ordinary concepts of "physical 
object" and "person." (To tell a scholar
ship student who is desperately attempting 
to get through college that if he drops out 
he can cope, though less efficiently, with 
his environment, does not clarify his con
cept of "education.") But may not ac
knowledging such a claim nevertheless 
dissolve a philosophical problem (in the 
way in which pointing out that the student 
does not have to finish college may relieve 
him of a neurotic compulsion)? Surely it 
may. The analyses of the notions of "the 
essential nature of substances" and of "the 
soul," which we find in Berkeley, Hume, 
and Kant, did in fact relieve philosophers 
of a host of problems which had tormented 
the scholastics and the seventeenth-century 
rationalists. If, taking the linguistic turn, 
we rewrite these analyses as claims about 
how we might be able to talk, then we re
tain the benefits of, for example, Kant's 
analyses, without their unfortunate side 
effects. 28 

If these benefits do in fact accrue, then 
Strawson's claim that "the construction 
and contemplation of such a model object" 
cannot "take the place of the discharge of 
this task" is beside the point, because his 
claim that the common aim of Ideal Lan
guage and Ordinary Language philoso
phers - the dissolution of philosophical 

"The unfortunate side effects are due to the 
fact that if we accept Kant at face value (rather 
than reading him as a linguistic philosopher born 
before his time), we have to start worrying about 
his claim that physical objects are "appearances," 
11bout the status of the "transcendental stand
point," etc. 

problems - requires the accurate descrip
tion of "the modes of functioning of the 
unconstructed concepts," is simply false. 
The "reductive analyses" of the concepts 
of "substance" and "soul" offered by Kant 
do not provide such descriptions,29 yet the 
discussion of these concepts has never been 
the same again. The problems concerning 
them, which post-Kantian philosophers 
have discussed, are radically different from 
those discussed by Kant's predecessors.30 

This historical retrospect suggests that the 
dichotomy of "clarification or replace
ment" is spurious. The Ideal Language 
philosopher, if he is wise, will freely grant 
that his Ideal Language is merely a sketch 
of a "form of life" that is logically possible, 
though pragmatically impossible, and thus 

"'See, respectively, the "First Analogy of Ex
perience" and the "Paralogisms of Pure Reason" 
in the Critique of Pure Reason. 

"'Whatever Kant did, it cannot be interpreted 
as "clarification" via "description of linguistic 
behavior," any more than can, for example, his 
treatment of religion. Yet Kant and other writers 
of the Enlightenment brought men to a "post
religious" frame of mind - one in which they 
simply were not worried by questions which had 
worried their ancestors. They accomplished this 
more by providing what Stevenson has called 
"persuasive definitions" of ordinary terms than 
by offering the chance to play a new language
game, or by explicating the rules of the old one. 
In the same way, Ideal Language philosophers 
might suggest, a "post-philosophical'' frame of 
mind may be induced in our descendents. (This 
suggestion is dealt with further below at pp. 
34-35.) 

One might object to this analogy that Kant's 
writing about religion was (unlike his analyses 
of "substance" and "soul'') not philosophy, but 
prophecy or preaching. The issue cannot be dis
cussed here, but I should argue that this objection 
stems from the dogma that changes in moral 
climate are "irrational," in contrast to that para
digm of rationality, changes in scientific theory, 
and from the further dogma that only the latter 
sort of change is a proper model for the changes 
which the linguistic philosopher hopes to bring 
about. I call these beliefs "dogmas" because I be
lieve that recent work in the history and philoso
phy of science (notably the writings of Kuhn and 
Feyerabend) have undermined the distinctions 
which they presuppose. For an analysis of man's 
transition to a post-religious state of conscious
ness which avoids these dogmas, see Alasdair 
Macintyre, "Is Understanding Religion Compat
ible with Believing?" in Faith and the Philoso
phers, ed. J. Hick (New York, 1964). 
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will give up his claim to literal replacement 
of ordinary discourse. But he will insist 
that contemplation of such sketches is an 
effective therapeutic method; that Straw
son's tacit assumption that only "clarifica
tion" is effective is a petitio principii; and 
that Goodman's claim that the function of 
a constructional system is to "map experi
ence" 81 is an injudicious and unnecessary 
concession to the notion that dissolution 
can be gained only through clarification. 

Even when the dichotomy of "clarifica
tion or replacement" is discarded, how
ever, difficulties remain for the Ideal Lan
guage philosopher. If he justifies the 
sketching of alternative ways of speaking 
by claiming that this is an effective therapy, 
he still needs to specify a test for deter
mining whether a suggested Ideal Lan
guage does in fact fulfill the weakened 
form of Bergmann's first criterion sug
gested above: the criterion that the Ideal 
Language could replace a certain portion 
of ordinary discourse at no greater cost 
than inconvenience. He also needs to offer 
some reply to an argument which we pre
viously put in Strawson's mouth - the 
argument, based on the analogy between 
philosophical problems and neurotic symp
toms, that some methods of causing men 
to cease being bothered by philosophical 
problems do not count as "dissolutions" of 
these problems. These two difficulties are 
connected. If we do not have a criterion 
whose fulfillment can be tested, then it 
seems that we do not have reasons for say
ing that a philosophical problem is a 
pseudo-problem (or is "merely verbal," or 
need not be asked). It is not enough to 
cause someone to cease being preoccupied 
with, for example, the problem of the 
external world; this could, perhaps, be ac
complished by drugs or torture. 

Raising these problems brings into focus 
the real source of conflict between Ideal 
Language and Ordinary Language philoso
phers. In the early days of Ideal Language 
philosophy, the program presented by Car-

11 See Goodman [4), p. 552. 

nap and Schlick seemed to be continuous 
with the earlier efforts of Moore and Rus
sell 32 - both seemed to be offering "anal
yses" of sentences of ordinary discourse 
which told us what we really meant when 
we used these sentences. There seemed to 
be a test for such analyses - namely, that 
the analysans be a necessary and sufficient 
condition for the truth of the analysandum. 
As long as it was believed that interesting 
analyses of this sort could be presented, the 
problem of attaining agreement seemed to 
be solved. This belief gradually waned as 
many proposed analyses were found to fail 
the test; in addition, while simple material 
equivalence seemed too weak a test to sup
port a claim to have analyzed "meaning," 
difficulties about analyticity had made phi
losophers dubious about the stronger test 
of "logical equivalence." 33 Thus, the prob
lem about agreement was reopened. When 
philosophers like Bergmann and Goodman 
were forced to fall back on talk about 

°For an account of the similarities and differ
ences between these two versions of "analysis" 
see Urmson, pp. 295-97 below, and also Black 
[14]. I should caution the reader that here, and 
in the pages that follow, I am not attempting to 
give a historically accurate account of the rise 
of "Ordinary Language" philosophy. In partic
ular, it is not the case that the various (quite 
different) strategies employed by Ryle, Austin, 
and Wittgenstein were adopted because of diffi
culties encountered in the practice of Moore's 
and Russell's methods, nor because of dissatis
faction with the work of the "constructionalists." 
(In fact, Austin and Ryle were led to their re
spective strategies by such idiosyncratic factors 
as an admiration for Aristotle and, in Ryle's case, 
disenchantment with Husserlian phenomenol
ogy.) The story of the actual lines of influence 
which connect Moore, Russell, the early Witt
genstein, the Vienna Circle, Ryle, Austin, and 
the later Wittgenstein is extremely complicated, 
and for this story the reader is referred to Urm
son [3], Warnock [3], and Ayer [16]. What I am 
presenting here is "dialectical" history, in which 
various "ideal types" (not perfectly exemplified 
by any single philosopher) are pictured as en
gaging in argument. I wish to account for the 
present sitmuion in metaphilosophy by focusing 
on certain elements in the work of Austin, Car
nap, Ryle, Wittgenstein, et al., while ignoring the 
actual genesis of these elements. 

"For further discussion of various senses of 
"giving an analysis," see Section 4 below. 
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"sketches" and "maps," it became in
creasingly apparent that the linguistic turn 
might be leading us toward the same situa
tion (quot homines, tot sententiae) as had 
prevailed in traditional philosophy. As the 
crucial word "transcribed" in Bergmann's 
first criterion became more and more dif
ficult to interpret, the analogies between 
alternative proposals for Ideal Languages 
and alternative metaphysical systems be
came more obvious. In this situation, the 
Ordinary Language philosophers came for
ward to the rescue of the ideal of "philoso
phy as a strict science." Their chosen 
method - "description of the logical be
havior of the linguistic expressions of ordi
nary language" - looked like a straight
forward empirical enterprise. To show 
that a philosophical problem cannot be 
formulated in an Ideal language is inter
esting only if we know that that language is 
adequate for non-philosophical purposes. 
If we cannot test this adequacy, then we 
are in trouble. But we know already that 
English is adequate for non-philosophical 
purposes. We can test the claim that a phil
osophical problem cannot be formulated 
without misusing English if we can only 
determine the correct use of English ex
pressions. Ordinary Language philoso
phers can argue that "constructionalists," 
if they are unable to answer the crucial 
question about a test of adequacy (which 
is, of course, simply another form of the 
question about the meaning of "can in 
principle be transcribed" in Bergmann's 
criterion), have lost precisely the advan
tage of "semantic ascent" which Quine 
cited. For the only sense in which it is true 
that philosophers are better agreed about 
words than about things is that philoso
phers who disagree about everything else 
can agree on how they use words in non
philosophical discourse. If we do not draw 
upon this agreement, then there is no point 
in taking the linguistic tum at all. 

In this introduction, I cannot stop to 
take up the question of whether Ideal Lan
guage philosophers can resolve the diffi
culty of testing "capable of being tran-

scribed in principle." Nor can I consider 
the usefulness, and the limitations, of 
Goodman's "map" analogy. Either task, 
if it were properly done, would involve 
examining the actual practice of Ideal Lan
guage philosophers, judging their methods 
by their fruits, and formulating a theory 
about why some of these fruits are better 
than others. It can only be noted that al
though both sides of the controversy tend 
to agree that the rudimentary sketches of 
languages constructed by Russell, Carnap, 
Goodman, Quine, and Bergmann are use
ful objects of study,34 there exists no con
sensus about why they are useful, or any 
clear account of how we should choose 
among them.3 G Focusing our attention on 
the problem of finding a method which will 
produce agreement among philosophers, 
we must now tum to the complaint that 
Ordinary Language philosophers, despite 
their pretensions, -do not offer us such a 
method. This complaint is made by Max
well and Feigl in an article written in re
action to Strawson's criticism of Carnap. I 
quote their central arguments: 

But will it not also be agreed, even insisted, 
that some philosophical problems do arise 
from failure to distinguish among the various 
meanings or uses of a term and that one of 
the tasks of the philosopher is to 'sort out' 
the various relevant meanings? But in what 
sense, if any, are these various separate and 
distinct meanings already there in ordinary 
language, waiting for the philosopher to un
earth them? Surely the ordinary man (includ
ing ourselves) is not always conscious of 
their being there - otherwise, the 'philo
sophical problems' that rendered the 'sorting 
out' desirable would never have arisen. It 
might be retorted that by calling attention 
to the various uses of relevant terms we can 
often elicit agreement from the ordinary man 
(including ourselves) and in so doing remove 
his philosophical puzzlement. But how are 
we to decide whether this is the correct de-

"There are some who would deny even this. 
See Ryle [7] . 

.. For an attempted resolution of this latter 
problem, see Bergmann [SJ, p. 56. Bergmann's 
discussion, however, turns on a notion of "iso
morphism" which needs further explication. 
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scription of the situation, or whether we 
should say that we have persuaded the or
dinary man to accept 'tightened up', perhaps 
modified - in short, reformed - meanings? 
... We strongly suspect that many cases 
of putative ordinary-usage analysis are, in 
fact, disguised reformations. Perhaps such 
activity differs only in degree from that of 
the avowed reconstructionist or system
builder. 86 

Surely this distinction (the analytic-synthetic 
distinction) is crucial for analytic philosophy; 
for the central concern of the analyst is the 
set of moves made according to the rules of 
the relevant language game. . . . Search 
ordinary usage of a particular linguistic move 
as much as we may, the most we are usually 
able to come up with is the fact that some
times it seems to be made on the basis of an 
analytic premise, at other times on the basis 
of a factual premise; in most cases, ordinary 
use does not provide any definitive basis for 
placing it in either category. The ordinary
language analyst will, thus, in most cases, 
not be able to decide whether the move is 
within his province of certification or not. 
When he professes to do so, we contend, 
he is actually indulging in tacit reformation 
and issuing a stipulation as to what the terms 
in question are to mean.87 

Maxwell and Feig! are saying, in effect, 
that Ordinary Language philosophers do 
not (and, if they are to accomplish any
thing, cannot) "leave everything as it is" 38 

in ordinary language. When they distin
guish senses of terms, or claim that "we 
would not use the expression '- - -' ex
cept in a situation in which ... ," they 
are, so to speak, claiming that English 
could easily be made an Ideal Language, 
not discovering that it is one. The dif
ference between them and their construc
tionist opponents thus amounts to the 
difference between pragmatic Burkeian re
formers and revolutionaries, rather than 

'"See below, p. 193 
17 See below, p. 197. 
"The phrase is Wittgenstein's ([I], Part I, 

Section 124): "Philosophy may in no way inter
fere with the actual use of language; it can in the 
end only describe it. For it cannot give K any 
foundation either. It leaves everything as it is." 

(as they themselves would like to believe), 
to the difference between tough-minded 
practitioners of an empirical discipline and 
disguised speculative metaphysicians. To 
Maxwell and Feig! the phrase "describing 
the logical behavior of the linguistic ex
pressions of natural languages" looks at 
least a~ fuzzy as Bergmann's "every non
philosophical descriptive proposition can 
in principle be transcribed." Questions 
about criteria for "logical behavior" pro
duce methodological problems that are just 
as difficult as questions about when "tran
scription" is possible "in principle." 

A classic reply to this line of argument 
is given in Austin's discussion of "the snag 
of Loose (or Divergent or Alternative) 
Usage" and "the crux of the Last Word." 39 

Austin cheerfully admits, on the first issue, 
that "sometimes we do ultimately disagree" 
(about what we should say in a given situa
tion), but that such cases are rarer than 
one might think. In fact, we can find an 
astonishing amount of agreement, in a 
particular case, about what we would and 
would not say. On the "Last Word" ques
tion (the question of whether "ordinary 
language is the last word"), Austin held 
that there is little point in tightening up or 
reforming ordinary usage until we know 
what this usage is. If, he thought, we spent 
more time in observing how we ordinarily 
use certain words, our eyes would be 
opened to the difference between normal 
usage and philosophical usage, and we 
would see that philosophers make use of 
ordinary connotations of ordinary words, 
but nevertheless use these words in con
texts in which they would never ordinarily 
be used. He offered no guarantee that 
realizing such facts would dissolve any or 
all philosophical problems, but merely 
asked that reform be postponed until our 
present linguistic resources are fully ex
ploited. 

The sweet reasonableness of Austin's 
position is so disarming that one may lose 
sight of the real issue which Maxwell and 

"'See Austin [!], pp. 131-34. 



INTRODUCTION 21 

Feigl raise. Granting, they may say, that 
one may get a surprising amount of agree
ment about what we say when, how do we 
get from such agreement to conclusions 
about the "logical behavior" of words, and 
thus to an empirically testable basis for 
the charge that a philosopher has "mis
used" an expression? This issue may be 
made more explicit by noting some distinc
tions drawn by Cavell between types of 
statements made about ordinary language: 

( 1) There are statements which produce in
stances of what is said in a language ('We do 
say ... but we don't say ---'; 'We ask 
whether . . . but we do not ask whether 
---'); (2) ... statements which make 
explicit what is implied when we say what 
statements of the first type instance us as say
ing ('When we say ... we imply (suggest, 
say) ---';'We don't say ... unless we 
mean---'). Such statements are checked 
by reference to statements of the first type. 
(3) Finally, there are generalizations, to be 
tested by reference to statements of the first 
two types. 40 

Statements of type (3) are those which 
provide Ordinary Language philosophers 
with weapons against their opponents. 
Cavell cites an example from Ryle, who 
says that "In their most ordinary employ
ment, 'voluntary' and 'involuntary' are 
used ... as adjectives applying to ac
tions which ought not to be done." Ryle 
proceeds to argue that philosophers would 
not have been able to create the classic 
problem of the Freedom of the Will so 
easily had they not misused "voluntary" by 
letting it apply to any action, reprehensible 
or not. If we put to one side questions 
about how we verify statements of type 
(1) - questions which have been exhaus
tively discussed in the literature 41 - we 
may ask how, given a good stock of 
such statements, we would use them to ver-

"Cavel! [4], p. 77. 
"The question of whether our knowledge of 

what we would say when is empirical or a priori 
is discussed in Hare [I] and Henle [I] (both re
printed below at pp. 207-17 and 218-23 respec
tively) and in Mates (2), Cavel! [2], Fodor and 
Katz [I], Henson [!], Tennessen [7] and [8]. 

ify statements about the misuse of lan
guage. Statements of type (3) may perhaps 
be regarded as the result of (rather compli
cated) inductive inferences from statements 
of type (1 ), but there seems to be a gap 
between "We do not ordinarily use . . . 
except when " and "Those who use 
. . . when it is not the case that --
are misusing language." Except in a very 
unusual sense of "grammatical," a philoso
pher who says, for example, "All our 
actions save those performed under com
pulsion are voluntary," is not speaking un
grammatically. Except in very unusual 
senses of "logical" and "contradiction," he 
is not saying something which presupposes 
or entails a logical contradiction. About all 
we can say is that if Ryle is right, this phi
losopher is not using words as we ordinar
ily use them. 

When we reach this point, it is tempting 
to say that we need not be too curious 
about how words are ordinarily used, since 
we can always ask the philosopher to define 
his terms (or, if he is unavailable, we can 
infer from his writings what definition he 
might have offered). To be sure, we must 
be careful that he does not give an ordinary 
word a technical sense in one premise and 
its ordinary sense in another. If we catch 
him doing so, we can simply charge him 
with arguing invalidly - a charge which 
antedates, and has nothing in particular to 
do with, the linguistic turn. It seems that 
the only value to philosophy of Austin's 
sensitivity to the ordinary use of ordinary 
expressions is to make us more sensitive to 
the possibility of such ambiguity, and thus 
to the possibility that a philosopher has 
committed the "fallacy of ambiguity." If 
this is so, it would then be just as well to 
drop Strawson's notion of "the logical be
haviour of linguistic expressions of natural 
language" for roughly the same reasons 
that we dropped Carnap's notion of "logi
cal syntax" and Ryle's notion of "logical 
form." As we noted, to find the "logi
cal syntax" or the "logical form" of an 
expression is simply to find another expres
sion which, if adopted in place of the origi-
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nal, makes it harder to raise traditional 
philosophical problems. If we decide that 
the traditional philosophical use of an ex
pression is not to count as part of its ordi
nary use (that is, if the type (1) statements 
we use as a basis for inferring type (3) 
statements do not contain statements made 
by philosophers), it would then seem that 
Strawson's "description of logical behav
ior" can be interpreted as "those general
izations about how we use words which are 
inferred from a sampling of uses, exclud
ing philosophical discourse." (If we do 
include philosophical discourse in our 
sampling, it is hard to see how one could 
get what Strawson wants - a philosophi
cally neutral basis for a charge that a phi
losopher has misused language.) UsiQg 
this interpretation, philosophers need not 
worry (although lexicographers may) 
about how to tell the "logical" features of 
a word from those other, accidental, fea
tures which do not bear on questions of 
misuse. Instead of contrasting ordinary 
uses with misuses (as we once contrasted 
"historico-grammatical syntax" with "logi
cal syntax," or "grammatical form" with 
"logical form"), we can simply contrast 
ordinary uses with special, philosophical, 
uses. 

The preceding line of argument, how
ever, should not blind us to the great im
portance of this contrast. It is important 
because (to repeat yet again a point we 
have noted twice before) the traditional 
view is that philosophical problems are 
created by internal inconsistency among, 
or the inexplicability of, the beliefs of ordi
nary "pre-philosophical" men. A philoso
pher who holds this view is committed to 
stating his problem in a form which does 
not use an} word philosophically. This, as 
Austin's opponents discovered, is not easy 
to do. Whatever one's opinion of the no
tion of "misuse of language," one cannot 
question that many philosophers have 
lived by taking in each other's (and their 
predecessors') washing - taking it for 
granted that there is a Problem of the Ex
ternal World (or Truth, or Free Will, etc.), 

and proceeding to criticize, or produce, 
solutions without asking whether the 
premises which produce the problem are 
actually accepted by ordinary men. Nor 
can one question that this carelessness is 
partially due to the fact that the putatively 
commonsensical premises invoked by 
those who formulate the problems are in 
fact premises in which a special, philo
sophical, sense has tacitly been given to an 
ordinary expression. This does not prej
udice the suggestion that detection of this 
fact may lead to a dissolution of many, or 
perhaps all, philosophical problems. But 
even if such dissolution should occur, it 
should not be described as a discovery that 
philosophers have misused language, but 
rather as a discovery that philosophers' 
premises are either (a) dubious or plainly 
false (when the expressions they contain 
are construed in ordinary ways), or (b) im
plicit proposals for the reform of language. 

It may seem that alternative (b) offers 
the traditional philosopher a way to escape 
the unsettling conclusion that his pet prob
lems have been dissolved. For, he may say, 
I have as good a right to use jargon as any 
other specialist, and my "disguised pro
posals" are simply attempts to get a real 
problem properly into focus - something 
which ordinary language will not permit. 
But this, of course, will not do. A specialist 
may have a right to use jargon when he 
begins to answer questions, but not in the 
formulation of those primordial questions 
which originally impelled him to inquire. 
A philosopher who takes this line will 
therefore have to swallow the conclusion 
that philosophical problems are made, not 
found. If he does so, he will have to explain 
why he constructs such problems, and 
justify his no-longer-disguised proposals on 
the basis of a claim that we need these 
problems. He will have to say that if ordi
nary beliefs do not raise them, then so 
much the worse for ordinary beliefs. A few 
philosophers have consciously taken this 
road - notably Heidegger, in his discus
sion of Seinsvergessenheit, its cause and 
cure. But one who takes it is committed to 



INTRODUCTION 23 

the view that philosophy is not a subject in 
which agreement may be reached by argu
ment. Clearly, there is no point in arguing 
with such a philosopher about whether his 
is the correct view of philosophy, nor is 
there any need to do so. The linguistic tum 
in philosophy is a reaction against the no
tion of philosophy as a discipline which 
attempts the solution of certain traditional 
problems - problems (apparently) gener
ated by certain commonsense beliefs. If 
philosophy in the future becomes Heideg
gerian meditation, or, more generally, be
comes the activity of constructing new 
language-games for the sheer joy of it (as 
in Hesse's Magister Lud1) - if, in short, 
philosophers drop their traditional concep
tion of the nature of their discipline -
then linguistic philosophers will have noth
ing left to criticize. The critical thrust of 
the linguistic movement in contemporary 
philosophy is against philosophy as a 
pseudo-science; it has no animus against 
the creation of a new art form within 
which, consciously rejecting the goal of 
"solving problems," we may carry on in 
the open an activity previously conducted 
behind a fa!;ade of pseudo-scientific argu
mentation. 

Let me now return to Maxwell's and 
Fei!ll's criticisms of Ordinary Language 
Philosophy, and contrast my own ap
proach to the issues they raise with another 
which might be taken. One might argue 
that given the development of suitable lin
guistic theories and techniques, we can in 
fact do w~at ~axwell and Feig! think we 
cannot - that 1s, construct a grammar and 
a dictionary for a natural language such as 
English and discover, by consulting them, 
that philosophers misuse English, in a per
fectly straightforward sense of "misuse." 
Recent developments in empirical lin
guistics have suggested ways in which a 
much more comprehensive grammar, and 
a much more rationally constructed dic
tionary, might be composed.u These de
velopments have resulted in a cooperative 

.. See Fodor and Katz (3), and also Ziff (2J. 

effort by philosophers and linguists to 
clarify our ordinary notions of "grammati
calness" and "meaning." On the philoso
phers' part, this effort has been in large 
part motivated by a feeling that Austin was 
on the right track, but that his sensitive ear 
for usage needs to be supplemented by less 
subjective tests. o&s 

If one answers Maxwell and Feig! in this 
way, however, one must justify the exclu
sion of philosophers' utterances from the 
data which we include in our inductive 
base - that for which we feel compelled to 
account. To take a concrete case, when Ziff 
says that "philosophers who speak of 'the 
rules of language' (or of 'moral rules'), are, 
I believe, misusing the word 'rule',""" he 
could presumably defend his belief by say
ing that we shall fail to find a relatively neat 
and simple account of the meaning of 
"rule" which will include most uses of the 
term plus these philosophers' loeutions, 
whereas by leaving out these locutions (and 
perhaps some others), we can get such an 
account. This may well be true. If we want 
a dictionary whose entries are something 
more than very long disjunctions of (equal
ly respectable) alternative senses, we shall 
have to say that some occurrences of a term 
are, in Ziff's words, "minor, derivative, or 
deviant." o&G The important point, however, 
is that although "deviance" is sometimes 
intuitively detectable, at other times we 
say that an utterance is deviant simply be
cause an account of the meaning of a word 
contained in it would otherwise be unbear
ably complicated. (Ziff's claim about 
"rule" is certainly one of the latter cases.) 
But now we are faced with a choice be
tween making life difficult for linguists and 
making life impossible for tradition
minded philosophers. If the force of the 
charge that a philosopher is misusing lan
guage is merely that bis use of a word is 
hard for the linguist to handle, then it 

.. Thus we find Ziff using "Miracula siM doc
trina nihil valent" as the epigraph for Semantic 
Analysis. · 

.. Ziff [2), p. 35 . 
"Ziff [2], p. 247. 
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seems best sim?IY to distinguish between 
senses, or meanings, of the word, and drop 
the notion.of "misuse" altogether. If, as we 
suggested above, such a distinction will do 
all that the original charge of "misuse" 
could do (viz., alert us to the possibility of 
a "fallacy of ambiguity" in a philosopher's 
arguments), then nothing except an ant~
cedent prejudice against traditiona_l phi
losophy would justify our continmng to 
make the latter charge. 

This does not mean that improvements 
in linguistics are inelevant to philosophy. 
An improved science of linguistics and an 
improved philosophy of language .may 
provide a philosophically neutral, s.tra1ght
forwardly empirical, way ef sortmg out 
"separate and distinct meanings" (or 
senses) in ordinary language, and thus 
allay Maxwell's and. Feigl's suspicion that 
we make, rather than find, such distinc
tions. To do this would be a great accom
plishment, if only. because it would put a 
stop to endless, inconclusive . quibbling 
among Ordinary Language Phdosophers 
about whether, or how, a given word is 
ambiguous. But such advances would not 
bring us closer to sho':"'~· that o~dinary, 
non-philosophical English 1s Ideal 10 Berg
mann 's sense, because it would bring us no 
closer to showing that a philosopher's use 
of a term is actually illicit. If a philosopher 
simply says, for example, "From here on I 
shall use 'vobmtary action' as synonymous 
with 'action not done under compulsion' " 
(or if we realize that he is consistently 
treating these two expressions as synony
mous), we may then object on aesthetic or 
practical groundi; to his hav~~g pointlessly 
given a new sense to a fam1har term, but 
we cannot use this objection to dissolve the 
problem which he proceeds to construct. 
To show that his use was illicit would re
quire a demonstration that his arguments 
embody the fallacy of ambiguity, through 
playing back and forth between, for exam
ple, the new and the old sense of "volun
tary." But that is something we already 
know how to do, and which philosophers 
have been doing ever since Aristotle. 

4. CRITERIA OF SUCCESS IN ANALYTIC 
PHILOSOPHY 

The results of the preceding section may 
be summarized as follows: (1) Even if no 
adequate tests are available for determin
ing whether a given language is Ideal, the 
sketches of possible new languages drawn 
by Ideal Language philosophers may 
nevertheless lead us to abandon the at
tempt to solve certain traditional philo
sophical problems. (2) In the absence of 
such tests, however, no knock-down argu
ment can be given for the claim that these 
problems are unreal, "merely verbal," 
meaningless, or "pseudo-." (3) Noting that 
the senses given to certain ordinary words 
by philosophers differ from the senses they 
bear in non-philosophical discourse may 
enable us to dissolve certain formulations 
of traditional philosophical problems by 
noting that the apparently commonsensical 
primary premises used to construct such 
problems are actually in need of justifica
tion, since a new sense of a crucial word is 
being employed in them. Although there 
may be a way of formulating the problem 
which does not involve using words in un
usual ways, we may legitimately refuse to 
be bothered by the problem until a new 
formulation is actually produced. (4) The 
activity of dissolving problems by detecting 
such unusual uses of words ca.nnot, how
ever, be described as detection of a philoso
pher's "misuse" of language, except in a 
trivial and misleading sense of "misuse" 
- one which identifies it with "philosophi
cal use." 

With these resulis in mind, we can now 
take up the question we previously de
ferred: do linguistic philosophers actually 
have criteria for philosophical success 
which are clear enough to permit rational 
agreement? It is obvious (and uninterest
ing) that they do, when the subject upon 
which agreement is required is sufficiently 
specialized. For example, it has long been 
a desideratum of Ideal Language Philoso
phy to produce an inductive logic which 
would be "extensional" in that its canons 
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could be stated in a language employing 
only "descriptive" predicates and (rough
ly) the logical equipment available in Prin
cipia Mathematica (thus avoiding the use 
of a primitive notion of "causal connec
tion"). This attempt has thus far failed, but 
the criteria for success are quite clear. 
However, when we ask whether there are 
criteria for success in achieving the primary 
task of linguistic philosophy - dissolving 
philosophical problems - things are not 
so clear. The primary reason that philoso
phers yearn for an extensional inductive 
logic is their conviction that once we had 
one, we would have dissolved the problem 
of "the nature of causality." But it is by no 
means clear why a philosopher who could 
succeed in giving criteria for distinguishing 
"accidental conjunctions" from "causal 
connections" without having to appeal to a 
primitive notion of "causal efficacy" or 
"nomologicality" would thereby have put 
to rest the traditional puzzles about causal
ity. For it is not clear what these puzzles 
are. If, for example, a traditional meta
physician rejoins that inductive logic can 
only tell us which connections are causal, 
but not what causality is, there is little that 
the Ideal Language Philosopher can say, 
except that he now knows as much about 
causality as he wants to and that he does 
not understand what further problems 
arise. If we rejoin that in an Ideal Language 
we could simply talk, with Goodman, 
about projectable and unprojectable, ill
confirmed and well-confirmed, hypotheses, 
and never talk about "causes" and "ef
fects" at all, then we would still have to 
show that such a language is "adequate" 
for all non-philosophical purposes. But it 
is not clear what could show this. 

When we turn to Ordinary Language 
approaches, we find once again that ra
tional agreement is possible on delimited 
and speciaJ:zed questions. If a philosopher 
says "We would not say 'this caused that' 
unless ---," and is presented with a 
counter-example - a situation in which 
--- is not the case and we certainly 
would say "this caused that" - then he is 

simply wrong. As Austin's work showed, 
there is sufficient agreement about "what 
we would say if . . ." to permit us to settle 
such questions on empirical grounds. (And 
ifthere is not sufficient agreement among 
philosophers, we still can fall back on ques
tionnaires, interviews with men in the 
street, and the like.) The difficulties arise 
when we go from such agreement to state
ments of the form "It is part of our concept 
of A that all A's must be B's" or "It is a 
conceptual (logical, grammatical) truth 
about A's that all A's must be B's" and the 
like. Here all the difficulties about analytic
ity mentioned by Maxwell and Feig! raise 
their heads; it becomes embarrassing that 
there is no agreed-upon theory about when 
a word's meaning has been extended and 
when it has been changed, or about the dif
ference between distinct senses and distinct 
meanings. The lack of such a theory is em
barrassing because a philosopher who is 
toying with the idea of non-Bish A's can 
usually dream up a science-fiction-like situ
ation in which most of the usual criteria for 
Abood, but few or none of the usual cri
teria for Bhood, are met. He can then insist 
that we should continue to use "A" to de
scribe the situation in question, and who 
can prove him wrong? His more conserva
tive colleagues may wish to insist that, 
given this use, the meaning of "A" (and . 
thus our concept of an A) would have 
changed (or that "A" would now have been 
given a new sense), but who can prove them 
right? And what philosophical problem 
would be clarified, solved, or dissolved by 
a correct prediction about how people 
would adjust their linguistic behavior to 
cope with a changed environment? 

These considerations suggest that the 
extent of agreement among linguistic phi
losophers about criteria for philosophical 
success is inversely proportional to the 
relevance of their results to traditional phil
osophical problems. Oxford philosophers 
(like Strawson) noted that Ideal Language 
philosophers had begun to play the game 
of building an extensional elementaristic 
language for its own sake, and had lost 
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touch with the problems which arose from 
the use of ordinary language. In reaction to 
this, Oxford philosophers tried to find a 
logic of ordinary language. But when it be
came apparent that they could disagree just 
as heartily and inconclusively about this 
logic as traditional metaphysicians had dif
fered about the ultimate structure of reali
ty, the need for criteria for "conceptual 
(as opposed to empirical) truth," for 
"sameness of meaning (or of sense)," and 
related notions became painfully evident. 
Furthermore, it began to seem that Oxford 
philosophers were playing the game of dis
covering "what we would say if ... " for 
its own sake. Concern about the shaky 
metaphilosophical foundations of Oxford 
philosophy has recently expressed itself in 
an upsurge of interest in the philosophy of 
language. The philosophical journals are 
now filled with articles analyzing the notion 
of "meaning," "(linguistic) use," "rule of 
language," "speech-act," "illocutionary 
force of an utterance," and the like. It is 
too soon to make any firm predictions 
about the results of these efforts. Although 
the development of a philosophy of lan
guage which is "the philosophy of lin
guistics, a discipline analogous in every 
respect to the philosophy of physics, the 
philosophy of mathematics . . . and the 
like" 46 will rid us of the off-the-cuff, ama
teurish dicta about language which have 
been taken as points of departure by the 
various schools of linguistic philosophy, it 
is not clear that this development will help 
linguistic philosophers obtain the sort of 
"conceptual truths" they seek. Ziff, for ex
ample, at the conclusion of a systematic, 
thorough, and subtle attempt to construct 
criteria for answering the question "What 
does the word' .. .'mean," offers the fol
lowing hypothesis about what "good" 
means: answering to certain interests. In 
the course of his argument, he notes that 
utterances "which have traditionally been 
of interest to philosophers" - for exam
ple, "It is good to be charitable" and "A 

"Fodor and Katz [2], p. 18. 

charitable deed is something that is in
trinsically good" - must be treated as 
"deviant." 47 One reason why they must be 
so treated is they do not fit the hypothesis 
that "good" means "answering to certain 
interests," while this hypothesis does cover 
the great majority of utterances containing 
the word "good." We may well accept 
Ziff's hypothesis, but we must then recog
nize that such an account of the meaning 
of "good" leaves moral philosophers with 
nothing to get their teeth into. The tradi
tional problems have, after all, been con
structed with the aid of deviant utterances. 
Practically any ethics, or meta-ethics, is 
compatible with the fact that the vast ma
jority of relevant linguistic phenomena is 
accounted for by Ziff's hypothesis. 4s It 

"Ziff [2], pp. 238-39. (For the formal state
ment of what "good" means, see pp. 247 ff.) 

.. It might be said that the evidence for Zifl's 
theory about the meaning of "good" is evidence 
for the truth of a naturalist meta-ethics, and 
against the truth of an intuitionist or an emotivist 
meta-ethics. If one conceives Moore (in Prin
cipia Ethica) and Stevenson (in Ethics and Lan
guage) as concerned with answering the question 
"What does 'good' mean?" this would seem to 
be so. Since both Moore and Stevenson do con
ceive of themselves, in part at least, as answering 
this question, it would seem off-hand that if Ziff 
is right, they are wrong. But things are not that 
simple. Moore and Stevenson (as well as such 
naturalists as Dewey and Perry) were concerned 
with developing a theory about what counts as 
proper justification of a moral choice, about the 
possibility of resolving moral disputes, and about 
the similarities and differences between our 
knowledge of what is good and our knowledge 
of other matters. Such a theory is inseparable 
from a general epistemological theory. Theories 
of such generality are not knocked down by 
facts about the meanings of particular words, 
and it is hard to imagine Moore or Stevenson 
being greatly bothered by Zifl's result. It is 
much easier to imagine them saying that most of 
the questions in which they were interested may 
be restated in terms of criteria for deciding what 
interests one should have. 

On the other hand, it should be conceded that, 
faced with such techniques and results as Zifl's, 
linguistic philosophers will probably cease phras
ing their problems as questions about the mean
ings of words. Their habit of phrasing problems 
in this way in the past may stand revealed as 
little more than a handy heuristic device which 
suggested, misleadingly, that they had clear and 
straightforward criteria for the truth of their 
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thus seems that all Ziff's account offers to 
philosophy is the familiar conclusion that 
philosophers' questions are rather peculiar. 
In general, we might expect that the inter
ests of empirical linguistics will best be 
served by treating as deviant, among 
others, precisely those utterances which 
have engendered philosophical perplexity, 
and by providing accounts of the meanings 
of terms which are too banal to permit the 
derivation of philosophically interesting 
"conceptual truths." To the extent to which 
philosophers transform themselves into 
empirical linguists, a consensus among in
quirers will once again have been bought 
at the cost of relevance to traditional philo
sophical problems (not simply relevance to 
their solution, but relevance to their dis
solution, unless "deviance" is taken to be 
a sufficient condition for dissolubility). 

These rather pessimistic conclusions 
may be reinforced and clarified if we ap
proach the question of agreement among 
linguistic philosophers from a different 
angle. Consider the notion of "giving an 
analysis." "Linguistic philosophy" and 
"analytic philosophy" are often used inter
changeably, and one might expect that the 
linguistic philosophers' criteria for philo-

theories. But if this should happen, it would not 
be a sign that developments in linguistics had 
enabled us to answer philosophical questions, but 
rather a sign that these developments had made 
us dubious about the questions themselves. Just 
as the development of an empirical science of 
psychology caused philosophers to stop phrasing 
their questions as questions about how the mind 
works, and the development of modern formal 
logic made them stop writing works on episte
mology (such as Bradley's Principles of Logic) 
in the guise of treatises on reasoning, so the de
velopment of empirical linguistics may force 
them to find new descriptions of what they want 
to do. (For a contrary view of the relevance of 
developments in linguistics to philosophy, see 
Fodor and Katz [3] and the paper by Katz at pp. 
340-55 below. I should argue that these writers 
neglect the possibility that such developments 
will cause philosophers to have doubts about the 
thesis that "philosophical questions are questions 
of language," and force them to find a sense of 
"question of language" in which certain questions 
of language are outside the purview both of em
pirical linguistics and of the philosophy of lan
guage.) 

sophical success would boil down to cri
teria for "giving a correct analysis." A full 
account of the checkered career of this 
notion is beyond our present scope.49 

Therefore, for the sake of simplicity, let us 
restrict consideration to cases where both 
the analysandum and the analysans are 
statements, rather than propositions, sen
tences, concepts, or words.GO Now, one 
might suggest that S' is a correct analysis of 
S if some or all of the following conditions 
are fulfilled: 

( 1) s· and s are materially equivalent (that 
is, have the same truth-conditions). 

(2) S' and S are materially equivalent by 
virtue of the structure of English (that 
is, the fact that they have the same 
truth-conditions can be determined by 
linguistics alone, rather than by linguis
tics plus further empirical research). 

(3) A language which contained S' plus the 
rest of English, but did not contain S, 
would be as adequate as ordinary Eng
lish. 

( 4) A language which contained s· plus the 
rest of English, but did not contain S, 
would be less misleading than ordinary 
English. 

(5) S' would normally be accepted (without 
hesitation, rather than after philosophi
cal debate) by speakers of English as 
an accurate paraphrase of S, in any non-

"See the articles by Black and Stebbing on the 
nature of philosophical analysis listed in the bib
liography, as well as the references listed under 
the entry for Langford [3 ]. See also Korner [2] 
and [5], and the essay by Urmson at pp. 294-301 
below. 

'°In making this restriction we are (pace 
Moore) taking methodological nominalism for 
granted - i.e., assuming that talk about concepts 
and propositions may be dismissed in favor of 
talk about linguistic expressions. We are also 
assuming that. since the analysis of the use of a 
word will usually draw upon analyses of state
ments in which the word is employed, problems 
about the criteria for correct analyses of the 
meanings of words will require solutions to prob
lems about criteria for the correct analyses of 
statements. 

On the issue between Moore and Malcolm, 
about whether analysis of concepts and proposi
tions can be reduced to explication of linguistic 
usage, see Malcolm [5] (reprinted at pp. 111-24 
below), Langford [3 ], Moore [3 ], Carney [2], and 
Chappell [I]. 
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philosophical conversation in which S 
occurred. 

The last of these conditions might be ac
cepted by a philosopher who insisted on 
fidelity to ordinary language.51 But reflec
tion makes clear that (5) is so strong as to 
forbid any philosophically interesting 
analyses. A normally accepted paraphrase 
will usually be felt by philosophers to be 
as much in need of analysis as the analy
sandum itself. 52 

When we turn to (3) and (4) we are back 
with the familiar problem of the vagueness 
of "adequate" and "misleading." To help 
eliminate this vagueness it is natural to turn 
to (1) and (2). If we take "as adequate as" 
to mean "as well able to permit a differen
tial linguistic response to every given situ
ation as," then the satisfaction of (1) would 
seem to entail the satisfaction of (3).53 But 
for any case in which a cause C invariably 
produces the effects E and E', and in which 
nothing else ever produces E and E', the 

51 Indeed such a condition seems to be sug
gested by Urmson's criticism of Ryle's claim that 
"to believe something is to manifest a disposi
tion" on the ground that "when we say 'I believe 
that .. .' we do not say that we are thereby 
manifesting any profound dispositions" (p. 307 
below). 

62 This is true of Ordinary Language philoso
phers as well as Ideal Language philosophers. 
Consider as an analysandum a statement used 
as an example in a debate between Austin and 
Strawson about truth: "What the policeman said 
was true." (lbis debate is included in Truth, ed. 
George Pitcher [Englewood Cliffs, 1964]; see 
also Strawson's "Truth: A Reconsideration of 
Austin's Views " The Philosophical Quarterly, 
XV [1965], 2'89-301.) Normally accepiable 
paraphrases would be statements like "The po
liceman was right" or "What the policeman said 
corresponds to the facts." The latter paraphrase 
is pounced on by Austin as a take-off point for a 
defense of the correspondence theory of truth. 
Strawson, in contesting this defense, never con
tests that this paraphrase would, indeed, normal
ly be accepted. Instead, he argues that it does not, 
as Austin thinks, provide us with a useful clue to 
a philosophically interesting account of what it 
is for a statement to be true. 

.. Construing "given situation" in a way which 
permits this entailment results from the adoption 
of what Urmson calls the "unum nomen, unum 
nominatum view of the function of words" (see 
Urmson [3], pp. 188 fl.). 

truth-conditions of "This is E" and "This is 
E' "will be the same - namely, the occur
rence of C. Since, however, E and E' may 
be, respectively, a certain state of the 
nervous system and a certain sensation, 
and since no one wants to say that a state
ment about the former is an analysis of a 
statement about the latter, (1) is too weak. 
We are forced to recognize that "a given 
situation" may be described in many ways, 
and that for one language to be as adequate 
as another entails that the former be able to 
describe what is, in one sense, "the same 
situation" in as many ways as the latter. To 
eliminate such cases as E and E', we must 
move on to the stronger condition (2), and 
thus into problems about the nature and 
the limits of empirical linguistics. 

Among these problems are the three dif
ficulties suggested above: 

(a) it seems clear that many statements are 
such that no necessary and sufficient 
conditions for their truth can be found 
by inspection of linguistic behavior.54 

(b) where an S' which expresses necessary 
and sufficient conditions for the truth of 
S can be found by the methods of lin
guistics, it will often tend (for reasons 
discussed above) to be what we have 
referred to as a "normally acceptable 
paraphrase" -- a banality which does 
not meet condition ( 4) in that it is no 
less, if no more, "misleading" (in any 
familiar philosophical sense) than the 
analysans itself. 

(c) analyses produced by inspecting present 
linguistic behavior of speakers of Eng
lish leave open the possibility that this 
behavior will change in such a way that 
S' will no longer be a necessary or suf
ficient condition for the truth of S. This 
would happen if "S, but not S'," ceased 
to be a deviant utterance, although no 
new sense, or meaning, of any compo
nent of S (nor of S') had been intro
duced. In such a case, it would seem 
counter-intuitive to claim that S' re
mained a correct analysis of S . 

.. See Ziff [2], pp. 184-85, the discussion of 
"cluster concepts" in Putnam [!], and Wittgen
stein [I], Part I, Sections 67-107. 
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How serious these difficulties are, from 
the point of view of agreement among lin
guistic philosophers, is hard to say. The 
first two would be obviated if, in practice, 
it turned out that the statements which 
philosophers want analyzed do have non
banal truth conditions which could be. dis
covered by the methods of linguistics. The 
third might be surmounted by arguing that 
analyses of how we now use words and 
statements suffice for philosophical pur
poses, and that the possibility of linguistic 
change is no more fruitful a subject for 
philosophical speculation than the possi
bility of a change in "the ultimate structure 
of reality." 

There is no point in speculating about 
whether actual success in practice will sur
mount the first two difficulties. We just 
have to wait and see. But something needs 
to be said about the proposed strategy for 
getting around the third difficulty. In pre
senting the difficulty, I suggested that it 
would be counter-intuitive to say both that 

(I) S' is now a satisfactory analysis of S 
and 
(2) Without any word used in S having 

changed its meaning, or being used in 
a new sense, S' might cease to be a sat
isfactory analysis of S. 

It would be counter-intuitive because phi
losophers think of analysis as having some
thing to do with meaning, and they tend to 
assume that correct analyses cannot lose 
their correctness while meaning remains 
unchanged. This cluster of intuitions and 
assumptions comprises the view that the 
truth conditions for statements, and the 
meanings of the words used in statements, 
are internally related to one another. This 
view - now usually labeled "Verifica
tionism," and derided as an unfortunate 
remnant of Logical Positivism - is usual
ly attacked by reductio ad absurdum argu
ments. Such arguments show that if we 
infer from any change in the truth condi
tions of the statement of the form "This is 
an X" to the conclusion that "X" has 
changed its meaning, or is being used in a 

new sense, or now stands for a different 
concept, then we are forced to say, for ex
ample, that the general acceptance of a 
new experimental method for determining 
the presence of X's (even in cases in which 
previous criteria for Xhood are unsatisfied) 
automatically brings about a change of 
sense, meaning or concept. 55 If it is agreed 
that this consequence is absurd, we face the 
problem of finding a sense of "giving an 
analysis" of S which either loosens the 
original connection with "meaning," loos
ens the original connection with truth con
ditions, or both. Since, however, it is hard 
to imagine a sense of "analysis" which does 
not involve the satisfaction of (1) and (2), 
only the first of these projects seems prom
ising. 

In order to loosen the connection with 
"meaning," we might say, in accordance 
with the strategy suggested above, that we 
are interested not in what an expression 
means, but in how it is used at present. 
Granting that S might someday be used 
quite differently, while all its components 
retained their present meaning, it does 
seem reasonable to suggest that if we could 
get an account of its present use, we would 
have whatever it is that philosophers want 
when they ask for "analyses." It further 
seems reasonable to suggest that "an ac
count of its present use" would be given if 
non-banal necessary and sufficient condi
tions for the truth of S were agreed upon by 
most speakers of English. However, it must 
be noted that if we settle for this, we are 
deprived of inferences from statements like 

(A) The correct analysis of "This is an 
X" is "This is Y and Z" 

to statements like 
(B) It is a necessary truth about X's that 

they are Y. 
Statements such as (B) might well be 
inferred from statements like (A), as 
long as we retain the assumption that the 
correct analysis of "This is an X" could 
not change unless the meaning of "X" 

.. For examples of such arguments, see Put
nam [I] and [3], and Chihara and Fodor [I]. 
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changed. But once this assumption is 
dropped, we are no longer in a position to 
derive quasi-metaphysical statements such 
as (B) from statements like (A), for the 
latter will only concern the way in which 
X's are talked about at a given time, rather 
than the "essence" of Xhood. Even if, in 
accordance with methodological nominal
ism, we grant that to know the meaning of 
"X" is to know the essence of X's, no state
ment about "X" short of a complete ac
count of its meaning could give us such 
knowledge. We may conclude that the sug
gested strategy for getting around the diffi
culty posed by the possibility of linguistic 
change leads us to a further difficulty: we 
must now say that the philosophical pur
poses which lead us to search for analyses 
of statements will be served even if we are 
no longer able to make such statements 
as (B). 

Our discussion of possible senses of 
"giving an analysis" tends to confirm our 
original pessimism about the ability of lin
guistic philosophers to come to rational 
agreement about the solution or dissolution 
of philosophical problems. But more needs 
to be said, for two assumptions which have 
played an important part in our discussion 
may well be questioned. One hears less and 
less in the current literature about "dis
solving problems" or about "giving analy
ses." Instead, one finds claims to have 
discovered necessary truths about various 
sorts of entities (intentions, actions, sensa
tions, thoughts, etc.), without any sugges
tion that these truths are deduced from 
analyses of statements about such entities, 
and with only cursory reference •to the tra
ditional philosophical problems about 
them. It would seem, then, that neither the 
assumption that the primary task of lin
guistic philosophy is to dissolve traditional 
problems, nor the assumption that its pri
mary method is to produce analyses, corre
sponds to present practice. Indeed, much 
current philosophical practice seems to dif
fer from the practice of traditional philoso
phers only in the adoption of what I have 
called "methodological nominalism." 

It is clear that one can defend a state
ment like (B) above (a "necessary truth" 
about a kind of entity) and yet not attempt 
to give necessary and sufficient truth con
ditions for any statement, or to give a com
plete account of the meaning of any word. 
Consider the following thesis. 

(1) A person who understands the meaning 
of the words "I am in pain" cannot utter 
these words with the intention of mak
ing a true assertion unless he is in pain 
(or unless his utterance is a slip of the 
tongue - a complication that can here 
be ignored) .56 

We find this common doctrine about pain
reports backed up by arguments stating 
that unless a sense can be found for the 
notion of "pain-hallucination," or some 
similar notion, we cannot imagine a situa
tion which would be a counter-example to 
the doctrine. Opponents of (T), however, 
proceed to construct a sense for "pain
hallucination" by describing a hypothetical 
technique for determining whether a per
son is in pain other than his own report -
for example, by detecting a brain-state 
constantly con joined with such reports. 57 

Faced with a case in which a person (whose 
knowledge of the words "I am in pain" 
has never previously been questioned) sin
cerely reports that he is in pain, but the 
appropriate brain-state is absent, would we 
not find it reasonable to describe him as 
having a pain-hallucination? In rebuttal, 
defenders of (T) can say either that "pain" 
would in this case no longer have its origi
nal meaning (or sense), or that however we 
might describe this weird case, it could not 
be in terms of the notion of "pain-hallu
cination," since this notion is just senseless. 
But the second alternative is clearly ques-

,. Sidney Shoemaker, Self-Knowledge and 
Self-Identity (Ithaca, 1963), p. 168. Shoemaker 
says that he "takes this to be a necessary truth." 

'
1 See Putnam, "Minds and Machines," in Di

mensions of Mind, ed. S. Hook (New York, 
1960), pp. 138-64, esp. pp. 153 ff.; and also 
Rorty, "Mind-Body Identity, Privacy and Cate
gories," The Review of Metaphysics, ( 1965 ), 24-
54, especially pp. 41 ff. 
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tion-begging, and the first embodies just 
that Verificationism which post-positivistic 
linguistic philosophers unite in rejecting. 
Defenders of (T) are thus driven to say that 
it is pointless to introduce such hypotheti
cal science-fiction situations. But this 
means that instead of talking about "neces
sary truths" we must rest content with re
marks like the following. 

(T') Given our present linguistic practices, 
no objection can be raised to an in
ference from "Jones, who knows the 
meaning of the words he uses, sincerely 
asserts that he is in pain and has not 
made a slip of the tongue" to "Jones 
is in pain." 

One may, in fact, be willing to stop talk
ing about "necessary truths" if one be
lieves, as most linguistic philosophers do, 
that many traditional philosophical prob
lems have arisen because philosophers 
were not sufficiently careful about noting 
that certain questions are simply silly 
(where "silly" means something like "such 
that our present linguistic practice does not 
provide an agreed-upon way of answering 
them"). The example of Wittgenstein sug
gests how extraordinarily effective the 
detection of such silliness can be. But if 
we make such a tactical retreat, then our 
description of our general strategy will 
have to be changed. We will have to drop 
the claim to be continuing the great phil
osophical tradition of finding out the es
sence of X's, and fall back on the notion 
of philosophy which was held by the posi
tivists - philosophy as an essentially criti
cal activity, an activity whose success is 
measured by its ability to dissolve such 
problems. Suppose that one's philosophical 
claims are restricted to claims about what, 
as our language now works, it is silly to 
ask, and that one's criterion of silliness is 
that no procedure of answering these ques
tions suggests itself naturally to users of the 
language. The fact that somebody can 
come up with an imaginative suggestion 
about how such a procedure might come 
into existence can then be shrugged off. 

For one will have done one's job once one 
has noted that as things stand, questions 
like "How do I know that I am in pain?" 
are silly questions, and that a philosophical 
theory which insists on answering such 
questions needs to justify asking them. But 
if one's aim is to continue the task of tra
ditional philosophy - discovering the na
ture of, for example, sensations or feelings 
- then this fact cannot be shrugged off. 

These considerations show that the dif
ficulties which beset attempts to offer anal
yses of statements apply in equal measure 
to attempts to offer necessary truths 
("partial analyses," as they are sometimes 
called). They also show that the attempt to 
disassociate linguistic philosophy from its 
commitment to the positivistic effort to 
dissolve philosophical problems, and to 
reunite it to the Great Tradition, is likely 
to fail. The current practice of linguistic 
philosophers makes good sense if it is seen 
as an attempt to dissolve traditional prob
lems by noting, for example, fallacies of 
ambiguity in arguments which purport to 
show that philosophical problems exist, or 
the fact that certain questions which phi
losophers think need answering are in fact 
silly, since the language as now used pre
sents no procedures for answering them. It 
does not make good sense when seen as an 
attempt, in Austin's words, to use "a 
sharpened awareness of words to sharpen 
our perception of, though not as the final 
arbiter of, the phenomena." 58 This cele
brated and cryptic phrase would be intel
ligible if we had independent criteria for 
knowing what the phenomena are like, in
dependent of our knowledge of how words 
are used, and could thus assess the ade
quacy or accuracy of our language. But 
the point of methodological nominalism is 
precisely that no such check is possible. 
Without it, the claim that we find out 
something about non-linguistic phenom
ena by knowing more about linguistic 
phenomena is either an idle conciliatory 
gesture or a misleadingly formulated re-

08 Austin [I], p. 130. 
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minder of the innocuous fact that state
ments about "X" can often be paraphrased 
as statements about X's, and conversely. 
Our tendency to insist that philosophy is 
something quite different from lexicog
raphy can be assuaged without such 
gestures. It can be assuaged by seeing phi
losophy as lexicography with a purpose -
the purpose which the positivists originally 
formulated. Discoveries about how we use 
words now (without any reference to 
"meaning," or to "conceptual analysis") 
do, in practice, help us to dissolve philo
sophical problems. The extra-linguistic 
reality which contemporary philosophers 
help us to understand can thus be taken 
simply as the history of philosophy (and 
the temptations to philosophize which 
threaten to prolong this history). If one 
finds this view of the work of the linguistic 
philosopher too restrictive, one must 
either (a) surmount the difficulties con
cerning the gap between "our present use 
of 'X' " and "the meaning of 'X' ," or (b) 
find some way of going from facts about 
"our present use of 'X' " to statements 
about "our concept of Xhood" or "the es
sence of X's" which does not go through 
the notion of "meaning," or (c) repudiate 
methodological nominalism by finding 
some way of judging the accuracy or ade
quacy of our present use of language by 
reference to antecedently-established facts 
about concepts or essences. 

I suspect (but cannot show) that none 
of these three alternatives is viable. I con
clude, therefore, that the question "Do 
linguistic philosophers have criteria for 
philosophical success which are clear 
enough to permit rational agreement?" 
should be construed as I have thus far: 
"Do they have criteria for success in dis
solving philosophical problems?" If, for 
the reasons indicated, we cannot have 
satisfactory criteria for "correct analyses" 
or for "necessary truths," whereas we can 
have satisfactory criteria for descriptions 
of how linguistic expressions are currently 
used, then the crucial question becomes: 
"Do linguistic philosophers have agreed-

upon principles in accordance with which 
they can infer from facts about current lin
guistic practice to the dissolution of a 
given philosophical problem?" The answer 
to this question must be negative, if one 
means by "the dissolution of a philosophi
cal problem" a demonstration that there 
is, tout court, "no problem" about, for ex
ample, perception, free will, or the exter
nal world. (To show that would require 
agreement about the correct analyses of 
all relevant concepts, or on all necessary 
truths about the relevant entities.) The 
answer is affirmative if one means instead 
a demonstration that a particular formula
tion of a given problem involves a use of 
a linguistic expression which is sufficient-
ly unusual to justify our asking the philos
opher who offers the formulation to re
state his problem in other terms. 59 This 
phrasing may seem rather wishy-washy, 
but I do not think that any stronger con
struction can be given to the notion of 
"dissolution of a philosophical problem" 
if we are to give an affirmative answer. 
Nor 1s it really as wishy-washy as it seems. 
Granted that "deviance" is not, in itself, 
a criticism of a philosopher's use of lan
guage, and granted that a prima f acie silly 
question (like "How do we know that we 
are in pain?" or "Is pleasurable activity 
desirable?") might be reinterpreted in an 
interesting and fruitful way, the insistence 
that deviance or prima facie silliness be 
recognized for what it is is of the greatest , 
importance. Granting, with Wittgenstein, 
that any expression has a sense if we give 
it a sense (and, more generally, that any 
use of any expression can be made non
deviant and non-silly by, so to speak, 
creating a language-game within which it 
will be at home), we still ought to ask the 
philosopher who departs from ordinary 
linguistic practice to actually do the job of 
explaining why he uses ordinary words in 

'° For a reinterpretation of the positivists' 
original project, which suggests such an interpre
tation of "dissolution," see Bar-Hillel [4], re
printed below at pp. 356-59. 
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unfamiliar ways, or of stating the rules of 
the new language-game which he wants 
us to play. (In doing this job, of course, 
he will have to use ordinary uses of lan
guage, and antecedently familiar Ianguage
games.) If he can do this, well and good. 
It will then be up to us to decide whether, 
now that we understand what he is up to, 
we assent to the premises which generate 
his problems, and see some point in play
ing his game. Experience has shown that 
he often cannot do this job, and that even 
if he can, his original problem-generating 
premises, when reinterpreted, seem dubi
ous or false, and his- new game pointless. 

Adopting this limited notion of the func
tion of linguistic philosophy helps us to 
see why (despite a growing recognition 
that all the talk about "logical form," 
"analysis of concepts," and "necessary 
truths" has raised more problems than it 
has solved) philosophers who have taken 
the linguistic turn remain convinced of the 
value of doing so. For, despite their dubi
ous metaphilosophical programs, writers 
like Russell, Carnap, Wittgenstein, Ryle, 
Austin, and a host of others have suc
ceeded in forcing those who wish to pro
pound the traditional problems to admit 
that they can no longer be put forward in 
the traditional formulations. These writers 
have not, to be sure, done what they hoped 
to do. They have not provided knock
down, once-and-for-all demonstrations of 
meaninglessness, conceptual confusion, or 
misuse of language on the part of philoso
phers they criticized. 60 But this does not 
matter. In the light of the considerations 
about presuppositionlessness advanced in 
Sections 1 and 2 above, it would be aston
ishing if they had done any of these things. 
Philosophical discussion, by the nature of 
the subject, is such that the best one can 
hope for is to put the burden of proof on 

""Arguments that linguistic philosophers are 
no better able to present knock-down "proofs" 
than traditional philosophers are offered in Wais
mann [2] and Ayer [13], especially pp. 26-27. 
For a criticism of Waismann's arguments see 
Levison [I] and Passmore [3 ], esp. pp. 3 3-3 7. 

one's opponent.61 Linguistic philosophy, 
over the last thirty years, has succeeded in 
putting the entire philosophical tradition, 
from Parmenides through Descartes and 
Hume to Bradley and Whitehead, on the 
defensive. It has done so by a careful and 
thorough scrutiny of the ways in which 
traditional philosophers have used lan
guage in the formulation of their problems. 
This achievement is sufficient to place 
this period among the great ages of the 
history of philosophy. 

5. PROSPECTS FOR THE FUTURE: 

DISCOVERY VERSUS PROPOSAL 

I have now done all that I can, within 
the restricted compass of an introduction 
to an anthology, to answer the two ques
tions posed at the beginning of Section 2. 
In doing so, I have implicitly raised certain 
other questions which I have not tried to 
answer. I cannot do so now, but I shall try 
to point out where some of the unanswered 
questions lie by taking up, once again, the 
very general question raised at the outset: 
Is the linguistic turn doomed to suffer the 
same fate as previous "revolutions in phi
losophy"? The relatively pessimistic con
clusions reached in the preceding sections 
entail that linguistic philosophers' attempts 
to tum philosophy into a "strict science" 
must fail. How far does this pessimism 
carry? If linguistic philosophy cannot be a 
strict science, if it has a merely critical, 
essentially dialectical, function, then what 
of the future? Suppose that all the tradi
tional problems are, in the fullness of time, 
dissolved- in the sense that no one is 
able to think of any formulations of these 
questions which are immune to the sort of 
criticisms made by linguistic philosophers. 
Does that mean that philosophy will have 
come to an end - that philosophers will 

•
1 For arguments for this general dictum about 

the nature of philosoplly, see Johnstone [8]. I 
find Johnstone's assimilation of philosophical 
arguments to argu"!en/a ad hominem somewhat 
misleading, but I thmk that the arguments he ad
vances for this assimilation effectively support 
the view I set forth here. 
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have worked themselves out of a job? Is 
a "post-philosophical" culture really con
ceivable? 

The only sensible thing to say about 
most of these questions is that it is too 
soon to answer them. But it may be useful 
to list some of the alternative standpoints 
from which they might be answered. One 
can envisage at least six possibilities for 
the future of philosophy, after the dissolu
tion of the traditional problems. 

( 1 ) Since the single substantive philo
sophical thesis that unites the various 
branches of linguistic philosophy is meth
odological nominalism, a repudiation of 
this thesis would open new horizons. If 
there were a way of agreeing upon an
swers to the traditional philosophical ques
tions which would not involve the reduc
tion of questions about the nature of things 
either to empirical questions (to be turned 
over to the sciences) or to questions about 
language, then the linguistic tum would 
probably be treated as having led to a dead 
end. Many contemporary philosophers 
think that phenomenology offers such a 
way. 

(2) A second possibility is that both 
methodological nominalism and the de
mand for clear-cut criteria for agreement 
would be dropped. Philosophy would then 
cease to .be an argumentative discipline, 
and grow closer to poetry. Heidegger's 
later essays can be seen as an attempt to 
do philosophy in an entirely new way -
one which rejects the traditional problems 
as spurious, yet insists that there are prob
lems to be solved which are not simply 
problems about how it would be best to 
talk. The fact that these problems are all 
but unstatable, and consequently are such 
that no agreement about criteria for their 
solution is available, would be cheerfully 
accepted. This would be taken as signify
ing the difficulty of the subject matter, 
rather than (as Heidegger's critics take it) 
the perversity of the methods employed. 

( 3) Another possibility is that method
ological nominalism would be retained, 
but that the demand for clear-cut criteria 

of agreement about the truth of philosophi
cal theses would be dropped. Philosophers 
could then turn toward creating Ideal Lan
guages, but the criterion for being "Ideal" 
would no longer be the dissolution of phil
osophical problems, but rather the creation 
of new, interesting and fruitful ways of 
thinking about things in general. This 
would amount to a return to the great tra
dition of philosophy as system-building -
the only difference being that the systems 
built would no longer be considered de
scriptions of the nature of things or of 
human consciousness, but rather proposals 
a bout how to talk. By such a move, the 
"creative" and "constructive" function of 
philosophy could be retained. Philoso
phers would be, as they have traditionally 
been supposed to be, men who gave one a 
Weltanschauung- in Sellars' phrase, a 
way of "understanding how things in the 
broadest possible sense of the term hang 
together in the broadest possible sense of 
the term." 62 

( 4) It might be that we would end by 
answering the question "Has philosophy 
come to an end?" with a resounding 
"Yes," and that we would come to look 
upon a post-philosophical culture as just 
as possible, and just as desirable, as a 
post-religious culture. We might come to 
see philosophy as a cultural disease which 
has been cured, just as many contempo
rary writers (notably Freudians) see reli
gion as a cultural disease of which men 
are gradually being cured. The wisecrack 
that philosophers had worked themselves 
out of a job would then seem as silly a 
sneer as a similar charge leveled at doc
tors who, through a breakthrough in pre
ventive medicine, had made therapy obso
lete. Our desire for a Weltanschauung 
would now be satisfied by the arts, the sci
ences, or both. 63 

"Sellars [6], p. I. 
11 Goethe said that if you had science and art 

you thereby had religion, but that if you had 
neither, you had better go out and get religion 
("Wer Wissenschaft und Kunsl besitztl Hat 
auch Religion! Wer jene beiden nicht besitztl 
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( 5) It might be that empirical lin
guistics can in fact provide us with non
banal formulations of the necessary and 
sufficient conditions for the truth of state
ments, and non-banal accounts of the 
meaning of words. Granted that these 
formulations and accounts would apply 
only to our present linguistic practices, it 
might be that the discovery of such fomm
lations and accounts would satisfy at least 
some of the instincts which originally led 
men to philosophize. Linguistic philoso
phy, instead of being lexicography pursued 
for an extrinsic purpose, would become 
lexicography pursued for its own sake. 
Such a vision of the future of philosophy 
is put forward, though with many qualifi
cations and reservations, by Urmson's de
scription of the Austinian "fourth method 
of analysis" at pp. 299-301 below. Though 
such a project would be related to the 
tradition neither through sympathy (as in 
[3]), nor through repudiation (as in [4]), 
it might nevertheless reasonably be called 
"philosophy" simply because its pursuit 
filled part (although obviously not all) of 
the gap left in the cultural fabric by the 
disappearance of traditional philosophy. 

(6) It might be that linguistic philoso
phy could transcend its merely critical 
function by turning itself into an activity 
which, instead of inferring from facts 
about linguistic behavior to the dissolu
tion of traditional problems, discovers 
necessary conditions for the possibility of 
language itself (in a fashion analogous to 
the way in which Kant purportedly dis
covered necessary conditions for the pos
sibility of experience). Such a develop
ment is envisaged by Strawson (pp. 318-
20 below), when he says that the goal of 
"descriptive metaphysics" is to show 
"how the fundamental categories of our 
thought hang together, and how they re
late, in turn, to those formal notions (such 
as existence, identity, and unity) which 

Der habe Religion," Zahme Xenien, Newrtes 
Buch). Substituting "philosophy" for "religion," 
I suggest that this expresses the view of many 
followers of Wittgenstein. 

range through all categories." A disci
pline of this sort would perhaps emerge 
with very general conclusions, such as "It 
is a necessity in the use of language that 
we should refer to persisting objects, em
ploying some criteria of identity through 
change." 64 

Positions (1) through (6) may be as
sociated respectively with six names: Hus
serl, Heidegger, Waismann, Wittgenstein, 
Austin, and Strawson. This is not to say 
that any of these men would embrace one 
of these alternatives without many quali
fications and restrictions, but rather that 
those who opt for one of these alterna
tives often cite one of these six philoso
phers as a good example of the sort of 
philosophical attitude and program which 
they have in mind. For our present pur
poses, it would be impracticable to take 
up (1) and (2), the Husserlian and Hei
deggerian alternatives. Whether orthodox 
Husserlian phenomenology is in fact a 
presuppositionless method offering crite
ria for the accuracy of phenomenological 
descriptions is too large a question to be 
discussed. All that can be said is that 
linguistic philosophers are perennially 
puzzled by the question of whether Hus
serlian methods differ, other than ver
bally, from the methods practic~d by 
linguistic philosophy- whether, in other 
words, a phenomenological description of 
the structure of X is more than an Austin
ian account of our use of "X," phrased in 
a different idiom. 65 When we turn to 
"existential phenomenologists" - hereti
cal disciples of Husserl, among them 
Sartre and the Heidegger of Sein und Zeit 
- we find that linguistic philosophers are 
tempted to assimilate such efforts to the 
sort of proposals for an Ideal Language 
mentioned in (3). This temptation extends 
even to the work of the later Heidegger. 

••Hampshire (14], p. 66. See p. 37 below 
for a more complete quotation from this passage . 

., See Downes [I], and the articles by Chap
pell, Turnbull, and Gendlin in the same issue of 
The Monist (XLIX, No. 1). See also Schmilt [I], 
Taylor [2], and Ayer (10]. 
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A Waismann-like view of philosophy as 
"the piercing of that dead crust of tradi
tion and convention, the breaking of those 
fetters which bind us to inherited precon
ceptions, so as to attain a new and broad
er way of looking at things" 66 is able to 
welcome even such quasi-poetic efforts as 
Heidegger's "Bauen Wohnen Denken." 
Once philosophy is viewed as proposal 
rather than discovery, a methodological 
nominalist can interpret both the philo
sophical tradition, and contemporary at
tempts to break free of this tradition, in 
equally sympathetic ways. 

If we restrict ourselves to alternatives 
(3) through (6), which all adhere to 
methodological nominalism, we can see 
that (3) and (4) share a common ground 
not shared by (5) and (6). Both (3) and 
(4) repudiate the notion that there are 
philosophical truths to be discovered and 
demonstrated by argument. Waismann 
says that "To seek, in philosophy, for 
rigorous proofs is to seek for the shadow 
of one's voice," 67 and Wittgenstein that 
"If one tried to advance theses in philoso
phy, it would never be possible to de
bate them, because everyone would agree 
with them." 68 What difference there is 
between these two positions lies in Witt
genstein's apparent feeling that philoso
phers' attempts to "break the fetters" by 
inventing new, specifically philosophical, 
language-games are bound to result only 
in exchanging new fetters for old. Where
as Waismann thought that philosophical 
system-building had, and could again, 
crystallize a "vision," the m}'.stical strain 
in Wittgenstein led him to strive for an 
"unmediated vision" - a state in which 
things could be seen as they are, without 
the mediation of a new way of thinking 
about them. Such a difference is not an 
appropriate topic for argument. It must 
suffice to say that Waismann and Wittgen
stein share the view that philosophy, apart 

"Waismann [2], p. 483. 
"Waismann [2], p. 482. 
"Wittgenstein [1], Part I, Section 128. 

from its critical and dialectical function, 
can be at most proposal, never discovery. 

The view that philosophy should aim at 
proposing better ways of talking rather 
than at discovering specifically philo
sophical truths is, of course, the direct 
heir of the Ideal Language tradition in 
linguistic philosophy. There is not a great 
difference between the metaphilosophical 
pragmatism of an article like Carnap's 
"Empiricism, Semantics and Ontology" 
and Waismann's vision of philosophy-as
vision. In contrast to this attitude, which 
contemplates with equanimity the lack of 
a strict decision-procedure for judging be
tween alternative proposals, the Oxford 
tradition of Ordinary Language analysis 
has tended to hold out for the view that 
there are specifically philosophical truths 
to be discovered. Hampshire says of 
Austin that 

Since it was a constant point of difference 
between us, he often, and over many years, 
had occasion to tell me that he had never 
found any good reason to believe that phil
osophical inquiries are essentially, and of 
their very nature, inconclusive. On the con
trary he believed that this was a remediable 
fault of philosophers, due to premature sys
tem-building and impatient ambition, which 
left them neither the inclination nor the time 
to assemble the facts, impartially and coop
eratively, and then to build their unifying 
theories, cautiously and slowly, on a compre
hensive, and therefore secure, base.69 

Such a view, which serves as the point of 
departure for much contemporary work, 
suggests that lexicography, pursued for its 
own sake and apart from its critical func
tion, will in the end give us something 
rather like a traditional philosophical sys
tem. The body of truths about how we 
speak, ordered by a complex but precise 
taxonomic theory, will present itself as a 
Weltanschauung. The claim that this is 
the right world view will be based simply 
on the fact that it is the one built in our 

00 Hampshire [6], p. vii (Reprinted at p. 243 
below.) 
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language, and is therefore more likely to 
be correct than (to quote a phrase which 
Austin used in another context) "any that 
you or I are likely to think up in our arm
chairs of an afternoon." 70 Insofar as 
Austin had in mind a model for such a 
system, the model was Aristotle. Like 
Aristotle's, such a hypothetical system 
would not consist of answers to all the 
questions posed by philosophers of the 
past, but would instead dismiss many (if 
not all) of these questions as ill-formed, 
and would proceed to make distinc
tions which, once explicitly recognized, 
would free us from the temptation to an
swer these questions. It would thus ac
complish the critical aims which were, for 
Wittgenstein, the sole justification of con
tinued philosophical inquiry, as a by
product of a search for truths. Pace 
Wittgenstein, it would be "possible to 
question" these truths, but such questions 
could be answered. They could be an
swered in the same way as a theorist in 
any other empirical science answers ques
tions about the truth of his theory - by 
pointing to its superior ability to account 
for the facts. 

At the present time, this Austinian al
ternative - (5) above - is (in English
speaking lands) the most widespread con
ception of what the philosophy of the 
future will be like. Its strongest rival is 
neither (3) nor (4), but (6) - the Straw
sonian view that"we need not restrict our
selves to a theory which accounts for our 
linguistic behavior, but that we can get a 
theory about language as such - about 
any possible language, rather than simply 
about the assemblage of languages pres
ently spoken. Such a project, which sug
gests that the study of language can lead 
us to certain necessary truths as well as to 
an Austinian empirical theory, holds out 
the hope that linguistic philosophy may 
yet satisfy our Platonic, es well as our 
Aristotelian, instincts - the instincts 
which impelled Wittgenstein to write the 

••Philosophical Papers, p. 130. 

Tractatus. It is far from clear how ex
ponents of this project hope to avoid the 
usual difficulties arising from the gap be
tween contingent truths about linguistic 
behavior and necessary truths about lan
guage as such, but the general strategy 
may be glimpsed in the following quota
tion from Hampshire. 

The argument of this chapter has been that it 
is a necessity in the use of language that we 
should refer to persisting o.biects, employing 
some criteria of identity through change: it 
is a necessity that the speaker should have the 
means of indicating his own point of view or 
standpoint, since he is himself one object 
among others; that every object must exhibit 
different appearances from different points 
of view: and that every object, including per
sons who are language-users, agents and ob
servers, has a history of changing relations 
to other things in its environment. These 
truisms entail consequences in the theory of 
perception, the theory of mind, the theory 
of action ... We cannot claim an absolute 
and unconditional finality for these truisms, 
since the deduction of them is always a de
duction within language as we know it. But 
the deduction only shows that we are not in 
a position to describe any alternative forms 
of communication between intentional agents 
which do not exemplify these truisms.Tl 

Hampshire seems to suggest that a lan
guage which we cannot imagine being 
used is not a language, and that the sort 
of language we can imagine being used is 
determined by the language we ourselves 
use. Consequently, we can fairly infer 
from features of our own language· to fea
tures of anything that we shall ever de
scribe as ·a "language." To put it crudely, 
if the Martians speak a language which 
does not exemplify the truisms cited, we 
shall never know that they do; therefore 
the suggestion that they do is not one 
which we can really understand. If we put 
aside the question of whether Hamp
shire's "truisms" are in fact true, there 
remains one obvious difficulty: philoso-

71 Hampshire (14), pp. 66-67 .. [Italics added]. 
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phers are constantly doing something 
which they describe as "sketching a pos
sible language" - a language which does 
not exemplify some or all of these tru
isms. 12 Unless some criteria are devel
oped to test the suggestion that such 
languages could not be used by someone 
who did not already know a language 
which embodied the truisms in question 
(that such languages are, in Strawson's 
phrase, "parasitic" upon ordinary lan
guage), 73 the strategy will not work. 
Granted that the limits of the language a 
man can speak are, in some sense, the 
limits of his thought and his imagination, 
it seems nevertheless that our language is 
so rich that we can pull our imagination 
up by its own bootstraps. Thus, the diffi
culty presented to traditional Ordinary 
Language philosophy by science-fiction
like examples of exotic linguistic behavior 
remains a difficulty for a project such as 
(6). It is, howeyer, far too soon to pass 
judgment on this project. It is presently 
exemplified by only a few documents -
notably Strawson's Individuals and Hamp
shire's Thought and Action - and can 
hardly be said to have had a fair run.14 

72 As an example of such a language, consider 
the "canonical notation," characterized by an ab
sence of singular terms, which Quine develops in 
Word and Object. Another example to be con
sidered is the language which Sellars suggests 
might come into existence if people stopped 
thinking of themselves as persons, and be
gan thinking only about, say, molec~les and 
their behavior. (See Sellars (6), especially pp. 
32-40.) Sellars has Hampshire-like reservations 
abou1 the possibility of such a language (see 
pp. 39-40), but the basis for these. reservations 
is not clear. 

13 For this notion of "parasitism," see Straw
son's "Singular Terms,, Ontology and Identity," 
Mind, LXV (1956), 433-54. See also Quine's 
dismissal of Strawson's point as irrelevant in 
Word and Object, p. 158 n., and Manley Thomp
son's "On the Elimination of Singular Terms," 
Mind, LXVIII (1959), 361-76. For another ex
ample of the use of the notion of one language's 
being "parasitic" on another, see Wilfrid Sellars, 
"Time and the World-Order," Minnesota Studies 
in the Philosophy of Science, III, especially Sec
tions 1 and 9. 

"For criticisms of (6), see Black [4] (re
printed at pp. 331-39 below); Julius Moravscik, 

This brief sketch of some possible 
futures must suffice. The only moral that 
may be drawn, I think, is that the meta
philosophical struggles of the future will 
center on the issue of reform versus des
cription, of philosophy-as-proposal versus 
philosophy-as-discovery - the issue be
tween the least common denominator of 
(2), (3), and (4) on the one hand, and the 
least common denominator of (1), (5), 
and (6) on the other. We have seen, in the 
course of the preceding sections, a cer
tain oscillation between these two meta
philosophical alternatives. Once the lin
guistic turn had been taken, and once 
methodological nominalism had taken 
hold, it was natural for philosophers to 
suggest that the function of their disci
pline is to change our consciousness (by 
reforming our language) rather than to 
describe it, for language - unlike the in
trinsic nature of reality, or the transcen
dental unity of apperception - is some
thing which, it would seem, can be 
changed. But it was equally natural for 
philosophers to resist abandoning the 
hope that their discipline could be a sci
ence, an activity in which the principal 
criterion of success is simply accurate 
description of the facts. Ever since Plato 
invented the subject, philosophy has been 
in a state of tension produced by the pull 
of the arts on one side and the pull of the 
sciences on the other. The linguistic turn 
has not lessened this tension, although it 
has enabled us to be considerably more 
self-conscious about it. The chief value of 
the metaphilosophical discussions in
cluded in this volume is that they serve to 
heighten this self-consciousness. 

A final cautionary word: an important 
(although, I believe, inevitable) defect of 
this anthology, and of this introduction, 
is that they do not adequately exhibit the 

"Strawson and Ontological Priority," in Analyti
cal Philosophy, Second Series, ed. R. J. Butler 
(Oxford, 1965), pp. 109-19; Burtt [l); and Mei 
(l] and [3] and Price [l] (on whether Ordinary 
Language philosophers need study Chinese). 
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interplay between the adoption of a meta
philosophical outlook and the adoption of 
substantive philosophical theses. This in
terplay is exceedingly complex, and often 
subliminal, and the relations involved 
more often causal than logical. I have dis
cussed the degree to which linguistic phi
losophy is "presuppositionless," but I 
have not tried to discuss the more diffi
cult topic of how changes in the vocabu
lary used in formulating substantive 
theses produce changes in the vocabulary 
of metaphilosophy. Nor do I know how 
to do this. I should wish to argue that the 
most important thing that has happened 
in philosophy during the last thirty years 
is not the linguistic tum itself, but rather 
the beginning of a thoroughgoing re
thinking of certain epistemological diffi
culties which have troubled philosophers 
since Plato and Aristotle. 15 I would argue 
that if it were not for the epistemological 
difficulties created by this account, the 
traditional problems of metaphysics 
(problems, for example, about universals, 
substantial form, and the relation be
tween the mind and the body) would never 
have been conceived. If the traditional 
"spectatorial" account of knowledge is 
overthrown, the account of knowledge 
which replaces it wiil lead to reformula
tions everywhere else in philosophy, partic-

"These difficulties exist only if one holds that 
the acquisition of knowledge presupposes the 
presentation of something "immediately given" 
to the mind, where the mind is conceived of as a 
sort of "immaterial eye," and where "immediate
ly" means, at a minimum, "without the media
tion of language." This "spectatorial" account of 
knowledge is the common target of philosophers 
as different as Dewey, Hampshire, Sartre, 
Heidegger, and Wi1tgenstein. 

ularly in metaphilosophy. Specifically, the 
contrast between "science" and "philoso
phy" - presupposed by all the positions 
(1) through (6) which I have described -
may come to seem artificial and pointless. 
If this happens, most of the essays in this 
volume will be obsolete, because the voca
bulary in which they are written will be 
obsolete. This pattern of creeping obsole
scence is illustrated by the fate of the 
notions of "meaninglessness" and "logical 
form" (and by my prediction that their 
successors, the notions of "misuse of lan
guage" and "conceptual analysis," will 
soon wither away). The notions which the 
metaphilosophers of the future will use in 
the struggle between philosophy-as-dis
covery and philosophy-as-proposal almost 
certainly will not be the notions used in 
the debates included in the present vol
ume. But I do not know what they will be. 
The limits of metaphilosophical inquiry 
are well expressed in the following quota
tion from Hampshire. 

The rejection of metaphysical deduction, and 
the study of the details of linguistic usage, are 
sometimes supported by the suggestion that 
all earlier philosophers have been mi>taken 
about what philosophy is, about its necessary 
and permanent nature. This is an inconsist
ency. If we have no final insight into the 
essence of man and of the mind, we have no 
final insight into the essence of philosophy, 
which is one of men's recognisable activities: 
recognisable, both through the continuity of 
its own development, each phase beginning 
as a partial contradiction of its predece8$0r, 
and also by some continuity in its gradually 
changing relation to other inquiries, each with 
their own internal development.1' 

"Hampshire [14), p. 243. 
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MORITZ SCHLICK 

THE FUTURE OF PHILOSOPHY 

The study of the history of philosophy 
is perhaps the most fascinating pursuit 
for anyone who is eager to understand the 
civilization and culture of the human 
race, for all of the different elements of 
human m1.ture that help to build up the 
culture of a certain epoch or a nation mir
ror themselves in one way or another in 
the philosophy of that epoch or of that 
nation. 

The history of philosophy can be 
studied from two distinct points of view. 
The first point of view is that of the his
torian; the second one is that of the phi
losopher. They will each approach the 
study of the history of philosophy with 
different feelings. The historian will be 
excited to the greatest enthusiasm by the 
great works of the thinkers of all times, 
by the spectacle of the immense mental 
energy and imagination, zeal and unself
ishness which they have devoted to their 
creations, and the historian will derive 
the highest enjoyment from all of these 
achievements. The philosopher, of course, 
when he studies the history of philosophy 
will also be delighted, and he cannot help 
being inspired by the wonderful display 
of genius throughout all the ages. But he 
will not be able to rejoice at the sight that 
philosophy presents to him with exactly 

Reprinted from College of tlie Pacific P11b/i
cations in Philosophy, I (193 2), 45-62, by per
mission of Paul A. Schilpp, editor of The Pacific 
Philosophy Forum (successor journal). (Copy
right 1932 by P.A. Schilpp.) 
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the same feelings as the historian. He will 
not be able to enjoy the thoughts of an
cient and modern times without being dis
turbed by feelings of an entirely different 
nature. 

The philosopher cannot be satisfied to 
ask, as the historian would ask of all the 
systems of thought- are they beautiful, 
are they brilliant, are they historically im
portant? and so on. The only question 
which will interest him is the question, 
"What truth is there in these systems?" 
And the moment he asks it he will be dis
couraged when he looks at the history of 
philosophy because, as you all know, 
there is so much contradiction between 
the various systems - so much quarrel
ing and strife between the different opin
ions that have been advanced in different 
periods by different philosophers belong
ing to different nations - that it seems at 
first quite impossible to believe that there 
is anything like a steady advance in the 
history of philosophy as there seems to 
be in other pursuits of the human mind, for 
example, science or technique. 

The question which we are going to ask 
tonight is "Will this chaos that has existed 
so far continue to exist in the future?" 
Will philosophers go on contradicting 
each other, ridiculing each other's opin
ions, or will there finally be some kind of 
universal agreement, a unity of philo
sophical belief in the world? 

All of the great philosophers believed 
that with their own systems a new epoch 
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of thinking had begun, that they, at least, 
had discovered the final truth. If they had 
not believed this they could hardly have 
accomplished anything. This was true of 
Descartes, for instance, when he intro
duced the method which made him "the 
father of modern philosophy," as he is 
usually called; of Spinoza when he tried to 
introduce the mathematical method into 
philosophy; or even of Kant when he said 
in the preface to his greatest work that 
from now on philosophy might begin to 
work as securely as only science had 
worked thus far. They all believed that 
they had been able to bring the chaos to 
an end and start something entirely new 
which would at last bring about a rise in 
the worth of philosophical opinions. But 
the historian cannot usually share such a 
belief; it may even seem ridiculous to him. 

We want to ask the question, "What 
will be the future of philosophy?" entirely 
from the point of view of the philosopher. 
However, to answer the question we shall 
have to use the method of the historian 
because we shall not be able to say what 
the future of philosophy will be except in 
so far as our conclusions are derived from 
our knowledge of its past and its present. 

The first effect of a historical consider
ation of philosophical opinions is that we 
feel sure we cannot have any confidence 
in any one system. If this is so - if we 
cannot be Cartesians, Spinozists, Kant
ians, and so forth - it seems that the 
only alternative is that we become skep
tics, and we become inclined to believe 
that there can be no true system of phi
losophy because if there were any such 
system it seems that at least it must have 
been suspected and would have shown it
self in some way. However, when we ex
amine the history of philosophy honestly, 
it seems as if there were no traces of any 
discovery that might lead to unanimous 
philosophical opinion. 

This skeptical inference, in fact, has 
been drawn by a good many historians, 
and even some philosophers have come 
to the conclusion that there is no such 

thing as philosophical advancement, and 
that philosophy itself is nothing but the 
history of philosophy. This view was ad
vocated by more than one philosopher 
in the beginning of the century and it has 
been called "historicism.~ That philosophy 
consists only of its own history is a strange 
view to take, but it has been advocated 
and defended with apparently striking 
arguments. However, we shall not find 
ourselves compelled to take such a skep
tical view. 

We have thus far considered two pos
sible alternatives that one may believe in. 
First, that the ultimate truth is really 
presented in some one system of philoso
phy and secondly, that there is no phi
losophy at all, but only a history of 
thought. I do not tonight propose ·to 
choose either of these two alternatives; but 
I should like to propose a third view 
which is neither skeptical nor based on the 
belief that there can be any system of phi
losophy as a system of ultimate truths. I 
intend to take an entirely different view of 
philosophy and it is, of course, my opinion 
that this view of philosophy will some 
time in the future be adopted by every
body. In fact, it would seem strange to 
me if philosophy, that noblest of intel
lectual pursuits, the tremendous human 
achievement that has so often been called 
the "queen of all sciences" were nothing 
at all but one great deception. Therefore it 
seems likely that a third view can be 
found by careful analysis and I believe 
that the view which I am going to advance 
here will do full justice to all the skeptical 
arguments against the possibility of a phil
osophical system and yet will not deprive 
philosophy of any of its nobility and 
grandeur. 

Of course, the mere fact that thus far 
the great systems of philosophy have not 
been successful and have not been able to 
gain general acknowledgment is no suf
ficient reason why there should not be 
some philosophical system discovered in 
the future that would universally be re
garded as the ultimate solution of the 
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great problems. This might indeed be ex
pected to happen if philosophy were a 
"science." For in science we continually 
find that unexpected satisfactory solutions 
for great problems are found, and when 
it is not possible to see clearly in any par
ticular point on a scientific question we 
do not despair. We believe that future sci
entists will be more fortunate and discover 
what we have failed to discover. In this 
respect, however, the great difference be
tween science and philosophy reveals 
itself. Science shows a gradual develop
ment. There is not the slightest doubt that 
science has advanced and continues to ad
vance, although some people speak skepti
cally about science. It cannot be seriously 
doubted for an instant that we know very 
much more about nature, for example, 
than people living in former centuries 
knew. There is unquestionably some kind 
of advance shown in science, but if we are 
perfectly honest, a similar kind of advance 
cannot be discovered in philosophy. 

The same great issues are discussed 
nowadays that were discussed in the time 
of Plato. When for a time it seemed as 
though a certain question were definitely 
settled, soon the same question comes up 
again and has to be discussed and recon
sidered. It was characteristic of the work 
of the philosopher that he always had to 
begin at the beginning again. He never 
takes anything for granted. He feels that 
every solution to any philosophical prob
lem is not certain or sure enough, and he 
feels that he must begin all over again in 
settling the problem. There is, then, this 
difference between science and philoso
phy which makes us very skeptical about 
any future advance ol philosophy. Still 
we might believe that tlmes may change, 
and that we might possibly find the true 
philosophical system. But this hope is in 
vain, for we can find reasons why philoso
phy has failed, and must fail, to produce 
lasting scientific results as science has 
done. If these reasons are good then we 
shall be justified in not trusting in any 
system of philosophy, and in believing 

that no such system will come forward in 
the future. 

Let me say at once that these reasons 
do not lie in the difficulty of the problems 
with which philosophy deals; neither are 
they to be found in the weakness and in
capacity of human understanding. If they 
lay there, it could easily be conceived that 
human understanding and reason might 
develop, that if we are not intelligent 
enough now our successors might be in
telligent enough to develop a system. No, 
the real reason is to be found in a curious 
misunderstanding and misinterpretation 
of the nature of philosophy; it lies in the 
failure to distinguish between the scien
tific attitude and the philosophical atti
tude. It lies in the idea that the nature of 
philosophy and science are more or less 
the same, that they both consist of sys
tems of true propositions about the world. 
In reality philosophy is never a system of 
propositions and therefore quite different 
from science. The proper understanding 
of the relationship between philosophy on 
one side and of the ~ciences on the other 
side is, I think, the best way of gaining in
sight into the nature of philosophy. We 
will therefore start with an investigation 
of this relationship and its historical de
velopment. This will furnish us the neces
sary facts in order to predict the future of 
philosophy. The future, of course, is al
ways a matter of historical conjecture, 
because it can be calculated only from 
past and present experiences. So we ask 
now: what has the nature of philosophy 
been conceived to be in comparison with 
that of the sciences? and how has it de
veloped in the course of history? 

In its beginnings, as you perhaps know, 
philosophy was considered to be simply 
another name for the "search for truth" 
- it was identical with science. Men who 
pursued the truth for its own sake were 
called philosophers, and there was no dis
tinction made between men of science and 
philosophers. 

A little change was brought about in 
this situation by Socrates. Socrates, one 
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might say, despised science. He did not 
believe in all the speculations about 
astronomy and about the structure of the 
universe in which the early philosophers 
indulged. He believed one could never 
gain any certain knowledge about these 
matters and he restricted his investiga
tions to the nature af human character. 
He was not a man of science, he had no 
faith in it, and yet we all acknowledge him 
to be one of the greatest philosophers who 
ever lived. It is not Socrates, however, 
who created the antagonism that we find 
to exist later on between science and phi
losophy. In fact, his successors combined 
very well the study of human nature with 
the science of the stars and of the universe. 

Philosophy remained united with the 
various sciences until gradually the latter 
branched off from philosophy. In this 
way, perhaps, mathematics, astronomy, 
mechanics and medicine became inde
pendent one after the other and a differ
ence between philosophy and science was 
created. Nevertheless some kind of unity 
or identity of the two persisted, we might 
say, almost to modern times, i. e. until 
the nineteenth century. I believe we can 
say truthfully that there are certain sci
ences - I am thinking particularly of 
physics - which were not completely sep
arated from philosophy until the nine
teenth century. Even now some university 
chairs for theoretical physics are officially 
labeled chairs of "natural philosophy." 

It was in the nineteenth century also 
that the real antagonism began, with a cer
tain feeling of unfriendliness developing 
on the part of the philosopher toward the 
scientist and the scientist toward the phi
losopher. This feeling arose when philoso
phy claimed to possess a nobler and better 
method of discovering truth than the sci
entific method of observation and experi
ment. In Germany at the beginning of the 
nineteenth century Schelling, Fichte, and 
Hegel believed that there was some kind 
of royal path leading to truth which was 
reserved for the philosopher, whereas the 
scientist walked the pathway of the vulgar 

and very tedious experimental method, 
which required so much merely mechani
cal technique. They thought that they 
could attain the same truth that the sci
entist was trying to find but could discover 
it in a much easier way by taking a short 
cut that was reserved for the very highest 
minds, only for the philosophical genius. 
About this, however, I will not speak be
cause it may be regarded, I think, as hav
ing been superseded. 

There is another view, however, which 
tried to distinguish between science and 
philosophy by saying that philosophy dealt 
with the most general truths that could be 
known about the world and that science 
dealt with the more particular truths. It is 
this last view of the nature of philosophy 
that I must discuss shortly tonight as it 
will help us to understand what will fol
low. 

This opinion that philosophy is the sci
ence that deals with those most general 
truths which do not belong to the field of 
any special science is the most common 
view that you find in nearly all of the text 
books; it has been adopted by the major
ity of philosophical writers in our present 
day. It is generally believed that as, for 
example, chemistry concerns itself with 
the true propositions about the different 
chemical compounds and physics with the 
truth about physical behavior, so philoso
phy deals with the most general questions 
concerning the nature of matter. Similarly, 
as history investigates the various chains 
of single happenings which determine the 
fate of the human race, so philosophy (as 
"philosophy of history") is supposed to 
discover the general principles which gov
ern all those happenings. 

In this way, philosophy, conceived as 
the science dealing with the most general 
truths, is believed to give us what might 
be called a universal picture of the world, 
a general world view in which all the dif
ferent truths of the special sciences find 
their places and are unified into one great 
picture - a goal which the special sci
ences themselves are thought incapable of 
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reaching as they are not general enough 
and are concerned only with particular 
features and parts of the great whole. 

This so-called "synoptic view" of phi
losophy, holding as it does that philosophy 
is also a science, only one of a more gen
eral character than the special sciences, 
has, it seems to me, led to terrible con
fusion. On the one hand it has given to 
the philosopher the character of the sci
entist. He sits in his library, he consults 
innumerable books, he works at his desk 
and studies various opinions of many phi
losophers as a historian would compare 
his different sources, or as a scientist 
would do while engaged in some particu
lar pursuit in any special domain of 
knowledge; he has all the bearing of a 
scientist and really believes that he is using 
in some way the scientific method, only 
doing so on a more general scale. He re
gards philosophy as a more distinguished 
and much nobler science than the others, 
but not as essentially different from them. 

On the other hand, with this picture of 
the philosopher in mind we find a very 
great contrast when we look at the results 
that have been really achieved by philo
sophical work carried on in this manner. 
There is all the outward appearance of 
the scientist in the philosopher's mode of 
work but there is no similarity of results. 
Scientific results go on developing, com
bining themselves with other achieve
ments, and receiving general acknowledg
ment, but there is no such thing to be 
discovered in the work of the philosopher. 

What are we to think of the situation? 
It has led to very curious and rather 
ridiculous results. When we open a text 
book on philosophy or rhen we view one 
of the large works of present day phi
losopher we often find an immense amount 
of energy devoted to the task of finding 
out what philosophy is. We do not find 
this in any of the other sciences. Physicists 
or historians do not have to spend pages 
to find out what physics or history are. 
Even those who agree that philosophy in 
some way is the system of the most gen-

eral truths explain this generality in rather 
different ways. I will not go into detail 
with respect to these varying definitions. 
Let me just mention that some say that 
philosophy is the "science of values" be
cause they believe that the most general 
issues to which all questions finally lead 
have to do with value in some way or an
other. Others say that it is epistemology, 
i. e. the theory of knowledge, because the 
theory of knowledge is supposed to deal 
with the most general principles on which 
all particular truths rest. One of the con
sequences usually drawn by the adherents 
of the view we are discussing is that phi
losophy is either partly or entirely meta
physics. And metaphysics is sugposed to 
be some kind of a structure built' over and 
partly resting on the structure of science 
but towering into lofty heights which are 
far beyond the reach of all the sciences 
and of experience. 

We see from all this that even those 
who adopt the definition of philosophy as 
the most general science cannot agree 
about its essential na.ture. This is certainly 
a little ridiculous and some future his
torian a few hundred or a thousand years 
from now will think it very curious that 
discussion about the nature of philosophy 
was taken so seriously in our days. There 
must be something wrong when a discus
sion leads to such confusion. There are 
also very definite positive reasons why 
"generality" cannot be used as the char
acteristic that distinguishes philosophy 
from the "special" sciences, but I will not 
dwell upon them, but try to reach a posi
tive conclusion in some shorter way. 

When I spoke of Socrates a little while 
ago I pointed out that his thoughts were, 
in a certain sense, opposed to the natural 
sciences; his philosophy, therefore, was 
certainly not identical with the sciences, 
and it was not the "most general" one of 
them. It was rather a sort of Wisdom of 
Life. But the important feature which we 
should observe in Socrates, in order to 
understand his particular attitude as well 
as the nature of philosophy, is that this 
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wisdom that dealt with human nature and 
human behavior consists essentially of a 
special method, different from the method 
of science and, therefore, not leading to 
any "scientific" results. 

All of you have probably read some of 
Plato's Dialogues, wherein he pictures 
Socrates as giving and receiving questions 
and answers. If you observe what was 
really done - or what Socrates tried to 
do - you discover that he did usually not 
arrive at certain definite truths which 
would appear at the end of the dialogue 
but the whole investigation was carried on 
for the primary purpose of making clear 
what was meant when certain questions 
were asked or when certain words were 
used. In one of the Platonic Dialogues, for 
instance, Socrates asks "What is Jus
tice?"; he receives various answers to his 
question, and in turn he asks what was 
meant by these answers, why a particular 
word was used in this way or that way, 
and it usually turns out that his disciple or 
opponent is not at all clear about his own 
opinion. In short, Socrates' philosophy 
consists of what we may call "The Pursuit 
of Meaning." He tried to clarify thought 
by analyzing the meaning of our expres
sions and the real sense of our proposi
tions. 

Here then we find a definite contrast be
tween this philosophic method, which has 
for its object the discovery of meaning, 
and the method of the sciences, which 
have for their object the discovery of 
truth. In fact, before I go any farther, let 
me state shortly and clearly that I believe 
Science should be defined as the "pursuit 
of truth" and Philosophy as the "pursuit 
of meaning." Socrates has set the example 
of the true philosophic method for all 
times. But I shall have to explain this 
method from the modern point of view. 

When we make a statement about any
thing we do this by pronouncing a sen
tence and the sentence stands for the prop
osition. This proposition is either true or 
false, but before we can know or decide 
whether it is true or false we must know 

what this proposition says. We must know 
the meaning of the proposition first. After 
we know its sense we may be able to find 
out whether it is true or not. These two 
things, of course, are inseparably con
nected. I cannot find out the truth without 
knowing the meaning, and if I know the 
meaning of the proposition I shall at least 
know the beginning of some path that will 
lead to the discovery of the truth or falsity 
of the proposition even if I am unable to 
find it at present. It is my opinion that the 
future of philosophy hinges on this dis
tinction between the discovery of sense 
and the discovery of truth. 

How do we decide what the sense of a 
proposition is, or what we mean by a sen
tence which is spoken, written, or printed? 
We try to present to ourselves the signifi
cance of the different words that we have 
learned to use, and then endeavor to find 
sense in the proposition. Sometimes we 
can do so and sometimes we cannot; the 
latter case happens, unfortunately, most 
frequently with propositions which are 
supposed to be "philosophical." But how 
can we be quite sure that we really know 
and understand what we mean when we 
make an assertion? What is the ultimate 
criterion of its sense? The answer is this: 
We know the meaning of a proposition 
when we are abie to indicate exactly the 
circumstances under which it would be 
true (or, what amounts to the same, the 
circumstances which would make it false). 
The description of these circumstances is 
absolutely the only way in which the 
meaning of a sentence can be made clear. 
After it has been made clear we can pr<>
ceed to look for the actual circumstances 
in the world and decide whether they 
make our proposition true or false. There 
is no vital difference between the ways we 
decide about truth and falsity in science 
and in every-day life. Science develops in 
the saD1e ways in which does knowledge 
in daily life. The method of verification is 
essentially the same; only the facts by 
which scientific statements are verified are 
usually more difficult to observe. 
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It seems evident that a scientist or a 
philosopher when he propounds a propo
sition must of necessity know what he is 
talking about before he proceeds to find 
out its truth. But it is very remarkable 
that oftentimes it has happened in the his
tory of human thought that thinkers have 
tried to find out whether a certain propo
sition was true or false before being clear 
about the meaning of it, before really 
knowing what it was they were desirous 
of finding out. This has been the case 
sometimes even in scientific investiga
tions, instances of which I will quote short
ly. And it has, I am almost tempted to say, 
nearly always been the case in traditional 
philosophy. As I have stated, the scientist 
has two tasks. He must find out the truth 
of a proposition and he must also find out 
the meaning of it, or it must be found out 
for him, but usually he is able to find it for 
himself. In so far as the scientist does find 
out the hidden meaning of the proposi
tions which he uses in his science he is a 
philosopher. All of the great scientists 
have given wonderful examples of this 
philosophical method. They have discov
ered the real significance of words which 
were used quite commonly in the begin
ning of science but of which nobody had 
ever given a perfectly clear and definite 
account. When Newton discovered the 
concept of "mass" he was at that time 
really a philosopher. The greatest example 
of this type of discovery in modern times 
is Einstein's analysis of the meaning of the 
word "simultaneity" as it is used in phys
ics. Continually, something is happening 
"at the same time" in New York and San 
Francisco, and although people always 
thought they knew perfectly well what was 
meant by such a statement Einstein was 
the first one who made it really clear and 
did away with certain unjustified assump
tions concerning time that had been made 
without anyone being aware of it. This 
was a real philosophical achievement -
the discovery of meaning by a logical 
clarification of a proposition. I could give 
more instances, but perhaps these two will 

be sufficient. We see that meaning and 
truth are linked together by the process of 
verification; but the first is found by mere 
reflection about possible circumstances in 
the world, while the second is decided by 
really discovering the existence or non
existence of those circumstances. The re
flection in the first case is the philosophic 
method of which Socrates' dialectical pro
ceeding has afforded us the simplest exam
ple, t 

From what I have said so far it might 
seem that philosophy would simply have 
to be defined as the science of meaning, 
as, for example, astronomy is the science 
of the heavenly bodies, or zoology _the sci
ence of animals, and that philosophy 
would be a science just as other sciences, 
only its subject would be different, name
ly, "Meaning." This is the point of view 
taken in a very excellent book, "The Prac
tice of Philosophy," by Susanne K. Lan
ger. The author has seen quite clearly that 
philosophy has to do with the pursuit of 
meaning, but she believes the pursuit 
of meaning can lead to a science, to "a set 
of true propositions" - for that is the cor
rect interpretation of the term, science. 
Physics is nothing but a system of truths 
about physical bodies. Astronomy is a\set 
of true propositions about the heavenly 
bodies, etc. 

But philosophy is not a science in this 
case. There can be no science of meaning, 
because there cannot be any set of true 
propositions about meaning. The reason 
for this is that in order to arrive at the 
meaning of a sentence or of a proposition 
we must go beyond propositions. For we 
cannot hope to explain the meaning of a 
proposition merdy by presenting another 
proposition. When I ask somebody, 
"What is the meaning of this or that?" he 
must answer by a sentence that would try 
to describe the meaning. But he cannot 
ultimately succeed in this, for his answer
ing sentence would be but another propo
sition and I would be perfectly justified in 
asking "What do you mean by this?" We 
would perhaps go on defining what he 
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meant by using different words, and repeat 
his thought over and over again by using 
new sentences. I could always go on ask
ing "But what does this new proposition 
mean?" You see, there would never be 
any end to this kind of inquiry, the mean
ing could never be clarified, if there were 
no other way of arriving at it than by a 
series of propositions. 

An example will make the above clear, 
and I believe you will all understand it 
immediately. Whenever you come across 
a difficult word for which you desire to 
find the meaning you look it up in the En
cyclopedia Britannica. The definition of 
the word is given in various terms. If you 
don't happen to know them you look up 
these terms. However, this procedure can't 
go on indefinitely. Finally you will arrive 
at very simple terms for which you will not 
find any explanation in the encyclopedia. 
What are these terms? They are the terms 
which cannot be defined any more. You 
will admit that there are such terms. If I 
say, e. g., that the lamp shade is yellow, 
you might ask me to describe what I mean 
by yellow - and I could not do it. I 
should have to show you some color and 
say that this is yellow, but I should be 
perfectly unable to explain it to you by 
means of any sentences or words. If you 
had never seen yellow and I wel'e not in 
a position to show you any yellow color it 
would be absolutely impossible for me to 
make clear what I meant when I uttered 
the word. And the blind man, of course, 
will never be able to understand what the 
word stands for. 

All of our definitions must end by some 
demonstration, by some activity. There 
may be certain words at the meaning of 
which one may arrive by certain mental 
activities just as· I can arrive at the signifi
cation of a word which denotes color by 
showing the color itself. It is impossible to 
define a color - it has to be shown. Re
flection of some kind is necessary so that 
we may understand the use of certain 
words. We have to reflect, perhaps, about 
the way in which we learn these words, 

and there are also many ways of reflection 
which make it clear to us what we mean 
by various propositions. Think, for exam
ple, of the term "simultaneity" of events 
occurring in different places. To find what 
is really meant by the term we have to go 
into an analysis of the proposition and 
discover how the simultaneity of events 
occurring in different places is really 
determined, as was done by Einstein; we 
have to point to certain actual experi
ments and observations. This should lead 
to the realization that philosophical activi
ties can never be replaced and expressed 
by a set of propositions. The discovery of 
the meaning of any proposition must ulti
mately be achieved by some act, some im
mediate procedure, for instance, as the 
showing of yellow; it cannot be given in a 
proposition. Philosophy, the "pursuit of 
meaning," therefore cannot possibly con
sist of propositions; it cannot be a science. 
The pursuit of meaning consequently is 
nothing but a sort of mental activity. 

Our conclusion is that philosophy was 
misunderstood when it was thought that 
philosophical results could be expressed 
in propositions, and that there could be 
a system of philosophy consisting of a 
system of propositions which would 
represent the answers to "philosophical" 
questions. There are no specific "philo
sophical" truths which would contain the 
solution of specific "philosophical" prob
lems, but philosophy has the task of find
ing the meaning of all problems and their 
solutions. It must be defined as the activity 
of finding meaning. 

Philosophy is an activity, not a science, 
but this activity, of course, is at work in 
every single science continually, because 
before the sciences can discover the truth 
or falsity of a proposition they have to get 
at the meaning first. And sometimes in the 
course of their work they are surprised to 
find, by the contradictory results at which 
they arrive, that they have been using 
words without a perfectly clear meaning, 
and then they will have to turn to the phil
osophical activity of clarification, and they 
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cannot go on with the pursuit of truth be
fore the pursuit of meaning has been suc
cessful. In this way philosophy is an 
extremely important factor within science 
and it very well deserves to bear the name 
of "The Queen of Sciences." 

The Queen of Sciences is not itself a 
science. It is an activity which is needed 
by all scientists and pervades all their 
other activities. But all real problems are 
scientific questions, there are no others. 

And what was the matter with those 
great questions that have been looked 
upon - or rather looked up to - as spe
cific "philosophical problems" for so 
many centuries? Here we must distinguish 
two cases. In the first place, there are a 
great many questions which look like 
questions because they are formed accord
ing to a certain grammatical order but 
which nevertheless are not real questions, 
since it can easily be shown that the words, 
as they are put together, do not make 
logical sense. 

If I should ask, for instance: "Is blue 
more identical than music?" you would 
see immediately that there is no meaning 
in this sentence, although it does not vio
late the rules of English grammar. The 
sentence is not a question at all, but just a 
series of words. Now, a careful analysis 
shows that this is the case with most so
called philosophical problems. They look 
like questions and it is very difficult to 
recognize them as nonsensical but logical 
analysis proves them none the less to be 
merely some kind of confusion of words. 
After this has been found out the question 
itself disappears and we are perfectly 
peaceful in our philosophical minds, we 
know that there can be no answers be
cause there were no questions, the prob
lems do not exist any longer. 

In the second place, there are some 
"philosophical" problems which prove to 
be real questions. But of these it can al
ways be shown by proper analysis that 
they are capable of being solved by the 
methods of science although we may not 
be able to apply these methods at present 

for merely technical reasons. We can at 
least say what would have to be done in 
order to answer the question even if we 
cannot actually do it with the means at our 
disposal. In other words: problems of this 
kind have no special "philosophical" char
acter, but are simply scientific questions. 
They are always answerable in principle, 
if not in practice, and the answer can be 
given o'nly by scientific investigation. 

Thus the fate of all "philosophical 
problems" is this: Some of them will dis
appear by being shown to be mistakes and 
misunderstandings of our language and 
the others will be found to be ordinary sci
entific questions in disguise. These re
marks, I think, determine the whole 
future of philosophy. 

Several great philosophers have recog
nized the essence of philosophical think
ing with comparative clarity, although 
they have given no elaborate expression 
to it. Kant, e. g. used to say in his lectures 
that philosophy cannot be taught. How
ever, if it were a science such as geology 
or astronomy, why then should it not be 
taught? It would then, in fact, be quite 
possible to teach it. Kant therefore had 
some kind of a suspicion that it was not a 
science when he stated "The only thing I 
can teach is philosophizing." By using the 
verb and rejecting the noun in this con
nection Kant indicated clearly, though al
most involuntarily, the peculiar character 
of philosophy as an activity, thereby to a 
certain extent contradicting his books, in 
which he tries to build up philosophy after 
the manner of a scientific system. 

A similar instance of the same insight 
is afforded by Leibniz. When he founded 
the Prussian Academy of Science in Berlin 
and sketched out the plans for its constitu
tion, he assigned a place in it to all the 
sciences but Philosophy was not one of 
them. Leibniz found no place for philoso
phy in the system of the sciences because 
he was evidently aware that it is not a 
pursuit of a particular kind of truth, but 
an activity that must pervade every search 
for truth. 
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The view which I am advocating has 
at the present time been most clearly ex
pressed by Ludwig Wittgenstein; he states 
his point in these sentences: "The object 
of philosophy is the logical clarification of 
thoughts. Philosophy is not a theory but 
an activity. The result of philosophy is not 
a number of 'philosophical propositions', 
but to make propositions clear." This is 
exactly the view which I have been trying 
to explain here. 

We can now understand historically 
why philosophy could be regarded as a 
very general science: it was misunderstood 
in this way because the "meaning" of 
propositions might seem to be something 
very "general," since in some way it forms 
the foundation of all discourse. We can also 
understand historically why in ancient 
times philosophy was identical with sci
ence: this was because at that time all the 
concepts which were used in the descrip
tion of the world were extremely vague. 
The task of science was determined by 
the fact that there were no clear concepts. 
They had to be clarified by slow develop
ment, the chief endeavor of scientific in
vestigation had to be directed towards this 
clarification, i. e. it had to be philosophi
cal, no distinction could be made between 
science and philosophy. 

At the present time we also find facts 
which prove the truth of our statements. 
In our days certain specific fields of study 
such as ethics and esthetics are called 
"philosophical" and are supposed to form 
part of philosophy. However, philosophy, 
being an activity, is a unit which cannot 
be divided into parts or independent dis
ciplines. Why, then, are these pursuits 
called philosophy? Because they are only 
at the begionings of the scientific stage; 
and I think this is true to a certain extent 
also of psychology. Ethics and esthetics 
certainly do not yet possess sufficiently 
clear concepts, most of their work is still 
devoted to clarifying them, and therefore 
it may justly be called philosophical. But 
in the future they will, of course, become 
part of the great system of the sciences. 

It is my hope that the philosophers of 
the future will see that it is impossible for 
them to adopt, even in outward appear
ance, the methods of the scientists. Most 
books on philosophy seem to be, I must 
confess, ridiculous when judged from the 
most elevated point of view. They have all 
the appearance of being extremely scien
tific books because they seem to use the 
scientific language. However, the finding 
of meaning cannot be done in the same 
way as the finding of truth. This difference 
will come out much more clearly in the 
future. There is a good deal of truth in the 
way in which Schopenhauer (although his 
own thinking seems to me to be very im
perfect indeed) describes the contrast be
tween the real philosopher and the 
academic scholar who regards philosophy 
as a subject of scientific pursuit. Schopen
hauer had a clear instinct when he spoke 
disparagingly of the "professotial philoso
phy of the professors of philosophy." His 
opinion was that one should not try to 
teach philosophy at all but only the his
tory of philosophy and logic; and a good 
deal may be said in favor of this view. 

I hope I have not been misunderstood 
as though I were advocating an actual 
separation of scientific and philosophical 
work. On the contrary, in most cases 
future philosophers will have to be sci
entists because it will be necessary for 
them to have a certain subject matter on 
which to work - and they will find cases 
of confused or vague meaning particularly 
in the foundations of the sciences. But, of 
course, clarification of meaning will be 
needed very badly also in a great many 
questions with which we are concerned in 
our ordinary human life. Some thinkers, 
and perhaps some of the strongest minds 
among them, may be especially gifted in 
this practical field. In such instances, the 
philosopher may not Have to be a scientist 
- but in all cases he will have to be a 
man of deep understanding. In short he 
will have to be a wise man. 

I am convinced that our view of the 
nature of philosophy will be generally 
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adopted in the future; and the conse
quence will be that it will no longer be 
attempted to teach philosophy as a system. 
We shall teach the special sciences and 
their history in the true philosophical 
spirit of searching for clarity and, by doing 
this, we shall develop the philosophical 
mind of future generations. This is all we 

can do, but it will be a great step in the 
mental progress of our race. 

Editor's note: For discussions of the concep-
1ion of philosophy as the activity of finding 
meanings, which Schlick presents here, see Am
brose [3] (reprinted below at pp. 147-55); Black 
llJ, (3), [11]; Copi [IJ, [2); Hampshire (1) (re
printed below at pp. 284-93); Russell [4]; S1eb
bing [5], [6], [9]; and Wisdom [2]. 
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RUDOLF CARNAP 

ON THE CHARACTER OF PHILOSOPHIC PROBLEMS1 

PHILOSOPHY Is THE LOGIC OF SCIENCE 

Philosophers have ever declared that 
their problems lie at a different level from 
the problems of the empirical sciences. 
Perhaps one may agree with this asser
tion; the question is, however, where 
should one seek this level. The metaphysi
cians wish to seek their object behind the 
objects of empirical science; they wish to 
enquire after the essence, the ultimate 
cause of things. But the logical analysis of 
the pretended propositions of metaphysics 
has shown that they are not propositions 
at all, but empty word arrays, which on 
account of notional and emotional con
nections arouse the false appearance of 
being propositions. This conception that 
the "propositions" of metaphysics, includ
ing those of ethics, have no theoretical 
content, is to be sure still disputed. We 
shall not, however, enter here on its 
demonstration, but, under its guidance, 
will limit ourselves to non-metaphysical 
and non-ethical (non-evaluating) philo
sophical problems. 

In order to discover the correct stand
point of the philosopher, which differs 
from that of the empirical investigator, 
we must not penetrate behind the objects 
of empirical science into presumably some 
kind of transcendent level; on the con-

Reprinted from Philosophy of Science, I 
(1934), 5-19, by permission of the author and 
the publisher, The Williams and Wilkins Com
pany, Baltimore. 
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trary we must take a step back and take 
science itself as the object. Philosophy is 
the theory of science (wherein here and in 
the following "science" is always meant 
in the comprehensive sense of the collec
tive system of the knowledge of any kind 
of entity; physical and psychic, natural 
and social entities). This must be ap
praised more closely. One may consider 
science from various viewpoints; e.g. 
whether one can institute a psychological 
investigation considering the activities of 
observation, deduction, formulation of 
theories, etc., or sociological investiga
tions concerning the economical and cul
tural conditions of the pursuit of science. 
These provinces - although most im
portant - are not meant here. Psychol
ogy and sociology are empirical sciences; 
they do not belong to philosophy even 
though they are often pursued by the same 
person, and have tom loose from philoso
phy as independent branches of science 
only in our own times. Philosophy deals 
with science only from the logical view
point. Philosophy is the logic of science, 
i.e., the logical analysis of the concepts, 

'Translated by W. M. Malisoff. Attention is 
called to the following choices taken by the trans
lator: -Auffassung has been rendered variously 
as interpretation, conception, position; Folgerung 
as deduction, conclusion, inference, but in con
formance with the discussion, most often as en
tailment. Geha/t which may mean value, has 
been rendered only as content; lnhalt as mean
ing; but inhalt/ich as connotative, rather than 
strict or meaningful or intensional, which may 
convey as much. 

.. 
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propositions, proofs, theories of science, 
as well as of those which we select in 
available science as common to the pos
sible methods of constructing concepts, 
proofs, hypotheses, theories. [What one 
used to call epistemology or theory of 
knowledge is a mixture of applied logic 
and psychology (and at times even meta
physics); insofar as this theory is logic it 
is included in what we call logic of sci
ence; insofar, however, as it is psychol
ogy, it does not belong to philosophy, but 
to empirical science.] 

The interpretation that philosophy is 
the logic of science is not to be justified 
here. It has been represented previously 
and is represented now by various philo
sophic groups, amongst others also by our 
Vienna circle. With this thesis the ques
tion as to the character of philosophic 
problems is not by any means already 
solved. Very much coines into question 
right at this point. We should consequent
ly ask here: what character, what logical 
nature, do the questions and answers of 
the logic of science have? For those who 
are with us in the conception that phi
losophy is the logic of science the question 
of the character of philosophic problems 
will be answered thereby as well. 

ARE THE PROPOSITIONS OF THE LOGIC 

OF SclENCE MEANINGLESS? 

Our antimetaphysical position has been 
formulated by Hume in the classical man
ner:-

"It seems to me, that the only objects of 
the abstract sciences or of demonstration are 
quantity and number, and that all attempts to 
extend this more perfect species of knowl
edge beyond these bounds are mere sophistry 
and illusion. As the component parts of quan
tity and number are entirely similar, their re
lations become intricate and involved; and 
nothing can be more curious, as well as use
ful, than to trace, by a variety of mediumr 
their equality or inequality, through their dif
ferent appearances. But as all other ideas are 
clearly distinct and different from each other, 
we can never advance farther, by our utmost 

scrutiny, than to observe this diversity, and, 
by an obvious reflection, pronounce one thing 
not to be another. Or if there be any difficulty 
in these decisions, it proceeds entirely from 
the undeterminate meaning of words, which 
is corrected by juster definitions. . . . All 
other enquiries of men regard only matter of 
fact and existence; and these are evidently in
capable of demonstration .... When wo run 
over libraries, persuaded of these principles, 
what havoc must we make? H we take in our 
hand any volume; of divinity or school 
metaphysics, for instance; let us ask, Does it 
contain any abstract reasoning concerning 
quantity or number? No. Does it contain any 
experimental reasoning concerning matter of 
fact and existence? No. Commit it then to the 
flames: for it can contain nothing but sophis
try and illusion." Hume, An Enquiry Con
cerning Human Understanding, XII, 3. 

Against this the following objection 
which on first appearance seems indeed 
destructive, has been repeatedly raised:
"If every proposition which does not 
belong either to mathematics or to the 
empirical investigation of facts, is mean
ingless, how does it fare then with your 
own propositions? You positivists and 
antimetaphysicians yourselves cut off the 
branch on which you sit" This objection 
indeed touches upon a decisive point. It 
should be of interest to every philosopher 
as well as metaphysician to comprehend 
the character of the propositions of the 
logic of science; but to the antimetaphysi
cian, who identifies philosophy and the 
logic of science, this is the deciding ques
tion, upon the satisfactory answer of which 
the security of his standpoint depends. 

Wittgenstein has represented with espe
cial emphasis the thesis of the meaningless
ness of metaphysical propositions and of 
the identity of philosophy and the logic of 
science; especially through him has the 
Vienna circle been developed on this point. 
How now does Wittgenstein dispose of the 
objection that his own propositions are 
also meaningless? He doesn't at all; he 
agrees with it! He is of the opinion that 
the non-metaphysical philosophy also has 
no propositions; it operates with words, 
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" the meaninglessness of which in the end 
it itself must recognize:-

"Philosophy is not a theory but an activity. 
A philosophical work consists essentially of 
elucidations. The result of philosophy is not 
a number of "philosophical propositions," 
but to make propositions clear." (Tractatus 
Logico-philosophicus, 4. 112). 

"My propositions are elucidatory in this 
way: he who understands me finally recog
nizes them as senseless, when he has climbed 
out through them, on them, over them. (He 
must so to speak throw away the ladder, 
after he has climbed up on it.) He must sur
mount these propositions; then he sees the 
world rightly. Whereof one cannot speak, 
thereof one must be silent." (ibid., 6.54-7). 

We shall try in the following to give in 
place of this radically negative answer a 
positive answer to the question of the char
acter of the propositions of the logic of 
science and thereby of philosophy. 

CoNNOTATIVE AND FORMAL 

CONSIDERATION 

(INHALTLICHE UND FoRMALE 

BETRACHTUNG) 

To construct science means to construct 
a system of propositions which stand in 
certain fundamental coherence with one 
another. The logic of science is thus the 
logical analysis of this system, of its ele
ments and of the methods of tying these 
elements. In such an analysis we can start 
from but two different viewpoints; we shall 
call them connotative (inhaltlich) and for
mal. 

It is usual in the logic of science to put 
something like the following and similar 
questions: What is the meaning of this or 
that concept? In what relation does the 
meaning of this concept stand with respect 
to that? Is the meaning of this concept 
more fundamental than of that? What 
meaning (Inhalt, Gehalt) does this propo
sition have? (Or: What does this proposi
tion say?) Is the meaning of this proposition 
contained in the meaning of that? Does 
this proposition say more than that? Is 

what this proposition asserts, necessary or 
contingent or impossible? Is what these 
two propositions say compatible? 

All these questions refer to the meaning 
of concepts and propositions. We call 
them therefore questions of meaning or of 
connotation (inhaltliche). In contrast to 
this we understand by formal questions 
and propositions such as relate only to the 
formal structure of the propositions, i.e. to 
the arrangement and kind of symbols 
(e.g. words) out of which a proposition 
is constructed, without reference to the 
meaning of the symbols and propositions. 
Formal (in the sense here defined) are e.g. 
(most of) the rules of grammar. 

According to prevalent conceptions the 
connotative questions of the logic of sci
ence are much richer and fruitful than the 
formal; though the formal do belong to 
the logic of science, they are at most a 
small, insignificant section. But this opin
ion is wrong. The logic of science can 
progress without exception according to 
the formal method without thereby re
stricting the wealth of questioning. It is 
possible in the case of purely formal proce
dures, that is from a viewpoint in which 
one does not reckon with the meaning, 
finally to arrive at the answering of a1l 
those questions which are formulated as 
connotative questions. This possibility is 
to be shown illustratively in the following. 
Therewith the question of the character 
of philosophy as logic of science is an
swered: it is the formal structure theory of 
the language of science, - we shall call 
it: The logical syntax of the language of 
science. 

LOGICAL SYNTAX OF LANGUAGE 

By the "logical syntax" (or also briefly 
"syntax") of a language we shall under
stand the system of the formal (i.e. not 
referring to meaning) rules of that lan
guage, as well as to the consequences of 
these rules. Therein we deal first with the 
formative rules (Formregeln) which decree 
how from the symbols (e.g. words) of the 
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language propositions can be built up, 
secondly with the transformation rules 
(Unformungsregeln), which decree how 
from given propositions new ones can be 
derived. If the rules are set up strictly for
mally they furnish mechanical operations 
with the symbols of the language. The 
formation and transformation of proposi
tions resembles chess: like chess figures 
words are here combined and manipulated 
according to definite rules. But thereby 
we do not say that language is nothing but 
a game of figures; it is not denied that the 
words and propositions have a meaning; 
one merely abstracts methodically from 
meaning. One may express it also thus: 
language is treated as a calculus. 

That the formal, calculus-like repre
sentation of the formative rules is possible 
is evident. What linguists call rules of syn
tax are indeed such formal (or at least 
formally expressible) rules for the forma
tion of propositions. We can see, however, 
that the transformation rules, which one 
usually calls logical rules of deduction, 
clearly have the same formal, that is, syn
tactical character. (And that is the reason 
why we call the combined system of rules 
syntax, in widening the terminology of 
linguists.) Since Aristotle the efforts of lo
gicians (more or less consciously) were 
directed toward formulating the deductive 
rules as formally as possible, i.e. possibly 
so that with their help the conclusion could 
be "calculated" mechanically from the 
premisses. This was attained first in a strict 
manner only in modem symbolic logic; the 
traditional logic was too much hindered by 
the defect of the language of words. 

For a certain part of the language of 
science we already know a strictly formal 
theory, namely Hilbert's metamathe
matics. It considers the symbols and for
mulas of mathematics without reference 
to meaning, in order to investigate rela
tions of deducibility, sufficiency, consist
ency, etc. This metamathematics is hence 
(in our manner of expression) the logical 
syntax of mathematical language. The 
logical syntax of the language of science 

meant here is an analogous extension with 
reference to the language of all of science. 

One of the most important concepts of 
logic and thereby of the logic of science 
is that of (logical) inference (Folgerung
entailment). Can this concept be formu
lated purely formally? It is often stated 
that the relation of entailment depends on 
the meaning of the propositions. In a cer
tain sense we can agree with that; for 
when the meaning of two propositions is 
known, it is thereby determined whether 
one is the entailment of the other or not. 
The decisive point, however, is: is it also 
possible to formulate the concept "entail
ment" purely formally? If the transforma
tion rules of language are set up purely 
formally, we call a proposition an infer
ence (entailment) of other propositions if 
it can be constructed from those proposi
tions by the application of the transforma
tion rules. The question, whether a certain 
proposition is an inference (entailment) of 
certain other propositions or not, is there
fore completely analogous to the question 
whether a certain position in chess can be 
played from another or not. This question 
is answered by chess theory, i.e. a com
binatorial or mathematical investigation 
which is based on the chess rules; that 
question is thus a formal one, it is an
swered by a Combinatorial Calculus or 
Mathematics of Language, which rests on 
the transformation rules of language, that 
is what we have called the syntax of lan
guage. Briefly: "entailment" is defined as 
deducibility according to the transforma
tion rules; since these rules are formal, 
"entailment" is also a formal, syntactical 
concept. 

The concept "entailment" is, as Lewis 
has correctly seen, quite different from 
the concept of "(material) implication." 
(Russell, Principles of Mathematics). Im
plication <Joes not depend on the sense of 
the •propositions, but only on their truth
value; but entailment on the contrary is 
not quite determined by the truth values. 
From this, however, one may not con
clude that in the determination of entail-
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ment reference to the meaning is neces
sary; it suffices to refer to the formal 
structure of the propositions. 

THE CONTENT OF A PROPOSITION 

On the basis of the concept of "en
tailment" one can define the following 
classification of propositions which is fun
damental to the logic of science. A propo
sition is called analytic (or tautological) if 
it is an entailment of every proposition 
(more exactly: if it is deducible without 
premisses, or is the entailment of the empty 
class of propositions). A proposition is 
called contradictory if any proposition at 
all is its entailment. A proposition is 
called synthetic if it is neither analytical 
nor contradictory. Example: "It is raining 
here" is synthetic; "It is raining or it is 
not raining" is analytic; "It is raining and 
it is not raining" is contradictory. An 
analytic proposition is true in every pos
sible case and therefore does not state 
which case is on hand. A contradictory 
proposition on the contrary says too 
much, it is not true in any possible case. 
A synthetic proposition is true only in 
certain cases, and states therefore that 
one of these cases is being considered -
all (true or false) statements of fact are 
synthetic. The concepts "analytic," "con
tradictory," "synthetic" can be defined 
in analogous manner also for classes of 
propositions; several propositions are 
said to be incompatible (unvertraglich) 
with one another, if their conjunction is a 
self-contradiction. 

And now we come to the principal 
concept of the logic of science, the con
cept of the (lnhalt) content of a propo
sition. Can this central concept of the 
connotative (inhaltliche) method of con
sideration be formulated purely formally 
also? We can be easily convinced that that 
is possible. For what, to be sure, do we 
want to know when we ask concerning 
the content or meaning of a proposition S? 
We wish to know what S conveys to us· 
what we experience through S; what w~ 
can take out of S. In other words: we ask 

what we can deduce from S; more accu
rately: what propositions are entailments 
of S which are not already entailments of 
any proposition at all, and therefore de
clare nothing. We define therefore: by the 
content (Gehalt) of a proposition S we 
understand the class of entailments from 
S which are not analytic. Thereby the con
cept "Gehalt" is connected to the syntac
tical concepts defined earlier; it is then 
also a syntactic, a purely formal concept. 
From this definition it is apparent that the 
content of an analytic proposition is 
empty, since no non-analytic proposition 
is an entailment of it. Further, that the 
content of S2 is contained in that of S1 when 
and only when S2 is an entailment of S1 ; 

that two propositions are of equal content 
when and only when each is the entailment 
of the other. Thus the defined concept 
"Content" corresponds completely to what 
we mean when we (in a vague manner) are 
accustomed to speak of the "meaning" 
(lnhalt) of a proposition; at any rate, inso
far as by "meaning" something logical is 
meant. Often in the investigation of the 
"meaning" or "sense" of a proposition 
one also means: What does one think of 
or imagine in this proposition? This, how
ever, is a psychological question with 
which we have nothing to do in a logical 
investigation. 

CONNOTATIVE AND FORMAL MODES 

OF EXPRESSION 

(INHALTLICHE UND FORMALE 

REDEWEISE} * 
We have set out from the fact that a 

language can be considered in two differ
ent ways: in a connotative and in a formal 
manner. Now, however, we have estab
lished that with the aid of the formal 
method the questions of the connotative 
approach can also be answered finally. 
Fundamentally there is really no difference 
between the two approaches, but only a 

• Editor's note: In most English translations 
of Carnap's writings of this period, "inhaltliche 
Redeweise" is translated as "material mode of 
speech." 
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difference between two modes of expression: in the investigation of a language, its 
concepts and propositions and the relations between them, one can employ either the 
connotative or the formal mode of expression. The connotative mode of expression is 
more customary and obvious; but one must use it with great care; it frequently begets 
muddles and pseudo-problems. We shall consider several examples of propositions in 
connotative form and their translation into formal mode of speech; in the case of sev
eral of these examples (6a-10a) only on translation do we see that we are dealing with 
assertions concerning the language. 

Connotative Mode of Speech 
la. The propositions of arithmetical lan

guage give the properties of numbers 
and relations between them. 

2a. The expression 'S' and '3 + 2' mean the 
same number. 

3a. 'S' and '3+2' do not mean the same 
number but two equal numbers. 

Formal Mode of Speech 
1 b. The propositions of arithmetical lan

guage are constructed in such and such 
a manner from predicates of one or 
more values and number expressions 
as arguments. 

2b. 3b. The expressions 'S' and '3+2' are 
synonymous in the arithmetical lan
guage (i.e. always interchangeable with 
one another). 

On the basis of the connotative formulation 1 a there arise easily a number of meta
physical pseudo-problems concerning the nature of numbers, whether the numbers are 
real or ideal, whether they are extra- or intramental and the like. The danger of these 
pseudo-problems disappears when we use the formal mode of expression, where we 
speak of "number expressions" instead of "numbers." Also the philosophic conflict 
between 2a and 3a disappears in the formal mode of expression: both theses have the 
same translation. 

4a. The word "luna" of the Latin language 
signifies the moon. 

Sa. The concept "red" signifies an ultimate 
quality; the concept "man" has a more 
ultimate meaning than the concept 
"grandson." 

6a. The moon is a thing; the sum of 3 and 
2 is not a thing but a number. 

7a. A property is not a thing. 
Sa. This particular (fact, event, condition) 

is logically necessary: . . . . logically 
impossible; .... logically possible. 

9a. This particular (fact, event, condition) 
is physically necessary; .... physi
cally impossible; .... physically pos
sible. 

lOa. Reality consists of facts, not of things. 

4b. On the basis of the syntactical transla
tion rules between the Latin and the 
English languages the word "moon" is 
coordinated with the word "luna." 

Sb. The word "red" is an undefined funda
mental symbol of language; the word 
"man" stands on a lower level that the 
word "grandson" in the definition fam
ily-tree of concepts. 

6b. "Moon" is the designation of a thing; 
"3 + 2" is not a designation of a thing 
but a designation of a number. 

7b. A property-word is not a thing-word. 
Sb. This proposition is analytic; .... con

tradictory; .... not contradictory. 

9b. This proposition is deducible from the 
class of physical ~aws; .... is incom-
compatible with .... ; .... is com-
patible. . . . . . , 

lOb. Science is a system of propositions, not 
of names. 

PHILOSOPHY Is THE SYNTAX OF THE LANGUAGE OF SCIENCE 

We had started with the presupposition: Philosophy of Science is the logic of sci
ence, the logical analysis of concepts, propositions, structures of propositions of 
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science. Sirice now the data of every logical analysis can be translated in the formal 
mode of expression, all the questions and theorems of philosophy consequently find 
their place in the formal structure theory of language, that is, in the realm which we 
have called the Syntax of the language of Science. Here it must, however, be noted 
that a philosophic theorem, formulated as a proposition of syntax, can be meant in 
different ways: 

A. As Assertion; e.g. 
1. In the language of science available 

today (or a part of it: of physics, 
biology, ... ) such and such holds. 

2. In every language (or: in every 
language of such and such a nature) 
such and such holds. 

3. There is a language for which such 
and such holds. 

B. As Proposal; e.g. 
1. I propose to build up the language 

of science (or of mathematics, of 
psychology, ... ) so that it ac
quires such and such properties. 

2. I wish (along with other things) to 
investigate a language which pos
sesses such and such properties. 

The common confusion in philosophic discussions, not only among metaphysicians 
but also in the philosophy of science, is principally called forth by lack of a clear con
ception that the object of discussion is the language of science; and further because 
one does not clearly state (and mostly does not know oneself) whether a thesis is meant 
as an assertion or as a proposal. Let us consider, for example, in the discussion of the 
logical foundations of mathematics a point of conflict between the logisticists (Frege, 
Russell) and the axiomatists (Peano, Hilbert); let the theses be formulated by 12a, 13a. 
Then we translate the theses in order to formulate them more exactly into the formal 
mode of expression: 12b, 13b. 

12a. The numbers are classes of classes of 
things. 

13a. The numbers are unique ultimate enti
ties. 

12b. The number-symbols are class symbols 
of second rank. 

13b. The number-symbols are individual
symbols (i.e. symbols of null rank, 
which appear only as arguments). 

If now we interpret 12b and 13b in the manner A3, the conflict disappears: one 
can say that a language of arithmetic is constructible which has the property l 2b; but 
also one as well which has the property 13b. But perhaps the theses I 2b, 13b are meant 
as proposals in the sense B1 . In that case one is not dealing with a discussion about 
true or false, but with a discussion as to whether this or that mode of expression is 
simpler or more pertinent (for cert<.'.in purposes of a scientific methodical nature). In 
any case the discussion is oblique and fruitless a~ long as the discussers do not agree 
as to which of the interpretations A or B is meant. The situation is similar with regard 
to the philosophical combat concerning the theses l 4a, 15a: 

14a. To the ultimate given belong relations. 

15a. Relations are never given ultimately but 
depend always on the nature of the 
members of the relation. 

l4b. To the undefined fundamental signs be
long two- (or more-) valued predicates. 

15b. All 1wo- or more-valued predicates are 
defined on the basis of one-valued predi
cates. 

The discussion becomes clear only when 14b and 15b are considered as proposals; 
the problem then consists of putting up languages of this or that form and comparing 
them with one another. 

In the following example we deal with the conflict of two theses 16a, 17a, which 
correspond more or less to positivism and to realism. 
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16a. A thing is a complex of sensations. 

17a. A thing is a complex of atoms. 

l 6b, 17b can be interpreted here in the 
sense Ai, namely as assertions concerning 
the syntactical structure of our language 
of science. In spite of that they do not con
tradict one another, since a proposition 
concerning a thing can be transformed in 
more than one way with equal content. 
We see: in using the formal mode of ex
pression the pseudo-problem "What is a 
thing?" disappears, and therewith the 
opposition between the positivist and the 
realist answer disappears. 

In taking the position that all phil
osophical problems are questions of the 
syntax of the language of science, we do 
not mean it to be a proposal or even a pre
scription for limiting inquiry to a definite, 
seemingly very narrow field of questions. 
Much more is meant: as soon as one exact
ly formulates some question of philosophy 
as logic of science, one notes that it is a 
question of the logical analysis of the lan
guage of science; and further investigation 
then teaches that each such question allows 
itself to be formulated as a formal ques
tion, to wit a question of the syntax of the 
language of science. All theorems of phi
losophy take on an exact, discussable 
form only when we formulate them as 
assertions or proposals of the syntax of 
the language of science. 

THE PROBLEM OF THE FOUNDATIONS 

OF THE SCIENCES 

In order to make clearer our position 
concerning the character of philosophic 
problems, we shall cast a brief glance on 
the problems which one customarily desig
nates as the philosophic foundation prob
lems of the individual sciences. 

The philosophic problems of the f oun-

16b. Every proposition in which a thing
name occurs, is of equal content with 
a class of propositions in which no 
thing-names but sensation-names occur. 

17b. Every proposition in which a thing
name occurs is of equal content with 
a proposition in which no thing-names 
but space-time coodinates and physical 
functions occur. 

dations of mathematics are the questions 
of the syntax of mathematical language, 
not, to be sure, as an isolated lan
guage, but as a part of the language of 
science. This addendum is important. The 
logistic trend (Frege, Russell) is right in 
the demand that the foundation-laying of 
mathematics must not only construct the 
mathematical calculus but also must make 
clear the meaning of mathematical con
cepts, since the application of mathematics 
to reality rests on this meaning. We restate 
it in the formal mode of speech: mathemat
ical concepts attain their meaning by the 
fact that the rules of their application in 
empirical science are given. If we investi
gate not only the syntactical rules of math
ematical language merely, but also the 
rules which relate to the appearance of 
mathematical symbols in synthetic propo
sitions, we formulate thereby the meaning 
of mathematical concepts (e.g. the mean
ing of the symbol "2" is formulated by es
tablishing how this symbol can appear in 
synthetic propositions, and according to 
what rules such propositions can be de
rived from propositions without number 
expressions. If a rule is set up with the aid 
of which one can derive from the proposi
tion "In this room there are Peter and Paul 
and otherwise no person" the proposition 
"In this room there are 2 people," the 
meaning of "2" is established by that rule). 

The problems of the foundations of 
physics are questions of the syntax. of 
physical language: the problem of the veri
fication of physical laws is the question 
concerning the syntactic deductive coher
ence between the physical laws (i.e. 
general propositions of a certain form) 
and the protocol propositions (singular 
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propositions-of a certain form); the prob
lem of induction is the question whether 
and which transformation rules lead from 
protocol propositions to laws; the problem 
of the finitude or infinity and other struc
ture properties of time and space is the 
question concerning the syntactical trans
formation rules with reference to number 
expressions which appear in the physical 
propositions as time and space coordi
nates; the problem of causality is the 
question concerning the syntactical struc
ture of the physical laws (whether unique 
or probability functions) and concerning a 
certain property of completeness of the 
system of these laws (determinism
indeterminism). 

The philosophical problems of the f oun
dation of biology refer above all to the 
relation between biology and physics. 
Here the following two problems are to be 
distinguished: 

1. Can the concepts of biology be de
fined on the basis of the concepts of 
physics? (If yes, the language of 
biology is a part-language of physi
cal language.) 

2. Can the laws of biology be derived 
from the laws of the physics of the 
inorganic? The second question 
forms the kernel of the vitalism
problem, if we purge this problem 
of the usual metaphysical admix
tures. 

Among the problems of the foundations 
of psychology there are, analogously to the 
above-mentioned: 1. Can the concepts of 
psychology be defined on the basis of the 
concepts of physics? 2. Can the laws of 
psychology be derived from those of 
physics? The so-called psycho-physical 
problem is usually formulated as a prob
lem of the relation of two object-realms: 
the realm of psychic events and the realm 
of physical events. But this formulation 
leads to a maze of pseudo-problems. In 
using the formal mode of expression it be
comes clear that one is dealing only with 
the relation of both part-languages, that 

of psychology and that of physics, or to be 
more accurate still, with the manner 
of the syntactical derivation relations 
(translation rules) between the proposi
tions of both these languages. With the 
formulation of the psycho-physical prob
lem in the formal mode of expression the 
problem surely is not yet solved; it may 
still be quite difficult to find the solution. 
But at least the necessary condition is 
satisfied whereby a solution may be 
sought: the question at least is put clearly. 

A point of principle must now be noted 
so that our position will be understood 
correctly. When we say that philosophical 
questions are questions of the syntax of 
the language of science which permit ex
pression in a formal mode of speech, we 
do not thereby say that the answers to 
these questions can be found by merely 
calculating with logical formulas, with
out recourse to experience. A p~oposal 
for the syntactical formulation of the 
language of science is, when seen as a 
principle, a proposal for a freely choose
a ble convention; but what induces us to 
prefer certain forms of language to others 
is the recourse to the empirical material 
which scientific investigation furnishes. (It 
is e.g. a question of convention whether 
one takes as the fundamental laws of 
physics deterministic or statistical laws; 
but only by attention to the empirical ma
terial, syntactically put - to the protocol 
propositions - can we decide with which 
of these two forms we can arrive at a well 
correlated, relatively simple construction 
of a system.) From this it follows that the 
task of the philosophy of science can be 
pursued only in a close cooperation be
tween logicians and empirical investi
gators. 

Editor's note: The meta philosophical views 
which Carnap puts forward in this article are 
substantially the same as those advanced in Car
nap [41. For criticism of these views see Bar
Hillel [51, Black [71, and Goodman [4]. For 
Carnap's more recent metaphilosophical views, 
see Carnap [21 (reprinted below at pp. 72-84) 
and [7]. 
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LOGICAL POSITIVISM, LANGUAGE, AND THE 

RECONSTRUCTION OF METAPHYSICS 

1. Introduction. A philosophical move
ment is a group of philosophers, active 
over at least one or two generations, who 
more or less share a style, or an intellec
tual origin, and who have learned more 
from each other than they have from 
others, though they may, and often do, 
quite vigorously disagree among them
selves. Logical positivism is the current 
name of what is no doubt a movement. 
The common source is the writings and 
teachings of G. E. Moore, Russell, and 
Wittgenstein during the first quarter of 
the century. However, two of these found
ing fathers, Moore and Russell, do not 
themselves belong to the movement. The 
logical positivists have also greatly influ
enced each other; they still do, albeit less 
so as the disagreements among them be
come more pronounced. There is indeed 
vigorous disagreement, even on such 
fundamentals as the nature of the philo
sophical enterprise itseH. The very name, 
logical positivist, is by now unwelcome to 
some, though it is still and quite reason
ably applied to all, particularly from the 
outside. Reasonably, because they unmis
takably share a philosophical style. They 
all accept the linguistic turn Wittgenstein 

Reprinted (in a truncated form) from Rivista 
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initiated in the Tractatus. To be sure, they 
interpret and develop it in their several 
ways, hence the disagreements; yet they 
are all under its spell, hence the common 
style. Thus, if names in themselves were 
important, it might be better to choose 
linguistic philosophy or philosophy of lan
guage. In fact, these tags are now coming 
into use. But they, too, like most labels, 
are misleading. For one, the concern with 
language is nothing new in first philosophy 
or, if you please, epistemology and meta
physics. Certainly all "minute philoso
phers" have shared it. For another, there 
is strictly speaking no such thing as the 
philosophy of language. Language may be 
studied by philologists, aestheticians, and 
scientists such as psychologists or sociolo
gists. To bring these studies thoughtfully 
together is well worth while. Customarily, 
such synoptic efforts are called philoso
phy. There is no harm in this provided 
they are not mistaken for what they are 
not, namely, technical philosophy. Rather 
than being philosophers of language, the 
positivists, who are all technical philoso
phers, are therefore philosophers through 
language; they philosophize by means of 
it. But then, everybody who speaks uses 
language as a means or tool. The point is 
that the positivists, newly conscious of it, 
use it in a new way. 

The novelty is, I believe, radical. Even 
the greatest innovators never do more, can 
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do no more,--than add one or two features 
to the tradition, perhaps submerge one or 
two others. The tradition as a whole per
sists. Features is a vague word. I had 
better speak of new questions and meth
ods; for they, not the answers we give, 
matter. The logical positivists neither 
added nor submerged a single major 
question. Their characteristic contribution 
is a method. This may mean radical nov
elty; it does, I believe, in their case. There 
is a sense, though, in which the linguistic 
turn has not even produced startlingly 
new answers. The answers the positivists 
give to the old questions, or those which 
most of them give to most, are in some 
respects very similar to what has been said 
before within the empiricist stream of the 
great tradition. On the other hand, both 
questions and answers are so reinterpreted 
that they have changed almost beyond 
recognition. At least, alas, beyond the rec
ognition of many. Many of the logical 
positivists themselves, like other innova
tors before, even thought that they had dis
posed of the tradition. Some still believe 
it. I think there is merely a new method, 
though one that is radically new, of ap
proaching the old questions. 

This is not a historical paper. I wish to 
speak as a philosopher. Thus, while I am 
aware of how much I owe to others, I can 
only speak for myself. Nor is my intent 
primarily critical. Yet, such is the dialecti
cal nature of philosophy that we cannot 
either in thinking or in writing do without 
that foil the ideas of others provide. This 
makes us all critics as well as, in a struc
tural sense, historians. Thus, while it is 
my main purpose, or very nearly so, to 
explain one kind of logical positivism, I 
shall, almost of necessity, discuss all 
others. They fall into two main divisions. 
The one is made up by the ideal linguists, 
the other by the analysts of usage, more 
fully, of correct or ordinary usage. The 
ideal linguists are either formalists or re
constructionists. The outstanding formal
ist is Carnap. What the reconstructionists 
hope to reconstruct in the new style is the 

old metaphysics. Clearly, from what has 
been said, I am a reconstructionist. There 
is, third, the pragmatist variety. These 
writers, we shall presently see, are best 
counted with the ideal linguists. Usage 
analysis flourishes above all at Oxford and 
Cambridge. These philosophers are also 
known as, fourth, the therapeutic positiv
ists or casuists. One variant of this view 
deserves to be distinguished. For want of 
a better term I shall, with a new meaning, 
resuscitate an old one, calling this view, 
fifth, conventionalist. This wing is led by 
Ryle. 

The expositor's position determines, as 
always, his strategy. The argument will 
center around reconstructionism. But 
since I believe the method to be neutral 
in that it may be used by all and any, I 
shall set it off as clearly as I can from the 
specific conclusions to which it has led 
me. Not surprisingly, these conclusions, 
or answers to the old questions, lie within 
the empiricist tradition, if it is conceived 
broadly enough to include the act philoso
phies of Moore and Brentano. The debt 
to Hume and the phenomenalists in gen
eral is, naturally, tremendous. One clever 
Englishman recently proposed the equa
tion: Logical Positivism is Hume plus 
mathematical logic. He has a point, 
though by far not the whole story. But 
whatever these specific conclusions may 
be, I can hardly do more than hint at a 
few of them. This must be kept in mind 
throughout. I have, of course, discussed 
them elsewhere. Here, however, they serve 
mainly as illustrations, pour fixer les idees, 
for even in philosophy abstractness cannot 
without disadvantage be pushed beyond 
certain limits. 

2. The linguistic turn. What precisely 
the linguistic turn is or, to stay with the 
metaphor, how to execute it properly is 
controversial. That it must be executed, 
somehow or other, is common doctrine, 
fl.owing from the shared belief that the re
lation between language and philosophy is 
closer than, as well as essentially different 
from, that between language and any 
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other discipline. What are the grounds of 
this belief and how did it arise? 

First. There is no experiment on whose 
outcome the predictions of two physicists 
would differ solely because the one is a 
phenomenalist, the other a realist. Gen
erally, no philosophical question worthy 
of the name is ever settled by experimental 
or, for that matter, experiential evidence. 
Things are what they are. In some sense 
philosophy is, therefore, verbal or lin
guistic. But this is not necessarily a bad 
sense. One must not hastily conclude that 
all philosophers always deal with pseudo
problems. Those who thus stretch a point 
which is telling enough as far as it goes, 
areoverly impressed with the na"ive "em
piricism" of the laboratory. Most of them 
are formalists. Scientism and formalism, 
we shall see, tend to go together. Second. 
Philosophers maintain in all seriousness 
such propositions as that time is not real 
or that there are no physical objects. But 
they also assure us that we do not in the 
ordinary sense err when, using language 
as we ordinarily do, we say, for instance, 
that some event preceded some other in 
time or that we are perceiving physical 
objects such as stones and trees. Outside 
their studies, philosophers themselves say 
such things. Thus they use language in 
two ways, in its ordinary sense and in one 
that is puzzling to say the least. To decide 
whether what they say as philosophers is 
true one must, therefore, first discover 
what they say, that is, precisely what that 
peculiar sense is. The inquiry is linguistic. 
It starts from common sense, for what else 
is there to start from. These points were 
pressed by G. E. Moore. His emphasis on 
ordinary usage and common sense re
appears, of course, in the British branches 
of the movement. The commonsense doc
trine also influenced the reconstructionists. 
It is worth noticing, though, that in the 
form in which all these positivists have 
adopted it, the doctrine is not itself a 
philosophical proposition. Rather, it helps 
to set their style, assigning to philosophy 
the task of elucidating common sense, not 

of either proving or disproving it. In this 
form the commonsense doctrine also rep
resents at least part of what could be 
meant by saying, as both Husserl and 
Wittgenstein do, that philosophy is de
scriptive. Third. This point stands to the 
second in a relation similar to that be
tween morphology and physiology or, per
haps, pathology. We have seen that philos
ophers, using language in their peculiar 
sort of discourse, arrive at such proposi
tions as that there are no physical objects. 
Taken in their ordinary sense, these propo
sitions are absurd. The man on the street, 
however, who uses the same language 
never ends up with this kind of absurdity. 
We also know that the conclusions one 
draws depend on the grammatical form of 
the statements that express the premises. 
We notice, finally, that sometimes two 
statements, such as 'Peter is not tall' and 
'Cerberus is not real,' exemplify the same 
grammatical form though they say really 
quite different things. We conclude that 
philosophers come to grief because they 
rely on grammatical form. What they 
should trust instead is the logical form of 
statements such as, in our illustration, 
'Peter is not tall' and 'There is no dog that 
is three-headed, etc.'. Consistently pur
sued, the notion of logical form leads to 
that of an ideal language in which logical 
and grammatical form coincide complete
ly. Both notions took shape when Russell 
answered several philosophical questions, 
some about arithmetic, some about just 
such entities as Cerberus, by means of a 
symbolism. There is one more suggestion 
in all this, namely, that in an ideal lan
guage the philosopher's propositions could 
no longer be stated so that he would find 
himself left without anything to say at all. 
'Peter exists,' for instance has no equiva
lent in Russell's symbolism, Peter's exist
ence showing itself, as it were, by the 
occurrence of a proper name for him. 
Ontology is, perhaps, but an illusion 
spawned by language. So one may again 
be led to think that all philosophy is verbal 
in a bad sense. The suggestion seduced the 
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formalists as well as those who later be
came usage analysts. It even seduced Witt
genstein. The reconstructionists reject it. 
According to them, philosophical dis
course is peculiar only in that it is ordi
nary or, if you please, commonsensical 
discourse about an ideal language. 

Ordinary discourse about an ideal lan
guage is, indeed, the reconstructionist ver
sion of the linguistic tum. But a statement 
so succinct needs unpacking. Precisely 
what is an ideal language? I cannot answer 
without first explaining what syntax is. 

3. Syntax. Signs or symbols may be arti
ficial, that is, expressly devised, or they 
may have grown naturally. In either case 
they do not say anything by themselves. 
We speak by means of them; we "inter
pret'' them; having been interpreted, they 
"refer." Syntax deals only with some prop
erties of the signs themselves and of the 
patterns in which they are arranged. This, 
and nothing else, is what is meant by 
calling syntax formal and schemata syn
tactically constructed formal languages. It 
would be safer to avoid any term that sug
gests interpretation, such as 'language', 
'sign', or 'symbol'. I shall simply speak of 
syntactical schemata and their elements. 
Or one could use a prefix to guard against 
confusion, calling the elements f-signs, for 
instance, 'f' standing for 'formal'. In this 
section, where I discuss only (-notions, I 
shall suppress the prefix. Later on I shall 
occasionally take this precaution. In them
selves, signs are physical objects or events. 
Written signs, and we need not for our 
purpose consider others, are instances of 
geometrical shapes. Syntax is thus quite 
commonsensical business. It is, so to 
speak, a study of geometrical design. But 
philosophers are not geometricians. They 
do not invent and investigate these sche
mata for their own sake, as mathematical 
logicians often do, but with an eye upon 
their suitability for serving, upon interpre
tation, as the ideal language. Making this 
claim for any one schema, the geome
trician turns philosopher, committing him
self to a philosophical position. This is 

why I insisted that the method as such is 
neutral. Yet, to introduce neutrally the 
syntactical notions or categories (f-cate
gories!) which I shall need would be 
tediously abstract and is, at any rate, quite 
unnecessary for my purpose. So I shall, 
instead, introduce them by describing that 
particular schema which I judge to be, 
with one later addition, that of the ideal 
language. Broadly speaking, it is the 
schema of Russell's Principia Mathe
matica. Very broadly indeed; and I shall 
have to speak broadly throughout the rest 
of this section, simplifying so sweepingly 
that it amounts almost to distortion, 
though not, of course, as I judge it, to 
essential distortion. 

The construction of the schema pro
ceeds in three steps. First one selects 
certain shapes and kinds of such as its 
elements or signs. Then certain sequences 
of shapes are selected or, if you please, 
defined as its sentences. Order, as the 
term sequence implies, enters the defini
tion. Finally a certain subclass of sen
tences, called analytic, is selected. Turning 
to some detail, relatively speaking, I shall, 
in order to fix the ideas, add in parentheses 
some prospective interpretations from our 
natural language. First. The elements are 
divided into categories. Though based on 
shape and nothing else, the divisions are 
not nominal in that the definitions of sen
tence and analyticity are stated in their 
terms. Signs are either logical or descrip
tive, Descriptive signs are either proper 
names ('Peter'), or predicates and rela
tions of the first order ('green', 'louder 
than'), or predicates and relations of 
higher orders ('color'). Logical signs are 
of two main kinds. Either they are indi-. 
vidually specified signs, connectives ('not', 
'and', 'if then') and quantifiers ('all', 
'there is something such that'). Or they 
are variables. To each descriptive cate
gory corresponds one of variables, though 
not necessarily conversely; to proper 
names so-called individual variables (such 
phrases as 'a certain particular'), to predi
cates predicate variables (such phrases as 
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'a certain property'), and so on. Second. 
Sentences are either atomic or complex. 
Atomic sentences are sequences of de
scriptive signs of appropriate categories 
('Peter (is) green', 'John (is) taller than 
James'). Complex sentences contain logi
cal signs ('John (is) tall and James (is) 
short', 'There is something such that it 
(is) green'). Third. In defining analyticity 
arithmetical technics are used; in the 
sense in which one may be said to use 
such technics who, having assigned num
bers to people on the basis of their shapes, 
called a company unlucky (f-unlucky!) if 
the sum of the numbers of its members is 
divisible by 13. A sentence is said to fol
low deductively from another if and only 
if a third, compounded of the two in a 
certain manner, is analytic. ('p' implies 'q' 
if and only if 'if p then q' is analytic.) The 
definition of analyticity is so designed that 
when a descriptive sign occurs in an 
analytic sentence, the sentence obtained 
by replacing it with another descriptive 
sign of the same category is also analytic. 
(In 'Either John is tall or John is not tall', 
the terms 'John' and 'tall' occur vacuous
ly.) Two such sentences are said to be of 
the same "logical form"; analyticity itself 
is said to depend on "form" only, which 
is but another way of saying that it can be 
characterized by means of sentences 
which contain none but logical signs. This 
feature is important. Because of it, among 
others, (-analyticity can, as we shall see, 
be used to explicate or reconstruct the 
philosophical notion of analyticity which, 
unfortunately, also goes by the name of 
formal truth. Unfortunately, beca~se the 
f-notion of logical form which I just de
fined needs no explication. The philo
sophical notion, like all philosophical 
ones, does. To identify the two inadvert
ently, as I believe Wittgenstein did, leads 
therefore to disaster. But of this later. 

The shapes originally selected are called 
the undefined signs of the schema. The 
reason for setting them apart is that many 
schemata, including the one I am con
sidering, provide machinery for adding 

new signs. To each sign added corre
sponds one special sentence, called its 
definition, the whole construction being 
so arranged that this sentence is analytic. 
This has two consequences. For one, the 
definitions of the language which, in some 
sense, the schema becomes upon interpre
tation, are all nominal. For another, inter
pretation of the undefined signs automati
cally interprets all others. Defined signs 
whose definitions contain undefined de
scriptive signs are themselves classified as 
descriptive. 

4. Ideal language and reconstruction. 
To interpret a syntactical schema is to 
pair its undefined signs one by one with 
words or expressions of our natural lan
guage, making them "name" the same 
things or, if you please, "refer" equally. 
An interpreted schema is in principle a 
language. In principle only, because we 
could not speak it instead of a natural 
language; it is neither rich nor flexible 
enough. Its lack of flexibility is obvious; 
it lacks richness in that we need not spec
ify it beyond, say, stipulating that it con
tains color predicates, without bothering 
which or how many. Thus, even an inter
preted schema is merely, to use the term 
in a different sense, the "schema" of a 
language, an architect's drawing rather 
than a builder's blueprint. The ideal lan
guage is an interpreted syntactical schema. 
But not every such schema is an ideal 
language. To qualify it must fulfill two 
conditions. First, it must be complete, that 
is, it must, no matter how schematically, 
account for all areas of our experience. 
For instance, it is not enough that it con
tain schematically the way in which sci
entific behaviorists, quite adequately for 
their purpose, speak about mental con
tents. It must also reflect the different way 
in which one speaks about his own experi
ence and, because of it, of that of others; 
and it must show how these two ways jibe. 
Second, it must permit, by means of ordi
nary discourse about it, the solution of 
all philosophical problems. This dis
course, the heart of the philosophicaJ 
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enterprise, is the reconstruction of meta
physics. So I must next explain how to 
state, or restate, the classical questions in 
this manner and, if they can be so stated, 
why I insist that this discourse is, never
theless, quite ordinary or commonsensical 
though, admittedly, not about the ~rt of 
thing the man on the street talks about. 
Making the range of his interests the 
criterion of "common sense" is, for my 
taste, a bit too John Bullish. 

Consider the thesis of classical nominal
ism that there are no universals. Given 
the linguistic turn it becomes the assertion 
that the ideal language contains no un
defined descriptive signs except proper 
names. Again, take classical sensationism. 
Transformed it asserts that the ideal lan
guage contains no undefined descriptive 
predicates except nonrelational ones of 
the first order, referring to characters ex
emplified by sense data which are, some 
ultrapositivists to the contrary notwith
standing, quite commonsensical things. I 
reject both nominalism and sensationism. 
But this is not the point. The point is that 
the two corresponding assertions, though 
surely false, are yet not absurd, as so many 
of the classical theses are, as it is for in
stance absurd to say, as the sensationists 
must, that a physical object is a bundle of 
sense data. Obvious as they are, these two 
illustrations provide a basis for some com
ments about the reconstruction in general. 

First. I did not, either affirmatively or 
negatively, state either of the two classical 
propositions. I merely mentioned them in 
order to explicate them, that is, to suggest 
what they could plausibly be taken to as
sert in terms of the ideal language. For the 
tact and imagination such explication 
sometimes requires the method provides 
no guarantee. No method does. But there 
is no doubt that this kind of explication, 
considering as it does languages, is quite 
ordinary discourse. Yet it does not, by 
this token alone, lose anything of what it 
explicates. To say that a picture, to be a 
picture, must have certain features is, 
clearly, to say something about what it is 

a picture of. I know no other way to speak 
of the world's categorial features without 
falling into the snares the linguistic tum 
avoids. These features are as elusive as 
they are pervasive. Yet they are our only 
concern; that is why the ideal language 
need be no more than a "schema." I just 
used the picture metaphor, quite com
monsensically I think, yet deliberately. 
For it has itself become a snare into which 
some positivists fell, not surprisingly, 
since it is after all a metaphor. Of this 
later. Second. A critic may say: "Your 
vaunted new method either is circular or 
produces an infinite regress. Did you not 
yourself, in what you insist is ordinary 
discourse, use such words as 'naming' and 
'referring'? Surely you know that they are 
eminently philosophical?" I have guarded 
against the objection by putting quotation 
marks around these words when I first 
used them. The point is that I did use them 
commonsensically, that is, in a way and 
on an occasion where they do not give 
trouble. So I can without circularity 
clarify those uses that do give rise to phil
osophical problems, either by locating 
them in the ideal language, or when I en
counter them in a philosophical proposi
tion which I merely mention in order to 
explicate it, or both, as the case may be. 
But the critic continues: "You admit then, 
at least, that you do not, to use one of your 
favorite words, explicate common sense?" 
I admit nothing of the sort. The explica
tion of common sense is circular only as 
it is circular to ask, as Moore might put it, 
how we know what in fact we do know, 
knowing also that we know it. Third. The 
critic presses on: "Granting that you can 
without circularity explicate the various 
philosophical positions, say, realism and 
phenomenalism, I still fail to see how this 
reconstruction, as you probably call it, 
helps you to choose among them." I dis
cover with considerable relief that I need 
no longer make such choices. With relief, 
because each of the classical answers to 
each of the classical questions has a com
monsense core. The realist, for instance, 
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grasped some fundamental features of 
experience or, as he would probably 
prefer to say, of the world. The phenome
nalist grasped some others. Each, anx
ious not to lose hold of his, was driven to 
deny or distort the others. From this 
squirrel cage the linguistic tum happily 
frees us. Stated in the new manner, the 
several "cores" are no longer incompati
ble. This is that surprising tum within the 
turn which I had in mind when I observed 
that the old questions, though preserved 
in one sense, are yet in another changed 
almost beyond recognition. To insist on 
this transformation is one thing. To dis
miss the classical questions out of hand, 
as some positivists unfortunately do, is 
quite another thing. Fourth. The method 
realizes the old ideal of a philosophy 
without presuppositions. Part of this ideal 
is an illusion, for we cannot step outside 
of ourselves or of the world. The part that 
makes sense is realized by constructing 
the schema formally, without any refer
ence to its prospective use, strict syntac
ticism at this stage forcing attention upon 
what may otherwise go unnoticed. But the 
critic persists: "Even though you start 
formally, when you choose a schema as 
the ideal language you do impose its 
"categories" upon the world, thus pre
judging the world's form. Are you then 
not at this point yourself trading on the 
ambiguity of 'form', as you just said others 
sometimes do?" One does not, in any in
telligible sense, choose the ideal language. 
One finds or discovers, empirically if you 
please, within the ordinary limits of hu
man error and dullness, that a schema can 
be so used. Should there be more than one 
ideal language, then this fact itself will 
probably be needed somewhere in the re
construction; equally likely and equally 
enlightening, some traits of each would 
then be as "incidental" as are some of 
Finnish grammar. More important, all 
this goes to show that the reconstruction
ist's philosophy is, as I believe all good 
philosophy must be, descriptive. But it is 
time to relieve the abstractness by show-

ing, however sketchily, the method at 
work. 

5. Three issues. The commonsense core 
of phenomena/ism is wholly recovered by 
what is known as the principle of ac
quaintance. (Later on I shall restore the 
balance by reconstructing what I think is 
the deepest root of realism. Realism, to be 
sure, has others, such as the indispensa
bility of the quantifiers, which permit us 
to speak of what is not in front of our 
noses. But these roots run closer to the 
surface.) The word principle is unfortu
nate; for description knows no favorites. 
The feature in question is indeed a prin
ciple only in that quite a few other explica
tions are found to depend on it. What it 
asserts is that all undefined descriptive 
signs of the ideal language refer to entities 
with which we are directly or, as one also 
says, phenomenally acquainted. Notice the 
difference from sensationism. Relational 
and higher-order undefined predicates are 
not excluded. The indispensability of at 
least one of these two categories is beyond 
reasonable doubt. Nor does the principle 
exclude undefined descriptive signs that 
refer to ingredients of moral and aesthetic 
experience. If ethical naturalism is expli
cated as the rejection of such terms, then 
one sees that a reconstructionist need not 
be an ethical naturalist. I, for one, am not. 

The ideal language contains proper 
names, the sort of thing to which they 
refer being exemplified by sense data; 
'tree' and 'stone' and 'physical object' it
self are, broadly speaking, defined predi
cates, closer analysis revealing that the 
"subjects" of these predicates do not refer 
to individual trees and stones. That this 
amounts to a partial explication of the 
substantialist thesis, accepting a small part 
of it and rejecting the rest, is fairly ob
vious. Another aspect of the matter raise3 
two questions. Definitions are linguistic 
constructions, more precisely, construc
tions within a language. How detailed 
need they be? What are the criteria for 
their success? To begin with the second 
question, consider the generality 'No 
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physical object is at the same time at two 
different places'. Call it S and the sentence 
that corresponds to it in the ideal lan
guage S'. Since 'time' and 'place' in S 
refer to physical time and place, the de
scriptive signs in S' are all defined. Their 
construction is successful if and only if S' 
and a few other such truths, equally 
crucial for the solution of philosophical 
problems, follow deductively from the 
definitions proposed for them in conjunc
tion with some other generalities contain
ing only undefined descriptive signs, which 
we also know to be true, such as, for in
stance, the sentence of the ideal language 
expressing the transitivity of being phe
nomenally later. The construction is thus 
merely schematic, in the sense in which 
the ideal language itself is merely a 
schema. The building stones from which 
it starts in order to recover the sense in 
phenomenalism are so minute that any
thing else is patently beyond our strength. 
Nor, fortunately, is it needed to solve the 
philosophical problems. To strive for more 
is either scientism or psychologism, sci
entism if one insists on definitions as 
"complete" as in the axiomatization of a 
scientific discipline, psychologism if one 
expects them to reflect all the subtlety and 
ambiguity of introspective analysis. For
malists tend to scientism; usage analysts 
to psychologism. 

Analyticity is not a commonsense no
tion. However, the differences that led 
philosophers to distinguish between ana
lytic and synthetic propositions are clearly 
felt upon a little reflection. There is, first, 
a difference in certainty, one of kind as 
one says, not merely of degree. Or, as it 
is also put, analytic truth is necessary, 
synthetic truth contingent. Certainty is a 
clear notion only if applied to beliefs. 
Besides, what is sought is a structural or 
objective difference between two kinds of 
contents of belief. There is only this con
nection that, once discovered, such a 
structural difference will be useful in ex
plicating the philosophical idea of certain
ty. Second, analytic (tautological) truths 

are empty in that they say nothing about 
the world, as 'John is either tall or not tall' 
says nothing. Third, there is even in nat
ural languages the difference, often though 
not always clear-cut, between descriptive 
(not f-descriptive!) words such as 'green' 
and- logical (not f-logical!) ones such as 
'or'. Analyticity depends only on the logi
cal words and on grammatical "form." 
Fourth, descriptive words seem to refer 
to "content," to name the world's furni
ture, in a sense in which logical words do 
not. These, I believe, are the four felt 
differences which philosophers, including 
many positivists, express by calling ana
lytical truths necessary, or formal, or syn
tactical, or linguistic. Without explication 
the formula courts disaster; its explication 
has four parts, all equally important. First, 
our knowledge that all "content" varia
tions of analytic "form" ('George is either 
tall or not tall', 'James is either blond or 
not blond', etc.) are true is, in the ordi
nary sense, very certain. But no claim of a 
philosophical kind for the certainty of this 
knowledge can be the basis of our explica
tion; it can only be one of its results. 
Second, the notions of analyticity and of 
logical and descriptive words correspond 
to perfectly clear-cut (-notions of the ideal 
language. Third, the specific arithmetical 
definition of (-analyticity in the ideal lan
guage (that is, in the simplest cases, the 
well-known truth tables) shows in what 
reasonable sense analytical truth is com
binatorial, compositional, or linguistic. 
Fourth, arithmetic, the key to this defini
tion, is itself analytic upon it. Taken to
gether these four features amply justify the 
philosophers' distinction between what is 
either factual or possible (synthetic) and 
what is necessary (analytic), between the 
world's "form" and its "content." But if 
they are taken absolutely, that is, inde
pendently of this explication, then the 
phrases remain dangerously obscure. 
Greatest perhaps is the danger of an ab
solute notion of form as a verbal bridge 
to an absolute notion of certainty. Nothing 
is simpler, for instance, than to set aside 
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syntactically a special class of first-order 
predicates, subsequently to be interpreted 
by color adjectives, and so to define f-ana
lyticity that 'Nothing is (at the same time 
all over) both green and red' becomes 
analytic. Only, this kind of f-analyticity 
would no longer explicate the philosophi
cal notion. Ours does. But that it does this 
is not itself a formal or linguistic truth. 

Ontology has long been a favorite tar
get of the positivistic attack. So I shall, 
for the sake of contrast, reconstruct the 
philosophical query for what there is. The 
early attacks were not without grounds. 
There is, for one, the absurdity of the 
classical formulations and, for another, 
the insight, usually associated with the 
name of Kant, that existence is not a 
property. In Russell's thought, this seed 
bore double fruit. On the one hand, when 
'Peter' is taken to refer to a particular, 'Pe
ter exists' cannot even be stated in the 
ideal language; his "existence" merely 
shows itself by the occurrence of a proper 
name in the schema. On the other hand, 
such statements as 'There are no centaurs 
(centaurs de not exist)' or 'There are cof
feehouses in Venice' can be expressed in 
the ideal language, in a way that does not 
lead to absurdity, by means of quantifiers, 
which are logical signs, and of defined 
predicates, whose definitions do not in
volve the "existence" of the kinds defined. 
This is as it should be. Ontological state
ments are not ordinary statements to be 
located within the ideal language; they are 
philosophical propositions to be explicated 
by our method. Logical signs, we remem
ber, are felt not to refer as descriptive ones 
do. This reconstructs the classical distinc
tion between existence and subsistence. 
Ontology proper asks what exists rather 
than subsists. So the answer to which we 

are led by our method seems to be a cata
logue of all descriptive signs. Literally, 
there can be no such catalogue; but one 
would settle for a list of categories, that 
is, of the kinds of entities to which we refer 
or might have occasion to refer. But then, 
every serious philosopher claims that he 
can in his fashion talk about everything. 
So one could not hope to reconstruct the 
various ontological theses by means of a 
list of all descriptive signs. The equivalent 
of the classical problem is, rather, the 
search for the undefined descriptive signs 
of the ideal language.1 I used this idea 
implicitly when I explicated nominalism 
and phenomenalism. To show that it is 
reasonable, also historically, consider two 
more examples. Take first materialism or, 
as it now styles itself, physicalism or philo
sophical behaviorism. Interpreted fairly, 
even this silliest of all philosophies asserts 
no more than that all mental terms can be 
defined in a schema whose undefined de
scriptive predicates refer to characters 
exemplified by physical objects. Quite so. 
I, too, am a scientific behaviorist. Only, 
the materialist's schema is, rather obvious
ly, incomplete and therefore not, as he 
would have to assert, the ideal lr:nguage. 
Russell, on the other hand, when he denied 
the existence of classes, meant, not at all 
either obviously or sillily, no more than 
that class names are defined signs of the 
ideal language. 

'One could argue that this conception of on
tology is anticipated in the Tractatus (2.01, 2.02, 
2.027). But I was not aware of that when I first 
proposed it. 

Editor's note: Bergmann's views about the 
nature of philosophy have changed in various 
ways in recent years. For his later views, see 
Bergmann [3]. For his criticisms of ordinary 
language philosophy, see especially Bergmann 
[ll, [8], [10], and [13]. 
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RUDOLF CARNAP 

EMPIRICISM, SEMANTICS, AND ONTOLOGY* 

1. THE PROBLEM OF ABSTRACT ENTITIES 

. Emp~icists are in general rather suspi
c10us with respect to any kind of abstract 
entities like properties, classes, relations, 
numbers, propositions, etc. They usually 
feel much more in sympathy with nomi
nalists than with realists (in the medieval 
sense). As far as possible they try to avoid 
any reference to abstract entities and to 
restrict themselves to what is sometimes 
called a nominalistic language, i.e., one 
not containing such references. However, 
within certain scientific contexts it seems 
hardly possible to avoid them. In the case 
of mathematics, some empiricists try to 
find a way out by treating the whole of 
mathematics as a mere calculus, a formal 
system for which no interpretation is given 
or can be given. Accordingly, the mathe
matician is said to speak not about num
bers, functions, and infinite classes, but 
merely about meaningless symbols and 
formulas manipulated according to given 
formal rules. In physics it is more difficult 
to shun the suspected entities, because the 

Reprinted from Revue Internationale de Phi
losophie, IV (1950), 20-40, by permission of the 
author and the editor. 

*I have made here some minor changes in the 
formulations to the effect that the term "frame
work" is now used only for the system of lin
gui~t!c e~pressio!1s, and not for the system of the 
ent1t1c;s m question. [Note added by Carnap.] 

Ec:htor's note: These changes were made in the 
original version when the essay was republished 
in Carnap's Meaning and Necessity (Second Edi
tion, Chicago: University of Chicago Press 
1956). • 
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language of physics serves for the com
munication of reports and predictions and 
hence cannot be taken as a mere calculus. 
A physicist who is suspicious of abstract 
entities may perhaps try to declare a cer
tain part of the language of physics as un
int:rpreted and uninterpretable, that part 
which refers to real numbers as space-time 
c?ordinates or as values of physical mag
mtudes, to functions, limits, etc. More 
probably he will just speak about all these 
things like anybody else but with an un
easy conscience, like a man who in his 
everyday life does with qualms many 
things which are not in accord with the 
high moral principles he professes on Sun
days. Recently the problem of abstract 
entities has arisen again in connection with 
semantics, the theory of meaning and 
truth. Some semanticists say that certain 
expressions designate certain entities, and 
among these designated entities they in
clude not only concrete material things but 
als~ abstract entities, e.g., properties as 
designated by predicates and propositions 
as designated by sentences.1 Others object 
strongly to this procedure as violating the 
basic principles of empiricism and leading 
back to a metaphysical ontology of the 
Platonic kind. 

It is the purpose of this article to clarify 
this controversial issue. The nature and 
implications of the acceptance of a Ian-

1 The terms "sentence" and "statement" are 
here used synonymously for declarative (indica
tive, propositional) sentences. 
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guage referring to abstract entities will 
first be discussed in general; it will be 
shown that using such a language does not 
imply embracing a Platonic ontology but 
is perfectly compatible with empiricism 
and strictly scientific thinking. Then the 
special question of the role of abstract en
tities in semantics will be discussed. It is 
hoped that the clarification of the issue 
will be useful to those who would like to 
accept abstract entities in their work in 
mathematics, physics, semantics, or any 
other field; it may help them to overcome 
nominalistic scruples. 

2. LINGUISTIC FRAMEWORKS 

Are there properties, classes, numbers, 
propositions? In order to understand more 
clearly the nature of these and related 
problems, it is above all necessary to rec
ognize a fundamental distinction between 
two kinds of questions concerning the 
existence or reality of entities. If someone 
wishes to speak in his language about a 
new kind of entities, he has to introduce a 
system of new ways of speaking, subject 
to new rules; we shall call this procedure 
the construction of a linguistic framework 
for the new entities in question. And now 
we must distinguish two kinds of ques
tions of existence: first, questions of the 
existence of certain entities of the new 
kind within the framework; we call them 
internal questions; and second, questions 
concerning the existence or reality of the 
system of entities as a whole, called ex
ternal questions. Internal questions and 
possible answers to them are formulated 
with the help of the new forms of expres
sions. The answers may be found either 
by purely logical methods or by empirical 
methods, depending upon whether the 
framework is a logical or a factual one. An 
external question is of a problematic char
acter which is in need of closer examina
tion. 

The world of things. Let us consider as 
an example the simplest kind of entities 
dealt with in the everyday language: the 
spatio-temporally ordered system of ob-

servable things and events. Once we have 
accepted the thing language with its frame
work for things, we can raise and answer 
internal questions, e.g., "Is there a white 
piece of paper on my desk?," "Did King 
Arthur actually live?," "Are unicorns and 
centaurs real or merely imaginary?," and 
the like. These questions are to be 
answered by empirical investigations. Re
sults of observations are evaluated accord
ing to certain rules as confirming or 
disconfirming evidence for possible an
swers. (This evaluation is usually carried 
out, of course, as a matter of habit rather 
than a deliberate, rational procedure. But 
it is possible, in a rational reconstruction, 
to lay down explicit rules for the evalua
tion. This is one of the main tasks of a 
pure, as distinguished from a psychologi
cal epistemology.) The concept of reality 
occurring in these internal questions is an 
empirical, scientific, non-metaphysical 
concept. To recognize something as a real 
thing or event means to succeed in in
corporating it into the system of things at 
a particular space-time position so that it 
fits together with the other things recog
nized as real, according to the rules of the 
framework. 

From these questions we must distin
guish the external question of the reality 
of the thing world itself. In contrast to 
the former questions, this question is 
raised neither by the man in the street nor 
by scientists, but only by philosophers. 
Realists give an affirmative answer, sub
jective idealists a negative one, and the 
controversy goes on for centuries without 
ever being solved. And it cannot be solved 
because it is framed in a wrong way. To be 
real in the scientific sense means to be an 
element of the system; hence this concept 
cannot be meaningfully applied to the sys
tem itself. Those who raise the question of 
the reality of the thing world itself have 
perhaps in mind not a theoretical ques
tion as their formulation seems to suggest, 
but rather a practical question, a matter of 
a practical decision concerning the struc
ture of our language. We have to make the 
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choice whether or not to accept and use 
the forms of expression in the framework 
in question. 

In the case of this particular example, 
there is usually no deliberate choice be
cause we all have accepted the thing lan
guage early in our lives as a matter of 
course. Nevertheless, we may regard it as 
a matter of decision in this sense: we are 
free to choose to continue using the thing 
language or not; in the latter case we could 
restrict ourselves to a language of sense
data and other "phenomenal" entities, or 
construct an alternative to the customary 
thing language with another structure, or, 
finally, we could refrain from speaking. 
If someone decides to accept the thing 
language, there is no objection against 
saying that he has accepted the world of 
things. But this must not be interpreted as 
if it meant his acceptance of a belief in the 
reality of the thing world; there is no such 
belief or assertion or assumption, because 
it is not a theoretical question. To accept 
the thing world means nothing more than 
to accept a certain form of language, in 
other words, to accept rules for forming 
statements and for testing, accepting, or 
rejecting them. The acceptance of the 
thing language leads, on the basis of ob
servations made, also to the acceptance, 
belief, and assertion of certain statements. 
But the thesis of the reality of the thing 
world cannot be among these statements, 
because it cannot be formulated in the 
thing language or, it seems, in any other 
theoretical language. 

The decision of accepting the thing lan
guage, although itself not of a cognitive 
nature, will nevertheless usually be influ
enced by theoretical knowledge, just like 
any other deliberate decision concerning 
the acceptance of linguistic or other rules. 
The purposes for which the language is 
intended to be used, for instance, the pur
pose of communicating factual knowledge, 
will determine which factors are relevant 
for the decision. The efficiency, fruitful
ness, and simplicity of the use of the thing 
language may be among the decisive fac-

tors. And the questions concerning these 
qualities are indeed of a theoretical nature. 
But these questions cannot be identified 
with the question of realism. They are not 
yes-no questions but questions of degree. 
The thing language in the customary form 
works indeed with a high degree of effi
ciency for most purposes of everyday life. 
This is a matter of fact, based upon the 
content of our experiences. However, it 
would be wrong to describe this situation 
by saying: "The fact of the efficiency of 
the thing language is confirming evidence 
for the reality of the thing world"; we 
should rather say instead: "This fact 
makes it advisable to accept the thing 
language." 

The system of numbers. As an example 
of a system which is of a logical rather 
than a factual nature let us take the system 
of natural numbers. The framework for 
this system is constructed by introducing 
into the language new expressions with 
suitable rules: (1) numerals like "five" and 
sentence forms like "there are five books 
on the table"; (2) the general term "num
ber" for new entities, and sentence forms 
like "five is a number"; (3) expressions for 
properties of numbers (e.g., "odd," 
"prime"), relations (e.g. "greater than"), 
and functions (e.g., "plus"), and sentence 
forms like "two plus three is five"; (4) 
numerical variables ("m," "n," etc.) and 
quantifiers for universal sentences ("for 
every n, ... ") and existential sentences 
("there is an n such that . . .") with the 
customary deductive rules. 

Here again there are internal questions, 
e.g., "Is there a prime number greater than 
a hundred?" Here, however, the answers 
are found, not by empirical investigation 
based on observations, but by logical 
analysis based on the rules for the new 
expressions. Therefore the answers are 
here analytic, i.e., logically true. 

What is now the nature of the philo
sophical question concerning the existence 
or reality of numbers? To begin with, 
there is the internal question which, to
gether with the affirmative answer, can be 
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formulated in the new terms, say, by 
"There are numbers" or, more explic
itly, "There is an n such that n is a num
ber." This statement follows from the 
analytic statement "five is a number" 
and is therefore itself analytic. More
over, it is rather trivial (in contradistinc
tion to a statement like "There is a prime 
number greater than a million," which 
is likewise analytic but far from trivial), 
because it does not say more than that 
the new system is not empty; but this 
is immediately seen from the rule which 
states that words like "five" are sub
stitutable for the new variables. There
fore nobody who meant the question "Are 
there numbers?" in the internal sense 
would either assert or even seriously con
sider a negative answer. This makes it 
plausible to assume that those philoso
phers who treat the question of the exist
ence of numbers as a serious philosophical 
problem and offer lengthy arguments on 
either side, do not have in mind the in
ternal question. And, indeed, if we were 
to ask them: "Do you mean the question 
as to whether the framework of numbers, 
if we were to accept it, would be found to 
be empty or not?" they would probably 
reply: "Not at all; we mean a question 
prior to the acceptance of the new frame
work." They might try to explain what 
they mean by saying that it is a question 
of the ontological status of numbers; the 
question whether or not numbers have a 
certain metaphysical characteristic called 
reality (but a kind of ideal reality, different 
from the material reality of the thing 
world) or subsistence or status of "inde
pendent entities." Unfortunately, these 
philosophers have so far not given a 
formulation of their question in terms of 
the common scientific language. Therefore 
our judgment must be that they have not 
succeeded in giving to the external ques
tion and to the possible answers any cog
nitive content. Unless and until they sup
ply a clear cognitive interpretation, we are 
justified in our suspicion that their ques
tion is a pseudo-question, that is, one dis-

guised in the form of a theoretical ques
tion while in fact it is non-theoretical; in 
the present case it is the practical problem 
whether or not to incorporate into the lan
guage the new linguistic forms which con
stitute the framework of numbers. 

The system of propositions. New vari
ables, "p," "q," etc., are introduced with 
a rule to the effect that any (declarative) 
sentence may be substituted for a variable 
of this kind; this includes, in addition to 
the sentences of the original thing lan
guage, also all general sentences with vari
ables of any kind which may have been 
introduced into the language. Further, the 
general term "proposition" is introduced. 
"p is a proposition" may be defined by "p 
or not p" (or by any other sentence form 
yielding only analytic sentences). There
fore, every sent.ence of the form " ... is 
a proposition" (where any sentence may 
stand in the place of the dots) is analytic. 
This holds, for example, for the sentence: 

(a) "Chicago is large is a proposition." 
(We disregard here the fact that the 

rules of English grammar require not a 
sentence but a that-clause as the subject 
of another sentence; accordingly, instead 
of (a) we should have to say "That Chi
cago is large is a proposition.") Predicates 
may be admitted whose argument expres
sions are sentences; these predicates may 
be either extensional (e.g., the customary 
truth-functional connectives) or not (e.g., 
modal predicates like "possible," "neces
sary," etc.). With the help of the new 
variables, general sentences may be 
formed, e.g., 

(b) "For every p, either p or not-p." 
(c) "There is a p such that p is not 

necessary and not-p is not necessary." 
(d) "There is a p such that p is a 

proposition." 
(c) and (d) are internal assertions of 

existence. The statement "There are 
propositions" may be meant in the sense 
of (d); in this case it is analytic (since it 
follows from (a)) and even trivial. If, how
ever, the statement is meant in an external 
sense, then it is non-cognitive. 
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It is important to notice that the system 
of rules for the linguistic expressions of 
the propositional framework (of which 
only a few rules have here been briefly 
indicated) is sufficient for the introduction 
of the framework. Any further explana
tions as to the nature of the propositions 
(i.e., the elements of the system indicated, 
the values of the variables "p," "q,'' etc.) 
are theoretically unnecessary because, if 
correct, they follow from the rules. For 
example, are propositions mental events 
(as in Russell's theory)? A look at the 
rules shows us that they are not, because 
otherwise existential statements would be 
of the form: "If the mental state of the 
person in question fulfils such and such 
conditions, then there is a p such that 
. . . " The fact that no references to 
mental conditions occur in existential 
statements (like (c), (d), etc.) show that 
propositions are not mental entities. Fur
ther, a statement of the existence of lin
guistic entities (e.g., expressions, classes 
of expressions, etc.) must contain a refer
ence to a language. The fact that no such 
reference occurs in the existential state
ments here, shows that propositions are 
not linguistic entities. The fact that in 
these statements no reference to a subject 
(an observer or knower) occurs (nothing 
like: ''There is a p which is necessary for 
Mr. X"), shows that the propositions (and 
their properties, like necessity, etc.) are 
not subjective. Although characterizations 
of these or similar kinds are, strictly 
speaking, unnecessary, they may neverthe
less be practically useful. If they are given, 
they should be understood, not as ingredi
ent parts of the system, but merely as 
marginal notes with the purpose of sup
plying to the reader helpful hints or con
venient pictorial associations which may 
make his learning of the use of the ex
pressions easier than the bare system of 
the rules would do. Such a characteriza
tion is analogous to an extra-systematic 
explanation which a physicist sometimes 
gives to the beginner. He might, for ex
ample, tell him to imagine the atoms of a 

gas as small balls rushing around with 
great speed, or the electromagnetic field 
and its oscillations as quasi-elastic tensions 
and vibrations in an ether. In fact, how
ever, all that can accurately be said about 
atoms or the field is implicitly contained 
in the physical laws of the theories in 
question.2 

The system of thing properties. The 
thing language contains words like "red," 
"hard," "stone," "house," etc., which are 
used for describing what things are like. 
Now we may introduce new variables, say 
"/," "g," etc., for which those words are 
substitutable and furthermore the general 
term "property." New rules are laid down 
which admit sentences like "Red is a prop-

"In my book Meaning and Necessity (Chi
cago, 1947) I have developed a semantical 
method which takes propositions as entities 
designated by sentences (more specifically, as 
in tensions of sentences). In order to facilitate 
the understanding of the systematic develop
ment, I added some informal, extra-systematic 
explanations concerning the nature of proposi
tions. I said that the term "proposition" "is used 
neither for a linguistic expression nor for a 
subjective, mental occurrence, but rather for 
something objective that may or may not be 
exemplified in nature .... We apply the term 
'proposition' to any entities of a certain logical 
type, namely, those that may be expressed by 
(declarative) sentences in a language" (p. 27). 
After some more detailed discussions concerning 
the relation between propositions and facts, and 
the nature of false propositions, I added: "It has 
been the purpose of the preceding remarks to 
facilitate the understanding of our conception of 
propositions. If, however, a reader should find 
these explanations more puzzling than clarifying, 
or even unacceptable, he may disregard them" 
(p. 31) (that is, disregard these extra-systematic 
explanations, not the whole theory of the propo
sitions as intensions of sentences, as one reviewer 
understood). In spite of this warning, it seems 
that some of those readers who were puzzled by 
the explanations, did not disregard them but 
thought that by raising objections against them 
they could refute the theory. This is analogous to 
the procedure of some laymen who by (correct
ly) criticizing the ether picture or other visual
izations of physical theories, thought they had 
refuted those theories. Perhaps the discussions 
in the present paper will help in clarifying the 
role of the system of linguistic rules for the in
troduction of a framework for entities on the 
one hand, and that of extra-systematic explana
tions concerning the nature of the entities on the 
other. 
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erty," "Red is a color," "These two pieces 
of paper have at least one color in com
mon" (i.e., "There is an f such that f is a 
color, and ... "). The last sentence is 
an internal assertion. It is of an empirical, 
factual nature. However, the external 
statement, the philosophical statement of 
the reality of properties - a special case 
of the thesis of the reality of universals -
is devoid of cognitive content. 

The systems of integers and rational 
numbers. Into a language containing the 
framework of natural numbers we may in
troduce first the (positive and negative) 
integers as relations among natural num
bers and then the rational numbers as 
relations among integers. This involves 
introducing new types of variables, expres
sions substitutable for them, and the 
general terms "integer" and "rational 
number." 

The system of real numbers. On the 
basis of the rational numbers, the real 
numbers may be introduced as classes of a 
special kind (segments) of rational num
bers (according to the method developed 
by Dedekind and Frege). Here again a new 
type of variables is introduced, expres
sions substitutable for them (e.g., "y'l"), 
and the general term "real number." 

The spatio-temporal coordinate system 
for physics. The new entities are the space
time points. Each is an ordered quadruple 
of four real numbers, called its coordi
nates, consisting of three spatial and one 
temporal coordinate. The physical state 
of a spatio-temporal point or region is de
scribed either with the help of qualitative 
predicates (e.g., "hot") or by ascribing 
numbers as values of a physical magni
tude (e.g., mass, temperature, and the 
like). The step from the system of things 
(which does not contain space-time points 
but only extended objects with spatial and 
temporal relations between them) to the 
physical coordinate system is again a mat
ter of decision. Our choice of certain 
features, although itself not theoretical, 

is suggested by theoretical knowledge, 
either logical or factual. For example, the 
choice of real numbers rather than rational 
numbers or integers as coordinates is not 
much influenced by the facts of experience 
but mainly due to considerations of mathe
matical simplicity. The restriction to ra
tional coordinates would not be in conflict 
with any experimental knowledge we have, 
because the result of any measurement is a 
rational number. However, it would pre
vent the use of ordinary geometry (which 
says, e.g., that the diagonal of a square 
with the side 1 has the irrational value 
y'2) and thus lead to great complications. 
On the other hand, the decision to use 
three rather than two or four spatial co
ordinates is strongly suggested, but still 
not forced upon us, by the result of com
mon observations. If certain events al
legedly observed in spiritualistic seances, 
e.g., a ball moving out of a sealed box, 
were confirmed beyond any reasonable 
doubt, it might seem advisable to use four 
spatial coordinates. Internal questions are 
here, in general, empirical questions to be 
answered by empirical investigations. On 
the other hand, the external questions of 
the reality of physical space and physical 
time are pseudo-questions. A question like 
"Are there (really) space-time points?" is 
ambiguous. It may be meant as an internal 
question; then the affirmative answer is, of 
course, analytic and trivial. Or it may be 
meant in the external sense: "Shall we in
troduce such and such forms into our 
language?"; in this case it is not a theo
retical but a practical question, a matter 
of decision rather than assertion, and 
hence the proposed formulation would be 
misleading. Or finally, it may be meant 
in the following sense: "Are our experi
ences such that the use of the linguistic 
forms in question will be expedient and 
fruitful?" This is a theoretical question of a 
factual, empirical nature. But it concerns 
a matter. of degree; therefore a formula
tion in the form "real or not?" would be 
inadequate. 
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3. WHAT 0oES ACCEPTANCE OF A 
KIND OF ENTITIES MEAN? 

Let us now summarize the essential 
~haracte~stics of situations involving the 
mtroduction of a new kind of entities, 
characteristics which are common to the 
various examples outlined above. 

The acceptance of a new kind of en· 
tities is represented in the language by the 
introduction of a framework of new forms 
of expressions to be used according to a 
new set of rules. There may be new names 
f~r particular entities of the kind in ques
tion; but some such names may already 
occur in the language before the intro
duction of the new framework. (Thus, for 
example, the thing language contains cer
tainly words of the type of "blue" and 
"house" before the framework of proper
ties is introduced; and it may contain 
words like "ten" in sentences of the form 
"I have ten fingers" before the framework 
of numbers is introduced.) The latter fact 
shows that the occurrence of constants of 
the type in question - regarded as names 
of entities of the new kind after the new 
framework is introduced - is not a sure 
sign of the acceptance of the new kind of 
entities. Therefore the introduction of 
such constants is not to be regarded as an 
essential step in the introduction of the 
framework. The two essential steps are 
rather the following. First, the introduc
tion of a general term, a predicate of 
higher level, for the new kind of entities, 
permitting us to say of any particular en· 
tity that it belongs to this kind (e.g., "Red 
is a property," "Five is a number"). Sec· 
ond, the introduction of variables of the 
new type. The new entities are values of 
these variables; the constants (and the 
closed compound expressions, if any) are 
substitutable for the variables.s With the 

. • W. V. Quine was the first to recognize the 
unportance of the introduction of variables as 
indicating the acceptance of entities. ''lbe on
t<?logy to 'Yhic~ one's use of language commits 
bun compnses simply the objects that he treats as 
falling . . • within the range of values of his 
variables." "Notes on Existence and Necessity" 
Journal of Philosophy, XL (1943), 118. Co~-

help of the variables, general sentences 
concerning the new entities can be formu
lated. 

After the new forms are introduced 
into the language, it is possible to formu
late with their help internal questions and 
possible answers to them. A question of 
this kind may be either empirical or logi
cal; accordingly a true answer is either 
factually true or analytic. 

From the internal questions we must 
clearly distinguish external questions, i.e., 
philosophical questions concerning the 
existence or reality of the total system of 
the new entities. Many philosophers regard 
a question of this kind as an ontological 
question which must be raised and an
swered before the introduction of the new 
language forms. The latter introduction, 
they believe, is legitimate only if it can be 
justified by an ontological insight supply
ing an affirmative answer to the question 
of reality. In contrast to this view, we take 
the position that the introduction of the 
new ways of speaking does not need any 
theoretical justification because it does not 
imply any assertion of reality. We may 
still speak (and have done so) of "the 
acceptance of the new entities" since this 
form of speech is customary; but one must 
keep in mind that this phrase does not 
mean for us anything more than accept
ance of the new framework, i.e., of the 
new linguistic forms. Above all, it must 
not be interpreted as referring to an as
sumption, belief, or assertion of "the 
reality of the entities." There is no such 
assertion. An alleged statement of the 
reality of the system of entities is a pseudo
statement without cognitive content. To 
be sure, we have to face at this point an 
important question; but it is a practical, 
not a theoretical question; it is the ques
tion of whether or not to accept the new 
linguistic forms. The acceptance cannot 
be judged as being either true or false be-

pare Quine, "Designation and Existence" Jour
nal of Philosophy, XXXVI (1939) 701--09 and 
"On Universals," Journal of Symboiic Logic' XII 
(1947), 74-84. • 
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cause it is not an assertion. It can only be 
judged as being more or less expedient, 
fruitful, conducive to the aim for which 
the language is intended. Judgments of 
this kind supply the motivation for the 
decision of accepting or rejecting the kind 
of entities.4 

Thus it is clear that the acceptance of 
a linguistic framework must not be re
garded as implying a metaphysical doc
trine concerning the reality of the entities 
in question. It seems to me due to a neglect 
of this important distinction that some 
contemporary nominalists label the admis
sion of variables of abstract types as "Pla
tonism." 5 This is, to say the least, an 
extremely misleading terminology. It leads 
to the absurd consequence, that the posi
tion of everybody who accepts the lan
guage of physics with its real number 
variables (as a language of communica
tion, not merely as a calculus) would be 

'For a closely related point of view on these 
questions see the detailed discussions in Herbert 
Feig!, "Existential Hypotheses," Philosophy of 
Science, 17 (1950), 35-62. 

• Paul Bernays, "Sur le platonisme dans Jes 
mathematiques" (L'Enseignement mathemat
ique, 34 (1935), 52-69). W. V. Quine, see 
previous footnote and "On What There Is,'' 
Review of Metaphysics, II (1948), 21-38. Quine 
does not acknowledge the distinction which I em
phasize above, because according to his general 
conception there are no· sharp boundary lines be
tween logical and factual truth, between ques
tions of meaning and questions of fact, between 
the acceptance of a language structure and the 
acceptance of an assertion formulated in the lan
guage. This conception, which seems to ~ev!ate 
considerably from customary ways of thmkmg, 
is explained in his "Semantics and Abstract Ob
jects," Proceedings of the American Academy of 
Arts and Sciences, LXXX ( 1951), 90--96. When 
Quine in "On What There Is" classifies my logi
cistic conception of mathematics (derived from 
Frege and Russell) as "platonic realism" [p. 33J, 
this is meant (according to a personal commum
cation from him) not as ascribing to me agree
ment with Plato's metaphysical doctrine of uni
versals but merely as referring to the fact that I 
accept ' a language of mathematics containing 
variables of higher levels. With respect to the 
basic attitude to take in choosing a language 
form (an "ontology" in Quine's terminology, 
which seems to me misleading), there appears 
now to be agreement between us: "the obvious 
counsel is tolerance and an experimental spirit" 
(ibid., p. 38). 

called Platonistic, even if he is a strict 
empiricist who rejects Platonic meta
physics. 

A brief historical remark may here be 
inserted. The non-cognitive character of 
the questions which we have called here 
external questions was recognized and 
emphasized already by the Vienna Circle 
under the leadership of Moritz Schlick, 
the group from which the movement of 
logical empiricism originated. Influenced 
by ideas of Ludwig Wittgenstein, the Or- · 
cle rejected both the thesis of the reality 
of the external world and the thesis of its 
irreality as pseudo-statements; 6 the same 
was the case for both the thesis of the 
reality of universals (abstract entities, in 
our present terminology) and the nomi
nalistic thesis that they are not real and 
that their alleged names are not names of 
anything but merely flatus vocis. (It is 
obvious that the apparent negation of a 
pseudo-statement must also be a pseudo
statement.) It is therefore not correct to 
classify the members of the Vienna Circle 
as n01ninalists, as is sometimes done. 
However, if we look at the basic anti
metaphysical and pro-scientific attitude of 
most nominalists (and the same holds for 
many materialists and realists in the mod
em sense), disregarding their occasional 
pseudo-theoretical formulations, then it is, 
of course, true to say that the Vienna Cir
cle was much closer to those philosophers 
than to their opponents. 

4. ABSTRACT ENTITIES IN SEMANTICS 

The problem of the legitimacy and the 
status of abstract entities has recently 
again led to controversial discussions in 
connection with semantics. In a semanti
cal meaning analysis certain expressions 
in a language are often said to designate 
(or name or denote or signify or refer to) 

•See Carnap, Scheinprobleme in der Philow
phie; das Fremdpsychische und der-Realismus
streit (Berlin: 1928). Moritz Schlick, Positivis
mus und Realismus, reprinted in Gesammelte 
Aufslitze (Vienna, 1938). 
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certain extra-linguistic entities.7 As long 
as physical things or events (e.g., Chicago 
or Caesar's death) are taken as designata 
(entities designated), no serious doubts 
arise. But strong objections have been 
raised, especially by some empiricists, 
against abstract entities as designata, 
e.g., against semantical statements of the 
following kind: 

(1) "The word 'red' designates a prop
erty of things"; 

(2) "The word 'color' designates a 
property of properties of things"; 

(3) "The word 'five' designates a num
ber"; 

(4) "The word 'odd' designates a prop
erty of numbers"; 

(5) "The sentence 'Chicago is large' 
designates a proposition." 

Those who criticize these statements do 
not, of course, reject the use of the ex
pressions in question, like "red" or "five"; 
nor would they deny that these expres
sions are meaningful. But to be meaning
ful, they would say, is not the same as 
having a meaning in the sense of an entity 
designated. They reject the belief, which 
they regard as implicitly presupposed by 
those semantical statements, that to each 
expression of the types in question (adjec
tives like "red," numerals like "five," etc.) 
there is a particular real entity to which 
the expression stands in the relation of 
designation. This belief is rejected as in
compatible with the basic principles of 
empiricism or of scientific thinking. De
rogatory labels like "Platonic realism," 
"hypostatization," or "'Fido'-Fido prin
ciple" are attached to it. The latter is the 
name given by Gilbert Ryle (in his review 
of my Meaning and Necessity [Philosophy, 

• See Meaning and Necessity (Chicago, 194 7). 
The distinction I have drawn in the latter book 
between the method of the name-relation and the 
method of intension and extension is not essential 
for our present discussion. The term "designa
tion" is used in the present article in a neutral 
way; it may be understood as referring to the 
name-relation or to the intension-relation or to 
the extension-relation or to any similar relations 
used in other semantical methods. 

XXIV (1949), 69-76)) to the criticized 
belief, which, in his view, arises by a 
na"ive inference of analogy: just as there 
is an entity well known to me, viz. my 
dog Fido, which is designated by the 
name "Fido," thus there must be for every 
meaningful expression a particular entity 
to which it stands in the relation of desig
nation or naming, i.e., the relation exem
plified by "Fido"-Fido. The belief criti
cized is thus a case of hypostatization, i.e., 
of treating as names expressions which 
are not names. While "Fido" is a name, 
expressions like "red," "five," etc., are 
said not to be names, not to designate any
thing. 

Our previous discussion concerning the 
acceptance of frameworks enables us now 
to clarify the situation with respect to ab
stract entities as designata. Let us take as 
an example the statement: 

(a) "'Five' designates a number." 
The formulation of this statement pre

supposes that our language L contains the 
forms of expressions which we have called 
the framework of numbers, in particular, 
numerical variables and the general term 
"number." If L contains these forms, the 
following is an analytic statement in L: 

(b) "Five is a number." 
Further, to make the statement (a) pos

sible, L must contain an expression like 
"designates" or "is a name of" for the 
semantical relation of designation. If suit
able rules for this term are laid down, the 
following is likewise analytic: 

(c) "'Five' designates five." 
(Generally speaking, any expression of 

the form " ' .. .' designates ... " is ~" 
analytic statement provided the term 
" ... "is a constant in an accepted frame
work. If the latter condition is not ful
filled, the expression is not a statement.) 
Since (a) follows from (c) and (b), (a) is 
likewise analytic. 

Thus it is clear that if someone accepts 
the framework of numbers, then he must 
acknowledge (c) and (b) and hence (a) as 
true statements. Generally speaking, if 
someone accepts a framework for a cer-
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tain kind of entities, then he is bound to 
admit the entities as possible designata. 
Thus the question of the admissibility of 
entities of a certain type or of abstract en
tities in general as designata is reduced 
to the question of the acceptability of the 
linguistic framework for those entities. 
Both the nominalistic critics, who refuse 
the status of designators or names to ex
pressions like "red," "five," etc., because 
they deny the existence of abstract entities, 
and the skeptics, who express doubts con
cerning the existence and demand evi
dence for it, treat the question of existence 
as a theoretical question. They do, of 
course, not mean the internal question; the 
affirmative answer to this question is ana
lytic and trivial and too obvious for doubt 
or denial, as we have seen. Their doubts 
refer rather to the system of entities itself; 
hence they mean the external question. 
They believe that only after making sure 
that there really is a system of entities of 
the kind in question are we justified in 
accepting the framework by incorporating 
the linguistic forms into our language. 
However, we have seen that the external 
question is not a theoretical question but 
rather the practical question whether or 
not to accept those linguistic forms. This 
acceptance is not in need of a theoretical 
justification (except with respect to expe
diency and fruitfulness), because it does 
not imply a belief or assertion. Ryle says 
that the "Fido"-Fido principle is "a gro
tesque theory." Grotesque or not, Ryle is 
wrong in calling it a theory. It is rather the 
practical decision to accept certain frame
works. Maybe Ryle is historically right 
with respect to those whom he mentions 
as previous representatives of the princi
ple, viz. John Stuart Mill, Frege, and Rus
sell. If these philosophers regarded the 
acceptance of a system of entities as a 
theory, an assertion, they were victims of 
the same old, metaphysical confusion. But 
it is certainly wrong to regard my semanti
cal method as involving a belief in the 
reality of abstract entities, since I reject a 

thesis of this kind as a metaphysical 
pseudo-statement. 

The critics of the use of abstract en
tities in semantics overlook the funda
mental difference between the acceptance 
of a system of entities and an internal as
sertion, e.g., an assertion that there are 
elephants or electrons or prime numbers 
greater than a million. Whoever makes an 
internal assertion is certainly obliged to 
justify it by providing evidence, empirical 
evidence in the case of electrons, logical 
proof in the case of the prime numbers. 
The demand for a theoretical justification, 
correct in the case of internal assertions, 
is sometimes wrongly applied to the ac
ceptance of a system of entities. Thus, for 
example, Ernest Nagel (in his review of 
my Meaning and Necessity [Journal of 
Philosophy, XLV (1948), 467-72]) asks 
for "evidence relevant for affirming with 
warrant that there are such entities as in
finitesimals or propositions." He charac
terizes the evidence required in these cases 
- in distinction to the empirical evidence 
in the case of electrons - as "in the broad 
sense logical and dialectical." Beyond this 
no hint is given as to what might be re
garded as relevant evidence. Some nomi
nalists regard the acceptance of abstract 
entities as a kind of superstition or myth, 
populating the world with fictitious or at 
least dubious entities, analogous to the 
belief in centaurs or demons. This shows 
again the confusion mentioned, because 
a superstition or myth is a false (or dubi
ous) internal statement. 

Let us take as example the natural num
bers as cardinal numbers, i.e., in contexts 
like "Here are three books." The linguistic 
forms of the framework of numbers, in
cluding variables and the general term 
"number," are generally used in our com
mon language of communication; and it 
is easy to formulate explicit rules for their 
use. Thus the logical characteristics of this 
framework are sufficiently clear (while 
many internal questions, i.e., arithmetical 
questions, are, of course, still open). In 
spite of this, the controversy concerning 
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the external question of the ontological 
reality of the system of numbers continues. 
Suppose that one philosopher says: "I be
lieve that there are numbers as real enti
ties. This gives me the right to use the 
linguistic forms of the numerical frame
work and to make semantical statements 
about numbers as designata of numerals." 
His nominalistic opponent replies: "You 
are wrong; there are no numbers. The 
numerals may still be used as meaningful 
expressions. But they are not names, there 
are no entities designated by them. There
fore the word "number" and numerical 
variables must not be used (unless a way 
were found to introduce them as merely 
abbreviating devices, a way of translating 
them into the nominalistic thing lan
guage)." I cannot think of any possible 
evidence that would be regarded as rele
vant by both philosophers, and therefore, 
if actually found, would decide the con
troversy or at least make one of the op
posite theses more probable than the 
other. (To construe the numbers as classes 
or properties of the second level, accord
ing to the Frege-Russell method, does, of 
course, not solve the controversy, because 
the first philosopher would affirm and the 
second deny the existence of the system of 
classes or properties of the second level.) 
Therefore I feel compelled to regard the 
external question as a pseudo-question, 
until both parties to the controversy offer 
a common interpretation of the question 
as a cognitive question; this would involve 
an indication of possible evidence re
garded as relevant by both sides. 

There is a particular kind of misinter
pretation of the acceptance of abstract en
tities in various fields of science and in 
semantics, that needs to be cleared up. 
Certain early British empiricists (e.g., 
Berkeley and Hume) denied the existence 
of abstract entities on the ground that im
mediate experience presents us only with 
particulars, not with universals, e.g., with 
this red patch, but not with Redness or 
Color-in-General; with this scalene trian
gle, but not with Scalene Triangularity or 

Triangularity-in-General. Only entities be
longing to a type of which examples were 
to be found within immediate experience 
could be accepted as ultimate constitu
ents of reality. Thus, according to this way 
of thinking, the existence of abstract en
tities could be asserted only if one could 
show either that some abstract entities fall 
within the given, or that abstract entities 
can be defined in terms of the types of 
entity which are given. Since these em
piricists found no abstract entities within 
the realm of sense-data, they either denied 
their existence, or else made a futile at
tempt to define universals in terms of 
particulars. Some contemporary philoso
phers, especially English philosophers fol
lowing Bertrand Russell, think in basically 
similar terms. They emphasize a distinc
tion between the data (that which is im
mediately given in consciousness, e.g., 
sense-data, immediately past experiences, 
etc.) and the constructs based on the data. 
Existence or reality is ascribed only to the 
data; the constructs are not real entities; 
the corresponding linguistic expressions 
are merely ways of speech not actually 
designating anything (reminiscent of the 
nominalists' flatus vocis). We shall not 
criticize here this general conception. (As 
far as it is a principle of accepting certain 
entities and not accepting others, leaving 
aside any ontological, phenomenalistic 
and nominalistic pseudo-statements, there 
cannot be any theoretical objection to it.) 
But if this conception leads to the view 
that other philosophers or scientists who 
accept abstract entities thereby assert or 
imply their occurrence as immediate data, 
then such a view must be rejected as a mis
interpretation. References to space-time 
points, the electromagnetic field, or elec
trons in physics, to real or complex num
bers and their functions in mathematics, 
to the excitatory potential or unconscious 
complexes in psychology, to an inflation
ary trend in economics, and the like, do 
not imply the assertion that entities of 
these kinds occur as immediate data. And 
the same holds for references to abstract 
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entities as designata in semantics. Some of 
the criticisms by English philosophers 
against such references give the impres
sion that, probably due to the misinter
pretation just indicated, they accuse the 
semanticist not so much of bad metaphys
ics (as some nominalists would do) but of 
bad psychology. The fact that they regard 
a semantical method involving abstract 
entities not merely as doubtful and per
haps wrong, but as manifestly absurd, pre
posterous and grotesque, and that they 
show a deep horror and indignation 
against this method, is perhaps to be ex
plained by a misinterpretation of the kind 
described. In fact, of course, the semanti
cist does not in the least assert or imply 
that the abstract entities to which he refers 
can be experienced as immediately given 
either by sensation or by a kind of ration
al intuition. An assertion of this kind 
would indeed be very dubious psychology. 
The psychological question as to which 
kinds of entities do and which do not 
occur as immediate data is entirely ir
relevant for semantics, just as it is for 
physics, mathematics, economics, etc., 
with respect to the examples mentioned 
above.8 

5. CONCLUSION 

For those who want to develop or use 
semantical methods, the decisive question 
is not the alleged ontological question of 
the existence of abstract entities but rather 
the question whether the use of abstract 
linguistic forms or, in technical terms, the 
use of variables beyond those for things 
(or phenomenal data), is expedient and 
fruitful for the purposes for which seman
tical analyses are made, viz. the analysis, 
interpretation, clarification, or construc
tion of languages of communication, espe
cially languages of science. This question 

'Wilfrid Sellars ("Acquaintance and De
scription Again," in Journal of Philosophy, XL VI 
( 1949), 496-504; see pp. 502 f.) analyzes clearly 
the roots of the mistake "of taking the designa
tion relation of semantic theory to be a recon
struction of being present to an experience." 

is here neither decided nor even discussed. 
It is not a question simply of yes or no, 
but a matter of degree. Among those phi
losophers who have carried out semantical 
analyses and thought about suitable tools 
for this work, beginning with Plato and 
Aristotle and, in a more technical way on 
the basis of modem logic, with C. S. Peirce 
and Frege, a great majority accepted ab
stract entities. This does not, of course, 
prove the case. After all, semantics in the 
technical sense is still in the initial phases 
of its development, and we must be pre
pared for possible fundamental changes 
in methods. Let us therefore admit that 
the nominalistic critics may possibly be 
right. But if so, they will have to offer 
better arguments than they have so far. 
Appeal to ontological insight will not 
carry much weight. The critics will have 
to show that it is possible to construct a 
semantical method which avoids all refer
ences to abstract entities and achieves by 
simpler means essentially the same results 
as the other methods. 

The acceptance or rejection of abstract 
linguistic forms, just as the acceptance or 
rejection of any other linguistic forms in 
any branch of science, will finally be 
decided by their efficiency as instruments, 
the ratio of the results achieved to the 
amount and complexity of the efforts 
required. To decree dogmatic prohibitions 
of certain linguistic forms instead of test
ing them by their success or failure in 
practical use, is worse than futile; it is 
positively harmful because it may obstruct 
scientific progress. The history of science 
shows examples of such prohibitions based 
on prejudices deriving from religious, 
mythological, metaphysical, or other ir
rational sources, which slowed up the 
developments for shorter or longer peri
ods of time. Let us learn from the lessons 
of history. Let us grant to those who work 
in any special field of investigation the 
freedom to use any form of expression 
which seems useful to them; the work in 
the field will sooner or later lead to the 
elimination of those forms which have no 
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useful function. Let us be cautious in 
making assertions and critical 'in examin
ing them, but tolerant in permitting lin
guistic forms. 

Editor's note: This essay was published almost 
simultaneously with Quine's "Two Dogmas of 
Empiricism" (Quine [7]). These two essays, 
which had in common a leaning towards prag
matism and a repudiation of distinctions which 
were basic to positivistic metaphilosophy, had a 

profound effect on linguistic philosophy in 
America. The best general treatments of the im
plications of these essays are Alan Pasch, Experi
ence and the Analytic (Chicago: University of 
Chicago Press, 1958) and Morton White [8]. For 
comments on the metaphilosophical position 
which Carnap takes in this essay, see p. 160-67 
(Cornman) and 168-71 (Quine) below; see also 
Cornman [2] and the articles by Bar-Hillel, 
Cohen, Frank, Morris, and Sellars (with Car
nap's replies) in The Philosophy of Rudolf Car
nap, ed. P.A. Schilpp (La Salle, Illinois: Open 
Court Publishing Co., 1963). 
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GILBERT RYLE 

SYSTEMATICALLY MISLEADING EXPRESSIONS 

Philosophical arguments have always 
largely, if not entirely, consisted in at
tempts to thrash out "what it means to say 
so and so." It is observed that men in their 
ordinary discourse, the discourse, that is, 
that they employ when they are not phi
losophizing, use certain expressions, and 
philosophers fasten on to certain more or 
less radical types or classes of such expres
sions and raise their question about all 
expressions of a certain type and ask what 
they really mean. 

Sometimes philosophers say that they 
are analysing or clarifying the "concepts" 
which are embodied in the "judgments" 
of the plain man or of the scientist, his
torian, artist or who-not. But this seems to 
be only a gaseous way of saying that they 
are trying to discover what is meant by 
the general terms contained in the sen
tences which they pronounce or write. 
For, as we shall see, "x is a concept" and 
"y is a judgment" are themselves system
atically misleading expressions. 

But the whole procedure is very odd. 
For, if the expressions under considera
tion are intelligently used, their employers 
must always know what they mean and 
do not need the aid or admonition of phi
losophers before they can understand what 
they are saying. And if their hearers 
understand what they are being told, they 
too are in no such perplexity that they 

Reprinted from Proceedings of the Aristo
telian Society, XXXII (1931-32), 139-70, by 
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need to have this meaning philosophically 
"analysed" or "clarified" for them. And, 
at least, the philosopher himself must 
know what the expressions mean, since 
otherwise he could not know what it was 
that he was analysing. 

Certainly it is often the case that ex
pressions are not being intelligently used 
and to that extent their authors are just 
gabbling parrot-wise. But then it is ob
viously fruitless to ask what the expres
sions really mean. For there is no reason 
to suppose that they mean anything. It 
would not be mere gabbling if there was 
any such reason. And if the philosopher 
cares to ask what these expressions would 
mean if a rational man were using them, 
the only answer would be that they would 
mean what they would then mean. Un
derstanding them would be enough, and 
that could be done by any reasonable 
listener. Philosophizing could not help 
him, and, in fact, the philosopher himself 
would not be able to begin unless he 
simply understood them in the ordinary 
way. 

It seems, then, that if an expression can 
be understood, then it is already known in 
that understanding what the expression 
means. So there is no darkness present 
and no illumination required or possible. 

And if it is suggested that the non-phil
osophical author of an expression (be he 
plain man, scientist, preacher or artist) 
does know but only knows dimly or fog
gily or confusedly what his expression 



86 GILBERT RYLE 

means, but that the philosopher at the end 
of his exploration knows clearly, distinct
ly and definitely what it means, a two
fold answer seems inevitable. First, that if 
a speaker only knows confusedly what his 
expression means, then he is in that re
spect and to that extent just gabbling. 
And it is not the role - nor the achieve
ment - of the philosopher to provide a 
medicine against that form of flux. And 
next, the phiiosopher is not ex officio con
cerned with ravings and ramblings: he 
studies expressions for what they mean 
when intelligently and intelligibly em
ployed, and not as noises emitted by this 
idiot or that parrot. 

Certainly expressions do occur for 
which better substitutes could be found 
and should be or should have been em
ployed. (1) An expression may be a breach 
of, e.g., English or Latin grammar. (2) A 
word may be a foreign word, or a rare 
word or a technical or trade term for 
which there exists a familiar synonym. 
(3) A phrase or sentence may be clumsy 
or unfamiliar in its structure. (4) A word 
or phrase may be equivocal and so be an 
instrument of possible puns. (5) A word 
or phrase may be ill-chosen as being gen
eral where it should be specific, or allu
sive where the allusion is not known or not 
obvious. (6) Or a word may be a malaprop
ism or a misnomer. But the search for 
paraphrases which shall be more swiftly 
intelligible to a given audience or more 
idiomatic or stylish or more grammatically 
or etymologically correct is merely ap
plied lexicography or philology- it is 
not philosophy. 

We ought then to face the question: Is 
there such a thing as analyzing or clarify
ing the meaning of the expressions which 
people use, except in the sense of sub
stituting philologically better expressions 
for philologically worse ones? (We might 
have put the problem in the more mislead
ing terminology of "concepts" and asked: 
How can philosophizing so operate by 
analysis and clarification, upon the con
cepts used by the plain man, the scientist 

or the artist, that after this operation the 
concepts are illumined where before they 
were dark? The same difficulties arise. 
For there can be no such thing as a con
fused concept, since either a man is con
ceiving, i.e., knowing the nature of his 
subject-matter, or he is failing to do so. 
If he is succeeding, no clarification is 
required or possible; and if he is failing, 
he must find out more or think more about 
the subject-matter, the apprehension of 
the nature of which we call his "concept." 
But this will not be philosophizing about 
the concept, but exploring further the na
ture of the thing, and so will be economics, 
perhaps, or astronomy or history. But as 
I think that it can be shown that it is not 
true in any natural sense that "there are 
concepts," I shall adhere to the other 
method of stating the problem.) 

The object of this paper is not to show 
what philosophy in general is investigating, 
but to show that there remains an impor
tant sense in which philosophers can and 
must discover and state what is really 
meant by expressions of this or that radi
cal type, and none the less that these dis
coveries do not in the least imply that the 
naive users of such expressions are in any 
doubt or confusion about what their ex
pressions mean or in any way need the 
results of the philosophical analysis for 
them to continue to use intelligently their 
ordinary modes of expression or to use 
them so that they are intelligible to others. 

The gist of what I want to establish is 
this. There are many expressions 1 which 

' I use "expression" to cover single words, 
phrases and sentences. By "statement" I mean a 
sentence in the indicative. When a statement is 
true, I say it "records" a fact or state of affairs. 
False statements do not record. To know that a 
statement is true is to know that something is the 
case and that the statement records it. When I 
barely understand a statement I do not know that 
it records a fact, nor need I know the fact that it 
records, if it records one. But I know what state 
of affairs would obtain, if the statement recorded 
a state of affairs. 

Every significant statement is a quasi-record, 
for it has both the requisite structure and con
stituents to be a record. But knowing these, we 
don't yet know that it is a record of a fact. False 
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occur in non-philosophical discourse 
which, thcugh they are perfectly clearly 
understood by those who use them and 
those who hear or read them, are never
theless couched in grammatical or syn
tactical forms which are in a demonstra
ble way improper to the states of affairs 
which they record (or the alleged states of 
affairs which they profess to record). Such 
expressions can be reformulated and for 
philosophy but not for non-philosophical 
discourse must be reformulated into ex
pressions of which the syntactical form is 
proper to the facts recorded (or the alleged 
facts alleged to be recorded). 

When an expression is of such a syntac
tical form that it is improper to the fact 
recorded, it is systematically misleading in 
that it naturally suggests to some people 
- though not to "ordinary" people -
that the state of affairs recorded is quite a 
different sort of state of affairs from that 
which it in fact is. 

I shall try to show what I am driving at 
by examples. I shall begin by considering 
a whole class of expressions of one type 
which occur and occur perfectly satisfac
torily in ordinary discourse, but which are, 
I argue, systematically misleading, that is 
to say, that they are couched in a syntac
tical form improper to the facts recorded 
and proper to facts of quite another logi
cal form than the facts recorded. (For 
simplicity's sake, I shall speak as if all the 
statements adduced as examples are true. 
For false statements are not formally dif
ferent from true ones. Otherwise gram
marians could become omniscient. And 
when I call a statement "systematically 
misleading" I shall not mean that it is 
false, and certainly not that it is senseless. 

statements are pseudo-records and are no more 
records than pseudo-antiquities are antiquities. 
So the question, What do false statements state_? 
is meaningless if "state" means "record." If It 
means, What would they record if they recorded 
something being the case? the question contains 
itl own answer. 

By "systematically" I mean that all ex
pressions of that grammatical form would 
be misleading in the same way and for the 
same reason.) 

I. QUASI-ONTOLOGICAL STATEMENTS 

Since Kant we have, most of us, paid 
lip service to 'the doctrine that "exi~tence 
is not a quality" and so we have re1e~ted 
the pseudo-implication of the ontological 
argument; "God is perfect, being perfect 
entails being existent, . ·. God exists." For 
if existence is not a quality, it is not the 
sort of thing that can be entailed by a 
quality. 

But until fairly recently it was not 
noticed that if in "God exists" "exists" is 
not a predicate (save in grammar), then in 
the same statement "God" cannot be (save 
in grammar) the subject of predication. 
The realization of this came from examin
ing negative existential propositions like 
"Satan does not exist" or "unicorns are 
non-existent." If there is no Satan, then 
the statement "Satan does not exist" can
not be about Satan in the way in which "I 
am sleepy" is about me. Despite appear
ances the word "Satan" cannot be signify-
ing a subject of attributes. . . 

Philosophers have toyed with ~eones 
which would enable them to contmue to 
say that "Satan does not exist" is none the 
less still somehow about Satan, and that 
"exists" still signifies some sort of attri
bute or character, although not a quality. 

So some argued that the statement was 
about something described as "the idea 
of Satan " others that it was about a sub
sistent 'but non-actual entity called 
"Satan." Both theories in effect try to 
show that something may be (whether as 
being "merely ment~l" or as bein~ in "~e 
realm of subsistents ), but not be m e:xtst
ence. But as we can say "round squares do 
not exist," and "real nonentities do not 
exist," this sort of interpretation of nega
tive existentials is bound to fill either the 
realm of subsistents or the realm of ideas 
with walking self-contradictions. So the 
theories had to be dropped and a new 
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analysis of existential propositions had to 
begin. 

Suppose I assert of (apparently) the 
general subject "carnivorous cows" that 
they "do not exist," and my assertion is 
true, I cannot really be talking about 
carnivorous cows, for there are none. So it 
follows that the expression "carnivorous 
cows" is not really being used, though the 
grammatical appearances are to the con
trary, to denote the thing or things of 
which the predicate is being asserted. 
And in the same way as the verb "exists" 
is not signifying the character asserted, al
though grammatically it looks as if it was, 
the real predicate must be looked for else
where. 

So the clue of the grammar has to be 
rejected and the analysis has been sug
gested that "carnivorous cows do not 
exist" means what is meant by "no cows 
are carnivorous" or "no carnivorous 
beasts are cows." But a further improve
ment seems to be required. 

"Unicorns do not exist" seems to mean 
what is meant by "nothing is both a 
quadruped and herbivorous and the 
wearer of one horn" (or whatever the 
marks of being an unicorn are). And this 
does not seem to imply that there are some 
quadrupeds or herbivorous animals. 

So "carnivorous cows do not exist" 
ought to be rendered "nothing is both a 
cow and carnivorous," which does not as 
it stands imply that anything is either. 

Take now an apparently singular sub
ject as in 'God exists" or "Satan does not 
exist." If the former analysis was right, 
then here too• "God" and "Satan" are in 
fact, despite grammatical appearance, 
predicative expressions. That is to say, 
they are that element in the assertion that 
something has or lacks a specified char
acter or set of characters, which signifies 
the character or set of characters by which 
the subject is being asserted to be char
acterized. "God exists" must mean what 
is meant by "Something, and one thing 
only, is omniscient, omnipotent and in
finitely good" (or whatever else are the 

characters summed in the compound char
acter of being a god and the only god). 
And "Satan does not exist" must mean 
what is meant by "nothing is both devilish 
and alone in being devilish," or perhaps 
"nothing is both devilish and called 
'Satan'," or even" 'Satan' is not the proper 
name of anything." To put it roughly, "x 
exists" and "x does not exist" do not assert 
or deny that a given subject of attributes 
x has the attribute of existing, but assert 
or deny the attribute of being x-ish or 
being an x of something not named in the 
statement. 

Now I can show my hand. I say that 
expressions such as "carnivorous cows do 
not exist" are systematically misleading 
and that the expressions by which we 
paraphrased them are not or are not in 
the same way or to the same extent sys
tematically misleading. But they are not 
false, nor are they senseless. They are 
true, and they really do mean what their 
less systematically misleading paraphrases 
mean. Nor (save in a special class of 
cases) is the non-philosophical author of 
such expressions ignorant or doubtful of 
the nature of the state of affairs which his 
expression records. He is not a whit tnis
led. There is a trap, however, in the form 
of his expression, but a trap which only 
threatens the man who has begun to gen
eralize about sorts or types of states of 
affairs and assumes that every statement 
gives in its syntax a clue to the logical 
form of the fact that it records. I refer here 
not merely nor even primarily to the phi
losopher, but to any man who embarks on 
abstraction. 

But before developing this theme I 
want to generalize the results of our 
examination of what we must now de
scribe as "so-called existential state
ments." It is the more necessary that, 
while most philosophers are now fore
warned by Kant against the systematic 
misleadingness of "God exists," few of 
them have observed that the same taint 
infects a whole host of other expressions. 

If "God exists" means what we have 
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said it means, then patently "God is an 
existent," "God is an entity," "God has 
being," or "existence" require the same 
analysis. So " ... is an existent," " ... 
is an entity," are only bogus predicates, 
and that of which (in grammar) they are 
asserted are only bogus subjects. 

And the same will be true of all the 
items in the following pair of lists. 
Mr. Baldwin -

is a being. 
is real, or a reality. 
is a genuine entity. 
is a substance. 
is an actual object or entity. 
is objective. 
is a concrete reality. 
is an object. 
is. 

Mr. Pickwick -
is a nonentity. 
is unreal or an unreality, or an 

appearance. 
is a bogus or sham entity. 
is not a substance. 
is an unreal object or entity. 
is not objective or is subjective. 
is a fiction or figment. 
is an imaginary object. 
is not. 
is a mere idea. 
is an abstraction. 
is a logical construction. 
None of these statements is really about 

Mr. Pickwick. For if they are true, there 
is no such person for them to be about. 
Nor is any of them about Mr. Baldwin. 
For if they were false, there would be no 
one for them to be about. Nor in any of 
them is the grammatical predicate that 
element in the statement which signifies 
the character that is being asserted to be 
characterizing or not to be characterizing 
something. 

I formulate the conclusion in this rather 
clumsy way. There is a class of statements 
of which the grammatical predicate ap
pears to signify not the having of a speci
fied character but the having (or not 
having) of a specified status. But in all 

such statements the appearance is a pure
ly grammatical one, and what the state
ments really record can be stated in 
statements embodying no such quasi
ontological predicates. 

And, again, in all such quasi-ontologi
cal statements the grammatical subject
word or phrase appears to denote or refer 
to something as that of which the quasi
ontological predicate is being predicated; 
but in fact the apparent subject term is a 
concealed predicative expression, and 
what is really recorded in such statements 
can be re-stated in statements no part of 
which even appears to refer to any such 
subject. 

In a word, all quasi-ontological state
ments are systematically misleading. (If 
I am right in this, then the conclusion 
follows, which I accept, that those meta
physical philosophers are the greatest 
sinners, who, as if they were saying some
thing of importance, make "Reality" or 
"Being" the subject of their propositions, 
or "real" the predicate. For at best what 
they say is systematically misleading, 
which is the one thing which a philoso
pher's propositions have no right to be: 
and at worst it is meaningless.) 

I must give warning again that the 
naive employer of such quasi-ontological 
expressions is not necessarily and not even 
probably misled. He has said what he 
wanted to say, and anyone who knew 
English would understand what he was 
saying. Moreover, I would add, in the 
cases that I have listed, the statements are 
not merely significant but true. Each of 
them records a real state of affairs. Nor 
need they mislead the philosopher. We, 
for instance, I hope are not misled. But 
the point is that anyone, the philosopher 
included, who abstracts and generalizes 
and so tries to consider what different facts 
of the same type (i.e., facts of the same 
type about different things) have in com
mon, is compelled to use the common 
grammatical form of the statements of 
those facts as handles with which to grasp 
the common logical form of the facts them-
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selves. For (what we shall see later) as 
the way in which a fact ought to be re
corded in expressions would be a clue to 
the form of that fact, we jump to the as
sumption that the way in which a fact is 
recorded is such a clue. And very often the 
clue is misleading and suggests that the 
fact is of a different form from what 
really is its form. "Satan is not a reality" 
from its grammatical form looks as if it 
recorded the same sort of fact as "Capone 
is not a philosopher," and so was just as 
much denying a character of a somebody 
called "Satan" as the latter does deny a 
character of a somebody called "Capone." 
But it turns out that the suggestion is a 
fraud; for the fact recorded would have 
been properly or less improperly recorded 
in the statement " 'Satan' is not a proper 
name" or "No one is called 'Satan' " or 
"No one is both called 'Satan' and is in
finitely malevolent, etc.," or perhaps 
"Some people believe that someone is 
both called 'Satan' and infinitely malevo
lent, but their belief is false." And none 
of these statements even pretend to be 
"about Satan." Instead, they are and are 
patently about the noise "Satan" or else 
about people who misuse it. 

In the same way, while it is significant, 
true and directly intelligible to say "Mr. 
Pickwick is a fiction," it is a systemati
cally misleading expression (i.e., an ex
pression misleading in virtue of a formal 
property which it does or might share with 
other expressions); for it does not really 
record, as it appears to record, a fact of 
the same sort as is recorded in "Mr. Bald
win is a statesman." The world does not 
contain fictions in the way in which it 
contains statesmen. There is no subject of 
attributes of which we can say "there is a 
fiction." What we can do is to say of 
Dickens "there is a story-teller," or of 
Pickwick Papers "there is a pack of lies"; 
or of a sentence in that novel, which con
tains the pseudo-name "Mr. Pickwick" 
"there is a fable." And when we say things 
of this sort we are recording just what we 
recorded when we said "Mr. Pickwick is a 

fiction," only our new expressions do not 
suggest what our old one did that some 
subject of attributes has the two attri
butes of being called "Mr. Pickwick" and 
of being a fiction, but instead that some 
subject of attributes has the attributes of 
being called Dickens and being a coiner 
of false propositions and pseudo-proper 
names, or, on the other analysis, of being 
a book or a sentence which could only be 
true or false if someone was called "Mr. 
Pickwick." The proposition "Mr. Pick
wick is a fiction" is really, despite its prima 
facies, about Dickens or else about Pick
wick Papers. But the fact that it is so is 
concealed and not exhibited by the form 
of the expression in which it is said. 

It must be noted that the sense in which 
such quasi-ontological statements are mis
leading is not that they are false and not 
even that any word in them is equivocal 
or vague, but only that they are formally 
improper to the facts of the logical form 
which they are employed to record and 
proper to facts of quite another logical 
form. What the implications are of these 
notions of formal propriety or formal im
propriety we shall see later on. 

II. STATEMENTS SEEMINGLY ABOUT 

UNIVERSALS, OR QUASI-PLATONIC 

STATEMENTS 

We often and with great convenience 
use expressions such as "Unpunctuality is 
reprehensible" and "Virtue is its own re
ward." And at first sight these seem to be 
on all fours with "Jones merits reproof' 
and "Smith has given himself the prize." 
So philosophers, taking it that what is 
meant by such statements as the former is 
precisely analogous to what is meant by 
such statements as the latter, have ac
cepted the consequence that the world 
contains at least two sorts of objects, 
namely, particulars like Jones and Smith, 
and "universals" like Unpunctuality and 
Virtue. 

But absurdities soon crop up. It is ob
viously silly to speak of an universal 
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meriting reproof. You can no more praise 
or blame an "universal" than you can 
make holes in the Equator. 

Nor when we say "unpunctuality is re
prehensible" do we really suppose that 
unpunctuality ought to be ashamed of it
self. 

What we do mean is what is also meant 
but better expressed by "Whoever is un
punctual deserves that other people should 
reprove him for being unpunctual." For it 
is unpunctual men and not unpunctuality 
who can and should be blamed, since they 
are, what it is not, moral agents. Now in 
the new expression "whoever is unpunc
tual merits reproof" the word "unpunctu
ality" has vanished in favour of the predi
cative expression ". . . is unpunctual." 
So that while in the original expression 
"unpunctuality" seemed to denote the 
subject of which an attribute was being 
asserted, it now turns out to signify the 
having of an attribute. And we are really 
saying that anyone who has that attribute, 
has the other. 

Again, it is not literally true that Virtue 
is a recipient of rewards. What is true is 
that anyone who is virtuous is benefited 
thereby. Whoever is good, gains some
thing by being good. So the original state
ment was not "about Virtue" but about 
good men, and the grammatical subject
word "Virtue" meant what is meant by 
" ... is virtuous" and so was, what it 
pretended not to be, a predicative expres
sion. 

I need not amplify this much. It is not 
literally true that "honesty compels me to 
state so and so," for "honesty" is not the 
name of a coercive agency. What is true 
is more properly put "because I am honest, 
or wish to be honest, I am bound to state 
so and so." "Colour involves extension" 
means what is meant by "Whatever is 
coloured is extended"; "hope deferred 
maketh the heart sick" means what is 
meant by "whoever for a long time hopes 
for something without getting it becomes 
sick at heart." 

It is my own view that all statements 

which seem to be "about universals" are 
analysable in the same way, and conse
quently that general terms are never really 
the names of subjects of attributes. So 
"universals" are not objects in the way in 
which Mt. Everest is one, and therefore 
the age-old question what sort of objects 
they are is a bogus question. For general 
nouns, adjectives, etc., are not proper 
names, so we cannot speak of "the ob
jects called 'equality', 'justice', and 'prog
ress'." 

Platonic and anti-Platonic assertions, 
such as that "equality is, or is not, a real 
entity," are, accordingly, alike mislead
ing, and misleading in two ways at once; 
for they are both quasi-ontological state
ments and quasi-Platonic ones. 

However, I do not wish to defend this 
general position here, but only to show 
that in some cases statements which from 
their grammatical form seem to be saying 
that "honesty does so and so" or "equality 
is such and such," are really saying in a 
formally improper way (though one which 
is readily understandable and idiomati
cally correct) "anything which is equal to 
x is such and such" or "whoever is honest, 
is so and so." These statements state 
overtly what the others stated covertly 
that something's having one attribute 
necessitates its having the other. 

Of course, the plain man who uses such 
quasi-Platonic expressions is not making 
a philosophical mistake. He is not philos
ophizing at all. He is not misled by and 
does not even notice the fraudulent pre
tence contained in such propositions that 
they are "about Honesty" or "about Prog
ress." He knows what he means and will, 
very likely, accept our more formally 
proper restatement of what he means as a 
fair paraphrase, but he will not have any 
motive for desiring the more proper form 
of expression, nor even any grounds for 
holding that it is more proper. For he is 
not attending to the form of the fact in 
abstraction from the special subject mat
ter that the fact is about. So for him the 
best way of expressing something is the 
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way which is the most brief, the most 
elegant, or the most emphatic, whereas 
those who, like philosophers, must gen
eralize about the sorts of statements that 
have to be made of sorts of facts about 
sorts of topics, cannot help treating as 
clues to the logical structures for which 
they are looking the grammatical forms 
of the common types of expressions in 
which these structures are recorded. And 
these clues are often misleading. 

III. DESCRIPTIVE EXPRESSIONS AND 

QUASI-DESCRIPTIONS 

We all constantly use expressions of 
the form "the so and so" as "the Vice
Chancellor of Oxford University." Very 
often we refer by means of such expres
sions to some one uniquely described indi
vidual. The phrases "the present Vice
Chancellor of Oxford University" and 
"the highest mountain in the world" have 
such a reference in such propositions as 
"the present Vice-Chancellor of Oxford 
University is a tall man" and "I have not 
seen the highest mountain in the world." 

There is nothing intrinsically mislead
ing in the use of "the"-phrases as unique 
descriptions, though there is a sense in 
which they are highly condensed or abbre
viated. And philosophers can and do make 
mistakes in the accounts they give of what 
such descriptive phrases mean. What are 
misleading are, as we shall see, "the" -
phrases which behave grammatically as if 
they were unique descriptions referring to 
individuals, when in fact they are not 
referential phrases at all. But this class of 
systematically misleading expressions can
not be examined until we have considered 
how genuine unique descriptions do refer. 

A descriptive phrase is not a proper 
name, and the way in which the subject 
of attributes which it denotes is denoted 
by it is not in that subject's being called 
"the so and so," but in its possessing and 
being ipso facto the sole possessor of the 
idiosyncratic attribute which is what the 
descriptive phrase signifies. If Tommy is 
the eldest son of Jones, then "the eldest 

son of Jones" denotes Tommy, not be
cause someone or other calls him "the 
eldest son of Jones," but because he is and 
no one else can be both a son of Jones 
and older than all the other sons of Jones. 
The descriptive phrase, that is, is not a 
proper name but a predicative expression 
signifying the joint characters of being a 
son of Jones and older than the other sons 
of Jones. And it refers to Tommy only in 
the sense that Tommy and Tommy alone 
has those characters. 

The phrase does not in any sense mean 
Tommy. Such a view would be, as we 
shall see, nonsensical. It means what is 
meant by the predicative expression, 
". . . is both a son of Jones and older 
than his other sons," and so it is itself 
only a predicative expression. By a "predi
cative expression" I mean that fragment 
of a statement in virtue of which the 
having of a certain character or characters 
is expressed. And the having of a certain 
character is not a subject of attributes but, 
so to speak, the tail end of the facts that 
some subject of attributes has it and some 
others lack it. By itself it neither names 
the subject which has the characters nor 
records the fact that any subject has it. It 
cannot indeed occur by itself, but only as 
an element, namely, a predicative element 
in a full statement. 

So the full statement "the eldest son of 
Jones was married to-day" means what is 
meant by "someone (namely, Tommy) 
(1) is a son of Jones, (2) is older than the 
other sons of Jones [this could be un
packed further] and (3) was married to
day." 

The whole statement could not be true 
unless the three or more component state
ments were true. But that there is some
one of whom both (1) and (2) are true is 
not guaranteed by their being stated. (No 
statement can guarantee its own truth.) 
Consequently the characterizing expres
sion " ... is the eldest son of Jones" 
does not mean Tommy either in the sense 
of being his proper name or in the sense of 
being an expression the understanding 
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of which involves the knowledge that 
Tommy has this idiosyncratic character. 
It only refers to Tommy in the sense that 
well-informed listeners will know already, 
that Tommy and Tommy only has in fact 
this idiosyncratic character. But this 
knowledge is not part of what must be 
known in order to understand the state
ment, "Jones' eldest son was married to
day." For we could know what it meant 
without knowing that Tommy was that 
eldest son or was married to-day. All we 
must know is that someone or other must 
be so characterized for the whole state
ment to be true. 

For understanding a statement or ap
prehending what a statement means is 
not knowing that this statement records 
this fact, but knowing what would be the 
case if the statement were a record of fact. 

There is no understanding or appre
hending the meaning of an isolated proper 
name or of an isolated unique descrip
tion. For either we know that someone in 
particular is called by that name by cer
tain persons or else has the idiosyncratic 
characters signified by the descriptive 
phrase, which require that we are ac
quainted both with the name or descrip
tion and with the person named or 
described. Or we do not know these 
things, in which case we don't know that 
the quasi-name is a name at all or that the 
quasi-unique description describes any
one. But we can understand statements in 
which quasi-names or quasi-unique de
scriptions occur; for we can know what 
would be the case if someone were so 
called or so describable, and also had the 
other characters predicated in the predi
cates of the statements. 

We see then that descriptive phrases 
are condensed predicative expressions and 
so that their function is to be that element 
or (more often) one of those elements in 
statements (which as a whole record that 
something has a certain character or char
acters) in which the having of this or that 
character is expressed. 

And this can easily be seen by an
other approach. 

Take any "the" -phrase which is natu
rally used referentially as the grammatical 
subject of a sentence, as "The Vice
Chancellor of Oxford University" in "The 
Vice-Chancellor of Oxford University is 
busy." We can now take the descriptive 
phrase, lock, stock and barrel, and use 
it non-referentially as the grammatical 
predicate in a series of statements and 
expressions. "Who is the present Vice
Chancellor of Oxford University?" "Mr. 
So-and-So is the present Vice-Chance~or 
of Oxford University," Georges Carpentier 
is not the present Vice-Chancellor of Ox
ford University," "Mr. Such-and-Such is 
either the Vice-Chancellor of Oxford 
University or Senior Proctor," "Whoever 
is Vice-Chancellor of Oxford University 
is overworked," etc. It is clear anyhow in 
the cases of the negative, hypothetical and 
disjunctive statements containing this 
common predicative expression that it is 
not implied or even suggested that anyone 
does hold the office of Vice-Chancellor. 
So the "the"-phrase is here quite non
referential, and does not even pretend to 
denote someone. It signifies an idiosyn
cratic character, but does not involve that 
anyone has it. This leads us back to our 
original conclusion that a descriptive 
phrase does not in any sense mean this 
person or that thing; or, to put it in an
other way, that we can understand a state
ment containing a descriptive phrase and 
still not know of this subject of attributes 
or of that one that the description fits it. 
(Indeed, we hardly need to argue the 
position. For no one with a respect for 
sense would dream of pointing to someone 
or something and saying "that is the mean
ing of such and such an expression" or 
"the meaning of yonder phrase is suffer
ing from influenza." "Socrates is a mean
ing" is a nonsensical sentence. The whole 
pother about denoting seems to arise from 
the supposition that we could significant
ly describe an object as "the meaning of 
the expression 'x' " or "what the expres-
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sion 'x' means." Certainly a descriptive 
phrase can be said to refer to or fit this 
man or that mountain, and this man or 
that mountain can be described as that to 
which the expression "x" refers. But this 
is only to say that this man or that moun
tain has and is alone in having the char
acters the having of which is expressed in 
the predicative sentence-fragment" ... is 
the so-and-so.") 

All this is only leading up to another 
class of systematically misleading expres
sions. But the "the"-phrases which we 
have been studying, whether occurring as 
grammatical subjects or as predicates in 
statements, were not formally fraudulent. 
There was nothing in the grammatical 
form of the sentences adduced to suggest 
that the facts recorded were of a different 
logical form from that which they really 
had. 

The previous argument was intended to 
be critical of certain actual or possible 
philosophical errors, but they were errors 
about descriptive expressions and not 
errors due to a trickiness in descriptive 
expressions as such. Roughly, the errors 
that I have been trying to dispel are the 
views (I) that descriptive phrases are 
proper names and (2) that the thing which 
a description describes is what the descrip
tion means. I want now to come to my 
long-delayed muttons and discuss a fur
ther class of systematically misleading 
expressions. 

SYSTEMATICALLY MISLEADING 
QUASI-REFERENTIAL "THE"-PHRASES 

I. There frequently occur in ordinary 
discourse expressions which, though 
"the"-phrases, are not unique descriptions 
at all, although from their grammatical 
form they look as if they are. The man 
who does not go in for abstraction and 
generalization uses them without peril or 
perplexity and knows quite well what he 
means by the sentences containing them. 
But the philosopher has to re-state them 
in a different and formally more proper 

arrangement of words if he is not to be 
trapped. 

When a descriptive phrase is used as 
the grammatical subject of a sentence in 
a formally non-misleading way, as in "the 
King went shooting to-day," we know 
that if the statement as a whole is true 
(or even false) then there must be in the 
world someone in particular to whom the 
description "the King" refers or applies. 
And we could significantly ask "Who is 
the King?" and "Are the father of the 
Prince of Wales and the King one and the 
same person?" 

But we shall see that there are in com
mon use quasi-descriptive phrases of the 
form "the so-and-so," in the cases of which 
there is in the world no one and nothing 
that could be described as that to which 
the phrase refers or applies, and thus that 
there is nothing and nobody about which 
or whom we could even ask "Is it the so
and-so?" or "Are he and the so-and-so 
one and the same person?" 

It can happen in several ways. Take first 
the statement, which is true and clearly 
intelligible, "Poincare is not the King of 
France." This at first sight looks formally 
analogous to "Tommy Jones is not (i.e., 
is not identical with) the King of Eng
land." But the difference soon shows it
self. For whereas if the latter is true then 
its converse "the King of England is not 
Tommy Jones" is true, it is neither true 
nor false to say "The King of France is 
not Poincare." For there is no King 
of France and the phrase "the King of 
France" does not fit anybody - nor did 
the plain man who said "Poincare is not 
the King of France" suppose the contrary. 
So "the King of France" in this statement 
is not analogous to "the King of England" 
in the others. It is not really being used 
referentially or as a unique description of 
somebody at all. 

We can now redraft the contrasted 
propositions in forms of words which shall 
advertize the difference which the original 
propositions concealed between the forms 
of the facts recorded. 



SYSTEMATICALLY MISLEADING EXPRESSIONS 95 

"Tommy Jones is not the same person 
as the King of England" means what is 
meant by (1) "Somebody and- of an un
specified circle - one person only is 
called Tommy Jones; (2) Somebody, and 
one person only has royal power in Eng
land; and (3) No one both is called Tom
my Jones and is King of England." The 
original statement could not be true un
less (1) and (2) were true. 

Take now "Poincare is not the King of 
France." This means what is meant by 
(1) Someone is called "Poincare" and (2) 
Poincare has not got the rank, being King 
of France. And this. does not imply that 
anyone has that rank. 

Sometimes this twofold use, namely the 
referential and the non-referential use of 
"the"-phrases troubles us in the mere 
practice of ordinary discourse. "Smith is 
not the only man who has ever climbed 
Mont Blanc" might easily be taken by 
some people to mean what is meant by 
"One man and one man only has climbed 
Mont Blanc, but Smith is not he," and by 
others, "Smith has climbed Mont Blanc 
but at least one other man has done so 
too." But I am not interested in the occa
sional ambiguity of such expressions, but 
in the fact that an expression of this sort 
which is really being used in the non
referential way is apt to be construed as 
if it must be referentially used, or as if any 
"the"-phrase was referentially used. Phi
losophers and others who have to abstract 
and generalize tend to be misled by the 
verbal similarity of "the"-phrases of the 
one sort with "the"-phrases of the other 
into "coining entities" in order to be able 
to show to what a given "the"-phrase 
refers. 

Let us first consider the phrase "the top 
of that tree" or "the centre of that bush .. 
as they occur in such statements as "an 
owl is perched on the top of that tree," 
"my arrow flew through the centre of the 
bush." These statements are quite unam
biguous and convey clearly and correctly 
what they are intended to convey. 

But as they are in syntax analogous to 

"a man is sitting next to the Vice-Chancel
lor" and "my arrow flew through the cur
tain," and as further an indefinite list could 
be drawn up of different statements hav
ing in common the "the-phrases" "the top 
of that tree" and "the centre of that bush," 
it is hard for people who generalize to 
escape the temptation of supposing or 
even believing that these "the"-phrases 
refer to objects in the way in which "the 
Vice-Chancellor" and "the curtain" refer 
to objects. And this is to suppose or be
lieve that the top of that tree is a genuine 
subject of attributes in just the same way 
as the Vice-Chancellor is. 

But (save in the case where the expres
sion is being misused for the expression 
"the topmost branch" or "the topmost 
leaf of the tree") "the top of the tree" at 
once turns out not to be referring to any 
object. There is nothing in the world of 
which it is true (or even false) to say 
"that is the top of such and such a tree." 
lt does not, for instance, refer to a bit of 
the tree, or it could be cut down and burned 
or put in a vase. "The top of the tree" does 
not refer to anything, but it signifies an 
attribute, namely, the having of a relative 
position, when it occurs in statements of 
the form "x is at or near or above or be
low the top of the tree." To put it crudely, 
it does not refer to a thing but signifies a 
thing's being in a certain place, or else 
signifies not a thing but the site or locus 
of a thing such as of the bough or leaf 
which is higher than any of the other 
boughs or leaves on the tree. Accordingly 
it makes sense to say that now one bough 
and now another is at the top of the tree. 
But "at the top of the tree" means no 
more than what is meant by "higher than 
any other part of the tree," which latter 
phrase no one could take for a refer
ential phrase like "the present Vice
Chancellor." 

The place of a thing, or the where
abouts of a thing is not a thing but the tail 
end of the fact that something is there. 
"Where the bee sucks, there suck I," but 
it is the clover flower that is there which 
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holds the honey and not the whereabouts 
of the flower. All that this amounts to is 
that though we can use quasi-descriptive 
phrases to enable us to state where some
thing is, that the thing is there is a rela
tional character of the thing and not itself 
a subject of characters. 

I suspect that a lot of Cartesian and 
perhaps Newtonian blunders about Space 
and Time originate from the systematically 
misleading character of the "the"-phrases 
which we use to date and locate things, 
such as "the region occupied by x," "the 
path followed by y," "the moment or date 
at which z happened." It was not seen 
that these are but hamstrung predicative 
expressions and are not and are not even 
ordinarily taken to be referentially used 
descriptive expressions, any more than 
"the King of France" in "Poincare is not 
the King of France" is ordinarily treated 
as if it was a referentially used "the"
phrase. 

Take another case. "Jones hates the 
thought of going to hospital," "the idea 
of having a holiday has just occurred to 
me." These quasi-descriptive phrases sug
gest that there is one object in the world 
which is what is referred to by the phrase 
"the thought of going to hospital" and an
other which is what is referred to by "the 
idea of having a holiday." And anyhow 
partly through accepting the grammatical 
prima f acies of such expressions, philoso
phers have believed as devoutly in the 
existence of "ideas," "conceptions" and 
"thoughts" or "judgments" as their prede
cessors did (from similar causes) in that of 
substantial forms or as children do (from 
similar causes) in that of the Equator, the 
sky and the North Pole. 

But if we re-state them, the expressions 
tum out to be no evidence whatsoever in 
favour of the Lockean demonology. For 
"Jones hates the thought of going to hos
pital" only means what is meant by "Jones 
feels distressed when he thinks of what 
he will undergo if he goes to hospital." 
The phrase "the thought of . . . " is trans
muted into "whenever he thinks of . . .," 

which does not even seem to contain a 
reference to any other entity than Jones 
and, perhaps, the hospital. For it to be 
true, the world must contain a Jones who 
is sometimes thinking and sometimes, say, 
sleeping; but it need no more contain both 
Jones and "the thought or idea of so and 
so" than it need contain both someone 
called "Jones" and something called 
"Sleep." 

Similarly, the statement "the idea of 
taking a holiday has just occurred to me" 
seems grammatically to be analogous to 
"that dog has just bitten me." And as, if 
the latter is true, the world must contain 
both me and the dog, so it would seem, if 
the former is true, the world must contain 
both me and the idea of taking a holiday. 
But the appearance is a delusion. For 
while I could not re-state my complaint 
against the dog in any sentence not con
taining a descriptive phrase referring to it, 
I can easily do so with the statement about 
"the idea of taking a holiday," e.g., in the 
statement "I have just been thinking that 
I might take a holiday." 

A host of errors of the same sort has 
been generated in logic itself and episte
mology by the omission to analyse the 
quasi-descriptive phrase "the meaning of 
the expression 'x'." I suspect that all the 
mistaken doctrines of concepts, ideas, 
terms, judgments, objective propositions, 
contents, objectives and the like derive 
from the same fallacy, namely, that there 
must be something referred to by such 
expressions as "the meaning of the word 
(phrase or sentence) 'x'," on all fours with 
the policeman who really is referred to by 
the descriptive phrase in "our village 
policeman is fond of football." And the 
way out of the confusion is to see that 
some "the"-phrases are only similar in 
grammar and not similar in function to 
referentially-used descriptive phrases, e.g., 
in the case in point, "the meaning of 'x' " 
is like "the King of France" in "Poincare 
is not the King of France," a predicative 
expression used non-referentially. 

And, of course, the ordinary man does 
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not pretend to himself or anyone else that 
when he makes statements containing such 
expressions as "the meaning of 'x'," he is 
referring to a queer new object: it does not 
cross his mind that his phrase might be 
misconstrued as a referentially used de
scriptive phrase. So he is not guilty of phil
osophical error or clumsiness. None the 
less his form of words is systematically 
misleading. For an important difference of 
logical form is disguised by the complete 
similarity of grammatical form between 
"the village policeman is reliable" and 
"the meaning of 'x' is doubtful" or again 
between "I have just met the village police
man" and "I have just grasped the mean
ing of 'x'." 

(Consequently, as there is no object de
scribable as that which is referred to by 
the expression "the meaning of 'x'," ques
tions about the status of such objects are 
meaningless. It is as pointless to discuss 
whether word-meanings (i.e., "concepts" 
or "universals") are subjective or objec
tive, or whether sentence-meanings (i.e., 
"judgments" or "objectives") are subjec
tive or objective, as it would be to discuss 
whether the Equator or the sky is subjec
tive or objective. For the questions them
selves are not about anything.) 

All this does not of course in the least 
prevent us from using intelligently and in
telligibly sentences containing the expres
sion "the meaning of 'x' " where this can 
be re-drafted as "what 'x' means." For 
here the "the" -phrase is being predicative
ly used and not as an unique description. 
"The meaning of 'x' is the same as the 
meaning of 'y' " is equivalent to " 'x' 
means what 'y' means," and that can be 
understood without any temptation to 
multiply entities. 

But this argument is, after all, only 
about a very special case of the systematic 
rnisleadingness of quasi-descriptions. 

2. There is another class of uses of 
"the"-phrases which is also liable to en
gender philosophical misconstructions, 
though I am not sure that I can recall any 

good instances of actual mistakes which 
have occurred from this source. 

Suppose, I say, "the defeat of the La
bour Party has surprised me," what I say 
could be correctly paraphrased by "the 
fact that the Labour Party was defeated, 
was a surprise to me" or "the Labour 
Party has been defeated and I am sur
prised that it has been defeated." Here 
the "the"-phrase does not refer to a thing 
but is a condensed record of something's 
being the case. And this is a common and 
handy idiom. We can always say instead 
of "because A is B, therefore C is D" 
"the D-ness of C is due to the B-ness of 
A." "The severity of the winter is re
sponsible for the high price of cabbages" 
means what is meant by "Cabbages are 
expensive because the winter was severe." 

But if I say "the defeat of the Labour 
Party occurred in 1931," my "the"-phrase 
is referentially used to describe an event 
and not as a condensed record of a fact. 
For events have dates, but facts do not. So 
the facts recorded in the grammatically 
similar statements "the defeat of the La
bour Party has surprised me" and "the 
defeat of the Labour Party occurred in 
1931" are in logical form quite different. 
And both sorts of facts are formally quite 
different from this third fact which is re
corded in "the victory of the Labour Party 
would have surprised me." For this neither 
refers to an event, nor records the fact that 
the Labour Party was victorious, but says 
"if the Labour Party had won, I should 
have been surprised." So here the "the"
phrase is a protasis. And, once more, all 
these three uses of "the"-phrases are dif
ferent in their sort of significance from 
"the defeat of the Conservative Party at 
the next election is probable," or "possi
ble," or "impossible." For these mean 
"the available relevant data are in favour 
of" or "not incompatible with" or "in
compatible with the Conservative Party 
being defeated at the next election." 

So there are at least these four different 
types of facts which can be and, in ordi
nary discourse, are conveniently and 
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intelligibly recorded in statements contain
ing grammatically indistinguishable "the" -
phrases. But they can be restated in forms 
of words which do exhibit in virtue of 
their special grammatical forms the several 
logical structures of the different sorts 
of facts recorded. 

3. Lastly, I must just mention one 
further class of systematically misleading 
"the"-phrases. "The whale is not a fish but 
a mammal" and "the true Englishman 
detests foul play" record facts, we may 
take it. But they are not about this whale 
or that Englishman, and they might be 
true even if there were no whales or no 
true Englishmen. These are, probably, dis
guised hypothetical statements. But all I 
wish to point out is that they are obvious
ly disguised. 

I have chosen these three main types 
of systematically misleading expressions 
because all alike are misleading in a cer
tain direction. They all suggest the exist
ence of new sorts of objects or, to put it 
in another way, they are all temptations 
to us to "multiply entities." In each of 
them, the quasi-ontological, the quasi
Platonic and the quasi-descriptive expres
sions, an expression is misconstrued as a 
denoting expression which in fact does not 
denote, but only looks grammatically like 
expressions which are used to denote. 
Occam's prescription was, therefore, in 
my view, "do not treat all expressions 
which are grammatically like proper 
names or referentially used "the"-phrases, 
as if they were therefore proper names or 
referentially used "the"-phrases. 

But there are other types of systemati
cally misleading expressions, of which I 
shall just mention a few that occur to me. 

"Jones is an alleged murderer," or "a 
suspected murderer," "Smith is a possible 
or probable Lord Mayor," "Robinson is 
an ostensible, or seeming or mock or sham 
or bogus hero," "Brown is a future or a 
past Member of Parliament," etc. These 
suggest what they do not mean, that the 
subjects named are of a special kind of 

murderer, or Lord Mayor, or hero, or 
Member of Parliament. But being an 
alleged murderer does not entail being a 
murderer, nor does being a likely Lord 
Mayor entail being a Lord Mayor. 

"Jones is popular" suggests that being 
popular is like being wise, a quality; but 
in fact it is a relational character, and one 
which does not directly characterize Jones, 
but the people who are fond of Jones, and 
so "Jones is popular" means what is meant 
by "Many people like Jones, and many 
more like him than either dislike him or 
are indifferent to him," or something of 
the sort. 

But I have, I think, given enough in
stances to show in what sense expressions 
may seem to mean something quite dif
ferent from what they are in fact used to 
mean; and therefore I have shown in what 
sense some expressions are systematically 
misleading. 

So I am taking it as established (1) 
that what is expressed in one expression 
can often be expressed in expressions of 
quite different grammatical forms, and 
(2) that of two expressions, each meaning 
what the other means, which are of dif
ferent grammatical forms, one is often 
more systematically misleading than the 
other. 

And this means that while a fact or 
state of affairs can be recorded in an in
definite number of statements of widely 
differing grammatical forms, it is stated 
better in some than in others. The ideal, 
which may never be realized, is that it 
should be stated in a completely non
misleading form of words. 

Now, when we call one form of expres
sion better than another, we do not mean 
that it is more elegant or brief or familiar 
or more swiftly intelligible to the ordinary 
listener, but that in virtue of its gram
matical form it exhibits, in a way in which 
the others fail to exhibit, the logical form 
of the state of affairs or fact that is being 
recorded. But this interest in the best way 
of exhibiting the logical form of facts is 
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not for every man, but only for the phi
losopher. 

I wish now to raise, but not to solve, 
some consequential problems which arise. 

1. Given that an expression of a certain 
grammatical form is proper (or anyhow 
approximates to being proper) to facts of 
a certain logical form and to those facts 
only, is this relation of propriety of gram
matical to logical form natural or conven
tional? 

I cannot myself credit what seems to be 
the doctrine of Wittgenstein and the school 
of logical grammarians who owe allegiance 
to him, that what makes an expression 
formally proper to a fact is some real and 
non-conventional one-one picturing rela
tion between the composition of the ex
pression and that of the fact. For I do not 
see how, save in a small class of specially
chosen cases, a fact or state of affairs can 
be deemed like or even unlike in structure 
a sentence, gesture or diagram. For a fact 
is not a collection - even an arranged 
collection - of bits in the way in which a 
sentence is an arranged collection of noises 
or a map an arranged collection of 
scratches. A fact is not a thing and so is 
not even an arranged thing. Certainly a 
map may be like a country or a railway 
system, and in a more general, or looser, 
sense a sentence, as an ordered series of 
noises might be a similar sort of series to a 
series of vehicles in a stream of traffic or 
the series of days in the week. 

But in Socrates being angry or in the 
fact that either Socrates was wise or Plato 
was dishonest I can see no concatenation 
of bits such that a concatenation of parts 
of speech could be held to be of the same 
general architectural plan as it. But this 
difficulty may be just denseness on my 
part. 

On the other hand, it is not easy to ac
cept what seems to be the alternative that 
it is just by convention that a given gram
matical form is specially dedicated to facts 
of a given logical form. For, in fact, cus
tomary usage is perfectly tolerant of sys
tematically misleading expressions. And, 

moreover, it is hard to explain how in the 
genesis of languages our presumably non
philosophical forbears could have decided 
on or happened on the dedication of a 
given grammatical form to facts of a given 
logical form. For presumably the study of 
abstract logical form is later than the entry 
into common use of syntactical idioms. 

It is, however, my present view that the 
propriety of grammatical to logical forms 
is more nearly conventional than natural: 
though I do not suppose it to be the effect 
of whim or of deliberate plan. 

2. The next question is: How are we to 
discover in particular cases whether an 
expression is systematically misleading or 
not? I suspect that the answer to this will 
be of this sort. We meet with and under
stand and even believe a certain expres
sion such as "Mr. Pickwick is a fictitious 
person" and "the Equator encircles the 
globe." And we know that if these ex
pressions are saying what they seem to be 
saying, certain other propositions will fol
low. But it turns out that the naturally 
consequential propositions "Mr. Pickwick 
was born in such and such a year" and 
"the Equator is of such and such a thick
ness" are not merely false but, on analysis, 
in contradiction with something in that 
from which they seemed to be logical con
sequences. The only solution is to see that 
being a fictitious person is not to be a per
son of a certain sort, and that the sense in 
which the Equator girdles the earth is not 
that of being any sort of a ring or ribbon 
enveloping the earth. And this is to see 
that the original propositions were not say
ing what they seemed on first analysis to 
be saying. Paralogisms and antinomies are 
the evidence that an expression is system
atically misleading. 

None the less, the systematically mis
leading expressions as intended and as 
understood contain no contradictions. 
People do not really talk philosophical 
nonsense - unless they are philosophizing 
or, what is quite a different thing, unless 
they are being sententious. What they do 
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is to use expressions which, from whatever 
cause - generally the desire for brevity 
and simplicity of discourse - disguise in
stead of e:;i.hibit the forms of the facts re
corded. And it is to reveal these forms that 
we abstract and generalize. These proc
esses of abstraction and generalization 
occur before philosophical analysis begins. 
It seems indeed that their results are the 
subject matter of philosophy. Pre-philo
sophical abstract thinking is always misled 
by systematically misleading expressions, 
and even philosophical abstract thinking, 
the proper function of which is to cure this 
disease, is actually one of its worst victims. 

3. I do not know any way of classifying 
or giving an exhaustive list of the possible 
types of systematically misleading expres
sions. I fancy that the number is in prin
ciple unlimited, but that the number of 
prevalent and obsessing types is fairly 
small. 

4. I do not know any way of proving 
that an expression contains no systematic 
misleadingness at all. The fact that antin
omies have not yet been shown to arise 
is no proof that they never will arise. We 
can know that of two expressions "x" and 
"y" which record the same fact, "x" is less 
misleading than "y"; but not that "x" can
not itself be improved upon. 

5. Philosophy must then involve the ex
ercise of systematic restatement. But this 
does not mean that it is a department of 
philology or literary criticism. 

Its restatement is not the substitution 
of one noun for another or one verb for 
another. That is what lexicographers and 
translators excel in. Its restatements are 
transmutations of syntax, and transmuta
tions of syntax controlled not by desire for 
elegance or stylistic correctness but by de
sire to exhibit the forms of the facts into 
which philosophy is the enquiry. 

I conclude, then, that there is, after all, 

a sense in which we can properly enquire 
and even say "what it really means to 
say so and so." For we can ask what is the 
real form of the fact recorded when this 
is concealed or disguised and not duly 
exhibited by the expression in question. 
And we can often succeed in stating this 
fact in a new form of words which does 
exhibit what the other failed to exhibit. 
And I am for the present inclined to be
lieve that this is what philosophical analy
sis is, ·and that this is the sole and whole 
function of philosophy. But I do not want 
to argue this point now. 

But, as confession is good for the soul, 
I must admit that I do not very much 
relish the conclusions towards which these 
conclusions point. I would rather allot to 
philosophy a sublimer task than the de
tection of the sources in linguistic idioms 
of recurrent misconstructions and absurd 
theories. But that it is at least this I cannot 
feel any serious doubt. 

[In this paper I have deliberately re
frained from describing expressions as "in
complete symbols" or quasi-things as 
"logical constructions." Partly I have ab
stained because I am fairly ignorant of the 
doctrines in which these are technical 
terms, though in so far as I do understand 
them, I think that I could re-state them in 
words which I like better without modify
ing the doctrines. But partly, also, I think 
that the terms themselves are rather ill
chosen and are apt to cause unnecessary 
perplexities. But I do think that I have 
been talking about what is talked about 
by those who use these terms, when they 
use them.] 

Editor's note: For Ryle's present view of this 
essay, seep. 305 below. For critical discussion of 
Ryle's views in this essay, see the cross-references 
given under Ryle [11] in the bibliography, espe
cially Shapere [l] (reprinted at pp. 271-83 be
low). 
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JOHN WISDOM 

PHILOSOPHICAL PERPLEXITY 

1. Philosophical statements are really 
verbal. I have inquired elsewhere the real 
nature of philosophical requests such as 
'Can we know what is going on in some
one else's mind?' 'Can we really know the 
causes of our sensations?' 'What is a 
chair?' and of philosophical answers such 
as 'We can never really know the causes 
of our sensations', 'A chair is nothing but 
our sensations', or 'A chair is something 
over and above our sensations', 'The good
ness of a man, of a picture, of an argu
ment is something over and above our 
feelings of approval and over and above 
those features of the man, the picture or 
the argument, which "determine" its good
ness'. There is no time to repeat the in
quiry here and I have to say dogmatically: 

A philosophical answer is really a 
verbal recommendation in response to a 
request which is really a request with re
gard to a sentence which lacks a conven
tional use whether there occur situations 
which could conventionally be described 
by it. The description, for example 'I know 
directly what is going on in Smith's mind', 
is not a jumble like 'Cat how is up', nor 
is it in conflict with conventional usage 
like 'There are two white pieces and three 
black so there are six pieces on the board'. 
It just lacks a conventional usage. To call 
both 'Can 2 + 3 = 6?' and 'Can I know 
what is going on in the minds of others?' 

Reprinted from Proceedings of the Aristo
telian Society, XXXVII (1936-37), 71-88, by 
permission of the author and the editor. 

IOI 

nonsensical questions serves to bring out 
the likeness between them. But if one 
were to deny that there is a difference 
between them it would be an instance of 
that disrespect for other people which we 
may platitudinously say, so often damages 
philosophical work. A disrespect which 
blinds one to the puzzles they raise - in 
this instance the puzzle of the philosophi
cal can which somehow seems between 
'Can 2 + 3 = 6?' and 'Can terriers catch 
hares?' Compare 'Can persons be in two 
places at once?' 'Do we have unconscious 
wishes?' 'Can you play chess without the 
queen?' (W). 1 

Even to say that 'I know directly what 
is going on in Smith's mind' is meaning
less, is dangerous, especially if you have 
just said that 'There are two white pieces 
and three black so there are six' is mean
ingless. 

It is not even safe to say that 'I know 
directly what is going on in Smith's mind' 
lacks a use or meaning and leave it at 
that. For though it has no meaning it tends 
to have a meaning, like 'All whiftey was 
the tulgey wood', though of course it is 

1 Wittgenstein has not read this over-com
pressed paper and I warn people against suppos
ing it a closer imitation of Wittgenstein than it 
is. On the other hand I can hardly exaggerate the 
debt I owe to him and how much of the good in 
this work is his - not only in the treatment of 
this philosophical difficulty and that but in the 
matter of how to do philosophy. As far as pos
sible I have put a W against examples I owe to 
him. It must not be assumed that they are used 
in a way he would approve. 
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unlike this last example in the important 
respect that it does not lack a meaning 
because its constituent words are un
known. Nor does it lack meaning because 
its syntax is unknown. This makes it puz
zling and makes it resemble the logical 
case. It is clear that for these reasons it 
would be even more illuminating and more 
misleading to say that 'God exists' and 
'Men are immortal' are meaningless -
especially just after saying 2 + 3 = 6 is 
meaningless. 

2. Philosophical statements are not 
verbal. I have said that philosophers' 
questions and theories are really verbal. 
But if you like we will not say this or we 
will say also the contradictory.2 For of 
course (a) philosophic statements usually 
have not a verbal air. On the contrary they 
have a non-verbal air like 'A fox's brush 
is really a tail'. (W). And their non-verbal 
air is not an unimportant feature of them 
because on it very much depends their 
puzzlingness. 

And (b) though really verbal a philoso
pher's statements have not a merely verbal 
point. Unlike many statements the primary 
point of uttering them is not to convey the 
information they convey but to do some
thing else. Consequently all attempts to 
explain their peculiar status by explaining 
the peculiar nature of their subject-matter, 
fail. For their subject-matter is not pecul
iar; their truth or falsity, in so far as these 
are appropriate to them at all, is fixed by 
facts about words, e.g. Goodness is not 
approval by the majority, because 'The 
majority sometimes approves what is 
bad' is not self-contradictory. But the 
point of philosophical statements is pecul
iar. It is the illumination of the ultimate 
structure of facts, i.e. the relations be
tween different categories of being or (we 
must be in the mode) the relations be
tween different sub-languages within a 
language. 

The puzzles of philosophical proposi-

' I do not wish to suggest that Wittgenstein 
would approve of this sort of talk nor that he 
would disapprove of it. 

tions, of fictional propositions, general 
propositions, negative propositions, prop
ositions about the future, propositions 
about the past, even the puzzle about 
psychological propositions, are not re
moved by explaining the peculiar nature 
of the subject-matter of the sentences in 
which they are expressed but by reflecting 
upon the peculiar manner in which those 
sentences work. Mnemonic slogan: It's 
not the stuff, it's the style that stupefies. 

3. The divergence of point from con
tent. The divergence of point from content 
which is found in necessary and near 
necessary propositions can be explained 
here only briefly. 

Suppose a decoder, though still utterly 
ignorant of the meaning of both of two 
expressions 'monarchy' and 'set of persons 
ruled by the same king', has after pro
longed investigation come to the conclu
sion that they mean the same in a certain 
code. He will say to his fellow-decoder 
' "Monarchy" means the same as "set of 
persons ruled by the same king" '. The 
translator, and the philosopher also, may 
say the same. They all use the same form 
of words because what they say is the 
same. But the point of what they say is 
very different. The decoder's point can be 
got by anyone who knows the meaning of 
'means the same as'; the translator does 
what he wants with the sentence only if his 
hearer knows the meaning either of 'mon
archy' or of 'set of persons ruled by the 
same king'; the philosopher does what he 
wants with the sentence only if his hearer 
already uses, i.e. understands, i.e. knows 
the meaning of, both 'monarchy' and 'set 
of persons ruled by the same king'. This 
condition makes the case of the philoso
pher curious; for it states that he can do 
what he wants with the sentence only if 
his hearer already knows what he is telling 
him. But this is true in the required sense. 
The philosopher draws attention to what 
is already known with a view to giving 
insight into the structure of what 'mon
archy', say, means, i.e. bringing into con
nection the sphere in which the one ex-
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pression is used with that in which the 
other is. Compare the man who says 'I 
should have the change from a pound after 
spending five shillings on a book, one and 
sevenpence-halfpenny on stamps and two 
and twopence-halfpenny at the grocer's, 
so I should have eleven shillings and two
pence'. This is Moore's example and I beg 
attention for it. It is tremendously illumi
nating in the necessary synthetic group 
of puzzles and in a far, far wider field than 
this, because it illuminates the use of 
'means the same' - a phrase which stops 
so many. When on first going to France I 
learn the exchange rate for francs, do I 
know the meaning of 'worth 100 francs' 
or do I come to know this after staying 
three weeks? 

The philosopher is apt to say 'A mon
archy is a set of people under a king' 
rather than ' "Monarchy" means the same 
as "a set of people under a king"'. By 
using the former sentence he intimates his 
point. Now shall we say 'A monarchy is a 
set of people under a king' means the 
same as ' "Monarchy" means "a set of 
people under a king" ' or not? My answer 
is 'Say which you like. But if you say 
"Yes" be careful, etc., and if you say "No" 
be careful, etc.' 

If we decide to describe the difference 
between the two as a difference of mean
ing we must not say that the difference in 
meaning is a difference of subjective inten
sion. nor that it is a difference of emotional 
significance merely. For these are not 
adequate accounts of the difference be
tween the two - and not an adequate 
account of the difference between the use 
of '3 plus 5 plus 8' and the use of '16'. 

4. Philosophy, truth, misleadingness and 
illumination. Now that we have seen that 
the philosopher's intention is to bring out 
relations between categories of being, be
tween spheres of language, we shall be 
more prepared to allow that false state
ments about the usage of words may be 
philosophically very useful and even ade
quate provided their falsity is realized and 

there is no confusion about what they are 
being used for. 

The nature of the philosopher's inten
tion explains how it is that one may call a 
philosophical theory such as A proposi
tion is a sentence, certainly false, and yet 
feel that to leave one's criticism at that is 
to attend to the letter and not the spirit of 
the theory criticized. 

The nature of the philosopher's inten
tion explains also how it is that one cannot 
say of a philosopher's theory that it is false 
when he introduces it in his own terminol
ogy, while yet one often feels that such 
theories are somehow philosophically bad. 
Thus (W) suppose the word 'sense-datum' 
has never been used before and that some
one says 'When Jones sees a rabbit, has an 
illusion of a rabbit, has an hallucination of 
a rabbit, dreams of a rabbit, he has a 
sense-datum of a rabbit'. One cannot pro
test that this is false, since no statement 
has been made, only a recommendation. 
But the recommendation purports to be 
enlightening and one may well protest if it 
is, on the contrary, misleading. This par
ticular recommendation is liable to sug
gest that sense-data are a special sort of 
thing, extremely thin coloured pictures, 
and thus liable to raise puzzles, such as 
'How are sense-data related to material 
things?' We can abuse a philosopher as 
much as we like if we use the right adjec
tives. Good is an ultimate predicate is use
less, A proposition is a subsistent entity is 
useless and pretentious,3 We can never 
know the real cause of our sensations is 
misleading. And we can praise him al
though he speaks falsely or even non
sensically. People have considered whether 
it is true that 'an event is a pattern of 
complete, particular, specific facts and 
a complete, particular, specific fact is an 
infinitely thin slice out of an event'.' 

You may say 'How absurd of them 
since the statement is nonsense'. Certainly 

'Neither of these theories is entirely useless. 
They are for one thing good antitheses to the 
naturalistic error. 

'Problems of Mind and Matter, p. 32. 
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the statement is nonsense and so, if you 
like, it was absurd of them. But it was 
better than saying it was nonsense and ig
noring it. Suppose I say 'The thoroughbred 
is a neurotic woman on four legs'. This is 
nonsense, but it is not negligible.~ 

5. Provocation and Pacification. So far, 
however, little or nothing has been said to 
explain what sort of things makes a philo
sophical statement misleading and what 
makes it illuminating. Only a short an
swer is possible here. 

In the first place there is the misleading 
feature which nearly all philosophical 
statements have - a non-verbal air. The 
philosopher laments that we can never 
really know what is going on in someone 
else's mind, that we can never really know 
the causes of our sensations, that induc
tive conclusions are never really justified. 
He laments these things as if he can dream 
of another world where we can see our 
friends and tables face to face, where sci
entists can justify their conclusions and 
terriers can catch hares. This enormous 
source of confusion we cannot study now. 

Secondly philosophical statements mis
lead when by the use of like expressions 
for different cases, they suggest likenesses 
which do not exist, and by the use of dif
ferent expressions for like cases, they con
ceal likenesses which do exist. 

Philosophical theories are illuminating 
in a corresponding way, namely when they 
suggest or draw attention to a terminology 
which reveals likenesses and differences 
concealed by ordinary language. 

I want to stress the philosophical use
fulness of metaphysical surprises such as 
'We can never really know the causes of 
our sensations', 'We can never know the 
real causes of our sensations', 'Inductive 
conclusions are never really justified', 'The 
laws of mathematics are really rules of 

•The matter can be put in terms of truth and 
falsehood. A philosophical theory involves an 
explicit claim, an equation, and an implicit claim 
that the equation is not misleading and is illumi
nating. The explicit claim may be false and the 
implicit true on one or both counts, or vice versa. 

grammar'. I believe that too much fun has 
been made of philosophers who say this 
kind of thing. Remember what Moore 
said about 1924 - words to this effect: 
When a philosopher says that really some
thing is so we are warned that what he 
says is really so is not so really. With hor
rible ingenuity Moore can rapidly reduce 
any metaphysical theory to a ridiculous 
story. For he is right, they are false -
only there is good in them, poor things. 
This shall be explained. 

Wittgenstein allows importance to these 
theories. They are for him expressions of 
deep-"eated puzzlement. It is an important 
part Jf the treatment of a puzzle to de
velc t> it to the full. 

But this is not enough. Wittgenstein 
allows that the theories are philosophi- . 
cally important not merely as specimens of 
the whoppers philosophers can tell. But he 
too much represents them as merely 
symptoms of linguistic confusion. I wish 
to represent them as also symptoms of 
linguistic penetration. 

Wittgenstein gives the impression that 
philosophical remarks either express puz
zlement or if not are remarks such as 
Wittgenstein himself makes with a view to 
curing puzzlement. 

This naturally gives rise to the question 
'If the proper business of philosophy is 
the removal of puzzlement, would it not 
be best done by giving a drug to the pa
tient which made him entirely forget the 
statements puzzling him or at least lose 
his uneasy feelings?' 

This of course will never do. And what 
we say about the philosopher's purposes 
must be changed so that it shall no longer 
seem to lead to such an absurd idea. 

The philosopher's purpose is to gain a 
grasp of the relations between different 
categories of being, between expressions 
used in difjerent manners. 6 He is confused 
about what he wants and he is confused by 

•See 'different level' in Proceedings of the 
Aristotelian Society, Supplementary Volume 
XIH,p.66. 
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the relations between the expressions, so 
he is very often puzzled. But only such 
treatment of the puzzles as increases a 
grasp of the relations between different 
categories of being is philosophical. And 
not all the philosopher's statements are 
either complaints of puzzlement or pacifi
catory. Philosophers who say 'We never 
know the real causes of our sensations', 
'Only my sensations are real', often bring 
out these 'theories' with an air of triumph 
(with a misleading air of empirical dis
covery indeed). True the things they say 
are symptoms of confusion even if they 
are not of puzzlement. But they are also 
symptoms of penetration, of noticing what 
is not usually noticed. Philosophical prog
ress has two aspects, provocation and 
pacification. 

6. Example of the pointless doubts: (a) 
how misleading they are. Let us consider 
this with examples. Take first the philoso
pher who says to the plain man: 'We do 
not really know that there is cheese on the 
table; for might not all the sense evidence 
suggest this and yet there be no cheese -
remember what happened at Madame 
Tussaud's'. 

Our assertion with confidence that 
there is cheese on the table or our asser
tion that we know that there is cheese on 
the table raises as last these three puzzles: 
(1) the category puzzle, which finds ex
pression in 'We ought not to speak of a 
cheese (of the soul) but of bundles of 
sense-data'; (2) the knowledge puzzle, 
which finds expression in 'We ought not 
to say "I know there is cheese on the 
table" but "Very, very probably there is 
cheese on the table"'; (3) the justification 
puzzle, which finds expression in 'Empiri
cal conclusions are not really justified'. 

We cannot here speak of all these. We 
are considering (2) the knowledge or 
pointless doubt puzzle. There are a group 
of pointless doubt puzzles including the 
following: 'We don't really know that 
there is cheese on the table'; 'We ought to 
say only "It is probable that there is 
cheese on the table"'; 'It is improper to 

say "I know that there is cheese on the 
table" '; 'It would be well if we prefixed 
every remark about material things with 
"probably" '. 

All these suggestions are misleading -
they all suggest that it has been discovered 
that we have been over-confident about 
material things. They should have slightly 
different treatment but I have only just 
realized this multiplicity. Let us take the 
puzzle in the crude form 'Couldn't there 
be no cheese here although all the sense
evidence suggests there is?' 

Wittgenstein explains that this sentence 
though of the verbal form we associate 
with doubt and though it may be uttered 
with the intonation, expression and ges
tures we associate with doubt is not used 
as a sentence expressing doubt. To utter it 
is to raise a pseudo-doubt. People say 'We 
ought not to say "There is cheese on the 
table" but "Probably there is cheese on 
the table" or "The sense-evidence suggests 
ever so strongly that there is cheese on 
the table." For whatever we do we never 
observe a cheese, we have to rely upon 
our senses. And we may be suffering from 
a joint hallucination of all the senses or a 
consistent dream. Remember how people 
are deceived at Madame Tussaud's. And 
we may see and touch cheesy patches, 
smell cheesy smells, obtain cheesy pic
tures from cameras and cheesy reactions 
from mice and yet the stuff to-morrow be 
soap in our mouth. And then to-morrow 
we shall say "Yesterday we were mis
taken." So our "knowledge" to-day that 
there is cheese here is not real knowledge. 
Every one ought really to whisper "Possi
bly hallucinatory" after every sentence 
about material things however much be 
has made sure that be is right'. 

What those who recommend this should 
notice is how not merely unusual but 
pointless a use of words they recommend. 
As language is at present used, I raise my 
hungry friends' hopes if I say 'There is 
cheese on the table', and I damp them if I 
add 'unless it is hallucinatory'. But this 
additional clause has its effect only be-



106 JOHN WISDOM 

cause I do not always use it. If a parent 
adds 'be very careful' to everything he 
says to a child he will soon find his warn
ings ineffective. If I prefix every statement 
about material things with 'probably' this 
doubt-raiser will soon cease to frighten 
hungry friends, that is cease to function as 
it now does. Consequently in order to 
mark those differences which I now mark 
by saying in one case 'Probably that is 
cheese on the table' and in another case 
'I know that is cheese on the table', I 
shall have to introduce a new notation, 
one to do the work the old did. 'To do the 
work the old did!' that is, to claim what I 
formerly claimed with 'know'! 

It may now be said 'In the ordinary 
use of "know" we may know that that is 
cheese on the table, but this knowledge is 
not real knowledge'. 

This gives the misleading idea that the 
philosopher has envisaged some kind of 
knowing which our failing faculties pre
vent us from attaining. Terriers cannot 
catch hares, men cannot really know the 
causes of their sensations. Nothing of the 
kind, however. For when we say to the 
philosopher 'Go on, describe this real 
knowledge, tell us what stamp of man you 
want and we will see if we can buy or 
breed one' then he can never tell us. 

It may now be said, 'No, no, the point 
is this: There is some inclination to use 1 

"know" strictly so that we do not know 
that insulin cures diabetes, that the sun 
will rise to-morrow, because these prop
ositions are only probable inferences from 
what we have observed. There is some in
clination to use "know" only when what 
is known is observed or is entailed by 
something known for certain. Now you do 
not know in this sense that you will not 
have to correct yourself to-morrow and 
say "I was mistaken yesterday, that was 
not cheese," since nothing you know for 
certain to-day is incompatible with this. 
And if you do not know but what you may 

' Another form would be: '[t is proper' as 
opposed to 'usual' to use 'know' so that, etc. 

have to correct yourself to-morrow you do 
not know that you are right to-day'. 

But what is meant by 'certain'? I should 
claim to know for certain that that is 
cheese on the table now. And as the ob
jector rightly points out this entails that I 
shall not have to correct myself to-mor
row. I therefore know in the strict sense 
that I shall not have to correct myself to
morrow. 

It will be said that it is not absolutely 
certain that that is cheese on the table. But 
I should reply that it is. 

It will be said that it is not senseless to 
doubt that that is cheese on the table, not 
even after the most exhaustive tests. I 
should reply that it is. 

But, of course, by now I see what the 
sceptic is driving at. It is not senseless to 
doubt that that is cheese on the table, in 
the sense in which it is senseless to doubt 
'I am in pain', 'I hear a buzzing' - not 
even after the most exhaustive tests - in
deed the exhaustive tests make no differ
ence to this. For, in this sense, it is not 
senseless to doubt that that is cheese on 
the table provided only that 'He says that 
that is cheese but perhaps he is mistaken' 
has a use in English. You see, 'He says he 
is in pain, but perhaps he is mistaken' has 
no use in English. Hence we may be 'abso
lutely certain' that he is not mistaken 8 

about his pain, in the very special sense 
that 'He is mistaken' makes no sense in 
this connection. 

Thus the sceptic's pretended doubts 
amount to pointing out that, unlike state
ments descriptive of sensations, statements 
about material things make sense with 
'perhaps he is mistaken'. And the sceptic 
proposes to mark this by an extraordinary 
use of 'know' and 'probably'. He proposes 
that we should not say that we know that 
that is cheese on the table unless it is en
tailed by statements with regard to which 
a doubt is not merely out of the question 
but unintelligible, i.e. such that where S 
is P is one of them, then 'S is P unless I 

•Of course he may be lying. 



PHILOSOPHICAL PERPLEXITY 107 

am mistaken' raises a titter like 'I am in 
pain unless I am mistaken'. 'That is 
cheese on the table' is not such a state
ment and so of course it does not follow 
from such statements - otherwise a 
doubt with regard to it would be unintel
ligible, i.e. it would be absolutely certain 
in the strict, philosophic sense. 

The sceptic's doubts become then a rec
ommendation to use 'know' only with 
statements about sense-experience and 
mathematics and to prefix all other state
ments with 'probably'.9 

This is very different talk and much less 
misleading. But still it is misleading unless 
accompanied by the explanation given 
above of the astounding certainty of state
ments about sense-experience. Even with 
the explanation the suggestion is highly 
dangerous, involving as it does a new and 
'manner-indicating' use of the familiar 
words 'know' and 'probable'. Without the 
explanation it suggests that there is a 
difference in degree of certainty between 
statements about material things and state
ments about sense-data, a difference in 
certainty dependent upon their subject
matter, in a sense analogous to that in 
which we say 'I am certain about what 
happened in Hyde Park - I was there -
but I am not certain about what happened 
in Spain - I was not an eye-witness'. This 
suggests that I know what it would be like 
to be an eye-witness of cheese, but. am in 
fact unfortunately obliged to rely upon the 
testimony of my senses. 

Now the difference between statements 
about sense-experiences and statements 
about material things is not at all like this. 
The difference is not one of subject-mat
ter (stuff) but of a different manner of use 
(style). And statements about sense-ex
periences are certain only because it 
makes no sense to say that they may be 

''Compare the tendency to use 'what ought to 
be done' irrevocably. People who do this lament 
thus: 'What one ought to do is always for the 
best, but unfortunately we never know what we 
really ought to do.' Others lament thus: 'We can 
know what we ought to do but unfortunately this 
does not always turn out for the best'. 

wrong.10 Notice the connection between 
'He says he is in pain but I think he is 
mistaken' and 'He cries "Ow!" but I think 
he is mistaken'. The difference between 
sense-statements and thing-statements 
cannot be adequately explained here. And 
consequently the full misleaclingness of 
such a use of 'probably' as is recom
mended in what we may call the last form 
of the pseudo-doubt, cannot be adequate
ly explained here. 

But I hope I have said enough to bring 
out in good measure the misleadingness of 
saying such things as 'O dear, we can 
never know the causes of our sensations', 
and even 'It would be philosophically ex
cellent to put "probably" before all state
ments about material things'. 

7. Example of the pointless doubts: 
(b) how importantly illuminating they are. 
But though the recommended use of 'prob
ably' would be pointless as a cautionary 
clause and would thus be extremely mis
leading, the recommendation to use it so 
is not pointless, is not prompted wholly 
by confusion, but partly by penetration. 
The philosopher says to the plain man 
'You do not really know that that is a 
cheese on the table'. We have pacified 
those who are opposed to this statement 
by bringing out the sources of their reluc
tance to agree with it. But the philosopher 
must pacify everyone and we must now 
pacify those philosophers who are pleased 
with it, and complete the pacification of 
those who are puzzled by it, being tempted 
to deny it and at the same time tempted to 
assert it. What is the point behind the mis
leading statement 'We can never know 
statements about material things'? The 
answer has been given already by the 
method of forcing reformulations. But we 
may now approach the answer by a dif
ferent route. Under what circumstances 
are such things usually said? 

It is when after considering hallucina
tions, illusions, etc., one wishes to empha-

10 This, I realize, stands very much in need of 
pacifying explanation. 
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size (I) the likeness between such cases 
and cases in which there was 'something 
really there', and to emphasize the con
tinuity between (a) cases in which one says 
'I think that is cheese on the table', 'I 
believe that is a real dagger', 'Probably 
that is a snake, not a branch' and (b) cases 
in which one says 'That is cheese on the 
table', 'I found that it was a snake'; and to 
emphasize (2) the unlikeness between 
even so well assured a statement as 'This 
is my thumb' and such a statement as 'I 
see a pinkish patch', 'I feel a softish patch', 
'I am in pain'. 

It is not at all easy at first to see how in 
being revocable and correctable by others 
the most assured statement about a thing 
is more like the most precarious state
ment about another thing than it is to a 
statement descriptive of one's sensations. 
Ordinary language conceals these things 
because in ordinary language we speak 
both of some favourable material-thing
statements and of statements about our 
sensations, as certain, while we speak of 
other statements about material things as 
merely probable. This leads to pseudo
laments about the haunting uncertainty of 
even the best material-thing-statements 
and pseudo-congratulations upon the 
astounding certainty of statements about 
our sensations. 

We are all, when our attention is drawn 
to those cases so often described in which 
it looks for all the world as if our friend is 
standing in the room although he is dying 
two thousand miles away, or in which we 
think we see a banana and it turns out to 
be a reflection in a greengrocer's mirror, 
we are all, in such cases, inclined to say 
'Strictly we ought always to add "unless 
it is a queer looking stick and not a 
banana, or a reflection or an hallucination 
or an illusion" '.11 We do not stop to 
consider what would happen if we did 
always add this. Horrified at the decep
tions our senses have practised upon us 

11 Then every statement would be tautologous 
but ab.rolutely cenain! 

we feel we must abuse them somehow and 
so we say that they never prove anything, 
that we never know what is based on them. 

The continuity and the difference which 
are concealed by ordinary language would 
be no longer concealed but marked if we 
used 'probably' in the way recommended. 
But what an unfortunate way of obtaining 
this result! And in what a misleading way 
was the recommendation made! I do not 
really know that this is a thumb. The 
huntsman's coat is not really pink. A fox's 
brush is really a tail. <:W). 

8. Other Examples. Now many other 
examples should be given. 'What is a 
mathematical proposition?' 'Do inductive 
arguments give any probability to their 
conclusions?' These other puzzles should 
be re-created; the temptations to give the 
answers which have been given should be 
re-created. But this cannot be done in this 
paper. Without bringing up the puzzles 
and temptations the following accounts 
are half dead, but I offer them for what 
they are worth. 

Take 'The laws of mathematics and 
logic are really rules of grammar'. With 
this instructive incantation people puzzle 
themselves to death. Is it or isn't it true? 
And if false what amendment will give us 
the truth? If not rules then what? The an
swer is 'They are what they are, etc. Is a 
donkey a sort of horse but with very long 
ears?' People are puzzled because of 
course it isn't true that the laws of mathe
matics are rules of grammar (more ob
vious still that they are not commands). 
And yet they cannot bring themselves to 
lose the advantages of this falsehood. For 
this falsehood draws attention to (1) an 
unlikeness and (2) a likeness concealed by 
ordinary language; (1) an unlikeness to 
the laws of hydraulics and an unlikeness 
in this unlikeness to the unlikeness be
tween the laws of hydraulics and those of 
aeronautics; for it is an unlikeness not of 
subject-matter but of manner of function
ing - and (2) a likeness but not an exact 
likeness to the functioning of rules. 

Again 'Inductive arguments do not 



PHILOSOPHICAL PERPLEXITY 109 

really give any probability to their con
clusions' gives the misleading idea that the 
scientists have been found out at last, that 
our confidence in our most careful re
search workers is entirely misplaced, their 
arguments being no better than those of 
the savage. Nothing of the kind of course. 
What is at the back of this lament is this: 
In ordinary language we speak of 'Dr. So 
and so's experiment with a group of 100 
children whose teeth improved after six 
months extra calcium' as having very 
much increased the probability of the 
proposition that bad teeth are due to cal
cium deficiency. We also say that my 
having drawn 90 white balls from a bag 
which we know to contain 100 balls, each 
either white or black, has very much in
creased the probability of the proposition 
that all the balls in that bag are white. We 
even speak numerically in connection with 
empirical probability - we not only argue 
a priori and say 'There were six runners, 
there are now only five, we still know 
nothing of any of them, so it is now 4-1 
against the dog from trap 1' but we also 
argue empirically and say 'It was 5-1 
against the dog from trap 1 ; but I hear a 
rumour that each of the others has been 
provided with a cup of tea, and I think 
we may now take 4-1 against him'. 

The similarity in the way we speak of 
these cases leads us when asked how em
pirical arguments give probability to their 
conclusions to try to assimilate them to 
the formal cases, balls in bags, dice, etc. 
But when this attempt is made it begins 
to appear that the investigation of nature 
is much less like the investigation of balls 
in a bag than one is at first apt to think. 

At the same time is revealed the 
shocking continuity between the scientist's 
arguments by the method of difference 
and the savage's post hoc ergo propter 
hoc,12 between the method of agreement 
and the reflexes of rats, and struck by the 
difference and the continuity and how 
they are concealed by ordinary language, 

"'See Keynes, A Treatise on Probability. 

we provoke attention to them with 'Even 
the best established scientific results are 
nothing but specially successful supersti
tions'. We say this although we have made 
no shocking discovery of scientists faking 
figures, although the scientist's reasons for 
his belief in insulin still differ from my 
landlady's reasons for belief in Cure-all, 
in exactly the way which, in the ordinary 
use of language, makes us call the one 
belief scientifically grounded and the 
other a superstition. Similarly we may 
say, having seen a butterfly die or been 
told the age of an oak 'The strongest of 
us have really only a short time to live'. 
We say this although we have made no 
discovery of impending disaster, or we 
may say 'Man is nothing but a complicated 
parasite' when we watch the arrival of 
the 9.5 at the Metropolis. 

CONCLUSION 

The plain man has come to expect 
of philosophers paradoxical, provoking 
statements such as 'We can never really 
know the causes of our sensations', 
'Causation is really nothing more than 
regular sequence', 'Inductive conclusions 
are really nothing but lucky superstitions', 
'The laws of logic are ultimately rules of 
grammar'. Philosophers know that the 
statements are provocative; this is why 
they so often put in some apologetic word 
such as 'really' or 'ultimately'. 

These untruths persist. This is not 
merely because they are symptoms of an 
intractable disorder but because they are 
philosophically useful. The curious thing 
is that their philosophical usefulness 
depends upon their paradoxicalness and 
thus upon their falsehood. They are false 
because they are needed where ordinary 
language fails, though it must not be sup
posed that they are or should be in some 
perfect language. They are in a language 
not free from the same sort of defects as 
those from the effects of which they are 
designed to free us. 

To invent a special word to describe the 
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status of, for example, mathematical prop
ositions would do no good. There is a 
phrase already, 'necessary yet synthetic'. 
It is, of course, perfectly true that mathe
matical propositions are 'necessary syn
thetics' - it should be true since the 
expression was made to measure. True 
but no good. We are as much inclined to 
ask 'What are necessary synthetic prop
ositions?' as we were to ask 'What are 
mathematical propositions?' 'What is an 
instinct?' An innate disposition certainly. 
But philosophically that answer is useless. 
No - what is wanted is some device for 
bringing out the relations between the 
manner in which mathematical (or disposi
tional) sentences are used and the man
ners in which others are used - so as to 
give their place on the language map. This 

cannot be done with a plain answer, a 
single statement. We may try opposite 
falsehoods or we may say, 'Be careful that 
this expression "mathematical proposi
tion" does not suggest certain analogies at 
the expense of others. Do not let it make 
you think that the difference between 
mathematical propositions and others is 
like that between the propositions of hy
draulics and those of aeronautics. Do 
notice how like to rules, etc., and yet, etc'. 

If you will excuse a suspicion of smart
ness: Philosophers should be continually 
trying to say what cannot be said. 

Editor's note: For Wisdom's later views on 
the nature and method of philosophy, see the 
various items listed in the bibliography, especial. 
ly the essays included in Wisdom [81. 
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NORMAN MALCOLM 

MOORE AND ORDINARY LANGUAGE 

I 

In this paper I am going to talk about 
an important feature of Professor Moore's 
philosophical method, namely, his way of 
refuting a certain type of philosophical 
proposition. 

I shall begin by giving a list of proposi
tions all of which have been maintained or 
are now maintained by various philoso
phers. Every one of these statements 
would, I am sure, be rejected by Moore as 
false. Furthermore, if with regard to each 
of these statements, he were asked to give 
a reason for rejecting that statement, or 
were asked to prove it to be false, he would 
give a reason or proof which would be 
strikingly similar iti the case of each state
ment. I want to examine the general char
acter of this common method of proof in 
order to show the poi.tit and the justifica
tion of it. I thitik that showitig the poi.tit 
and the justification of Moore's method of 
attacking this type of philosophical state
ment will throw great light on the nature 
of philosophy, and also explain Moore's 
importance in the history of philosophy. 

Reprinted from The Philosophy of G. E. 
Moore, Volume IV of The Library of Living 
Philosopher.r, ed. Paul A. Schilpp (Evanston and 
Chicago: Northwestern University, 1942), pp. 
345-68, by permission of the author and the edi
tor. (Copyright 1942 by The Library of Living 
Philosophers.) 

ll l 

The following is my list of philosophical 
statements: 

(1) There are no material thitigs. 
(2) Time is unreal. 
(3) Space is unreal. 
(4) No one ever perceives a material 

thitig. 
(5) No material thitig exists unper

ceived. 
(6) All that one ever sees when he 

looks at a tbitig is part of his own brain. 
(7) There are no other minds - my 

sensations are the only sensations that 
exist. 

(8) We do not know for certain that 
there are any other minds. 

(9) We do not know for certain that 
the world was not created five minutes 
ago. 

(10) We do not know for certain the 
truth of any statement about material 
things. 

(11) All empirical statements are 
hypotheses. 

(12) A priori statements are rules of 
grammar. 

Let us now consider Moore's way of 
attacking these statements. With regard to 
each of them I am going to state the sort 
of argument against it which I think 
Moore would give, or at least which he 
would approve. 

(I) Philosopher: "There are no mate
rial things." 

Moore: "You are certainly wrong, for 
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here's one hand and here's another; and 
so there are at least two material things." 1 

(2) Philosopher: "Time is unreal." 
Moore: "If you mean that no event 

ever follows or precedes another event, 
you are certainly wrong; for after lunch I 
went for a walk, and after that I took a 
bath, and after that I had tea." 2 

(3) Philosopher: "Space is unreal." 
Moore: "If you mean that nothing is 

ever to the right of, or to the left of, or 
behind, or above anything else, then you 
are certainly wrong; for this inkwell is to 
the left of this pen, and my head is above 
them both." 

(4) Philosopher: "No one ever per
ceives a material thing." 3 

Moore: "If by 'perceive' you mean 
'hear', 'see', 'feel', etc., then nothing could 
be more false; for I now both see and feel 
this piece of chalk." 

(5) Philosopher: "No material thing 
exists unperceived." 

Moore: "What you say is absurd, for 
no one perceived my bedroom while I was 
asleep last night and yet it certainly did 
not cease to exist." 

(6) Philosopher: "All that one ever sees 
when one looks at a thing is part of one's 
own brain."' 

Moore: "This desk which both of us 
now see is most certainly not part of my 
brain, and, in fact, I have never seen a 
part of my own brain." 

(7) Philosopher: "How would you 
prove that the statement that your own 
sensations, feelings, experiences are the 
only ones that exist, is false?" 

Moore: "In this way: I know that you 

'See Moore's "Proof of an External World," 
Proceedings of the British Academy, XXV 
(1939). 

•See Moore's "The Conception of Reality," 
Philosophical Studies, 209-211. 

•This is the philosopher who says that all we 
really perceive are sense-data, and that sense
data are not material things, nor parts of ma
terial things. 

' "I should say that what the physiologist sees 
when he looks at a brain is part of his own brain, 
not part of the brain he is examining." Bertrand 
Russell, The A na/ysis of Matter ( 1927), 383. 

now see me and hear me, and furthermore 
I know that my wife has a toothache, and 
therefore it follows that sensations, feel
ings, experiences other than my own 
exist." 

(8) Philosopher: "You do not know 
for certain that there are any feelings or 
experiences other than your own." 

Moore: "On the contrary, I know it to 
be absolutely certain that you now see me 
and hear what I say, and it is absolutely 
certain that my wife has a toothache. 
Therefore, I do know it to be absolutely 
certain that there exist feelings and experi
ences other than my own." 

(9) Philosopher: "We do not know for 
certain that the world was not created five 
minutes ago, complete with fossils."~ 

Moore: "I know for certain that I and 
many other people have lived for many 
years, and that many other people lived 
many years before us; and it would be 
absurd to deny it." 

(10) Philosopher: "We do not know for 
certain the truth of any statement about 
material things." 

Moore: "Both of us know for certain 
that there are several chairs in this room, 
and how absurd it would be to suggest that 
we do not know it, but only believe it, and 
that perhaps it is not the case!" 

(11) Philosopher: "All empirical state
ments are really hypotheses." 

Moore: "The statement that I had 
breakfast an hour ago is certainly an em
pirical statement, and it would be ridicu
lous to call it an hypothesis." 

(12) Philosopher: "A priori statements 
are really rules of grammar." 

Moore: "That 6 times 9 equals 54 is an 
a priori statement, but it is most certainly 
wrong to call it a rule of grammar." 

It is important to notice that a feature 
which is common to all of the philosophi
cal statements in our list is that they are 
paradoxical. That is, they are one and all 
statements which a philosophically un-

'Cf. B. Russell, Philosophy ( 1927), 7. This 
is a way of expressing the view that no state
ments about the past are known with certainty. 
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sophisticated person would find shocking. 
They go against "common sense." This 
fact plays an important part in the expla
nation of the nature of Moore's attacks 
upon these statements. 

Let us examine the general nature of 
Moore's refutations. There is an inclina
tion to say that they one and all beg the 
question. When the philosopher said that 
a priori statements are rules of grammar 
he meant to include the statement that 6 
times 9 equals 54, among a priori state
ments. He meant to say of it, as well as of 
every other a priori statement, that it really 
is a rule of grammar. When Moore simply 
denies that it is a rule of grammar, he 
seems to beg the question. At least his 
reply does not seem to be a fruitful one; 
it does not seem to be one which ought to 
convince the philosopher that what he said 
was false. 

When the philosopher says that there 
are no material things, is it not the case 
that part of what he means is that there 
are no hands; or, if he would allow that 
there are hands, part of what he means is 
that hands are, not material things? So that 
Moore's refutation, which asserts of two 
things that they are hands, and asserts that 
hands are material things, in one way or 
another begs the question. 

And when the philosopher says that one 
does not know for certain that there are 
any sensations, feelings, experiences other 
than one's own, part of what he means to 
say is that one never knows for certain 
that one's wife has a toothache; and when 
Moore insists that he does know for cer
tain that his wife has a toothache, he begs 
the question. At least it seems a poor sort 
of refutation; not one which ought to con
vince any philosopher that what he said 
was wrong. 

I hold that what Moore says in reply to 
the philosophical statements in our list is 
in each case perfectly true; and further
more, I wish to maintain that what he says 
is in each case a good refutation, a refuta
tion that shows the falsity of the state-

ment in question. To explain this is the 
main purpose of my paper. 

The essence of Moore's technique of 
refuting philosophical statements consists 
in pointing out that these statements go 
against ordinary language. We need to 
consider, first, in what way these state
ments do go against ordinary language; 
and, second, how does it refute a philo
sophical statement to show that it goes 
against ordinary language? 

When Russell said that what the physi
ologist sees when he looks at a brain is 
part of his own brain, not part of the brain 
he is examining, he was of course not 
referring to any particular physiologist, 
but to all physiologists, and not only to all 
physiologists, but to every person whom
soever. What he meant to imply was that 
whenever in the past a person has said 
that he sees a tree or a rock or a piece of 
cheese on the table, what he has said was 
really false; and that whenever in the 
future any person will say that he sees a 
house or a car or a rabbit, what he will 
say really will be false. All that will ever 
really be true in any case whatever in 
which a person says that he sees some
thing, will be that he sees a part of his own 
brain. 

Russell's statement is a most startling 
one. Nothing could be more paradoxical! 
And what sort of a statement is it? Did 
Russell mean to imply that whenever in 
the past any physiologist has thought that 
he was seeing someone else's brain he has 
been deceived? Suppose that, unknown to 
the physiologist, a section of his cranium 
had been removed and furthermore there 
was, also unkncwn to him, an ingenious 
arrangement of mirrors, such that when 
he tried to look at a brain in front of him, 
what he actually saw was a part of his 
own brain in his own skull. Did Russell 
mean to say that this is the sort of thing 
which has always happened in the past 
when a physiologist has tried to examine 
a brain, and which will always happen in 
the future? If he were making this straight
forward empirical statement, then it is 
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clear that he would have no evidence what
ever for it. It is not the sort of empirical 
statement that an intelligent man would 
make. 

No, Russell was not making an em
pirical statement. In the normal sort of 
circumstances in which a person would 
ordinarily say that he sees the postman, 
Russell would agree with him as to what 
the particular circumstances of the situa
tion were. Russell would not disagree wi.th 
him about any question of empirical fact; 
yet Russell would still say that what he 
really saw was not the postman, but part 
of his own brain. It appears then that they 
disagree, not about any empirical facts, but 
about what language shall be used to de
scribe those facts. Russell was saying that 
it is really a more correct way of speaking 
to say that you see a part of your brain, 
than to say that you see the postman. 

The philosophical statement, "All that 
one ever sees when one looks at a thing is 
part of one's brain" may be interpreted as 
meaning, "Whenever one looks at a thing 
it is really more correct language to say 
that one sees a part of one's brain, than to 
say that one sees the thing in question." 
And Moore's reply, "This desk which both 
of us see is not a part of my brain," may be 
interpreted as meaning, "It is correct lan
guage to say that what we are doing now 
is seeing a desk, and it is not correct lan
guage to say that what we are doing now 
is seeing parts of our brains." 6 

When the dispute is seen in this light, 
then it is perfectly clear that Moore is right. 
We can see that the philosophical state
ment which he is attacking is false, no mat
ter what arguments may be advanced in 
favor of it. 1 The "proofs" of it may be ever 

'It must not be assumed that Professor Moore 
would agree with my interpretation of the nature 
of the philosophical paradoxes, nor with my in
terpretation of the nature of his refutations of 
those paradoxes. That Moore does employ such 
refutations anyone knows, who is familiar with 
his language and discussions. But this paper's 
analysis of the philosophical paradoxes and of 
Moore's refutations is not one that Moore has 
ever suggested. 

'What led Rus~ell to make the statement was 

so tempting, but we are right in rejecting 
them as false statements without even ex
amining them. For it is obvious to us upon 
the slightest reflection, that a person may 
wish to see the Empire State building; and 
that a way in which we might describe in 
ordinary language, what happened when 
he fulfilled his wish, would be by saying 
the words "He is now seeing the Empire 
State building for the first time"; and that 
we would never accept as a correct descrip
tion of what happened, the words "He is 
now seeing a part of his brain." What 
Moore's reply reminds us of is that situa
tions constantly occur which ordinary lan
guage allows us to describe by uttering 
sentences of the sort "I see my pen," "I 
see a cat," etc. and which it would be out
rageously incorrect to describe by saying 
"I see a part of my brain." It is in this way 
that Moore's reply constitutes a refutation 
of the philosophical statement. 

Let us consider the philosophical state
ment "We do not know for certain the truth 
of any statement about material things," 
and Moore's typical sort of reply, "Both 
of us know for certain that there are sev
eral chairs in this room, and how absurd 
it would be to suggest that we do not know 
it, but only believe it, and that perhaps it 
is not the case - how absurd it would be 
to say that it is highly probable, but not 
certain!" The view that we do not know 
for certain the truth of any statement about 
material things, and the wider view that we 
do not know for certain the truth of any 
empirical statement, are very popular 
views among philosophers. 5 Let us notice 

his being led to the view ( I ) that what we really 
see are "percepts"; and (2) that each person's 
"percepts" are located in that person's brain. 
Neither of these statements expresses an empiri
cal proposition. 

' E.g., ". . . all empirical knowledge is prob
able only." C. I. lewis, Mind and the World
Order (1929), 309. 

"We have ... found reason to doubt ex
ternal perception, in the full-blooded sense in 
which common-sense accepts it." Bertrand Rus
sell, Philosophy ( 1927) ,• 10. 

" ... we can never be completely certain that 
any given proposition is true. . . ." Rossell, An 
Inquiry into Meaning and Truth (1940), 166. 



MOORE AND ORDINARY LANGUAGE 115 

how sweeping and how paradoxical is the 
philosopher's statement that we never 
know for certain any statement about ma
terial things is true. 

In ordinary life everyone of us has 
known of particular cases in which a per
son has said that he knew for certain that 
some material-thing statement was true, 
but that it has turned out that he was mis
taken. Someone may have said, for exam
ple, that he knew for certain by the smell 
that it was carrots that were cooking on 
the stove. But you had just previously 
lifted the cover and seen that it was turnips, 
not carrots. You are able to say, on em
pirical grounds, that in this particular case 
when the person said that he knew for cer
tain that a material-thing statement was 
true, he was mistaken. Or you might have 
known that it was wrong of him to say that 
he knew for certain it was carrots, not be
cause you had lifted the cover and seen the 
turnips, but because you knew from past 
experience that cooking carrots smell like 
cooking turnips, and so knew that he was 
not entitled to conclude from the smell 
alone that it was certain that it was carrots. 
It is an empirical fact that sometimes when 
people use statements of the form: "I know 
for certain that p," where p is a material
thing statement, what they say is false. 

But when the philosopher asserts that 
we never know for certain any material
thing statements, he is not asserting this 
empirical fact. He is asserting that always 
in the past when a person has said "I know 
for certain that p," where p is a material
thing statement, he has said something 
false. And he is asserting that always in the 
future when any person says a thing of 
that sort his statement will be false. The 
philosopher says that this is the case no 
matter what material-thing statement is re
ferred to, no matter what the particular 
circumstances of the case, no matter what 

". . . no genuine synthetic proposition . . . 
can be absolutely certain." A. J. Ayer, Language, 
Truth, and Logic (1936), 127. 

". . . statements about material things are 
not conclusively verifiable." Ayer, The Founda
tions of Empirical Knowledge (1940), 239. 

evidence the person has in his possession! 
If the philosopher's statement were an em
pirical statement, we can see how absurdly 
unreasonable it would be of him to make it 
- far more unreasonable than it would be 
of a man, who knew nothing about ele
phants, to say that an elephant never 
drinks more than a gallon of water a day. 

The philosopher does not commit that 
sort of absurdity, because his statement is 
not an empirical one. The reason he can be 
so cocksure, and not on empirical grounds, 
that it never has been and never will be 
right for any person to say "I know for 
certain that p," where pis a material-thing 
statement, is that he regards that form of 
speech as improper. He regards it as im
proper in just the same way that the sen
tence "I see something which is totally 
invisible," is improper. He regards it as 
improper in the sense in which every seH
contradictory expression is improper. Just 
as it would never be proper for you to de
scribe any experience of yours by saying 
"I see something which is totally invisible," 
so the philosopher thinks that it would 
never be proper for you to describe any 
state of affairs by saying "I know forcer
tain that p," where p is a material-thing 
statement. 

Among the philosophers who maintain 
that no material-thing statement can be 
certain, Mr. Ayer is one who realizes that 
when he makes this statement he is not 
making an empirical judgment, but is con
demning a certain form of expression as 
improper. He says, 

We do indeed verify many such propositions 
[i.e., propositions which imply the existence 
of material things] to an extent that makes it 
highly probable that they are true; but since 
the series of relevant tests, being infinite, can 
never be exhausted, this probability can never 
amount to logical certainty .... 

It must be admitted then that there is a 
sense in which it is true to say that we can 
never be sure, with regard to any proposition 
implying the existence of a material thing, 
that we are not somehow being deceived; but 
at the same time one may object to this state
ment on the ground that it is misleading. It 



116 NORMAN MALCOLM 

is misleading because it suggests that the 
state of 'being sure' is one the attainment of 
which is conceivable, but unfortunately not 
within our power. But, in fact, the conception 
of such a state is self-contradictory. For in 
order to be sure, in this sense, that we were 
not being deceived, we should have to have 
completed an infinite series of verifications; 
and it is an analytic proposition that one can
not run through all the members of an infinite 
series .... Accordingly, what we should 
say, if we wish to avoid misunderstanding, 
is not that we can never be certain that any 
of the propositions in which we express our 
perceptual judgments are true, but rather that 
the notion of certainty does not apply to 
propositions of this kind. It applies to the a 
priori propositions of logic and mathematics, 
and the fact that it does apply to them is an 
essential mark of distinction between them 
and empirical propositions. u 

The reason, then, that Ayer is so con
fident that it never has been and never will 
be right for anyone to say of a material
thing statement that he knows it for cer
tain, is that he thinks it is self-contradictory 
to say that a material-thing statement is 
known for certain. He thinks that the 
phrase "known for certain" is properly ap
plied only to a priori statements, and not 
to empirical statements. The philosophical 
statement "We do not know for certain 
the truth of any material-thing statement," 
is a misleading way of expressing the 
proposition. "The phrase 'known for cer
tain' is not properly applied to material
thing statements." Now Moore's reply, 
"Both of us know for certain that there are 
several chairs in this room, and how absurd 
it would be to suggest that we do not know 
it, but only believe it, or that it is highly 
probable but not really certain!" is a mis
leading way of saying "It is a proper way 
of speaking to say that we know for certain 
that there are several chairs in this room, 
and it would be an improper way of speak
ing to say that we only believe it, or that it 
is only highly probable!" Both the philo-

•A. J. Ayer, The Foundations of Empirical 
Knowledge, 44-45. My italics. 

sophical statement and Moore's reply to it 
are disguised linguistic statements. 

In this as in all the other cases Moore 
is right. What his reply does is to give us 
a paradigm of absolute certainty, just as in 
the case previously discussed his reply gave 
us a paradigm of seeing something not a 
part of one's brain. What his reply does is 
to appeal to our language-sense; to make 
us feet how queer and wrong it would be to 
say, when we sat in a room seeing and 
touching chairs, that we believed there 
were chairs but did not know it for certain, 
or that it was only highly probable that 
there were chairs. Just as in the previous 
case his reply made us feel how perfectly 
proper it is in certain cases to say that one 
sees a desk or a pen, and how grossly im
proper it would be in such cases to say that 
one sees a part of one's brain. Moore's 
reply reminds us of the fact that if a child 
who was learning the language were to say, 
in a situation where we were sitting in a 
room with chairs about, that it was "highly 
probable" that there were chairs there, we 
should smile, and correct his language. It 
reminds us of such facts as this: that if we 
were driving at a rapid speed past some 
plants in a cultivated field, it might be 
proper to say "It's highly probable that 
they are tomato plants, although we can't 
tell for certain"; but if we had ourselves 
planted the seeds, hoed and watered them, 
and watched them grow, and finally gath
ered the ripe tomatoes off them, then to 
say the same thing would, to use John 
Wisdom's phrase, "raise a titter." By re
minding us of how we ordinarily use the 
expressions "know for certain" and "high
ly probable," Moore's reply constitutes a 
refutation of the philosophical statement 
that we can never have certain knowledge 
of material-thing statements. It reminds us 
that there is an ordinary use of the phrase 
"know for certain" in which it is applied to 
empirical statements; and so shows us that 
Ayer is wrong when he says that "The no
tion of certainty does not apply to proposi
tions of this kind." 

Indeed the notion of logical certainty 
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does not apply to empirical statements. 
The mark of a logically certain proposi
tion, i.e., an a priori proposition, is that 
the negative of it is self-contradictory. Any 
proposition which has this character we do 
not call an empirical statement. One of the 
main sources of the philosophical state
ment, "We can't ever know for certain the 
truth of any empirical statement," has been 
the desire to point out that empirical state
ments do not have logical certainty. But 
this truism has been expressed in a false 
way. The truth is, not that the phrase "I 
know for certain" has no proper applica
tion to empirical statements, but that the 
sense which it has in its application to 
empirical statements is different from the 
sense which it has in its application to a 
priori statements. Moore's refutation con
sists simply in pointing out that it has an 
application to empirical statements. 

II 

It may be objected: "Ordinary men are 
ignorant, misinformed, and therefore fre
quently mistaken. Ordinary language is the 
language of ordinary men. You talk as if 
the fact that a certain phrase is used in 
ordinary language implies that, when peo
ple use that phrase, what they say is true. 
You talk as if the fact that people say 'I 
know for certain that p', where p is a ma
terial-thing statement, implies that they do 
know for certain. But this is ridiculous! At 
one time everyone said that the earth was 
flat, when it was actually round. Everyone 
was mistaken; and there is no reason why 
in these philosophical cases the philoso
phers should not be right and everyone else 
wrong." 

In order to answer this objection, we 
need to consider that lhere are two ways in 
which a person may be wrong when he 
makes an empirical statement. First, he 
may be making a mistake as to what the 
empirical facts are. Second, he may know 
all right what the empirical facts are, but 
may use the wrong language to describe 
those facts. We might call the first "being 

mistaken about the facts," and the second 
"using incorrect language" or "using im
proper language" or "using wrong lan
guage." 

It is true that at one time everyone said 
that the earth was flat, and what everyone 
said was wrong. Everyone believed that 
if you got into a ship and sailed west 
you would finally come to the edge and fall 
off. They did not believe that if you kept 
on sailing west you would come back to 
where you started from. When they said 
that the earth was fiat, they were wrong. 
The way in which their statement was 
wrong was that they were making a mis
take about the facts, not that they were 
using incorrect language; they were using 
perfectly correct language to describe what 
they thought to be the case. In the sense in 
which they said what was wrong, it is per
fectly possible for everyone to say what is 
wrong. 

Now suppose a case where two people 
agree as to what the empirical facts are, 
and yet disagree in their statements. For 
example, two people are looking at an 
animal; they have a clear, close-up view of 
it. Their descriptions of the animal are in 
perfect agreement. Yet one of them says it 
is a fox, the other says it is a wolf. Their 
disagreement could be called linguistic. 
There is, of course, a right and a wrong 
with respect to linguistic disagreements. 
One or the other, or both of them, is using 
incorrect language. 

Now suppose that there were a case like 
the one preceding with this exception: that 
the one who says it is a wolf, not only 
agrees with the other man as to what the 
characteristics of the animal are, but 
furthermore agrees that that sort of animal 
is ordinarily called a fox. If he were to con
tinue to insist that it is a wolf, we can see 
how absurd would be his position. He 
would be saying that, although the other 
man was using an expression to describe 
a certain situation which was the expres
sion ordinarily employed to describe that 
sort of situation, nevertheless the other 
man was using incorrect language. What 
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makes his statement absurd is that ordi
nary language is correct language. 

The authors of the philosophical para
doxes commit this very absurdity, though 
in a· subtle and disguised way. When the 
philosopher says that we never really per
ceive material things, since all that we 
really perceive are sense-data and sense
data are not material things nor parts of 
material things, he does not disagree with 
the ordinary man about any question of 
empirical fact. Compare his case with the 
case of two men who are proceeding along 
a road. One of them says that he sees trees 
in the distance; the other says that it is not 
true that he sees trees - that it is really a 
mirage he sees. Now this is a genuine dis
pute as to what the facts are, and this 
dispute could be settled by their going 
further along the road, to the place where 
the trees are thought to be. 

But the philosopher who says that the 
ordinary person is mistaken when he says 
that he sees the cat in a tree, does not 
mean that he sees a squirrel rather than a 
cat; does not mea.Q that it is a mirage; does 
not mean that it is an hallucination. He will 
agree that the facts of the situation are 
what we should ordinarily describe by the 
expression "seeing a cat in a tree." Never
theless, he says that the man does not really 
see a cat; he sees only some sense-data of a 
cat. Now if itgives the philosopher pleas
ure always to substitute the expression "I 
see some sense-data of my wife," for the 
expression "I see my wife," etc., then he is 
at liberty thus to express himself, provid
ing he warns people beforehand so that 
they will understand him. But when he says 
that the man does not really see a cat, he 
commits a great absurdity; for he implies 
that a person can use an expression to de
scribe a certain state of affairs, which is 
the expression ordinarily used to describe 
just such a state of affairs, and yet be using 
incorrect language. 

One thing which has led philosophers to 
attack ordinary language, has been their 
supposing that certain expressions of ordi-

nary language are self-contradictory.10 

Some philosophers have thought that any 
assertion of the existence of a material 
thing, e.g., "There's a chair in the corner," 
is self-contradictory. Some have, thought 
that any assertion of the perception of a 
material thing, e.g., "I see a fly on the 
ceiling," is self-contradictory. Some have 
thought that any assertion of the existence 
of an unperceived material thing, e.g., 
"The house burned down, when no one 
was around," is self-contradictory. Some 
have seemed to think that statements de
scribing spatial relations, e.g., "The stove 
is to the left of the icebox," are self-con
tradictory. 

Some have seemed to think that state
ments describing temporal relations, e.g., 
"Charles came later than the others, but 
before the doors were closed," are self
contradictory. Some philosophers think 
that it is self-contradictory to assert that 
an empirical statement is known for cer
tain, e.g., "I know for certain that the tank 
is half-full." 

The assumption underlying all of these 
theories is that an ordinary expression can 
be self-contradictory. This assumption 
seems to me to be false. By an "ordinary 
expression" I mean an expression which 
has an ordinary use, i.e., which is ordi
narily used to describe a certain sort of 
situation. By this I do not mean that the 
expression need be one which is frequently 
used. It need only be an expression which 
would be used to describe situations of a 
certain sort, if situations of that sort were 
to exist, or were believed to exist. To be an 
ordinary expression it must have a com
monly accepted use; it need not be the case 
that it is ever used. All of the above state
ments, which various philosophers have 
thought were self-contradictory, are ordi
nary expressions in this sense. 

10 I think that this is really behind all attacks 
upon ordinary language. For how could a phi
losopher hold, on non-empirical grounds, that 
the using of a certain expression will always pro
duce a false statement, unless he held that the 
expression is self-contradictory? 
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The reason that no ordinary expression 
is self-contradictory, is that a self-contra
dictory expression is an expression which 
would never be used to describe any sort 
of situation. It does not have a descriptive 
usage. An ordinary expression is an ex
pression which would be used to describe 
a certain sort of situation; and since it 
would be used to describe a certain sort of 
situation, it does describe that sort of situ
ation. A self-contradictory expression, on 
the contrary, describes nothing. It is pos
sible, of course, to construct out of ordi
nary expressions an expression which is 
self-contradictory. But the expression so 
constructed is not itself an ordinary ex
pression - i.e., not an expression which 
has a descriptive use. 

The proposition that no ordinary ex
pression is self-contradictory is a tautol
ogy, but perhaps an illuminating one. We 
do not call an expression which has a 
descriptive use a self-contradictory expres
sion. For example, the expression "It is 
and it isn't" looks like a self-contradictory 
expression. But it has a descriptive use. 
If, for example, a very light mist is falling 
- so light that it would not be quite cor
rect to say that it was raining, yet heavy 
enough to make it not quite correct to say 
that it was not raining - and someone, 
asking for information, asked whether it 
was raining, we might reply "Well, it is and 
it isn't." We should not say that the phrase; 
used in this connection, is self-contra
dictory. 

The point is that, even if an expression 
bas the appearance of being self-contra
dictory, we do not call it self-contradictory, 
providing it has a use. Nor do we say of 
any expression which is used to describe 
or refer to a certain state of affairs that in 
that use it is self-contradictory. It follows 
that no ordinary expression is, in any 
ordinary use of that expression, self-con
tradictory. Whenever a philosopher claims 
that an ordinary expression is self-contra
dictory, he has misinterpreted the meaning 
of that ordinary expression. 

A philosophical paradox asserts that, 
whenever a person uses a certain expres
sion, what he says is false. This could be 
either because the sort of situation de
scribed by the expression never does, in 
fact, occur; or because the expression is 
self-contradictory. Now the point of re1-
plying to the philosophical statement, by 
showing that the expression in question 
does have a descriptive use in ordinary 
language, is to prove, first, that the ex
pression is not self-contradictory; and, 
second, that therefore the only ground for 
maintaining that when people use the ex
pression what they say is always false, will 
have to be the claim, that on the basis of 
empirical evidence it is known that the 
sort of situation described by the expres
sion never has occurred and never will 
occur. But it is abundantly clear that the 
philosopher offers no empirical evidence 
for his paradox. 

The objection set down at the beginning 
of this section contains the claim that it 
does not follow from the fact that a certain 
expression is used in ordinary language 
that, on any occasion when people use that 
expression, what they say is true. It does 
not follow for example, from the fact that 
the expression "to the left of" is an ordi
nary expression, that anything ever is to 
the left of another thing. It does not follow 
from the fact that the expression "it is cer
tain that" is an ordinary expression applied 
to empirical statements, that any empirical 
statements ever are certain. Let us, next, 
consider this question. 

The expression "There's a ghost" has a 
descriptive use. It is, in my sense of the 
phrase, an ordinary expression; and it does 
not follow from the fact that it is an ordi
nary expression that there ever have been 
any ghosts. But it is important to note that 
people can learn the meaning of the word 
"ghost" without actually seeing any ghosts. 
That is, the meaning of the word "ghost" 
can be explained to them in terms of the 
meanings of words which they already 
know. It seems to me that there is an enor
mous difference in this respect between the 
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learning of the word "ghost" and the learn
ing of expressions like "earlier" "later " 
"to the left of," "behind," "abov~," "mat~
ri~l things," "it is possible that," "it is cer
tam that." The difference is that, whereas 
you can teach a person the meaning of the 
word "ghost" without showing him an in
stance of the true application of that word, 
you cannot teach a person the meaning 
of these other expressions without show
ing him instances of the true application of 
those expressions. People could not have 
learned the meaning of the expressions 
"to the left of," or "above," unless they had 
actually been shown instances of one thing 
being to the left of another, and one 
thing being above another. In short, they 
could not have learned the meanings of 
expressions which describe spatial rela
tions without having been acquainted with 
some instances of spatial relations. Like
wise, people could not have learned the 
use of expressions describing temporal re
lations, like "earlier" and "later," unless 
they ~ad . been shown examples of things 
standmg m these temporal relations. Nor 
could people have learned the difference 
between "seeing a material thing," and 
"seeing an after-image" or "having an hal
lucination," unless they had actually been 
acquainted with cases of seeing a material 
thing. And people could not have learned 
the meaning of "it is probable that," as 
applied to empirical statements, and of "it 
is certain that," as applied to empirical 
statements, unless they had been shown 
cases of empirical probability and cases of 
empirical certainty, and had seen the dif
ference or differences between them. 

In the case of all expressions the mean
ings of which must be shown and cannot 
be explained, as can the meaning of 
"ghost," it follows, from the fact that they 
are ordinary expressions in the language, 
that there have been many situations of the 
kind which they describe; otherwise so 
many people could not have learned the 
correct use of those expressions. When
ever a philosophical paradox asserts there
fore, with regard to such an exp;ession, 

that always when that expression is used 
the use of it produces a false statement, 
then to prove that the expression is an 
ordinary expression is completely to refute 
the paradox. 

III 

. An empirical statement can be paradox
ical and not be false. A philosophical state
ment cannot be paradoxical and not be 
false. This is because they are paradoxical 
in totally different ways. If an empirical 
statement is paradoxical, that is because 
it asserts the existence of empirical facts 
~hich everyo.ne or almost everyone be
lieved to be mcompatible with the exist
ence of other well-established empirical 
facts. But if a philosophical statement is 
paradoxical, that is because it asserts the 
impropri~ty of an ordinary form of speech. 
It 1s possible for everyone to be mistaken 
about certain matters of empirical fact. 
That is why an empirical statement can be 
paradoxical and yet true. But it is not 
pos~ible for an ordinary form of speech to 
be imp.roper. That is to say, ordinary lan
guage 1s correct language. 

When a philosopher says, for example, 
that all empirical statements are hypothe
ses, 11 or that a priori statements are really 
rules of grammar,12 Moore at once attacks. 
He attacks because he is sensitive to the 
violations of ordinary language which are 
implicit in such statements. " '49 minus 22 
equals 27' a rule of grammar? 'Napoleon 
was defeated at Waterloo' an hypothesis? 
What an absurd way of talking!" Moore's 
attacks bring home to us that our ordinary 
use of the expressions "rule of grammar" 
and "hypothesis" is very different from 
that suggested by the philosophical state
ments. If a child learning the language 
were to call "49 minus 22 equals 27" a rule 
of grammar, or "Napoleon was defeated at 

11 "Empirical statements are one and all hy
potheses .... " Ayer, Language Truth and 
Logic, 132. ' 

,. I do not know that exactly this statement 
~as ~ver b~en ~ade in print, but it has been made 
m d1scuss1ons m Cambridge, England. 
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Waterloo" an hypothesis, we should cor
rect him. We should say that such language 
is not a proper way of speaking. 

The reason that the philosopher makes 
his paradoxical statement that all empiri
cal propositions are hypotheses, is that he 
is impressed by and wishes to emphasize 
a certain similarity between the empirical 
statements which we should ordinarily 
call hypotheses and the empirical state
ments which we should ordinarily call, not 
hypotheses but absolutely certain truths. 
The similarity between the empirical prop
osition the truth of which we say is not 
perfectly established, but which we will 
assume in order to use it as a working 
hypothesis, and the empirical proposition 
the truth of which we say is absolutely cer
tain, is that neither of them possesses log
ical certainty. That is, neither of them has 
a self-contradictory negative. The false
hood of the absolutely certain empirical 
proposition, as well as of the hypothesis, is 
a logical possibility. The philosopher, wish
ing to emphasize this similarity, does so by 
saying that all empirical statements are 
really hypotheses. Likewise, one of the 
main sources of the paradoxical statement 
that no empirical statements ever have 
absolute certainty but at most high proba
bility, lies, as we have said, in the desire to 
stress this same similarity. This linguistic 
device of speaking paradoxically, which 
the philosopher adopts in order to stress a 
similarity, does of course ignore the dis
similarities. It ignores the dissimilarities, 
which justify the distinction made in ordi
nary language, between absolutely certain 
empirical propositions and empirical prop
ositions which are only hypotheses or 
have only high probability. 

Let us consider another example of the 
philosophical procedure of employing a 
paradox in order to emphasize a similarity 
or a difference. Philosophers have some
times made the statement "All words are 
vague." It is the desire to emphasize a 
similarity between words with vague 
meanings and words with clear meanings 
which has tempted the philosophers to 

utter this paradox. The meaning of a word 
is vague, if it is the case that in a large 
number of situations where the question 
is raised as to whether the word applies or 
not, people who know the use of the word 
and who know all the facts of the situa
tions are undecided as to whether the word 
does apply or not, or disagree among 
themselves without being able to come to 
any consensus of opinion. Let us call such 
situations "undecidable cases." A word is 
vague, then, if with regard to the question 
of its application there is a large number 
of undecidable cases. But even with respect 
to the words which we should ordinarily 
say have clear meanings, it is possible to 
produce undecidable cases. The only dif
ference between the clear words and the 
vague ones is that with respect to the 
former the number of undecidable cases is 
relatively smaller. But then, says the phi
losopher, the difference between a large 
number of undecidable cases and a small 
number is only a difference of degree! He 
is, therefore, tempted to say that all words 
are rea11y vague. But, we might ask, why 
should not the use of the words "vague" 
and "clear," in ordinary language, simply 
serve to call attention to those differences 
of degree? 

Similarly, a philosophiztlig biologist, 
finding it impossible to draw a sharp line 
separating the characteristics of inanimate 
things from the characteristics of animate 
things, may be tempted to proclaim that 
all matter is really animate. What he says 
is philosophical, paradoxical, and false. 
For it constitutes an offense against ordi
nary language, in the learning of which we 
learn to call things like fish and fowl ani
mate, and things like rocks and tables in
animate. 

Certain words of our language operate 
in pairs, e.g., "large" and "small," "ani
mate" and "inanimate," "vague" and 
"clear," "certain" and "probable." In their 
use in ordinary language a member of a 
pair requires its opposite - for animate is 
contrasted with inanimate, probability 
with certainty, vagueness with clearness. 
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Now there are certain features about the 
criteria for the use of the words in these 
pairs which tempt philosophers to wish to 
remove from use one member of the pair. 
When the philosopher says that all words 
are really vague, he is proposing that we 
never apply the word "clear" anymore, 
i.e., proposing that we abolish its use. 

But suppose that we did change our 
language in such a way that we made the 
philosophical statements true - that is, 
made it true that it was no longer correct 
to call any material thing inanimate, no 
longer correct to call any empirical state
ment certain, no longer correct to say of 
any word that its meaning is clear. Would 
this be an improvement? 

It is important to see that by such a 
move we should have gained nothing what
ever. The word in our revised language 
would have to do double duty. The word 
"vague" would have to perform the func
tion previously performed by two words, 
"vague" and "clear." But it could not per
form this function. For it was essential to 
the meaning of the word "vague," in its 
previous use, that vagueness was con
trasted with clearness. In the revised lan
guage vagueness could be contrasted with 
nothing. The word "vague" would simply 
be dropped as a useless word. And we 
should be compelled to adopt into the re
vised language a new pair of words with 
which to express the same distinctions 
formerly expressed by the words "clear" 
and "vague." The revision of our lan
guage would have accomplished nothing. 

The paradoxical statements of the phi
losophers are produced, we have sug
gested, by their desire to emphasize 
similarities or differences between the 
criteria for the use of certain words. For 
example, the statement that no empirical 
propositions are certain arises from the 
desire to stress the similarity between the 
criteria for applying the phrases "abso
lutely certain" and "highly probable" to 
empirical propositions; and also from the 

desire to stress the difference between the 
criteria for applying "certain" to empiri
cal statements, and for applying it to a 
priori statements. The desire to stress vari
ous similarities and differences tempts the 
philosophers to make their paradoxes. 

The reason I have talked so much about 
the nature of paradoxical philosophical 
statements and the temptations which pro
duce them, is to throw light on Moore's 
role as a philosopQ_er. A striking thing 
about Moore is that he never succumbs to 
such temptations. On the contrary, he 
takes his stand upon ordinary language 
and defends it against every attack, against 
every paradox. The philosophizing of most 
of the more important philosophers has 
consisted in their more or less subtly 
repudiating ordinary language. Moore's 
philosophizing has consisted mostly in his 
refuting the repudiators of ordinary lan
guage. 

The role which Moore, the Great Re
futer, has played in the history of philoso
phy has been mainly a destructive one. 
(His most important constructive theory, 
the theory that good is a simple indefinable 
quality like yellow, was itseH a natural 
outcome of his own destructive treatment 
of innumerable attempts to define "good.") 
To realize how much of philosophy con
sists of attacks on ordinary language, on 
common sense, and to see that ordinary 
language must be right, is to see the im
portance and the justification of Moore's 
destructive function in philosophy. 

It might be asked: "You say that the 
philosopher's paradox arises from his 
desire to stress a similarity or a difference 
in the criteria for the use of certain expres
sions. But if the similarity or the difference 
does really exist, and if all that his philo
sophical statement does is to call attention 
to it, why not let him have his paradox? 
What harm is there in it?" The answer is 
that if that were the whole of the matter, 
then there would be no harm in it. But 
what invariably happens is that the philos-
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opher is misled by the form of his philo
sophical statement into imagining that it 
is an empirical statement. "There is no 
certainty about empirical matters" is so 
very much like "there is no certainty about 
the future of the present generation." 
"What one really sees when one looks at a 
thing is a part of one's brain" is so very 
like "What really happens when one sees 
a thing is that light rays from it strike the 
retina." Misled by the similarity in appear
ance of these two sorts of statements, and 
knowing that the paradoxicalness of em
pirical statements is no objection to their 
being true, the philosopher imagines that 
his paradox is really true - that common 
sense is really wrong in supposing that em
pirical matters are ever certain, that any 
words ever have clear meanings, that any
thing other than a part of one's brain is 
ever seen, that anything ever does happen 
later or earlier than something else, and 
so on. 

When the philosopher supposes that his 
paradox is literally true, it is salutary to 
refute him. The fact that the authors of 
the paradoxes nearly always fancy them
selves to be right and common sense to be 
wrong, and that they then need to have it 
proved to them that their statements are 
false, explains Moore's great importance 
in philosophy. No one can rival Moore as 
a refuter because no one has so keen a 
nose for paradoxes. Moore's extraordinar
ily powerful language-sense enables him 
to detect the most subtle violations of ordi
nary language. 

Two things may be said against Moore's 
method of refutation.13 In the first place, 
it often fails to convince the author of the 
paradox that be is wrong. If, for example, 
the paradox is, that no one ever knows for 
certain that any other person is having 
sensations, feelings, experiences; and 
Moore replies "On the contrary, I know 

"This must be taken as qualifying my previ
ous statement that Moore's refutations are good 
ones. 

that you now see and hear me," it is likely 
that the man who made the paradox will 
not feel refuted. This is largely because 
Moore's reply fails to bring out the lin
guistic, non-empirical nature of the para
dox. It sounds as if he were opposing one 
empirical proposition with another, con
tradictory, empirical proposition. His reply 
does not make it clear that what the para
dox does is to attack an ·ordinary form of 
speech as an incorrect form of speech, 
without disagreeing as to what the empiri
cal facts are, on any occasion on which 
that ordinary form of speech is used. 

In the second place, Moore's style of 
refutation does not get at the sources of 
the philosophical troubles which produce 
the paradoxes. Even if it shows the philos
opher that his paradox is false, it only 
leaves him dissatisfied. It does not explain 
to him what it was that made him want to 
attack ordinary language. And it does not 
remove the temptation to attack ordinary 
language by showing how fruitless that 
attack is. In short, even if Moore does suc
ceed in making the philosopher feel re
futed, he does not succeed in curing the 
philosophical puzzlement which caused 
the philosopher to make the paradox 
which needs to be refuted. 

Although Moore's philosophical meth
od is an incomplete method, it is the es
sential first step in a complete method. The 
way to treat a philosophical paradox is 
first of all to resist it, to prove it false. Be
cause, if the philosopher is pleased with 
his paradox, fancies it to be true, then you 
can do nothing with him. It is only when 
he is dissatisfied with his paradox, feels 
refuted, that it is possible to clear up for 
him the philosophical problem of which 
his paradox is a manifestation. 

However, to say that Moore's technique 
of refutation is the essential first step in 
the complete philosophical method does 
not adequately describe the importance of 
the part he bas played in the history of 
philosophy. Moore's great historical role 
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consists in the fact that he has been per
haps the first philosopher to sense that any 
philosophical statement which violates 
ordinary language is false, and consistent
ly to defend ordinary language against its 
philosophical violators. 14 

" My present belief (1963) is that my article 
gives an accurate description of Moore's reaction 
to typical philosophical assenions, and also that 
in most fundamental points the anicle is sound. 
I do not like its youthfully overconfident tone, 
my remarks about "paradoxical" philosophical 
statements are unnecessarily paradoxical, what I 
say about certainty is cenainly unsatisfactory, 
and I no longer think that Moore is to be under-

stood as presenting paradigms of perception, 
knowledge, and so on. For a somewhat different 
interpretation of Moore's defense of ordinary 
language the reader is referred to the lecture 
"George Edward Moore" in my book Knowledge 
and Certainty (Englewood Cliffs, N.J.: Prentice
Hall, Inc., 1963). [Note added by Professor 
Malcolm in 1963.] 

Editor's note: For criticisms of the views ex
pressed in this essay (and for replies by Mal
colm), see the cross-references under Malcolm 
[5] in the bibliography, especially Chisholm [3] 
(reprinted below at pp. 175-82), and Malcolm's 
reply to Chisholm (Malcolm [71). See also the 
literature on the "argument of the paradigm 
case," listed under Watkins [3 J, especially the 
chapter from Passmore [3], reprinted below at 
pp. 182-92. 
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LANGUAGE ANALYSIS AND METAPHYSICAL INQUIRY 

The traditional attitade of philosophers 
towards the analysis of language is that it 
may have some corrective value, but can 
make no positive contribution to philoso
phy. The world must be investigated in it
self: an analysis of the language in which 
we describe it will perhaps give us greater 
insight into the description, but not into 
what is described. Many philosophers 
have been suspicious of language, con
sidering it a hindrance rather than an aid 
in philosophical investigation. This tradi
tion has a long history, some of whose high 
points we can mention briefly. 

Like so many others, this view has its 
source in Plato, who remarked in the 
Cratylus that: ". . . . the knowledge of 
things is not to be derived from names. No; 
they must be studied and investigated in 
themselves." 1 This view was shared by the 
founder of modern philosophy. In his sec
ond Meditation, Descartes complained: 
". . . words often impede me and I am 
almost deceived by the terms of ordinary 
language." 2 Empiricists as well as ration
alists have held this view. In his Essay 

Reprinted from Philosophy of Science, XVI 
(1949), 65-70, by permission of the author and 
the publisher. (Copyright 1949 by The Williams 
and Wilkins Company, Baltimore.) 

Paper read at the Meeting of the Western 
Division of the American Philosophical Associa
tion, at Knox College in May, 1948. 

1 The Dialogues of Plato, Jowett translation. 
Random House edition, 193 7. "Cratylus," p. 439. 

•Descartes Selections, edited by R. M. Eaton. 
Charles Scribner's Sons, 1927. "Meditations on 
First Philosophy," p. 104. 

Locke referred to ". . . those fallacies 
which we are apt to put upon ourselves by 
taking words for things." 3 And Berkeley, 
in the Introduction to his Principles of 
Human Knowledge, stated that: ". . . 
most parts of knowledge have been so 
strangely perplexed and darkened by the 
abuse of words, and general ways of speech 
wherein they are delivered, that it may 
almost be made a question whether lan
guage has contributed more to the hin
drance or advancement of the sciences." 4 

In view of this heavy weight of tradi
tion, it is very interesting that one of the 
most eminent of living philosophers should 
hold the contrary opinion, and maintain 
it almost constantly for over forty years. 
Bertrand Russell has departed from this 
tradition by asserting that a careful study 
of language may lead to positive philo
sophical conclusions. In 1903, in his 
Principles of Mathematics, he wrote that: 
"The study of grammar, in my opinion, is 
capable of throwing far more light on phil
osophical questions that is commonly sup
posed by philosophers."~ In 1940, in his 
Inquiry into Meaning and Truth, Russell 
asserted that: "For my part, I believe that, 

•Essay on Human Understanding. John 
Locke. Book II, Chapter XIII, § 18. 

•Berkeley: Essay, Principles, Dialogues, etc., 
edited by M. W. Calkins. Charles Scribner's 
Sons. 1929. "A Treatise Concerning The Princi
ples of Human Knowledge." p. 120 f. 

•Principles of Mathematics, Bertrand Russell. 
Cambridge University Press, 1903. 2nd ed. Nor
ton & Company, 1938. p. 42. 
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partly by means of the study of syntax, we 
can arrive at considerable knowledge con
cerning the structure of the world." 6 

This faith was not constant; it wavered 
from time to time. In 1923 he wrote that 
he did not think that the study of the prin
ciples of symbolism would yield any posi
tive results in metaphysics. 7 But a study of 
Russell's literary biography reveals that 
such waverings were only occasional and 
temporary. His faith in language analysis 
as a key to metaphysical knowledge has 
remained with Russell during the greater 
part of his philosophical career. 

To the question, how language analysis 
can yield philosophical knowledge, a 
definite answer is given. The path by which 
a study of language is supposed to yield 
knowledge about the rest of the universe 
is charted by what Russell regarded as 
"perhaps the most fundamental thesis" of 
Wittgenstein's Tractatus Logico-Philo
sophicus. Wittgenstein had written that in 
order that a certain sentence should assert 
a certain fact there must, however the 
language may be constructed, be some
thing in common between the structure of 
the sentence and the structure of the fact. 8 

The linguistic program for metaphysical 
inquiry may be described in these terms. 
Each of the facts of which the world is 
composed has a certain ontological struc
ture. In order for a given sentence to as
sert a particular fact, the sentence must 
have a logical structure which has some
thing in common with the ontological 
structure of the fact. Hence, on the not 
unreasonable presumption that sentences 
are easier to investigate than the facts they 
assert, the royal road to metaphysical 
knowledge consists of investigating the 
structures of sentences. For a study of 
grammar will yield us knowledge of that 

•An Inquiry into Meaning and Truth, Ber
trand Russell. Norton & Company, 1940. p. 438. 

7 "Vagueness," Bertrand Russell, Australasian 
Journal of Psychology and Philosophy, I(1923), 
84. 

' Tractatus Logico-Philosophicus, Ludwig 
Wittgenstein. Introduction by Bertrand Russell. 
Harcourt, Brace and Company, 1922, p. 8. 

part of the ontological structure of the 
world which is common to facts, on the 
one hand, and sentences asserting those 
facts, on the other. 

Russell was as aware as anyone else of 
the pitfalls that beset this pathway. He had 
even suggested a name for the mistake of 
too naive an application of this principle, 
calling it the ". . . fallacy of verbalism 
. . . the fallacy that consists in mistaking 
the properties of words for the properties 
of things." 9 It is clear that not all prop
erties of sentences are also properties of 
the facts asserted by the sentences. Lan
guage has many 'accidental' features: the 
same fact may be asserted by several sen
tences with widely different structures. 

Recognizing the sometimes pernicious 
influence of language, and at the same 
time persuaded that language analysis can 
be a valuable tool in philosophical inquiry, 
Russell concluded that " ... common 
language is not sufficiently logical. . . . 
We must first construct an artificial logical 
language before we can properly investi
gate our problem." 10 Wittgenstein too was 
concerned with this problem. He wrote 
that: "In order to avoid these errors of 
philosophy, we must employ a symbolism 
which excludes them, . . . A symbolism, 
that is to say, which obeys the rules of 
grammar ... of logical syntax." 11 We 
have Russell's word that Wittgenstein 
was here:" ... concerned with the condi
tions which would have to be fulfilled by a 
logically perfect language." 12 

In order, then, to gain metaphysical 
knowledge through investigating language, 
one must first construct an 'ideal' or 'logi
cally perfect' language to investigate. 

The nature of such an 'ideal' language 
bas never been completely specified. Per
haps it could only be explained completely 
by giving an actual example, that is, by 
actually constructing such a 'logically 

•"Vagueness," Russell, p. 85. 
10 Inquiry into Meaning and Truth, Russell, p. 

415. 
11 Tractatu:r, 3.325. 
,. Tractatu:r, Introduction, p. 7. 
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perfect' language. However, the following 
requirements have, from time to time, been 
laid down. An 'ideal' language must be 
neither vague nor ambiguous. Pe~haps 
even more important is the requirement 
of being 'logical'. On this Russell wrote 
that: "A logically perfect language has 
rules of syntax which prevent nonsense 
... " 13 Wittgenstein pointed to the ideal 
of " ... language itself preventing every 
logical mistake." 14 It seems to me that the 
notion of such an 'ideal' or 'logically per
fect' language is perfectly intelligible, al
though it has been found otherwise by 
some writers.15 

The notion of a 'logically perfect' lan
guage may be explained partially by some 
~xamples of steps in its direction. I shall 
describe two such steps, both designed to 
eliminate certain defects of 'natural' lan
guage, and both of which have been in
corporated into symbolic logic. 

The first of these has to do with exist
ence. Perhaps the most famous example 
of a philosophical mistake attributable to 
imperfect language is the ontological argu
ment. Of such subtlety that it took the 
genius of Kant to refute and explain it, 
that argument must, nevertheless, be at
tributed to defective language. The very 
form of the refutation reveals that fact; 
the crux of Kant's argument is his phrase: 
"Being is evidently not a real predicate 

"16 

There is certainly linguistic excuse for 
this mistake: certain grammatical forms 
of natural language treat existence in the -
same way as a predicate. For example, 
"Men think" and "Men exist" are sen
tences of the same grammatical form. The 
fact that they have grammatically the 
same appearance may lead one to assume 

11 Ibid., p. 8. 
"Tractatus, 5.4731. 
,-, See, for example "Russell's Philosophy of 

Language," by Max Black, The Philosophy of 
Bertrand Russell, ed. P. A. Schilpp. Library of 
Living Philosophers, 1944. [Reprinted (in part) 
below at pp. 136-46.] 

"Critique of Pure Reason, Kant. Millier 
translation. Macmillan Company, 1927. p. 483. 

that they have the same logical structure. 
Yet making this assumption leads to the 
ontological paralogism, which is best re
futed by denying the assumption. Thus 
treating existence in the same grammatical 
way as genuine or ordinary predicates is 
seen to be a flaw in ordinary language, 
which would have to be eliminated in a 
'logically perfect' language. The language 
of logistic, while not perfect, is an im
provement over ordinary language in that 
it has the required distinction embedded 
right in the symbolism itself. If we ab
breviate "x is a man" by "mx" and "x 
thinks" by "tx," then "men think" is 
written 

(x): mx :;'.) tx 
while "men exist" is written 

(Ex): mx. 
Here we note immediately that there is no 
misleading resemblance in grammatical 
form between the notion of existence, on 
the one hand, and ordinary properties, on 
the other. In logistic they are governed by 
different syntactical rules, and the tempta
tion to confuse them has disappeared. In 
this sense, and to this extent, the language 
of logistic is a step in the direction of a 
'logically perfect' language. 

The other example has to do with the 
confusion in natural language of the no
tions of class membership and class in
clusion. In the last chapter of his Inquiry, 
Russell posed this question: "Consider 
first a group of sentences which all con
tain a certain name (or synonym for it). 
These sentences all have something in 
common. Can we say that their verifiers 
also have something in common?" 17 

Earlier "verifier" had been defined as 
"That occurrence in virtue of which my 
assertion is true (or false)." 15 More gen
erally, the question is whether we can 
validly infer the structures of facts from 
the structures of sentences asserting those 
facts. In particular, given two true sen
tences of grammatically the same structure, 

1
T Inquiry into Meaning and Truth, Russell, p. 

431. 
"Ibid., p. 291. 
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can we infer ~at the facts which they as
sert have the same structure? The basic 
tenet of the Russell-Wittgenstein concep
tion of language is that this question is to 
be answered in the affirmative - but only 
if the syntax of the language is logical. In 
ordinary English, the two sentences "men 
are rational" and "men are numerous" 
have exactly the same form or structure. 
Yet any inference from this to similarity 
of structure of the two facts would be 
invalid. Failure to recognize this permits 
the well-known fallacies of composition 
and division. The reason for this is that 
the English language is improperly struc
tured here. It is not the structures of the 
facts, but a faulty syntax that leads to their 
being asserted by sentences of the same 
form. In English, using obvious abbrevia
tions, we have "M is R" and "M is N." 
These have the same structure, and this is 
misleading. In the symbolism of logistic 
the facts are asserted by "M c R" and 
"M ~ N," and these sentences have 
clearly different structures. In this sense, 
and to this further extent, the language of 
logistic is closer than English to 'logical 
perfection'. 

The relevance of an 'ideal' language to 
the program for investigating metaphysics 
by means of investigating language is 
clear. If we have a 'logically perfect' lan
guage, then its structure will have some
thing in common with the structure of the 
world, and by examining the one we shall 
come to understand the other. Thus an 
'ideal' language is a sufficient tool for this 
technique of philosophical inquiry. But it 
is also a necessary tool, in that an imper
fect language will have a misleading struc
ture which will render unsound any infer
ences drawn from its structure to the 
structure of the world. 

Some of the specifications for an 'ideal' 
or 'logically perfect' language seem to me 
to be objectionable. For example, ordinary 
languages have the relational property of 
vagueness. When this property is fully 
described, it may be found to involve refer
ence to the apparent continuity of forms in 

the world (that is, the absence of 'fued 
species'), and also to certain limitations of 
our human powers of discrimination. If 
such an analysis of vagueness is correct, 
then no language which is perfect in the 
sense of not being vague could be used by 
us in this world. It could only be used in 
this world by beings with perfect (super
human) powers of discrimination; and it 
could only be used by us if we were trans
ported to a world in which all species were 
fued, and no border-line cases could occur. 

Again, the requirement that an 'ideal' 
language be unambiguous is perhaps im
proper. This would seem to follow from the 
fact that indexical symbols (in the sense of 
Peirce) are essentially ambiguous, al
though in a systematic way, and that in
dexical symbols cannot be eliminated from 
any language that is to be adequate for 
expressing singular propositions. 

Finally, the requirement that an 'ideal' 
or 'logically perfect' language must itself 
prevent every logical mistake seems to 
require that an 'ideal' language must have 
a complete and consistent logic embedded 
into its symbolism. But any effort to 
achieve this must necessary run afoul of 
the general decision problem, whose un
solvability has been demonstrated by 
GOdel and others. 

I do not wish to develop any of these 
criticisms of the notion of an ideal lan
guage, but desire instead to criticize the 
project that seems to require it. 

Even if a 'logically perfect' language 
could be devised, the proposed program 
for investigating the ontological structure 
of the world by means of investigating the 
logical structure of an 'ideal' language is 
impossible of fulfilment. For the project 
must have the following sequence: first, 
an 'ideal' language must be set up, and 
then, through it, the metaphysical struc
ture of the werld is to be discovered. On 
this view, the construction of a 'logically 
perfect' language is not an end in itself, 
but a means to the end of more general 
philosophical inquiry. I submit that this 
program cannot possibly be realized. A 
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'logically perfect' language cannot be 
utilized as a means to philosophical in
quiry, because no language could possibly 
be known to be 'ideal', in the present sense, 
until after the completion of such a philo
sophical investigation. Surely no device 
can seriously be proposed as a means to 
an end if the end must already have been 
attained before the device can be acquired 
and recognized to be what is required. No 
proposal could be more circular, in the 
most vicious sense. 

That the setting up of an 'ideal' lan
guage does presuppose the completion of 
a metaphysical inquiry of the kind indi
cated is shown by the following considera
tions. 

Historically, the few steps that logicians 
have taken in the direction of an 'ideal' 
language have been achieved only on the 
basis of previous philosophical insight. 
The difference between existence and 
properties of things was not discovered by 
means of investigating logistic. No, logiscc 
took its present form because Kant had 
already pointed out that important differ
ence. Frege and Peano did not distinguish 
between class membership and class in
clusion by examining a language in which 
both " c" and " t " were present. No, 
such a language was set up because they 
had already perceived the distinction in 
question. That this sequence was necessary 
rather than accidental is readily.shown. 

The point is that an 'ideal' language is 
characterized only incompletely by refer
ence to vagueness, ambiguity, and the like. 
The essence of an 'ideal' language, as con
ceived by the proponents of the program 
under discussion, is that its logical struc
ture 'corresponds with' or 'mirrors' in some 
sense the ontological structure of fact. 
Hence a language can be known to be 
'ideal' only by comparing its logical struc
ture with the ontological structure of the 

world, which must be known independent
ly if the comparison is to be significant. 

An analogy with geometry may clarify 
the point. There are many geometries, 
Euclidean and non-Euclidean. Mathe
matically, one is as good as another. But 
physically they are of different value. If 
their undefined terms, such as point and 
line and so on are interpreted the same 
way, then at most one is true and the rest 
all false as descriptions of the real space in 
which we move. But this difference cannot 
be discovered mathematically, but only by 
empirical investigation of the physical 
world. Similarly, we may conceivably 
achieve alternative languages, candidates 
for the title of the 'ideal' language. They 
may - conceivably - each be complete
ly precise (that is, not vague), and un
ambiguous, and consistent and complete 
(in the senses of these words that are im
portant to logicians). But the question 
which is 'ideal' in the important sense here 
intended can only be answered by com
paring their structures with the ontologi
cal structure of the world. It is clear that 
this can only be done if this metaphysical 
structure has already been investigated, 
independently, without using any of the 
candidate languages with whose logical 
structures it is to be compared. 

I conclude, then, that Russell's program 
for investigating the metaphysical struc
ture of the world by means of examining 
the logical structure of an 'ideal' language, 
must be rejected because of the circularity 
inherent in the program proposed. It must 
be concluded that the general program of 
inferring the structure of the world from 
the structure of language must be rejected, 
because if the language is 'ideal', there is 
a vicious circle involved, while if the lan
guage is not 'ideal', it will have misleading 
'accidental' features. 
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Two CRITERIA FOR AN IDEAL LANGUAGE 

The lucidity of Mr. Copi's argument 
makes the task of the reviewer very pleas
ant, even if he disagrees as completely as 
I do with the conclusion, which is the main 
thesis Mr. Copi attempts to prove. Only 
at one minor point does his exposition not 
quite suit my taste. He chose to preface his 
argument with a string of quotations sup
posedly supporting the position he wishes 
to defend. It seems to me that with the 
proper historical precautions these pas
sages allow for a very different interpreta
tion. Yet I shall not pursue this matter, 
partly because I believe that Mr. Copi 
merely followed a literary stereotoype, but 
mainly because the issue ought to be dis
cussed on its merits rather than through 
the clouds of witnesses one could adduce 
on either side. 

The thesis itself, as I understand it, as
serts that by and large language analysis is 
of no philosophical significance. However, 
Mr. Copi shows his judiciousness.. by not 
defending his thesis, or attacking its con
tradictory, in this vague preliminary form. 
Instead, he attacks a position that may be 
stated as follows: The proper way of ex
hibiting the structure of our world is to 

Reprinted from Philosophy of Science, XVI 
(1949), 71-74, by permission of the author and 
the publisher. (Copyright 1949 by The Williams 
and Wilkins Company, Baltimore.) 

Paper read, in reply to the preceding one, 
at the Meeting of the Western Division of the 
American Philosophical Association, at Knox 
College in May, 1948. 

construct an ideal language in which to 
talk about it; for the structure of such a 
language is, in some sense, a picture of the 
structure of the world. Before I retrace the 
strategy of Mr. Copi's attack on this posi
tion - we shall see that it proceeds along 
two different lines - I wish to forestall, 
without attributing it to him, one very 
crude and obvious misunderstanding. No 
one in his right mind will deny that as long 
as one studies symbolic systems as such, 
all one can learn from them about the 
world belongs to the physics of pencils and 
papers and to the psychology of those who 
play these fas.cinating and intricate games. 
But from this it does not follow that the 
products of the formalists are not invalua
ble and, perhaps, even indispensable tools 
of the philosopher, though his concern, as 
far as he is a philosopher, is admittedly not 
with symbols as such. The situation is, I 
believe, closely analogous to a very 
familiar one in physics. For, are there not 
many among us who would agree, irrespec
tive of other differences in opinion, that 
the gap between pure mathematics on the 
one hand and theoretical physics on the 
other is, in one sense, unbridgeable? Yet 
no one denies that mathematics is an in
valuable and even an indispensable tool of 
physics. But now for the two prongs of 
the attack. 

The main thrust, or what I believe Mr. 
Copi considers to be the main thrust, is 
as massive as it is simple; I daresay, a little 
too massive and a little too simple. Its 
point is that the capacity of reflecting ac-

132 
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curately the relevant features of the world 
is part of the definition of an ideal lan
guage. Thus, in order to know whether 
any given language is ideal, one must first 
know what these features are. To be sure, 
if a criterion were set up this way, those 
who propose it would be caught in a cir
cularity as obvious as it is inescapable. I 
submit, therefore, that irrespective of 
what some "linguistic philosophers" may 
have said, the criterion of adequacy they 
actually use is not what Mr. Copi believes 
it to be. In my opinion, a language that can 
be spoken about the world bas to fulfill 
two criteria to be ideal in the sense of the 
thesis I wish to defend. One of these 
criteria - the one relevant here - de
mands that in such a language the so-called 
philosophical puzzles disappear, or, as 
some put it, that they cannot even be 
stated in it. The accuracy of this particular 
formulation of the criterion is not the 
point in jeopardy. The point is that I do 
know what those puzzles are and that 
I can know it before I know what the onto
logical structure of the world is. In other 
words, the critical phrase is not 'ideal lan
guage' but, rather, 'ontological structure 
of the world'. What I, for one, mean by a 
metaphysical or ontological feature is what 
corresponds to certain structural features 
of the ideal language. Consider, for in
stance, that according to some the ideal 
language is a subject-predicate pattern. I 
have no doubt that this grammatical fea
ture - which, as such, is best clarified and 
put into relief by the formalistic study of 
symbolisms that do not possess it - cor
responds to that structural or, if you 
please, ontological feature of the world to 
which "nonlinguistic philosophers" refer 
as exemplification. But some critics feel 
that while language analysis may thus be 
used to guide us to a counterpart of ontol
ogy, there is no reason to believe that if 
we want to be safe, we must always talk 
about the reflection (e.g., the subject
predicate form) instead of talking about 
the thing itself (e.g., exemplification). Yet 
the "linguistic philosophers" make much 

of this latter point. It should at least be 
mentioned that this claim raises a further 
question which, as far as I can see, has not 
been raised by Mr. Copi and which I shall, 
therefore, not discuss. I tum to another 
question or, rather, objection which he 
does raise. The answer to it, though not 
difficult, is very enlightening. 

So far I have spoken of the ideal lan
guage. But just as there are several ways 
of axiomatizing Euclidean geometry, there 
could be (provided that there is any) two 
or more ideal languages. If two of these 
were to differ in structure, how are we to 
know which reflects the structure of the 
world? To clear up this apparent difficulty, 
I shall, like Mr. Copi, use a mathemat
ical analogy which, like his, is really 
more than a mere analogy. Whenever two 
formalisms stand in the relation, mediated 
by something each of them is about, of 
being both representations of this some
thing, then there are also certain purely 
formal features - the sort of thing mathe
maticians call invariants - that character
ize the two formalisms qua formalisms. 
And it is only such invariant traits of an 
ideal language that can be called ontologi
cal features in a strict sense; for only about 
them could there be nonverbal disagree
ment. So we see that this particular objec
tion does not embarrass the linguistic 
philosopher; it merely gives him an oppor
tunity to explain what is, mathematically 
speaking, a truism, though admittedly an 
important one. 

I tum now to the second prong of the 
attack. This time we are not told that one 
of our criteria is circular but, rather, that 
certain other criteria an ideal language is 
supposed to satisfy are impossible of fulfill
ment. Faced with this attack, the defense 
will have to change its tactics. According
ly, I shall argue, first, that it would be 
foolish indeed to expect the ideal language 
to satisfy the criteria that Mr. Copi thinks 
we, the linguistic philosophers, expect it 
to satisfy. Second, I shall myself state a 
certain condition of completeness, in a 
specific sense of the tenn, which is, in my 
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opinion, the second criterion an ideal Ian
. guage must satisfy and which it may very 
well satisfy without satisfying those other 
criteria that are ideal only in the spurious 
sense of being impossible of fulfillment. 
Mr. Copi mentions three such criteria; I 
shall discuss the two which I understand. 
First, he observes that according to a cele
brated mathematical theorem a symbolism 
as complex as the ideal language must be 
expected to be cannot have a certain 
mathematical property technically known 
as completeness. Why, of course not! But 
then, what has this sort of completeness to 
do with "logical perfection," a very curious 
and, to me, quite unintelligible notion Mr. 
Copi introduces on this occasion? And, 
again, whatever the term signifies to him, 
why should the ideal language be logically 
perfect? All I can see here is, not an argu
ment, but a verbal bridge designed to lead 
us, by two unpermissible substitutions, 
from 'complete' over 'perfect' to 'ideal'. 
Next we are told that because of the vague
ness of many descriptive characters in our 
world no language could be completely 
precise. Thus, or so the argument goes, no 
language can be ideal. All that needs to be 
said in reply is that this time the bridge 
leads from 'precise' to 'ideal'. 

Let me now try to explain briefly the 
peculiar sense in which I believe the ideal 
language must be complete or exhaustive. 
First I shall say what I do not mean and, 
as we so often must in philosophy, I shall 
say it through an analogy. Physical sci
ence is becoming ever more complete and 
exhaustive; in this sense it apprpaches a 
goal or ideal. But does that mean that our 
physicists know, or, for that matter, care 
to know which leaves the next storm will 
shake from the tree in front of my window? 
Such futile exhaustiveness is not an ideal 
in any sense; so I see no reason why the 
ideal language should be expected to real
ize it, the less so since, unlike the language 
of science, it is not one actually to be 

spoken for the sake of greater efficiency, 
precision, exhaustiveness, or what not. 
Who wants to use it for such purposes acts 
like the man who tried to live, not in a 
house, but in the blueprint of one. But 
then, a blueprint or schema may or may 
not, according to its function, be complete 
and this, in either case, without showing all 
the details in the granulation of the wall 
paint. The ideal language, as I conceive it, 
is not a language actually to be spoken but 
a blue print or schema, complete only in 
the sense that it must show, in principle, 
the structure and systematic arrangement 
of all the major areas of our experience. 
The following three examples will help to 
explicate this meaning of completeness. 
First, it is not sufficient for our schema to 
show, in principle, how behavioristic psy
chology reconstructs the other fellow's 
mind; it must also provide, and relate to 
the first, an account of awareness as given. 
Second, it must contain, not only the logic 
of the sociology of value judgments, but 
also what some call their phenomenology. 
Third, it must have a place, not only for 
such statements as 'this is green', but also 
for the kind exemplified by 'I know (see, 
remember, etc.) that this is green'. 

The interplay between my two criteria 
is, I trust, obvious. Only if the second is 
satisfied can we be sure - or, at least, as 
sure as we may be of anything - that 
some of the puzzles mentioned in the first 
have not been ignored rather than dis
solved. Thus there is only one more thing 
I should like to say. I do believe that the 
two criteria are both intelligible and de
fensible, yet I would be the first to admit 
the grave shortcomings of many of the 
ideal languages or schemata so far pro
posed by linguistic philosophers. The less 
sophicated positivists, in particular, have 
violated the second criterion by their 
proneness to mistake the language of sci
ence for the ideal language. 
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IRVING M. COPI 

REPLY TO PROFESSOR BERGMANN 

I appreciate the force of Professor 
Bergmann's genial criticisms, even though 
I am unsure of their direction. They indi
cate the need, however, to clarify some 
aspects of my paper. To this I shall pro
ceed. 

1. I do not mean to argue that language 
an~ysis is not important for philosophy. 
It is of the greatest importance for logic, 
aesthetics, ethics, and perhaps epistemol
ogy. But it cannot have the importance for 
metaphysics that Russell and Wittgenstein 
have claimed, because their program does 
involve a vicious circle. · 

2. The criteria for an ideal language 
that I mention are just those to which Rus
sell and Wittgenstein attach greatest im
po~ce. My remarks on completeness, 
prec1S1on, etc., were not "verbal bridges" 
to lead by "unpermissable substitutions" 
to the notion of an ideal language. These 
are the properties in terms of which the 
authors I was criticizing characterize or 
define their conception of an ideal lan
guage. An examination of their texts will 
show this to be the case. 

3. Professor Bergmann's ideal for lan
guage is clearly different from the Russell-

Reprinted from Philosophy of Science XVI 
( 1949), 74, by permission of the author a~d the 
publisher. (Copyright 1949 by The Williams and 
Wilkins Company, Baltimore.) 

Wittgenstein conception. Chacun a son 
gout. In defending his own notion, he is not 
defending theirs; and it was theirs, not his, 
that I was criticizing. 

4. I shall allow myself the luxury of one 
criticism of Professor Bergmann's criteria. 
They depend, in part, upon "the so-called 
philosophical puzzles" which must "dis
appear" in an ideal language. I admit that 
there are some philosophical puzzles but 
I insist that there are also some real philo
sophical problems. I am willing for the 
first to disappear, but I must insist that the 
problems be solved rather than exorcised. 
But puzzles and problems cannot be dis
tinguished except on the basis of a given 
metaphysics. For example, z.eno's paradox 
of the arrow becomes a platitude within 
~e framewo~k of Russell's cinematograph
ic metaphysics. But in a metaphysics of 
substance, the matter is otherwise. The 
inference is simple, but not "too simple." 
Distinguishing philosophical problems 
from puzzles is necessary for the establish
ment of an ideal language. Since they can 
only be distinguished within the frame
work of a particular metaphysics, a meta
physics must be chosen or constructed 
prior to the construction of an ideal lan
guage. These remarks serve to point 
further my thesis that metaphysical ques
tions are prior to linguistic ones, and can
not be decided by means of the latter. 
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MAX BLACK 

RUSSELL'S PHILOSOPHY OF LANGUAGE 

The influence of language on philosophy 
has, I believe, been profound and almost un
recognized. RussELL 

1. INTRODUCTION 

Russell's Influence. For the purpose of 
preliminary definition we might adapt a 
remark of William James and identify phi
losophy of language as "what a philoso
pher gets if he thinks long enough and hard 
enough about language." This character
ization may serve as a reminder of the 
persistence and intensity of Russell's pre
occupation with language, displayed in 
much of his philosophical writing during 
the past twenty-five years.1 The flourishing 
condition of present-day "semiotic" is a 

Reprinted from The Philosophy of Bertrand 
Russell, Volume V of The Library of Living 
Philosophers, ed. Paul A. Schilpp. (Evanston and 
Chicago: Northwestern University, 1944), pp. 
229-32, 244--55, by permission of the author and 
the editor. (Copyright 1944 by The Library of 
Living Philosophers.) 

' The quotation at the head of this essay is 
taken from the article "Logical Atomism," in 
Contemporary British Philosophy (1924), vol. 
1, which is, for all its brevity, the best statement 
of Russell's early program for philosophical in
quiries into language. It is a matter for regret 
that the earlier lectures, published under the 
title of "The Philosophy of Logical Atomism" 
in The Monist (XXVllI [1918), 495-527; XXIX 
[1919], 32-63, 190-222, 345-380), have never 
been reprinted. [Editor's Note: These lectures 
have now been reprinted in Logic and Language, 
ed. R. C. March (London: George Allen and 
Unwin, 1956).] Language is a topic of central 
importance also in "On Propositions: What They 

sufficient testimony to the fertility of Rus
sell's ideas; today, some twenty years after 
the epigraph of this essay was composed, 
it would be more accurate to say: "the in
fluence of language on philosophy is pro
found and almost universally recog
nized." 2 If it is true that "language has, so 
to speak, become the Brennpunkt of pres
ent-day philosophical discussion," 3 hardly 
another philosopher bears a greater share 
of the responsibility. 

Are and How They Mean" (Ari.•totelian Society 
Proceedings, Supplementary Volume II [1919), 
1-43), in The Analysis of Mind (London, 1921), 
especially Chapter 10: "Words and Meaning," 
and in Philosophy (New York, 1927), Chapter 
4: "Language." An Inquiry into Mooning and 
Truth (New York, 1940) is, of course, almost 
entirely devoted to the same topic. 

•Contemporary concern with philosophy of 
language is most apparent in the members and 
sympathizers of the philosophical movement 
known as "Logical Positivism" or "Scientific Em
piricism." In this instance the transmission of 
ideas can be traced with rare accuracy. It is 
known that the Vienna Circle was much influ
enced, in the postwar years, both by Russell's 
own work and that of his pupil Wittgenstein. 
Although the Tractatus owes much to Russell, 
there can be no question that the influence here 
was reciprocal, as Russell has frequently and 
generously acknowledged. The Monist articles 
are introduced with the words: "The following 
articles are . . . very largely concerned with ex
plaining certain ideas which I learnt from my 
friend and former pupil, Ludwig Wittgenstein" 
(The Monist, XXVlll [1918), 495). A more de
tailed discussion of sources would call for some 
reference to the work of G. E. Moore. Cf. The 
Philosophy of G. E. Moore (Evanston, 1942), 
pp. 14 ff. 

1 W. M. Urban, Language and Reality (Lon
don, 1939), p. 35. 

136 



RUSSELL'S PHILOSOPHY OF LANGUAGE 137 

Philosophical study of language, con
ceived by Russell as the construction of 
"philosophical grammar," 4 may have been 
regarded by him, at an early period, as a 
mere "preliminary" to metaphysics; it 
soon became much more than this. Philo
sophical linguistics may be expected to 
provide nothing less than a pathway to the 
nature of that reality which is the meta
physician's goal. To this very day the hope 
persists that "with sufficient caution, the 
properties of language may help us to 
understand the structure of the world."~ 

So ambitiously conceived, as a study 
potentially revealing ontological structure, 
philosophy of language cannot be re
stricted to the examination of uninter
preted formal systems, still less, as with 
earlier philosophers, to the rhetorical art 
of avoiding unintentional ambiguity. Its 
successful pursuit requires the use of data 
drawn from logic, psychology, and empiri
cal linguistics and the formulation of rea
soned decisions concerning the scope of 
metaphysics and the proper methods of 
philosophical research. Such questions as 
these arise constantly in Russell's discus
sions, even on occasions when he is most 
earnestly avowing the "neutrality" of his 
devotion to scientific method. 

Since the full-bodied suggestiveness of 
Russell's work on language is a function 
of his refusal to adopt the self-imposed 
limitations of the mathematical logician, 
it would be ungrateful to regret the com
plex interweaving of themes which results. 
But any selection of topics, considered in 
abstraction from the context of Russell's 
general philosophical doctrines, is bound 
to be somewhat misleading. It must be 
hoped that the aspects of Russell's earlier 
procedures here chosen for brief critical 

' "I have dwelt hitherto upon what may be 
called philosophical grammar. . . . I think the 
importance of philosophical grammar is very 
much greater than it is generally thonght to be 
. . . philosophical grammar with which we have 
been concerned in these lectures" (The Monist, 
XXIX [1919], 364). 

"An Inquiry into Meaning and Truth, p. 429 
(italics supplied). 

examination so typically manifest his style 
of philosophic thought at this period that 
an understanding of their merits and de
fects will serve as a guide to the evaluation 
of the more extensive doctrines of which 
they are a part. 

The Scope of This Essay. The main 
topics discussed· in the remainder of this 
essay are: 

(i) The consequences of applying the 
theory of types to "ordinary language."• 
A new paradox will be presented whose 
resolution requires extensive reformula
tion of Russell's theory, and a critical 
judgment will be made of the value of the 
renovated theory. 

(ii) The search for "ultimate constitu
ents" of the world. The procedure here, so 
far as it is relevant to the criticism of lan
guage, will be shown to be, in part, sus
ceptible of a neutral interpretation, and, 
for the rest, to be based upon an unproved 
epistemological principle (reducibility to 
acquaintance), which will, after examina
tion, be rejected. 

(iii) The notion of the "ideal language." 
This branch of the investigation concerns 
the goal of the entire method. The con
struction of an "ideal language" will be 
condemned, for due reason presented, as 
the undesirable pursuit of an ideal incapa
ble of realization. 

These headings cover most of Russell's 
positive contributions to philosophy of 
language. 8 There will be no space for dis
cussion of the genesis of the whole inquiry 
in the destructive criticism of "ordinary 
language." 7 The bare reminder must suf
fice that the English language, as now used 
by philosophers, offends by provoking er
roneous metaphysical beliefs. Syntax in
duces misleading opinions concerning the 

•Editor's note: The section of this essay 
which covers this topic has been omitted for 
reasons of space. 

• The only serious omission is reference to 
Russell's behavioristic analysis of meaning (cf. 
especially the last four works cited in footnote 1 
above). 

•Contemporary British Philosophy, 1 ( 1924), 
368. 
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structure of the world (notably in the at
tribution of ontological significance to the 
subject-predicate form), while vocabulary, 
by promoting the hypostatiz.ation of 
pseudo-entities, encourages false beliefs 
concerning the contents of the world. In 
either case we are "giving metaphysical 
importance to the accidents of our own 
speech." 8 It is in trying to remedy these 
defects of ordinary language by searching 
for what is essential in language that we 
arrive finally at the "ideal language" and 
its valid metaphysical implications. 

[Section 2 omitted] 

3. THE SEARCH FOR ULTIMATE 
CoNSTJTUENTS OF THE WORLD 

The Genesis of the Theory of Descrip
tions. For all their drastic character, the 
segregatory techniques of the theory of 
types prove insufficient to cure all the 
philosophical confusions which can be 
attributed to excessive confidence in gram
matical structure as a guide to logical form. 
A notable instance of such confusion arises 
in connection with the syntactical proper
ties of phrases of the form "the so-and-so." 

If the phrase, "The present king of 
France," be compared, in respect of iden
tity or diversity of type, with a personal 
name, say that of Stalin, it will be found 
that the noun clause may be substituted 
for the name without producing nonsense.9 

More generally, it is a fact that some de
scriptive phrases and some nouns can 
replace each other in some or all contexts 
without producing nonsense. If the theory 

•The Analysis of Mind, p. 182. 
•This statement would need some qualifica

tions for complete accuracy. It is not easy to 
provide an account of the theory of descriptions 
that will succeed in being tolerably brief. The 
best short version known to me is that of Profes
sor L. S. Stebbing in her A Modern Introduction 
to Logic, 2d ed., pp. 144-158 ("The Analysis 
of Descriptions") and pp. 502-505 ("Logical 
Constructions"). Cf. also G. E. Moore's article 
(in The Philosophy of Bertrand Russell (Evans
ton, 1944)) on "Russell's 'Theory of Descrip
tions'." 

of types were to be relied upon to provide a 
sufficient criticism of ordinary language, it 
would be necessary to conclude that 
"Stalin" and "The present king of France" 
are syntactically similar.10 This conclusion 
is maintained in a more colloquial form by 
anybody who claims that "The present 
king of France" names or denotes a person. 

Upon such a foundation of identification 
of the syntactical properties of the descrip
tive phrase and the name, curious argu
ments have sometimes been erected. Since 
"The present king of France" refers to a 
person who does not exist, it must be con
ceded that there are nonexistent persons 
who can appear as subjects of true propo
sitions. Though nonexistent, they must 
accordingly be capable of sustaining predi
cates. Thus it is certain, by the law of 
excluaed middle, that one of the two propo
sitions, "The present king of France is a 
parent" and "The present king of France 
is childless," is true. And there must be 
countless other properties by which the 
nonexistent present king of France is 
characterized (among them the property of 
being under discussion in this essay). It can 
scarcely be doubted that whatever is char
acterized by properties is not a mere 
nonentity, that in order to be a subject of 
which characters are genuinely predicable 
it is required to have some kind of objec
tive "being," not to be confused with the 
vacuity of sheer nothingness on the one 
hand or the full actuality of "existence" on 
the other. 

The argument culminates, then, in the 
assertion that the present king of France 
has some shadowy mode of participation in 
the world - some tenuous sort of "reality" 
compatible with nonexistence. And, if so 
much prove acceptable, the stage is set for 
similar argument in defense of the right to 
a recognized objective status of fictions, 
self-contradictory entities, and even non
entity itself. Hamlet and the Snark, the 

10 Or that Stalin and the present King of 
France belong to the same type. 
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philosopher's stone and the round square, 
being all characterized by predicates, must 
all, in some versions of this position, have 
their being in a multiplicity of distinct 
limbos, realms of Sosein, Aussersein, and 
Quasisein in which to enjoy their ambigu
ous status of partial or quasi existence.11 

The exploration and portrayal in "a termi
nology devised expressly for the purpose" 
of such Lebensriiume of Being, will, of 
course, provide philosophers of this per
suasion with endless material for mystifica
tion and dialectical ingenuity. 

That arguments so remarkable should 
have appealed to some philosophers is a 
matter of historical record; and many an
other argument in good standing today 
might be shown to involve patterns of 
thought essentially similar. The suppres
sion of such invalid trains of inference, 
against which the theory of types provides 
no protection, is the main object of Rus
sell's theory of descriptions. 

This part of Russell's program may still 
be plausibly interpreted as a contribution 
to the reform of common syntax; improve
ment of the vocabulary of ordinary lan
guage (which will be remembered as the 
second plank of the platform) is provided 
rather by the doctrine of logical construc
tions. Although this is intimately connected 
both in origin and content with the theory 
of descriptions, it requires the use of cer
tain epistemological considerations which 
need not be invoked in the case of the 
latter. 

The Theory of Descriptions as a Meta
physically Neutral Technique of Transla
tion. That the theory of descriptions can 
be construed as a method of logical trans
lation, capable of justification independ
ently of adherence to any disputable 
epistemology, is a point that is commonly 
overlooked by critics. The reader may be 

"The classical source of this agrument is 
A. R. v. Meinong's Untersuchungen zur Gegen
standstheorie (Leipzig, 1904). For a sympathetic 
exposition cf. J. N. Findlay's Meinong's Theory 
of Objects (London, 1933 ), especially Chapter 
2. 

reminded that Russell's contribution to the 
interpretation of descriptive phrases con
sists in the circumstantial demonstration 
that every sentence containing a descrip
tive phrase can be translated into another 
sentence having the same meaning but a 
different, and normally more complex, 
grammatical form. Thus, to take the fa
miliar illustration once again, 

(5) The present king of France is mar
ried 

becomes 
(6) Exactly one thing at present reigns 

over France, and nothing that 
reigns over France is not married.12 

The feature upon which the usefulness 
of this procedure depends is the absence 
in the expanded form (6) of any ostensible 
reference to an alleged constituent (a "non
existent person") designated by the original 
phrase "The present king of France." Not 
only has the descriptive phrase disap
peared in the course of translation, but no 
part of the expansion of (5) can be identi
fied as capable of abbreviation by the 
original descriptive phrase. Thus the pro
cedure is not one of definition, in the dic
tionary sense, of the phrase "The present 
king of France," but rather a method for 
recasting every sentence in which the 
original phrase occurs.13 

Mastery of the character of the transla
tions appropriate to the different kinds of 
contexts in which descriptive phrases may 
occur having once been achieved, a per
manent protection is provided against the 
blandishments of grammatical analogy 
which lend the doctrine of Realms of Being 
its spurious plausibility. Reference to the 
expanded form (6) above shows that the 
original sentence (5) differs quite radically 
in form from such a sentence as "Stalin 
is married." It becomes obvious that ad
herence to the principle of excluded middle 

"Here again some accuracy has been deliber
ately sacrificed. Cf. Stebbing, op. cit., foot of 
p. 157, for a better statement. 

13 There is no reason, however, why the notion 
of definition should not be extended so as to 
cover the kind of reduction involved in the ex
ample cited. 
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is consistent with the assertion that every 
ascription of a predicate to the present 
king of France results in a false statement; 
more generally, a valuable instrument is 
thereby provided for the expulsion of ille
gitimate inferences and the clarification 
of ideas, as the successful application of 
methods essentially similar to a variety of 
other philosophical problems amply dem
onstrates. u 

It is important to recognize that the en
joyment of such welcome benefits exacts 
no prior commitment to any epistemolog
ical theses. The gist of the method is the 
proof of the equivalence in meaning of 
given sentences. Only if appeal to some 
philosophical principle is involved in veri
fying the truth of any such proposed trans
lation will it be necessary to deny that the 
method is epistemologically neutral. 

Now the manner in which the equiva
lence of two English sentences is estab
lished does not differ in principle from that 
involved in proving the correctness of a 
translation from one European language 
into another. In both cases there is more 
or less explicit and direct appeal to con
gruence of behavior and linguistic utter
ance in cognate situations. The criteria are 
of a sociological order and may, for that 
very reason, provide a basis for agreement 
between philosophers elsewhere advocat
ing very diverse epistemological or meta
physical doctrines. Since an idealist and a 
materialist can agree upon the correct 
translation of a passage from Homer, there 
seems to be no reason why they should 
have much more difficulty in coming to 
an understanding about the soundness of 
a proposed translation within their native 
tongue; they might both therefore make 
equal and equally good use of the methods 
provided by the theory of descriptions. It 
is not extravagantly optimistic to hope 
that, once the theory has been separated 
from the more specifically metaphysical 

"A good example is G. E. Moore's article, 
"Is Existence a Predicate?" (Aristotelian Society 
Proceedings, Supplementary Volume XV 
[1936), 175-188). 

components with which it is associated in 
Russell's presentation, it may ultimately 
achieve a measure of common agreement 
(without prejudice to eventual differences 
of opinion concerning the interpretation 
and value of the method) such as may be 
found in the elementary propositional 
calculus or the other well-established 
branches of symbolic logic. 

The Doctrine of Logical Constructions 
and Its Reliance upon the Principle of 
Reducibility to Acquaintance. It is to be 
noted that the foregoing noncontroversial 
portion of Russell's theory is concerned 
with the logical expansion of logical sym
bols. When sentence (5) was equated with 
sentence (6), such words as "present," 
"king," "France," etc., occurred vacuously 
(to use a convenient term of Quine's); 15 

they were present merely as illustrative 
variables indicating how "The X of Y is 
Z" might, in general, be translated. Thus 
the translations offered by the theory of 
descriptions provide further insight into 
the manner in which the logical words 
"the," "and," "of' are used in ordinary 
language; but no information is yielded 
concerning the syntactical relationships of 
nonlogical material words. 

The shift from the consideration of log
ical to that of nonlogical or material words 
corresponds exactly to the line drawn in 
this brief exposition between the theory of 
descriptions and the doctrine of logical 
constructions; it will now be shown that 
when this boundary is crossed the validity 
of an epistemological principle concerning 
the reducibility of knowledge to acquaint
ance becomes relevant to the criticism of 
Russell's method. 

Anybody who maintains, with Russell, 
that tables are logical constructions, or that 
the self is a logical construction, is claim
ing at least that sentences containing the 
material words "table" or "I" submit to 
the same type of reductive translation as 
was demonstrated in connection with de-

'"W. V. Quine, Mathematical Logic (New 
York, 1940), p. 2. 
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scriptive phrases.18 If tables are logical 
constructions it is necessary that every sen
tence containing the word "table" shall be 
capable of transformation into another 
sentence from which that word is absent 
and no part of which could be abbreviated 
by the word. It is quite certain that some 
material words, such as "average," satisfy 
such a condition; and it would seem ini
tially plausible that some elements of vo
cabulary do and others do not admit of 
such reduction. If this were the case the 
claim in respect of any specific X that it 
was a logical construction would seem to 
require a specific demonstration. On Rus
sell's principles, however, it can be known 
in advance of specific investigation that 
the entities referred to by the vast majority, 
if not indeed the totality, of the words of 
ordinary language must be logical con
structions. 

For very much more than mere transla
tion of the kind specified is implied by 
Russell's contention that tables are logical 
constructions: the procedure must, on his 
view, have a direction, determined by pro
gressive approach toward a final transla
tion. A sentence is a final translation only 
if it consists entirely of "logically proper 
names" (demonstrative symbols) for "ul
timate constituents"; it may then con
veniently be referred to as a pictorial 
semence.11 To say that Xis a logical con
struction is to claim that sentencei; contain
ing "X" may be finally translated, in this 
drastic sense, into pictorial sentences. 

What are these "ultimate constitu
ents"? 18 They are, on Russell's view, pre-

1
• Russell, of course, did not use so linguistic 

a version. Cf. the statement in the text with the 
following typical utterance: "The real man, too, 
I believe, however the police may swear to his 
identity, is really a series of momentary men, 
each different one from the other, and bound to
gether, not by a numerical identity, but by con
tinuity and certain intrinsic causal laws" (Mysti
cism and Logic [New York, 1918), p. 129). 

"The term is due to Stebbing. 
'""Neither the word [a proper name] nor what 

it names is one of the ultimate indivisible con
stituents of the world'' (Analysis of Mind, p. 193; 
italics supplied) . 

cisely those entities "with which we can 
be acquainted"; more specifically, sense
data (particulars) now presented to us and 
universals characterizing sense-data with 
which we are or have been acquainted. 
The assurance that every sentence can be 
finally translated into a pictorial sentence 
is provided by the principle that "every 
proposition which we can understand must 
be composed wholly of constituents with 
which we are acquainted." 19 

The reasons should now be obvious for 
distinguishing between the theory of de
scriptions and the theory of logical con
structions. The latter predicts that sen
tences containing "table" will prove to 
admit of translation into pictorial sen
tences in which each element refers to an 
object with which we are acquainted. But 
ordinary language contains no logically 
proper names and can therefore provide 
no pictorial sentences.20 The verification 
of the thesis here requires the invention of 
a new vocabulary departing drastically in 
character from that which it is to replace. 

The case for the validity of the doctrine 
of logical constructions accordingly is 
quite different from that which supports 
the theory of descriptions. The latter is es
tablished by empirical grounds manifested 
in achieved success in translation; the 
former is, in the absence of the successful 
provision of the new vocabulary desider
ated, rather the expression of a stubborn 
aspiration, whose plausibility rests entirely 
upon the supposed truth of the principle 
of reducibility to acquaintance. 

No mention has hitherto been made of 
the metaphysical consequences of the doc
trine of logical constructions. The reader 
will hardly need to be reminded that Rus-

10 The Problems of Philosophy (London, 
1912), p. 91. 

"'"We cannot so use sentences [i.e., pictorial
ly] both because our language is not adapted to 
picturing and because we usually do not know 
what precisely are the constituents of the facts to 
which we refer" (Stebbing, op. cit., p. 157). "No 
word that we can understand would occur in a 
grammatically correct account of the universe" 
(Russell, Philosophy, p. 257). 
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sell has drawn such consequences freely, 
characteristically maintaining that matter, 
the self, and other minds (to cite some 
striking instances of alleged logical con
structions) are "symbolic fictions" or even 
"myths." 21 But for these supposed conse
quences it is unlikely that Russell's theory 
of constructions would have received the 
critical attention which has been lavished 
upon it. If, as the next section will try to 
show, the principle of reduction to ac
quaintance has no evidential support, dis
cussion of these alleged consequences 
becomes redundant. 22 

Criticism of the Principle of Reducibility 
to Acquaintance. Since the various formu
lations of the principle which Russell has 

•nie following are typical statements: "The 
persistent particles of mathematical physics I re
gard as logical constructions, symbolic fictions 
.. . "(Mysticism and Logic, p. 128); " ... mat
ter, which is a logical fiction .... " (Analysis of 
Mind, p. 306); " ... [desire] merely a conveni
ent fiction, like force in mechanics ... " (op. 
cit., p. 205). 

"'The standard argument against Russell's 
attribution of a fictitious status to logical con
structions (viz., the proof that "X is a logical 
construction" does not entail "X does not exist"), 
though accurate, does less than justice to Rus
sell's point, however misleadingly expressed. The 
critics of Russell's language of "fictions" would 
not allow that the average man is a "fiction" or 
"unreal"; but they would be prepared to admit 
that the average unicorn is "unreal" (though no 
doubt stigmatizing the choice of terms as per
verse). Now there is a sense in which the plain 
man would want to claim that both the average 
man and the average unicorn are fictions, be
cause the phrases referring to them can be dis
pensed with in a complete account of the world. 
And more generally, if "X" is a dispensable sym
bol it is natural to say something like: "'X' is a 
mere symbolic expedient, corresponding to noth
ing ultimate and irreducible in the world." It is 
this kind of statement that Russell wishes to 
make. Now, if all nonpictorial sentences were 
finally translatable, it would be natural to say 
that the world consists only of particular sense
data and the universals by which they are charac
terized, and to attribute the apparent presence of 
other entities to unwarrante9 inferences drawn 
from the nature of the symbols used in abbrevi
ating pictorial sentences. It would, in short, be 
natural to say that facts about tables are nothing 
but facts about objects of acquaintance. This is 
the gist of Russell's position. 

given 28 hardJy vary except in unimportant 
details of phraseology, the version of 1905 
might be taken as standard: "in every 
proposition that we can apprehend (i.e., 
not only in those whose truth or falsehood 
we can judge of, but in all that we can 
think about) all the constituents are really 
entities with which we have immediate 
acquaintance." H 

The confidence with which this prin
ciple is presented for acceptance contrasts 
striking]y with the baldness of the grounds 
offered in its defense. "The chief reason," 
says Russell, "for supposing the principle 
true is that it seems scarcely possible to 
believe that we can make a judgment or 
entertain a supposition without knowing 
what it is that we are judging or supposing 
about." 25 And in another place, after this 
statement is repeated almost verbatim, 
there is added merely the comment: "We 
must attach some meaning to the words 
we use, if we are to speak significantly and 
not utter mere noise, and the meaning we 
attach to our words must be something 
with which we are acquainted." 28 

Whatever persuasiveness attaches to 
this defense of the principle can be shown 
to arise from equivocation upon the cru
cial words "know," "mean," and "ac
quaintance." It may be just permissible so 
to use the term "acquaintance" that the 
sentence, "I know the meaning of 'X'," is 
synonymous with "I am acquainted with 
X," where the word "meaning" is used in 
the sense it has in ordinary language. This 
is hardly a sense of "acquaintance" which 
can be relied upon not to engender con
fusion, but a philosopher may nevertheless 
find its introduction expedient. In this 

"'"On Denoting," Mind, XIV (1905), 492; 
Mysticism and Logic, pp. 219, 221; The Prob
lems of Philosophy, p. 91. Cf. J. W. Reeves, "The 
Origin and Consequences of the Theory of De
scriptions," Aristotelian Society Proceedings, 
XXXIV (1934), 211-230. 

,. Mind, XIV (1905), 492. 
~·Mysticism and Logic, p. 219. 
'"The Problems of Philosophy, p. 91 (italics 

supplied). I am not aware of any other defense 
of the principle by Russell. 
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sense of the word, however, the assertion 
that "the meaning we attach to our words 
must be something with which we are ac
quainted" is me::ely the tautology that "the 
meaning of our words must be the mean
ing of our words." This can hardly be 
Russell's intention in the passages cited. 
Since we understand the word "Attila" we 
may be said either to "know the meaning 
of the word" or, alternatively and synony
mously, to "be acquainted with Attila." 
Now Attila is neither a sense-datum nor a 
universal capable of characterizing sense
data; it is impossible, then, for anybody to 
be acquainted with Attila in the narrow 
technical sense of acquaintance which 
makes Russell's principle, whether true or 
false, something more than a mere tautol
ogy. If his assertion is to have any content, 
he must be interpreted as meaning "It 
seems scarcely possible to believe that we 
can make a judgment without knowing by 
acquaintance what it is that we are judging 
about" and "It is impossible that our 
words should have meaning unless they 
refer to entities with which we are ac
quainted." 

The alleged defense of the favored prin
ciple ("the chief reason for supposing the 
principle true") is now seen to be a mere 
repetition of that which was to be demon
strated. One of two things must be the 
case. Either Russell is using the term 
"meaning" in one of its customary senses; 
in that case the argument adduced in favor 
of the principle is refuted quite simply by 
pointing out that "Attila" means a certain 
person with whom we are not acquainted 
in Russell's sense. Or, alternatively, a new 
sense of meaning is implicitly introduced 
in which only objects with which we are 
acquainted can be meant by words: in that 
case the argument is a petitio principii. In 
either case the principle remains unproved. 

Grounds for Rejecting the Principle of 
Reducibility to Acquaintance. It is likely 
that the reasons why the principle, in de
fauh of persuasive argument in its defense, 
should have seemed to so many philoso
phers self-evident are connected with the 

supposed necessity of "directness" in rela
tions of meaning and knowing. Underlying 
Russell's position throughout is the con
viction that in all genuine knowledge or 
meaning there must be some such ultimate 
fusion of intimacy between the knower 
and what is known as is provided by the 
notion of "acquaintance." 

Let the validity of such an approach be 
tested in some less controversial area. 
Suppose it were argued that "every prop
osition about the possession of material 
objects must be reducible to a proposition 
about contact with objects" on the ground 
that "it seems hardly possible to believe 
that we can hold an object without really 
being in contact with it." Would it not be 
clear in such a case that there was being 
introduced a restricted and misleading 
sense of "holding" or "possession,'' in 
virtue of which it becomes logically impos
sible to hold anything except the sudace 
with which one is in contact? And would it 
not be quite as clear that the mere intro
duction of a stipulation concerning the 
meaning of a term could succeed in dem
onstrating precisely nothing? 

It may be objected that the analogy is 
unsound; and it is true that there might be 
independent grounds for supposing the 
relationship of meaning, unlike that of 
physical possession, to be necessarily di
rect. But although this may be allowed as 
an abstract possibility, neither Russell nor 
anybody else has yet provided good 
grounds for believing it to be anything 
more. And there are good opposing rea
sons for rejecting the principle. 

Whenever sentences containing a sym
bol (such as "the present king of France" 
or "the average man") can be translated 
in such a manner that the symbol neither 
appears explicitly nor can be identified 
with any portion of the translation, it will 
be convenient to speak of the symbol as 
being dispensable. Now there is good rea
son to believe that "table" and "I" are not 
dispensable symbols, i.e., that there are 
truths concerning tables and the sell which 
are not capable of being expressed without 
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the use of these or synonymous symbols. 
It can be demonstrated, in connection with 
quite elementary examples of deductive 
theories, that "auxiliary" or "secondary" 
symbols can be introduced in such a way 
that they are not capable of explicit defini
tion in terms of the basic experiential terms 
of the theory. 27 This does not render them 
undefined, in a wide sense of that term, 
since the mode of introduction of the aux
iliary symbols into the system provides 
both for their syntactical relations with 
associated symbols and for inferential rela
tions between the sentences in which they 
occur and the "primary" observational 
sentences of the system. This seems to be 
precisely the situation in respect of such 
scientific terms as "energy," "entropy," 
and "field," none of which are "dispensa
ble." 28 There appears to be no a priori 
reason why this should not be the case also 
in respect of the names of material objects 
and other terms of ordinary language. 

Indeed a careful scrutiny of the attempts 
made (especially by phenomenalists) to 
prove that words denoting material objects 
are dispensable will render this last sug
gestion something more than plausible. 
For these attempts invariably terminate in 
sceptical conclusions. When Russell, in a 
later book, undertakes to provide a 
phenomenalistk analysis of "You are 
hot," 29 he arrives at a proposition which 
in order to be known to be true requires 
the speaker to know inter alia that the 
hearer is aware of a multitude of events 
in the same sense of "aware" in which he 
himself is aware of events and, further, 
that whole classes of events which could 
be perceived exist in the absence of such 
perception. Now neither of these truths 
could be known by acquaintance; the 
conclusion drawn is that the original prop-

"'Cf. Ramsey's discussion of the place of ex
plicit definitions in a theory (Foundations of 
Mathematics, p. 229). 

• Further detail would be needed to prove this 
statement. 

•An Inquiry into Meaning and Truth, pp. 
280--282, 284-291. 

osition analyzed is not strictly known to 
be true. At best we can "assume" its truth, 
"in the absence of evidence to the con
trary." 30 But to assume or postulate the 
truth of a proposition is only to hope that 
it may be true. There are circumstances in 
which the truth of the assertion "You are 
hot" is certain; nothing could be more 
absurd than to doubt that this remark, 
when addressed to a philosopher in the 
warmest chamber of a Turkish bath, may 
sometimes be both true and known to be 
true. Now if the truth of the principle of 
acquaintance requires the rejection of 
even a single certain truth, there would 
seem to be sufficient reason to abandon it. 

4. THE NOTION OF THE 
"IDEAL LANGUAGE" 

The Character of the "Ideal Language." 
An examination of the character of that 
"ideal language" which Russell recom
mends as the goal of the philosophy of lan
guage provides a very precise test of the 
value of his early doctrines. For the "ideal 
language" is, by definition, the symbolism 
which would be entirely free from the phil
osophical defects which Russell claims to 
find in ordinary language. If language 
"had been invented by scientifically trained 
observers for purposes of philosophy and 
logic," ai just this symbolism would have 
resulted. And it would be "logically per
fect" 32 in the sense of conforming to 
"what logic requires of a language which 
is to avoid contradiction." 33 The character 
of the ideal language is calculated, then, to 
reveal in a vivid fashion the benefits to he 
expected from a successful outcome of 
Russell's program of reform. 

The discussion of the preceding sections 
should have made clear the features which 
would be manifested by such a paradigm 
of philosophical symbolism. Every sym
bol will be a "logically proper name" de-

"'Ibid., p. 292. 
"The Analysis of Mind, p. 193. 
"The Monist, XXVlll (1918), 520. 
"'Contemporary British Philosophy, I, p. 377. 
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noting objects of acquaintance: "There will 
be one word and no more for every sim
ple object and everything that is not simple 
will be expressed by a combination of 
words." 34 How closely will these logically 
proper names for ultimate constituents re
semble the words at present in use? By 
definition, they must be unintelligible in 
the absence of the entities they denote. 
Thus no proper names, in the familiar 
grammatical sense, can qualify for inclu
sion in the ideal language, just because, in 
virtue of referring to complex series of 
causally related appearances, they function 
as logical descriptions. The descriptive 
character of such a name as "Napoleon" 
is recognized by the circumstance that the 
name is intelligible to persons who never 
met the Corsican.35 

Similar considerations would seem to 
disqualify all other types of words in the 
ordinary language. The names of univer
sals characterizing sense-data (e.g., the 
name of a specific shade of color) might 
seem to be exceptions; but it would be hard 
to deny that even these have meaning in 
the absence of instances of the universals 
they denote. Now if universals are among 
the ultimate constituents, as Russell claims, 
they must be represented in the ideal lan
guage by arbitrary noises of such a char
acter that it is logically impossible that they 
should be uttered in the absence of in
stances of the universals concerned. 

The attempt might be made to construct 
illustrative instances of sentences of the 
ideal language composed entirely of de
monstratives, by inventing such words as 
"thet" and "thot" to supplement the pres
ent meager stock of "this" and "that." 36 
But even "This thet thot" 37 would still 
convey to a hearer some such meaning as 
"Something with which the speaker is ac-

"'The Monist, XXVIII ( 1918), 520. 
"'The Analysis of Mind, pp. 192-193. 
"'As suggested by John Wisdom (Mind, XL 

[1931], 204). 
"'Somewhat more drastic than Wisdom's 

"This son that, and that brother thet, and thet 
mother thot, and thot boy, and this kissed Syl
via" (ibid.). 

quainted h~ some relation, with which the 
speaker is acquainted, to some other thing 
with which he is acquainted." 38 The 
proposition understood by the hearer 
would not then be the proposition intended 
by the speaker; the "perfect sentence," 
having meaning only to the speaker and to 
him only at the time of utterance, would be 
perfectly unintelligible. If this criticism is 
based upon a misinterpretation of Russell's 
intention, and if it were permissible for the 
names of such ultimate constituents as are 
universals to be intelligible at a variety of 
times and to more than a single person, it 
would still be necessary that the names of 
particulars should be private; and com
munication would be possible only by the 
grace of some kind of pre-established 
speaker-hearer ambiguity in virtue of 
which what was a logically proper name 
for the one functioned as a description for 
the other. 

What becomes under such conditions 
of the intention ~hat the ideal language 
shall be "completely analytic and . . . 
show at a glance the logical structure of 
the facts asserted or denied"? 39 Such a sys
tem, containing "no words that we can [at 
present] understand" 40 would be so remote 
from our present means of expression and 
so unsuited to perform the functions of 
unambiguous and logically accurate com
munication which may be desired of an 
efficient language, that to urge its capacity 
to provide "a grammatically correct ac
count of the universe" 41 is to be extrava
gantly implausible. The "ideal language" 
in practice would resemble a series of in
voluntary squeaks and grunts more closely 
than anything it is at present customary 
to recognize as a language. 

It is by no means certain that Russell 
ever seriously supposed that the ideal lan
guage could be realized; and some of his 
remarks suggest that he regarded it on 

•Cf. Wisdom's discussion of this point, op. 
cit., p. 203. 

"The Monist, XXVIII (1918), 520. 
"'Philosophy, p. 257. 
"Ibid. 
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occasion as a mere device of exposition.42 

H, as has been argued above, the ideal 
language is not capable of realization, it 
becomes impossible seriously to defend 
indefinite progression toward such an 
"ideal" as a desirable procedure for the 
philosophical criticism of language. 

It is not difficult to see, in retrospect, 
why Russell should have been led into this 
untenable position of defending as the aim 
of the philosophy of language the construc
tion of a language which could never work. 
For the "ideal language" would satisfy per
fectly the intention to make the relation of 
"picturing" the sole essential basis of sym
bolism. Whatever else Russell is prepared 
to regard as "accidental" in language, he 
is unwilling to abandon the notion that 
language must "correspond" to the "facts," 
through one-one correlation of elements 
and identity of logical structure. But there 
is no good reason why we should expect 
language to correspond to, or "resemble," 
the "world" any more closely than a tele
scope does the planet which it brings to the 
astronomer's attention. 

Consequences of Abandoning the Pur
suit of an "Ideal Language." To abandon 
the image of language as a "picture" of the 
world, which has, on the whole, wrought 
so much mischief in the philosophy of lan
guage, is to be in a position to make the 
most intelligent use of the products of 
Russell's analytical ingenuity. 

•ct. The Monist, XXVIII (1918), 520. 

For it would be both unfair and ungrate
ful to end without acknowledging the prag
matic value of the techniques invented by 
Russell. Rejection of the possibility or de
sirability of an "ideal language" is com
patible with a judicious recourse to the 
methods of translation and analysis which 
have been criticized in this paper. It is a 
matter of common experience that philo
sophical confusion and mistaken doctrine 
are sometimes connected with failure to 
make type distinctions or to reveal, by the 
technique of translation, the correct deduc
tive relations between sentences of similar 
grammatical, though differing logical, 
forms. And where such confusion is mani
fested it is helpful to follow Russell's new 
way of "philosophical grammar." It will 
be well, however, to be unashamedly op
portunistic, making the remedy fit the 
disease and seeking only to remove such 
hindrances to philosophical enlightenment 
as are demonstrably occasioned by exces
sive attachment to the accidents of gram
mar and vocabulary. In this way there is 
some hope of avoiding the temptation to 
impose, by way of cure, a predetermined 
linguistic structure - of seeking to elimi
nate the philosophical ills of the language 
at present in use by proposing an "ideal 
language" which never could be used. Nor 
need such a program be aimless. For the 
object will be to remove just those linguistic 
confusions which are actually found to be 
relevant to doctrines of philosophical im
portance. 
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ALICE AMBROSE 

LINGUISTIC APPROACHES TO PHILOSOPHICAL 

PROBLEMS1 

Views about the nature of philosophical 
theories answer to one of two rough de
scriptions, one orthodox and seemingly 
having the best claim to truth, the other 
heterodox and seemingly false. In this 
paper I shall set out the considerations 
both for and against accepting various 
forms of the heterodox position; but I 
shall argue without reservation against the 
orthodox position. The latter commonly 
describes philosophy as a pursuit of truth, 
where "pursuit of truth" is interpreted in 
conformity with common usage as the at
tempt to acquire knowledge about our 
world. The contrasting position comprises 
a series of views held by philosophers 
whose primary concern appears to be the 
language in which purported truths are 
expressed. This concern reflects a concep
tion of philosophy, a conception often not 
explicit and sometimes even disclaimed, 
namely, that a philosophical theory has its 
sources in linguistic facts rather than in 
facts about our world, and that despite 
appearances it gives us information only 
about language. A theory about causation, 
for example, tells us something about the 
word "cause" rather than about causation 
as a feature of our world. 

This rough description of the position of 

Reprinted (with revisions by Professor Am
brose) from The Journal of Philosophy, XLIX 
(1952), 289-301, by permission of the author 
and the editor. 

linguistic philosophers makes it appear to 
ignore a distinction we all know, between 
the use and mention of a word. It is clear, 
for example, that philosophical views 
about causation do not translate into any 
statements about the word "cause." But of 
course this fact is already known to phi
losophers whose approach is linguistic. To 
maintain their thesis it is therefore incum
bent upon them to specify in what way 
philosophical theories yield only verbal in
formation and, first of all, to show that 
such theories are not what they seem. This 
latter thesis I want now to defend. 

Descartes remarked that "Philosophy 
teaches us to speak with an appearance of 
truth on all things, and causes us to be 
admired by the less learned." 2 But this 
appearance of truth is much more an ap
pearance than he ever supposed. Philo
sophical views quite clearly have an 
empirical air, i.e., they appear to state 
matters of fact. To take some sample illus
trations: a physical object is a bundle of 
properties, perception of physical objects 
involves an inference to something beyond 
one's experience, man's mind is necessarily 
given to antinomies, one cannot know one 

' Read at a Symposium on Linguistic Concep
tions of Philosophy, Smith College, May 20, 
1951. 

•Descartes Discourse on the Method of 
Rightly Cond~cting the Reason and Seeking for 
Truth in the Sciences, Part I. 

147 
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is not dreaming, it is impossible to know 
other people exist, motion is impossible, 
etc. 

I want to hold that despite appearances 
these are not factual statements about 
physical objects, perception, the human 
mind, one's knowledge; first, because in
vestigations which come to these conclu
sions are clearly not empirical. I do not 
propose here to discuss in a positive way 
the kind of evidence the philosopher ad
duces for a theory; here I can only say the 
evidence is not empirical. And I back this 
claim by pointing out that he has no 
laboratory, no experiments figure in his 
demonstrations or refutations, he cannot 
claim to closer observation of phenomena 
than other folk. Empirical conclusions 
cannot be expected to derive from non-em
pirical evidence. Second, they are not 
empirical because philosophic disputants 
come to opposite conclusions although the 
same facts are available to them and no 
possible further fact can decide betwixt 
them; i.e., their dispute cannot, even theo
retically, be settled by recourse to any sort 
of matter of fact. Examples of such dis
putes are: the long-standing controversy 
over whether universals exist (consider 
Russell's, Carnap's, and Quine's changing 
positions), Locke and Berkeley's dispute 
over the existence of abstract ideas, dis
putes over the existence of sense data and 
over the extent of our knowledge. Third, 
some (possibly all) philosophical theories 
cannot be empirical because they imply 
the logical impossibility of what is patently 
and undeniably possible. For example, it 
appears to be a consequence of some of 
Bradley's views that it is self-contradictory 
(not merely false) that we should all be 
here now, or somewhere else before, or 
that we should have walked here, or that 
I should be sitting next to B. 

There are two points to be made about 
views which have this sort of consequence, 
(1) that a philosopher need make no appeal 
to fact to show the incorrectness of such 
views, and (2) that whatever implies that 
something is logically impossible cannot 

itself be empirical. (1) It is an adequate 
objection to such a philosophical view that 
it has as a consequence the impossibility 
of what is clearly possible. (I am taking the 
position that if we know anything at all we 
know, for example, that sitting next to B 
is entirely possible. This is a minimum 
claim of knowledge. It requires only the 
understanding of the sentence asserting it.) 
Citing the relevant possibility constitutes 
a sufficient objection to such a view; if a 
philosopher cites a fact he has merely cited 
something logically stronger than is neces
sary. It is the mere possibility, not the fact, 
that he requires. The possibility of there 
being a right act the total consequences of 
which do not contain as great a balance of 
pleasure over pain as any act the agent 
could do is enough to refute the theory 
that every right act must have conse
quences containing such a balance. That 
the possibility is remote or fantastic does 
not prevent it from being a test case. In 
other words, the theory is tested by a mere 
logical possibility. And what is merely 
possible cannot serve to refute a statement 
of fact. This is support for my claim that 
philosophical investigation of a theory is 
not empirical and hence that the theory 
itself is not empirical. (2) An additional 
reason for asserting the theory to be non
empirical is that whatever implies that 
something is logically impossible cannot 
itself be factual. No factual statement has 
as a consequence a logical impossibility. 

The three considerations cited against 
holding philosophical views to be empiri
cal are obviously different in character. 
The first two call attention to matters of 
fact about philosophical investigations and 
philosophical disputes, while the last one 
rests on the logical points (I) that only a 
non-empirical statement can be tested by 
citing a possibility, and (2) that whatever 
implies that something is logically impos
sible cannot itself be factual. All entail the 
consequence that a philosophical investi
gation does not consist in the attempt to 
ascertain the truth-value of a theory. 

Without pretending to have met various 
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reasons that might be advanced for the 
thesis that a philosophical theory does 
assert something factual, I am now going 
to proceed as though enough had been said 
to dispose of this thesis, in order to take 
up another view, which at least in appear
ance contests the claim that philosophical 
theories inform us only about the use of 
words. Philosophers holding this view do 
make a careful examination of the language 
used to express a theory, but they consider 
this linguistic task merely as a preliminary 
necessity for ascertaining truth. This view 
is the most plausible alternative both to the 
view that philosophical theories are factual 
truths or falsities and to the view that their 
function is to convey facts about words. It 
is the most plausible, first, because it is 
consistent with the fact that philosophical 
investigations are not empirical and that 
philosophical disputes are not settled by 
appeal to fact, and second, because it has 
the support of the undeniable fact that 
philosophical theories are expressed in 
what may be called the ontological as 
opposed to the linguistic idiom. 3 According 
to this alternative view philosophical state
ments are analyses of puzzling concepts; 
and philosophical reasoning, at least a 
good deal of it, is directed to defending or 
attacking the correctness of an analysis. 
Philosophical questions and answers, and 
philosophical disputes, all have on this 
view a non-linguistic description. A philo
sophical question is a request for the 
analysis of a concept, i.e., for a statement 
of what concepts constitute (are logically 
entailed by) the given concept. The analy
sis will be correct if the statement of it is 
a logically necessary truth. Vagueness of 
concepts is the explanation of philosophi
cal disputes. 

Now the history of philosophy is full 
of what appear to be attempts to arrive at 
necessary truths. The following are illus
trations: (1) Body is extended. This was 
set out by Descartes as an indubitable 

'I have taken the phrase "ontological idiom" 
from M. Lazerowitz. 

truth, indubitable because ascertainable 
by reason alone. Being a physical body 
necessarily implies being extended in 
space. (2) Socrates' attempts in the Re
public and other dialogues to find the 
"essence" of justice, courage, virtue, etc. 
are also good illustrations of attempted 
analyses, as is evidenced by his procedure 
of dismissing any feature not characteriz
ing all possible instances of the concept in 
question. (3) Zeno's argument that motion 
is impossible was directed to showing the 
concept of motion to have contradictory 
consequences. At least this is the natural 
description of his argument that the hy
pothesis that a body moves from A to B is 
self-contradictory. ( 4) Bradley's argument 
for the impossibility of relations, namely, 
that in order for two things to be related 
there would have to be an infinity of rela
tions between them, also clearly derives 
from an investigation of the notion of a 
relation. (5) Hume's claim that a cause is 
nothing more than an invariable sequence 
appears likewise to be an analytic account 
of causation. 

Now the activity illustrated in these ex
amples is according to some philosophers 
not to be described as in any way requiring 
the examination of language, except as 
language is a crutch to our apprehension 
of concepts. Some go so far as to lodge a 
general complaint against language, not 
only because it is so often abused but be
cause it is a barrier rather than a window 
to our ideas. Berkeley, for example, en
joins each of us to "use his utmost endeav
ors to obtain a clear view of the ideas he 
would consider, separating from them all 
that dress and incumbrance of words which 
so much contribute to blind the judgment 
and divide the attention .... We need 
only draw the curtain of words to behold 
the fairest tree of knowledge, whose fruit 
is excellent and within the reach of our 
hand." 4 For himself, since ideas so little 
profit from their quite fortuitous associa-

'Berkeley, The Principles of Human Knowl
edge, Introduction, Section 24. 
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tion with words, he says that "whatever 
ideas I consider, I shall endeavor to take 
them bare and naked into my view, keep
ing out of my thoughts, so far as I am able, 
those names which long and constant use 
hath so strictly united with them. . . . 
So long as I confine my thoughts to my 
own ideas, divested of words, I do not see 
how I can easily be mistaken. The objects 
I consider, I clearly and adequately know. 
. . . To discern the agreements and dis
agreements there are between my ideas, to 
see what ideas are included in my com
pound idea and what not, there is nothing 
more requisite than an attentive percep
tion of what passes in my own understand
ing."~ This evidently is what C. H. 
Langford in our time calls considering a 
statement, "not verbally, but in terms of 
genuine ideas." 8 

H any philosopher takes the position 
that a concern with ideas is positively ham
pered by attention to words, and that ideas 
are the philosopher's proper concern, he 
clearly will be far from admitting that 
philosophical views are in any way about 
words or that examination of language is 
anything more than an unfortunate neces
sity. It is my contention that complaints 
which philosophers have made against 
language are pseudo-complaints - pseudo 
because they express dissatisfaction with 
the fact that language does not come up 
to a standard which it is self-contradictory 
that it should come up to. But I have 
argued this point elsewhere 7 and so shall 
not discuss it here. If it is correct, then 
philosophers are robbed of an important 
reason for holding that analysis should be 
of concepts but not of language, and that 
attention to language is a second-best to 
inspection of ideas. I suspect it is nonsense 
to speak, as Berkeley did, of taking ideas 

"Ibid., Sections 21 and 22. 
'C. I. Lewis and C. H. Langford, Symbolic 

Logic, p. 475. 
'Alice Ambrose, "The Problem of Linguistic 

Inadequacy," Philosophical Analysis, A Collec
tion of Essays, ed. Max Black (Ithaca, New 
York: Cornell University Press, 1950), pp. IS-
37. 

"bare and naked" into one's view, divested 
of their linguistic encumbrances. But dis
regarding this point, what I want to pro
pose (though with some reservation) is 
that an analyst, even though he claims 
linguistic study is merely a tool in the 
analysis of concepts, is in fact engaging in 
one linguistic approach to philosophical 
problems. 

I define a linguistic approach to philoso
phy as one arising from the view that what 
a philosopher does when he produces or 
tries to refute a philosophical theory is to 
inform one about language. Whether or 
not the so-called analytic approach in phi
losophy can be classified as a linguistic 
approach I admit is uncertain. But we may 
take it as evidence that it can be, if the 
analysis of a concept which a philosophi
cal theory is claimed to state turns out to 
be a linguistic analysis. This evidence is 
provided by G. E. Moore's statement in 
Cambridge lectures that the analysis of a 
notion is identical with the definition of a 
word, in a strictly limited sense. Roughly, 
"analytic definition" covers what that sense 
is. An analytic definition is intended to 
clarify a concept by making explicit those 
concepts implicitly contained in it. This it 
will succeed in doing only if the words 
occurring in the expression of the analy
sans stand for, "such ideas as common use 
has annexed them to," to quote Locke. 
That is, if the analysans is expressed by 
means of words not having a usage in the 
language or by means of old words used in 
a new way, the analysis will not clarify a 
concept. A successful analysis then will 
secure the same end as a correct definition: 
state how a word or phrase is convention
ally used. However, from his Cambridge 
lectures there is reason to suppose that 
Moore, who would I think agree that some 
philosophical theories state analyses, 
would deny that they state something about 
the correct or established use of language, 
and for reasons over and above the fact 
that they are not about words. 

Whether or not Moore would deny this 
thesis about what analysis does I am not 
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concerned here to decide. I am concerned 
to evaluate it since it is an emphatically 
linguistic view in which the increasing at
tention to language naturally eventuates. 
According to this view the appearance 
which a philosophical theory has of being 
about empirical fact, or of being about the 
implications of concepts, merely conceals 
an attempt to express correct usage. Philo
sophical theories are to be examined 
neither for their necessary truth nor for 
their correspondence with those non-lin
guistic facts which make up our spatio
temporal world, but for their linguistic 
correctness - that is, for their correspond
ence with the linguistic fact that words are 
customarily used in such-and-such a way. 
I am not sure that anyone has ever held 
this view about philosophical theories. 
However, though one might not explicitly 
hold it, one might do philosophy as though 
one did. Moore and Norman Malcolm have 
often proceeded in such a way as to suggest 
this, for example, when they criticize a 
theory for misuse of words. Recall Moore's 
criticisms of views, say on the nature of 
material objects, for going counter to ordi
nary English, and Malcolm's recent criti
cisms of Moore's use of "know" in the 
claim "I know material objects exist" and 
of Russell's use of "perception" in his claim 
that perception involves an inference. This 
type of criticism at least suggests that a 
philosopher was interpreted as attempting, 
but failing, to give a proper account of 
conventional usage. 

The attempt to answer one or other of 
the questions, "Does this analysis state a 
necessary truth?" "Does this account of 
the use of the word correctly describe its 
established, conventional use?," charac
terizes the tasks, respectively, of the two 
positions I have thus far called linguistic. 
Either position differs markedly from one 
further linguistic approach to philosophi
cal problems, stated explicitly by Morris 
Lazerowitz, and by John Wisdom in some 
of his papers, according to which philoso
phers are neither analyzing concepts nor 
stating correct usage in giving a view, but 

are doing something else equally linguistic, 
namely, revising language. This approach 
stems from the view that philosophical 
theories are not, as they appear to be, 
answers to questions, but are proposals to 
alter language: that they do not in fact at
tempt to clarify a concept or to explain a 
current usage, but instead, in a concealed 
way, propose that a word's use shall be 
modified for philosophical purposes. Prac
titioners of this persuasion conduct what 
might be called meta-philosophical in
vestigations - that is, they do not aim at 
establishing or refuting a theory, i.e., at 
answering a philosophical question, but 
instead show what linguistic features a 
philosopher is emphasizing in order to per
suade other philosophers of the need of a 
linguistic change. They try to show what a 
philosophical theory comes to; and they 
arrive in the end at the Wittgenstein posi
tion that once one sees what a question 
comes to the craving for an answer dis
appears. 

We have now three views about the 
nature of philosophical theories, one that 
they state analyses of concepts, another 
that they state what is the established usage 
of words, and another that they conceal a 
proposal for linguistic change. In order to 
make clear the differences between the first 
two and the last I shall try to set out what, 
ideally, their proponents would say about 
Berkeley's defense of his theory about 
physical objects. Berkeley grants that the 
expression "What we eat, drink, and are 
clothed with are ideas" departs from the 
familiar use of language. But he asserts he 
is not disputing "about the propriety, but 
the truth of the expression." "If ... 
you agree with me that we eat and drink 
and are clad with the immediate objects of 
sense, which cannot exist unperceived 
... I shall readily grant it is more proper 
or conformable to custom that they should 
be called things rather than ideas." 1 In 
other words, he seems to say that "We are 

•Berkeley, The Principles of Human Knowl
edge, Part First, Section 38. 
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clothed with material things" is proper 
enough language, that is, that what we are 
clothed with is the sort of thing to which 
"material things" is applied, but that it fails 
to express what is true; while "We are 
clothed with ideas" offends against lin
guistic properties but does say what is 
true. He recommends our compromising 
between these two facts by employing 
"those inaccurate modes 0f speech which 
use has made inevitable," 9 but with full 
awareness of their inaccuracy. For pur
poses of philosophizing "We are clothed 
with fine raiment" will be understood to 
mean "We are clothed with raiment
ideas." Thus we shall "think with the 
learned, and speak with the vulgar." In 
this way he insists that "the common use 
of language will receive no manner of 
alteration . . . from the admission of our 
tenets," that "in the tenets we have laid 
down there is nothing inconsistent with the 
right use and significancy of language, and 
that discourse, so far as it is intelligible, 
remains undisturbed." 10 

About these claims there are two things 
to say: (1) Quite clearly, as English is at 
present, "We are clothed with ideas" is not 
a proper interpretation of "We are clothed 
with material things." There is no rule of 
synonymy which makes it correct to re
place "material thing" by "class of ideas." 
(2) Berkeley preserves the status quo of 
ordinary English at the cost of constructing 
a philosophical language to which his arbi
trary rule of translation, "material thing" 
= "class of ideas," provides no bridge. 
For "We are clothed with ideas," which he 
says is true, cannot translate into "We are 
clothed with material things," because that 
is, according to Berkeley, false, or, by 
turns, nonsense. 

About these facts proponents of the 
three linguistic theories about philosophy 
would take, respectively, the following 
positions: the first two that Berkeley is 
misusing language; the third that he is 

•Ibid., Section 51. 
'
0 Ibid., Section 83. 

suggesting an alteration, for academic pur
poses, of philosophic discourse, and that it 
is a misinterpretation of his intention to 
suppose he is stating the accepted meaning 
of the phrase "material thing." Only in 
philosophical usage is his meaning to ob
tain, which is to say that the phrase "ma
terial thing" will come to have no function 
in philosophical discourse since "class of 
ideas" will -displace it. 

The sharp difference between these posi
tions shows up when each is considered 
with reference to the question "Why is it so 
often asserted that Berkeley's position on 
material objects, though not substantiated, 
is unrefuted?" Accepting the view that 
Berkeley is either analyzing the nature of 
material objects or defining the phrase 
"material object," the charge that he is 
misusing language would imply that his 
analysis, or definition, is incorrect. But as 
the quotations make clear, Berkeley was 
perfectly aware, even admits, that his ac
count uses "ideas" in a way not in accord 
with ordinary linguistic proprieties. Yet he 
insists on his account nevertheless. If the 
aim of a philosophical theory is to give a 
correct analysis or a correct account of 
established usage, then the theory should 
be refuted so soon as it is shown that it 
fails to do this. And it would then be in
explicable why his theory is thought to 
remain unrefuted. 

The third linguistic view, on the other 
hand, is constructed to explain just this 
phenomenon. If Berkeley's theory is an 
attempt to alter language for purposes of 
philosophic (as against ordinary) dis
course, then it is understandable why point
ing out a linguistic impropriety in no way 
persuades him to relinquish his view. 
Berkeley's reasoning for this view also has 
its explanation: if his view conceals an at
tempt to persuade one to accept a modi
fication of language - conceals because of 
its being expressed in the indicative and its 
using but not mentioning words - then his 
reasoning will be construed not as showing 
its correctness but as urging the virtue of 
a proposed re-definition and the demerits 
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of present usage. The first two linguistic 
approaches would thus take Berkeley's 
theory as an attempt to give a correct an
swer to one or other of the questions, 
"What is the analysis of the concept 
'physical object'?," "What is the proper 
use of the words 'physical object'?"; the 
last takes it as not attempting a true an
swer to any question whatever. It therefore 
directs its efforts, not to refuting Berkeley 
but to showing what his view comes to, 
i.e., what linguistic features he emphasizes 
in order to persuade one of the need for a 
linguistic alteration. 

Although a number of philosophers 
have, in working with a particular philo
sophical theory, done the kind of meta
philosophical analysis I have just de
scribed, i.e., shown what specific linguistic 
modification is being recommended, they 
have not always proceeder! · .i this fashion 
and consequently have not subscribed to 
the above general account of the nature of 
philosophical theories. Norman Malcolm, 
for example, describes the sceptic as 
recommending the discontinuance of the 
application of the word "certain" to em
pirical statements, but in some of his writ
ings he seems not to take this kind of view. 
Max Black describes the critics of induc
tion as proposing a change of terminology, 
viz., of "practically know" for "know for 
certain," holding that their criticism arises 
because they prefer to construe "know" 
in a limiting sense, that is, as meaning 
"deductively certain." 11 Nevertheless, 
Black denies he is analyzing the dispute 
between defenders and critics of induction 
as being about how inductive inference 
ought to be described. Similarly, Moore 
denies, in his comment on a paper of mine, 
that the sceptic is proposing how the word 
"know" ought to be used, and in a com
ment on a paper by Morris Lazerowitz, 
that he is proposing anything about the use 
of the word "unreal." 12 

11 Max Black, Language and Philosophy (Itha
ca, New York: Cornell University Press, 1949), 
pp. 75-78. 

"'The Philosophy of G. E. Moore, Volume IV 

I should like now to canvass briefly the 
objections to the view that a philosophical 
theory proposes a linguistic change. In 
Language and Philosophy Max Black, in 
referring to Moore, cites the fact that "the 
man who might be supposed to know best 
whether he is making a recommendation 
strenuously resists the suggestion." 13 This 
it seems to me is not a convincing reason. 
Normally it would be, but when one con
siders the scandalous fact that after more 
than 2000 years philosophers are still so 
unclear about what philosophy is as not to 
be puzzled by the fact that no single theory 
remains undisputed, I think we can grant 
Moore nothing further than that he cer
tainly thinks he is not making linguistic 
recommendations. What one thinks one is 
doing and what one is in fact doing may be 
quite different things. Hume certainly 
thought he was urging us to establish em
pirically, by introspection, that there could 
not be a simple idea without a correspond
ent impression; and yet he had already 
stated that "by ideas I mean the faint 
images of [impressions]." 14 It should be 
pointed out that to hold that traditional 
philosophers are making linguistic pro
posals is not the same as to say they are 
making conscious linguistic proposals. Any 
person holding the proposal theory would 
certainly say that philosophers are unaware 
of the fact that they are revising language, 
and that what they do with language de
ludes them as well as others. Freud's well
known study on the psychopathology of 
everyday life is sufficient evidence for the 
possibility of this being the case. 

But there is one much more crucial 
criticism, directed against every linguistic 
theory about the nature of philosophy, 
which must be weighed. This criticism rests 
on the obvious fact that philosophical 
views are not ostensibly about the use of 

of The Library of Living Philosophers, pp. 673-
75. 

"Max Black, Language and Philosophy, p. 
79. 

"Hume, A Tre'ltise of Human Nature, Book 
I, Part I, Section I. 
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words at all. Philosophical statements use 
but do not mention words. They are ex
pressed as though they were about matters 
of fact, or, alternatively, about relations 
between concepts. Some philosophers ap
pear to claim they are about both, for 
example, rationalists who hold the task of 
metaphysics to be discovery of the neces
sary features of reality. I should like to 
hold that just as the form of expression of 
philosophical theories misleads some phi
losophers into saying they are about our 
world, so the form misleads critics of lin
guistic approaches into supposing they do 
not convey merely verbal information. 

What then about the view that they 
state the relation between concepts, and 
further, that their function is in no way to 
convey any fact about words? It seems to 
me that the likeness of an analysis, that is, 
a necessary proposition, to an empirical 
one, and its unlikeness to such a propo
sition as "The word 'triangle' means three
sided figure," deceive one about the 
linguistic information it provides, informa
tion about the application of a word. It 
would be too great a task here for me to 
show in detail that necessary propositions 
yield only verbal information, but I shall 
try to sketch some reasons for holding this. 
However, it must be admitted to begin with 
that it is simply incorrect to say that a 
necessary proposition is directly about 
words. "Material bodies are extended" will 
not translate into any statement mention
ing the phrase "material bodies." Never
theless it is a fact that in understanding a 
sentence for a necessary proposition and 
knowing that what it expresses is neces
sarily true, what one knows is a verbal fact. 
In understanding the sentence "Material 
bodies are extended" and knowing that it 
expresses a necessary truth one knows the 
phrase "unextended material body" has no 
application. 

Nevertheless, you might say, in under
standing the sentence "There are no white 
crows" and knowing that it expresses 
something true, one likewise knows that 
"white crows" has no application. This is 

correct, but putting the matter in this way 
obscures an important difference, which it 
is essential to be clear about: viz., that, in 
knowing that the one sentence expresses 
something contingently true, one knows 
the verbal fact that "white crows" has in 
our language a descriptive use and the 
non-verbal fact that it applies to nothing; 
while, in knowing that the other expresses 
something necessarily true, one knows that 
"unextended material bodies" has no de
scriptive use and one need know no non
verbal fact to know that what the sentence 
expresses is true. Knowing the verbal fact 
is sufficient for knowing a truth-value; 
there is no further fact to know. And this 
I take as grounds for holding that what a 
necessary proposition conveys is merely 
verbal information. One can understand 
the expression for a contingent proposition 
but lack knowledge as to whether what is 
described exists or not. But in knowing 
that "unextended material bodies" de
scribes nothing conceivable, no such 
knowledge can be lacking. For nothing is 
described; if it were, then "Material bodies 
are extended" could theoretically be false 
- when what is described by "unextended 
material bodies" exists. The sentence "It 
is impossible for unextended material 
bodies to exist," into which "Material 
bodies are extended" translates, suggests 
that an imaginable state of affairs, namely, 
a state of affairs expressed by "Unextended 
material bodies exist," is impossible. But 
when we understand the sentence "It is 
impossible ... " we know the linguistic 
fact that "unextended material bodies" has 
no descriptive use, not that it describes 
what is counter to natural law. Thus, al
though our necessary proposition does not 
assert any linguistic fact it does indirectly 
give us information about usage. And 
further, it gives us no more than this, since 
when we understand an expression not to 
have a use we cannot go on to say we 
either know or can come to know a non
linguistic fact. For we cannot know that 
what is described by a phrase which does 
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not describe either could or could not, or 
does or does not, exist. 

This linguistic aspect of necessary 
propositions is what justifies the linguist in 
philosophy in maintaining the relevance of 
attending to the verbal information con
cealed by the form of expression. Both the 
philosopher who interprets a theory as at
tempting either a correct analysis or a 
correct account of usage and the philoso
pher who interprets it as proposing a revi
sion of language are attending to just this 
concealed information. The latter arrives 
at his position via the thesis that a philo
sophical theory is being proposed for 
acceptance, in philosophical discourse, as 
a logical necessity, for example, that 
"Physical objects are classes of ideas" 
shall be understood by philosophers to 
express a necessary truth. And thus what 
is proposed on the verbal level is that 
"unperceived physical object" shall not 
have a use. On all of these views about 
philosophical theories then, the focus is 
on the verbal fact which the theories 
conceal. 

Something should be said about one re
maining view which is usually construed 
as linguistic, namely, the positivistic view 
that metaphysical statements are nonsense. 
This view is arrived at by the use of a cri
terion for determining the meaningfulness 
of indicative sentences, the so-called prin
ciple of verifiability in sense experience. 
This criterion has a number of different 
formulations, but each of them seems open 
to conclusive objections. One formulation 
is as follows: a declarative sentence which 
does not express an a priori proposition is 
meaningful if and only if the proposition 
it expresses can be confirmed or refuted in 
sense experience. So formulated the cri
terion implies a contradiction, for it implies 
that a sentence open to testing by the 
criterion expresses a proposition and at the 

same time might fail to express one, since 
the criterion may show the sentence to be 
literally meaningless. For there must be 
a proposition in order for the criterion to 
have a non-vacuous application, and if the 
proposition fails to meet the test the cri
terion implies that no proposition was 
expressed. 1G This objection can be avoided 
by saying that a declarative sentence which 
does not express an a priori proposition is 
meaningful if and only if it expresses a 
proposition verifiable (or refutable) in 
sense experience. But this formulation 
avoids the contradiction only by begging 
the question: it is artificially tailored to ex
clude as meaningless any sentence failing 
to express a proposition open to sense 
testing. Metaphysical sentences are elimi
nated from intelligible discourse by lin
guistic fiat- by an arbitrary decision to 
apply "senseless" to them. 16 Despite these 
difficulties, it must in fairness be said that 
the positivist critique of philosophical lan
guage has the merit of making perspicuous 
the unique position occupied by the sen
tences of metaphysics. It has underlined 
the need for a correct understanding of the 
differences between these and common
sense, scientific, and mathematical state
ments. 

" For an attempt to meet this criticism, which 
was made in M. Lazerowitz' "The Principle of 
Verifiability," Mind, XLVI (1937), 372-78, see 
A. J. Ayer's Introduction to the revised edition 
of Language, Truth and Logic (1948), 

" This criticism, together with others, are 
elaborated in M. Lazerowitz' The Structure of 
Metaphysics, pp. 49-57. 

Editor's note: For another statement, parallel 
to Miss Ambrose's, of the "proposal" theory of 
philosophy, see Nowell-Smith (2). Compare also 
Waismann (21, Wisdom (8), and the various ani
cles and books by M. Lazerowitz listed in the 
bibliography. For a concrete application of this 
theory, see Ayer, The Foundations of Empirical 
Knowledge (London: Macmillan and Co., 
1940), Chapter I, Section 5; for criticisms of 
Ayer's invocation of the theory, see Austin [3], 
pp. 55-61, and Sellars (1), Section 5. 
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RODERICK M. CHISHOLM 

COMMENTS ON THE "PROPOSAL THEORY" 

OF PHILOSOPHY 1 

Miss Ambrose discusses a number of 
"linguistic approaches" to philosophical 
problems and seems inclined to accept 
what might be called the "proposal theory" 
of philosophy. According to this theory, 
philosophical statements "are not, as they 
appear to be, answers to questions, but are 
proposals to alter language"; "in a con
cealed way," they "propose that a word's 
use shall be modified for philosophical 
purposes." 2 She points out, however, that 

to hold that traditional philosophers are mak
ing linguistic proposals is not the same as to 
say that they are making conscious linguistic 
proposals. Any person holding the proposal 
theory would certainly say that philosophers 
are unaware of the fact that they are revising 
language, and that what they do with lan
guage deludes them as well as others. Freud's 
well-known study of the psychopathology of 
everyday life is sufficient evidence for the 
possibility of this being the case. 

According to the suggestion, then, the phi
losopher, in expressing what may seem to 
be a "factual" statement, is merely making 
subconscious (or unconscious) linguistic 
proposals - or, better perhaps, he is mak-

Reprinted from The Journal of Philosophy, 
XLIX (1952), 301-306, by permission of the 
author and the editor. 

1 Read at a Symposium on Linguistic Con
ceptions of Philosophy, Smith College, May 20, 
1951. 

•Unless otherwise indicated, references are to 
Alice Ambrose, "Linguistic Approaches to Phil
osophical Problems." 

ing such proposals subconsciously. The 
philosopher who says, "Matter is unreal," 
for example, may be proposing subcon
sciously that the word "matter" be used 
in some different way. Any theory about 
the psychopathology of philosophers is, of 
course, a psychological or psychiatric 
theory and, as such, falls within the sphere 
of psychology or medicine rather than of 
philosophy. (It may be significant to note, 
however, that the kind of evidence offered 
in behalf of this theory is not the sort of 
evidence to which the psychiatrist usually 
appeals.) But the question whether philo
sophical statements are mere proposals 
and thus not "factual" is not a question of 
psychology or medicine. Miss Ambrose, 
accordingly, appeals to evidence other than 
that of psychopathology to show that 
philosophical statements are not "empiri
cal." In what follows, I shall comment 
upon these points. 3 

1. Miss Ambrose's first reason for say
ing that philosophical statements are not 
empirical is that they are not based 
upon empirical evidence; the philosopher 
"has no laboratory, no experiments figure 
in his demonstrations or refutations, he 
cannot claim to closer observation of phe
nomena than other folk." Yet philosophers 
very often do appeal to evidence. In books 

•I have discussed other aspects of this ques
tion in "Philosophers and Ordinary Language," 
The Philosophical Review, LX (1951), 317-328. 
[Editor's note: Reprinted below at pp. 175-82.] 
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on ethics, for example, we find reference to 
anthropological facts, e.g., the similarities 
and differences of ethical preferences and 
customs among different peoples; or to 
psychological facts, e.g., facts about moti
vation; or to autobiographical facts con
cerning the preferences of the authors. In 
books on epistemology, we are reminded 
that light takes time to travel, that stars 
sometimes cease to exist, that straight 
sticks often appear bent, that people some
times have hallucinations and make mis
takes, that things look yellowish to people 
who have jaundice. In books on meta
physics, we may read about molecules, or 
about evolution, or about the functioning 
of the brain and nervous system. It may be 
agreed that such facts as these are not the 
discoveries of philosophers; the philoso
pher may become aware of them by study
ing psychology or physics or some other 
branch of knowledge. Or, as Peirce em
phasized, the philosopher may appeal to 
"those observations which every person 
can make in every hour of his waking life"; 
G. E. Moore, for example, appealed to this 
sort of observation when he showed his 
audience that he had a hand.4 "The obser
vational part of philosophy," Peirce said, 
"is a simple business, compared, for ex
ample, with that of anatomy or biography, 
or any other special science." 5 Miss Am
brose's point may be that the facts to which 
the philosopher appeals for his evidence 
are generally accessible; but this itself is 
hardly ground for saying that his conclu
sions are not factual. 

2. I feel certain that Miss Ambrose 
would have the discussion turn, at this 
point, upon the second of her three rea
sons for supposing that philosophy is not 
empirical or factual. The second reason is 
that "philosophic disputants come to oppo
site conclusions although the same facts 
are available to them and no further fact 
can decide betwixt them; i.e., their dis-

'C. S. Peirce, Collected Papers, l.126. G. E. 
Moore, "Proof of an External World" (British 
Academy Annual Philosophical Lecture, 1939). 

•Op. cit., l.133. 

pute cannot, even theoretically, be settled 
by recourse to any sort of matter of fact." 
An example is the dispute over the propo
sition, "Universals exist." Miss Ambrose 
formulates the point in a way which may 
seem question-begging, for the philosopher 
may reply, "The matter of fact which 
would decide our dispute is the fact that 
universals exist, or the fact that they don't 
exist." But I think Miss Ambrose would 
hold that facts pertaining to the existence 
or non-existence of universals are not the 
sort of facts which she has in mind when 
she speaks of certain facts as being "avail
able." Although she does not discuss her 
use of the term "available," I think we may 
safely re-express her point by using the 
term "experience." Thus we might say that 
the philosophical dispute "cannot, even 
theoretically, be settled by recourse to any 
experience," or better, that the conflicting 
philosophical statements are statements 
whose truth or falsity "cannot, even theo
retically, be determined by recourse to any 
experience." And this can be expressed 
more briefly simply by saying that the 
philosophical statements are statements 
which are not verifiable. Let us interpret 
Miss Ambrose's second argument, then, as 
involving two points: (a) philosophical 
statements, unlike scientific statements, are 
not verifiable; and (b) if a statement is not 
verifiable it cannot be factual. 

(a) How are we to show that philo
sophical statements, unlike those of sci
ence, are not verifiable? The critics of early 
logical positivism, it will be recalled, had 
pointed out that the term "verifiable" is 
used in a number of different ways and that 
it is difficult to formulate a criterion of 
verifiability which will enable us to make 
the desired distinction between philosophi
cal and scientific statements. Thus it may 
be easy to formulate a criterion of veri
fiability which allows us to say that the 
statements of science and common sense 
are verifiable. And it is easy enough to 
formulate a criterion of verifiability which 
allows us to say that the statements of 
philosophy or metaphysics are not verifi-



158 RODERICK CHISHOLM 

able. But I think it is safe to say that no 
one has yet succeeded in formulating a cri
terion of verifiability which will allow us 
to say both that the statements of science 
and common sense are verifiable and that 
those of philosophy or metaphysics are not 
verifiable.' If this is so, then Miss Am
brose's second reason for saying that 
philosophical statements are not factual is, 
at least at present, problematic, for it 
seems to presuppose that such a criterion 
is already at hand. 

(b) But suppose we should be able to 
show that philosophical statements are un
verifiable, in the desired sense. Would it 
follow that they are not f actuan What if, 
as is likely, the philosopher continues to 
hold that they are factual and we find our
selves in disagreement over the question, 
"Are unverifiable statements factual?" I 
think that this disagreement, into which 
we would be led by Miss Ambrose's con
tention, may be exactly the sort of dispute 
she has in mind. It concerns the kind of 
question that Cardinal Mercier called 
criteriological.1 Let us recall, briefly, the 
peculiarities of this kind of question. 

Suppose, to use an example from an
other field, two psychologists cannot agree 
that a certain man is intelligent. If they 
have a common criterion of intelligence, 
probably they can resolve their dispute by 
examining him. And if they disagree con-

•Compare C. G. Hempel, 'The Empiricist 
Criterion of Meaning," Revue Internationale de 
Philosophie, Quatrieme Annee, N° 11 (1950), 
41-63; A. J. Ayer, Language, Truth, and Logic, 
Second Edition, pp. 11-16; Alonzo "Church, re
view of same, Journal of Symbolic Logic, XIV 
(1949), 52-53; R. M. Blake, "Can Speculative 
Philosophy be Defended?" Philosophical Re
view, Lii (1943 ), 127-134; Karl Popper, Logik 
der Forschung, pp. 21 ff. My remarks above, con
cerning what kinds of statements may be said to 
be "verifiable," could, of course, be re-expressed 
by substituting for the technical term "verifiable" 
some longer expression, such as "capable of be
ing settled by recourse to empirical matters of 
fact." 

'Compare Cardinal Mercier, Criteriologie 
generdle. Compare also A. E. Murphy, "Can 
Speculative Philosophy be Defended?" Philo
sophical Review, Lii ( 1943), 135-143. 

cerning the criterion of intelligence, per
haps they can resolve their dispute by 
noting the characteristics shared by people 
whom both agreed to count as intelligent. 
But if they do not agree either as to who is 
intelligent or as to the criterion of intelli
gence there is little likelihood of settling 
their dispute. Their predicament would be 
similar to that of many philosophers who 
disagree about ethics: they can't agree 
which things are good because they use 
different criteria of goodness and they can't 
work out a common criterion of goodness 
because they can't even reach a prelimi
nary agreement about which things are 
good. Philosophers who disagree about 
what things are to be counted as "ultimate
ly real," or who disagree about what state
ments are to be counted as "meaningless" 
or "making no sense," sometimes reach a 
similar stalemate. One philosopher may 
contend, for example, that the statements 
"Time is unreal" and "A necessary being 
exists" are meaningless (or nonsense, or 
make no sense); another may deny it. They 
find that they employ different criteria of 
nonsense and then seek to work out a com
mon criterion, possibly by generalizing 
from two groups of cases which each will 
agree to count as meaningful and meaning
less respectively.8 But then they learn that 
they can't even agree on these. One wants 
to count "Animals have vital entelechies," 
"There are contingent beings," and other 
such statements, among the meaningful 
cases; otherwise, he argues, the criterion 
will be too narrow. But the other wants to 
leave them out or count them as meaning
less; otherwise, he argues, the criterion 
will be too broad. It is reasonable to sup
pose that, in such a situation, there is little 
hope of coming to terms. Similarly, if phi
losophers find themselves in disagreement 
over Miss Ambrose's contention that un
verifiable statements are not factual, their 
dispute will, in all probability, lead to a 
similar impasse. I have said it may have 

•This is the method which Hempel describes, 
loc. cit., p. 60. 
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been just this sort of dispute which led 
Miss Ambrose to say that philosophical 
disputes "cannot, even theoretically, be 
settled by recourse to any sort of matter of 
fact." But there are, of course, many non
philosophical disputes which are of this 
sort; compare our example involving the 
two psychologists. And there are many 
philosophical disputes which are not of 
this sort; for example, those which concern 
such questions as "Is there a necessary 
being?" 

3. Miss Ambrose's third reason for 
holding that philosophical theories are 
not factual or empirical is the following: 
"Certain philosophical theories cannot be 
empirical because they imply the logical 
impossibility of what is patently and unde
niably possible." For example, one of 
Bradley's views entails that the sentence, 
"We walked to the library," is sell-contra
dictory. Concerning this view, Miss Am
brose makes two rather different points. (a) 
The view is obviously false; the sentence is 
not self-contradictory. (b) It is a fact that 
"whatever implies that something is logi
cally impossible cannot itself be factual." 
Of these two points, the first is not relevant 
to our discussion. The second depends 
upon the doctrine that necessary proposi
tions convey "merely verbal information." 
What reason is there for accepting this 
doctrine? 

Miss Ambrose admits that "it ·is simply 
incorrect to say a necessary proposition is 
directly about words." The sentence, 
"Material bodies are extended," does not 
mention any words. But she holds that, in 
knowing and understanding this sentence, 
one knows a verbal fact - viz., that the 
phrase "unextended material bodies" has 
no descriptive use. She also admits that, in 
knowing and understanding the contingent 
sentence, "There are no white crows," one 
could similarly be said to know and under
stand a verbal fact, viz., that the phrase 
"white crow" has no application. And, by 
similar reasoning, I suppose, one could 
show that any sentence conveys a verbal 
fact. The sentence, "There are tigers in 

India," conveys that the word "tiger" has 
an application and that some of the things 
it applies to live in a place designated by 
the word "India"; the sentence, "The roof 
needs repair," conveys that what is desig
nated by the word "roof' needs the opera
tion designated by the word "repair"; and 
so on.9 But Miss Ambrose offers a reason 
for saying that a necessary sentence, unlike 
a contingent one, conveys merely verbal 
information. She states this as follows, 
using the examples "There are no white 
crows" and "There are no unextended ma
terial bodies": 

. . . in knowing that the one sentence ex
presses something contingently true, one 
knows that "white crows" has in our language 
a descriptive use and the non-verbal fact that 
it applies to nothing; while, in knowing that 
the other expresses something necessarily 
true, one knows that "unextended material 
bodies" has no descriptive use and one need 
know no non-verbal fact to know that what 
the sentence expresses is true. Knowing the 
verbal fact is sufficient for knowing a truth
value; there is no further fact to know. And 
this I take as grounds for holding that what 
a necessary proposition conveys is merely 
verbal information. 

The cogency of this argument depends, 
therefore, upon the manner in which Miss 
Ambrose's technical terms "descriptive 
use" and "application" are to be distin
guished. If, for example, the term "descrip
tive use" were defined by making use of 
the concepts of necessity or contingency 
(e.g., "A phrase may be said to have a 
descriptive use if and only if there could 
be something to which it would apply"), 
Miss Ambrose's argument would hardly 
be conclusive. But she has provided us 
with no definition or explication of this 
important term. I think it is fair to con
clude, therefore, that until she tells us what 
she means by "descriptive use" she cannot 
be said to have shown that "what a neces
sary proposition conveys is merely verbal 
information." 

•Compare C. J. Ducasse, Philosophy as a Sci
ence, pp. 9.~-103. 
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JAMES W. CORNMAN 

LANGUAGE AND ONTOLOGY 

Generally, ontology has been thought to 
be the theory or study of the nature of be
ing - or, to use more modem terminology, 
the study of what kinds of entities are basic. 
Traditionally, it has been thought that 
ontology is the job of the metaphysician 
who sits pondering about reality. In some 
quarters, however, the current conception 
of ontology is quite different; although it 
is still thought to be concerned with the 
question of what there is, as conceived by 
some it is the work of the scientists rather 
than the philosophers which has ontologi
cal implications. Indeed, the correct sci
entific theory states what essentially there 
is, e.g., elementary particles such as elec
trons, protons, and photons. On this view, 
each scientific theory, whether correct or 
not, is committed to some position about 
what is ontologically basic. The philoso
pher deals only with the logical analysis of 
language, i.e., with the analysis of relations 
among certain expressions of languages, 
which has little or no significance for ontol
ogy. Others, however, have still another 
view of ontology. They claim that although 
logical analysis is the sole domain of the 
philosopher, it is still he who engages in 
ontology, because given a theory, scientific 

An abridged and revised version of a paper 
first published in The Australasian Journal of 
Philosophy, XLI (1963 ), 291-305, used by per
mission of the author and the editor. 

Editor's note: I am most grateful to Professor 
Cornman for having consented to shorten his 
article in order to make it possible for me to 
include it in this volume. 

or otherwise, then merely by getting the 
logical relationships among the expres
sions of the theory correctly characterized, 
we can arrive at the ontological position to 
which the theory is committed. Thus, on 
this view not only the scientist but also the 
man on the street is ontologically com
mitted to some position, although he re
quires the help of the linguistic analyst to 
discover what his position is. 

It is my view that both of these "con
temporary" views of ontology are mis
guided, because no ontological position 
follows from the work of either the sci
entist or the analytic philosopher. I shall 
attempt to show that what ontologically 
commits the holder of a particular theory, 
or the user of a certain form of discourse, 
is the theory of linguistic reference that he 
maintains, i.e., his theory about which ex
pressions refer and to what they refer. 
Furthermore, since philosophers, rather 
than scientists and other non-philosophers, 
are concerned with theories of reference, 
only philosophers engage in ontology. 
And since a theory of reference is not a 
subject matter of logic (either formal or 
informal), philosophers who do logical 
analysis are not doing ontology. 

In order to show that the two "contem
porary" views of ontology are wrong I 
wish to establish two points. First, I wish 
to show that there are senses of 'refer' for 
which it is true to say that an expression 
is a referring expression but that we are 
not entitled to infer from this that anything 

160 
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exists in any sense of 'exist'. This is a vital 
point for if there were no such sense of 
'refer', then, as will be shown, we would be 
ontologically committed merely by our 
language and apparently committed to 
some very queer things. As a consequence 
ontology would be merely a linguistic con
cern, one of the views I am trying to refute. 
To develop this point I shall first distin
guish several senses of 'refer' and then use 
Quine's development of a similar point in 
"On What There Is" 1 to show that al
though certain expressions can be substit
uends for the variable x in " 'x' refers to 
q" it does not follow from this that any
thing exists. 

Second, I wish to show that even for 
that sense of 'refer' for which we can infer 
from "'p' refers to q" that something 
exists, we are ontologically committed to 
whatever it is that 'p' refers to, but not to 
any particular ontological view about 
what it is that 'p' refers to. To find what 
that is, what ontological position we are 
committed to, requires in addition a theory 
of reference. Here I shall be attacking 
some things said by Quine. 

This second point is also essential to my 
purposes because unless this point is cor
rect not only is at least one of the two "con
temporary" views of ontology correct, but 
also certain ontological positions are self
defeating. To see this, consider the follow
ing ontological theory concerning the 
mind-body problem. This theory as held 
by J. J. C. Smart states that what sensa
tion-expressions really refer to are certain 
brain-processes rather than sensations, al
though no sensation-expressions mean the 
same as any brain-process-expression.2 

Furthermore, the theory does not deny that 
either "There are sensations" or "There 
are brain-processes" is true. But if it is 

'W. V. Quine, From a Logical Point of View 
(Cambridge, Massachusetts: 1961), pp. 1-19. 

'See J. J. Smart, "Sensations and Brain Proc
esses," The Philosophical Review, LXVIII 
( 1959); and my paper "The Identity of Mind 
and Body," The Journal of Philosophy, LIX 
(1962). 

legitimate to infer from the truth of these 
sentences that we are ontologically com
mitted to both brain-processes and sensa
tions, as it would be on both "contempo
rary" views of ontology, then this theory 
is indeed ontologically committed to sen
sations, i.e., committed to the view that 
sensations are ontologically basic. But this 
is just what the theory denies, because it 
is the view that even though sensation
expressions denote, we are ontologically 
committed to brain-processes but not to 
sensations. Thus this theory, if the above 
move is legitimate, is surely in a paradoxi
cal situation because it would be ontologi
cally committed to sensations while at the 
same time denying that anyone is so com
mitted. 

In order to establish the first point, I 
must first distinguish among certain senses 
of 'refer' so that we can work with just the 
sense or senses relevant to ontological 
commitment and the problems we are try
ing to solve. To do so let us consider the 
words 'Alaska', 'Pegasus', and 'loud'. For 
each of these words the following sen
tences seem, at least before undergoing 
philosophical scrutiny, to be true: "The 
word 'Alaska' refers to the largest state 
of the United States," "The word 'Pegasus' 
refers to the winged horse captured by 
Bellerophon," and "The word 'loud' re
fers to a property of things." Thus each of 
these words seems to be a substituend for 
x in "'x' refers toy." Yet there also seem 
to be differences relevant to reference 
among these words. 'Alaska' and 'Pegasus' 
seem to be substituends for x in "What 'x' 
refers to exists." However, 'loud' is not 
such a substituend because such sub
stituends are nouns and 'loud' is not a 
noun. Furthermore, when 'Alaska' is sub
stituted for x the resulting sentence is true, 
but when 'Pegasus' is substituted the sen
tence is false, for at least one sense of 
'exist'. 

To distinguish these three differences let 
us say that a linguistic expression refers 1 

if and only if it is a substituend for x in" 'x' 
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refers to y"; a linguistic expression refers 2 

if and only if it is a substituend for x in 
"What 'x' refers to exists"; and a linguistic 
expression refers 3 if and only if when it is 
a substituend for x in "What 'x' refers to 
exists" the resulting sentence is true. Ex
pressions that refer 2 are commonly called 
denoting expressions and those that refer 8 

are denoting expressions that denote some
thing. 

It is obvious, I think, that the only sense 
of 'refer' which is relevant to ontological 
commitment is 'refer 3' because it would 
seem that we should be ontologically com
mitted to something only if a sentence 
of the form "What 'p' refers to exists" 
is true. That is, it seems that only in 
the case in which an expression de
notes do we have any right to infer that 
something exists. It would seem, then, that 
there are senses of 'refer' for which we are 
not entitled to infer from the truth of sen
tences of the form " 'x' refers to y" that 
something exists. However, this may not be 
true. Someone might argue in a Meinon
gian way that because a certain expression 
refers in at least one sense, it is legitimate 
to infer that what it refers to exists in at 
least some sense. We must prove that there 
are no grounds for such a view because if 
we cannot then there will be a very good 
sense in which it will be true to say that a 
language ontologically commits its users. 
This would be true because for certain 
senses of 'refer' expressions of the form "'x' 
refers to x" are surely true. Thus, for exam
ple, the expression "'Pegasus' refers1 to 
Pegasus" and the expression " 'the number 
two' refers 1 to the number two" both seem 
to be true. If we are entitled to infer from 
the truth of these statements that what 
'Pegasus' refers to and what 'the number 
two' refers to exist, we will be ontologically 
committed to the existence of certain things 
just on the basis of the truth of referring 1 
statements. In this way we could prove 
that all sorts of strange things exist. What 
this view in its most extreme form amounts 
to is a claim that any expression which 
refers in some sense also denotes or names 

something. What I must do here is to show 
that there is no reason to think that we 
are ontologically committed to anything by 
any sense of referring except referring s, 
i.e., denoting. Then I shall show that even 
for referring 3 we are not ontologically 
committed to any view of what it is that 
is denoted by any expression. 

The argument I wish to refute, which is, 
I believe, the only argument put forth to 
substantiate the view that if an expression 
refers in any sense, what it refers to exists, 
goes as follows: Although for one sense of 
'exist' the sentence "What 'Pegasus' refers 
to exists" is false there must be some other 
sense of 'exist' for which that sentence is 
true. For, even if "What 'Pegasus' refers 
to exists" is false (for one sense of 'exist'), 
what 'Pegasus' refers to must exist (in 
some other sense of 'exist') because even 
when we deny that what 'Pegasus' refers 
to exists we are talking about or referring 
to what 'Pegasus' refers to and there must 
be something we are talking about or re
ferring to. Thus what 'Pegasus' refers to 
must exist (for some sense of 'exist'). To 
show that this argument has no force I 
shall, as Quine does, employ the method 
developed by Russell in "On Denoting." 8 

Using Russell's technique we can trans
late "What 'Pegasus' refers to exists" as 
follows: "At least one thing that exists is 
referred to by 'Pegasus' and there exists no 
more than one thing referred to by 'Pega
sus'." On this translation the sentence is 
false. Should we still infer that what 'Pega
sus' refers to exists (in some sense)? I think 
not on the basis of the reason given above 
and I can find no other. On this translation 
the sentence is false because the first con
junct is false. But if that is false then "Each 
thing that exists is not referred to by 'Pega
sus' " is true. But we can.not infer from 
the truth of this sentence that what 'Pega
sus' refers to exists for the above reason, 
because this sentence does not use the ex-

•See B. Russell, "On Denoting," in Readings 
in Philosophical Analysis (New York, 1949), pp. 
103-115. 
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pression "what 'Pegasus' refers to" and 
therefore there is no reason to suppose 
that in uttering the sentence we are talking 
about or referring to what 'Pegasus' refers 
to. Rather we would seem to be referring 
to each thing that exists and denying that 
'Pegasus' refers to any of these things. 

It seems, then, that there is no reason 
to suppose that an expression, 'p', denotes 
anything unless that sentence "What 'p' 
refers to exists" is true for all senses of 
'exist', or, better, for the usual sense of 
'exist' since the other "odd" senses seem 
to be needed if and only if the argument we 
have destroyed is sound. Thus there is no 
reason to conclude that what 'Pegasus' re
fers to exists merely because the sentence 
"What 'Pegasus' refers to exists" is mean
ingful. Thus we have established the first 
point. I shall now proceed to the second. 

What I wish to show now is that even 
for that sense of 'refer' for which we can 
infer from " 'p' refers to q" that something 
exists, i.e., 'refer 3', we are only ontologi
cally committed to what 'p' refers to, what
ever it is, but not to any particular view of 
what that is. No matter what the language 
is, the users of that language are not com
mitted to any particular ontological posi
tions merely because an expression of that 
language denotes. What is necessary, in 
addition, is some theory about what the 
expression denotes. However, some phi
losophers have denied this. Quine, for ex
ample, sometimes says things which imply 
that no such theory is necessary, such as: 

We find philosophers allowing themselves not 
only abstract terms but even pretty unmis
table quantifications over abstract objects 
("There are concepts with which ... ," 
" ... some of which propositions ... ," 
" ... there is something that he doubts or 
believes"), and still blandly disavowing with
in the paragraph, any claim that there are 
such objects. 4 

The philosophers who assert sentences 
containing the phrases mentioned in the 

'W. V. Quine, Word and Object (New York, 
1960), p. 241. 

above quotation surely, as Quine says, use 
abstract terms, and what is more, at least 
imply that they are substituends for vari
ables. But the inference from a premise 
concerning commitments to the use of cer
tain terms as substituends for variables to 
the conclusion that we are ontologically 
committed to certain entities as the values 
of those variables is surely not legitimate 
without an additional premise concerning 
the reference of the substituends. 

In order to show that this additional 
premise is necessary and, at the same time, 
to establish the second of the two points 
I am trying to make, I wish to examine the 
criteria for ontological commitment im
plicit in the two views about ontology that 
I wish to refute. One of these criteria is 
as follows: 

A theory, T, is ontologically committed to an 
entity, E, if and only if "E exists" or some 
statement which implies "E" eitists" (e.g., 
"What 'E' refers to exists") is used to make 
one of the affirmations of T. 

If this is the correct criterion then it follows 
that if an expression 'E' refers a, we are 
ontologically committed to E. Thus a sci
entific theory, or any other kind Of theory, 
is ontologically committed to B merely be
cause one of its assertions is or implies "E 
exists." This is the first of the two positions 
I wish to refute. Furthermore such a crite
rion would justify Quine's claim that those 
who assert sentences such as "There are 
concepts with which ... " are ontologi
cally committed to concepts and thereby 
to abstract entities. 

But is this criterion correct? Let us ex
amine it. To find the mistake in this crite
rion we need only remember the method 
of avoiding an ontological commitment to 
Pegasus considered earlier in the paper. 
There I utilized Russell's theory of de
scriptions to show that an assertion con
taining a term which seemingly denotes 
Pegasus could be paraphrased in such a 
way that there is no reason to think that 
there was any such reference to Pegasus. 
We can generalize this point, as does 
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Quine, by saying that in any case where 
we can paraphrase a statement such as "E 
exists" so that there is no reason to think 
that there is any reference to E, we are not 
ontologically committed to E. There is, 
then, at least one way to avoid the charge 
that we are ontologically committed to an 
entity, E, even when we assert "E exists" 
or some statement which implies "E ex
ists." For example, if I assert "The average 
American family has 1.2 cars," then on 
the above criterion I am ontologically com
mitted to an entity, the average American 
family, because the assertion implies 
"There is something which is the average 
American family." However, we can para
phrase this sentence as "The number of 
family-run cars in the United States di
vided by the number of American families 
equals 1.2," in which the phrase 'the aver
age American family' does not occur. Thus 
there is no reason to think I am referring 
to the average American family when I 
assert the sentence and, as a result, no 
reason to think I am ontologically com
mitted to the average American family. 

Thus this first criterion will not do. It 
would ontologically commit us to more 
entities than there is any reason to think 
we should be committed to. It follows from 
this that the view about ontology which 
states that a theory, scientific or otherwise, 
is ontologically committed to an entity 
merely because one of its assertions is or 
implies a sentence such as "E exists" is 
mistaken. However, Quine's claim, which 
is correct if this criterion is acceptable, 
does not fail because this criterion fails. 
He stresses the importance of paraphras
ing. We must stress it also if we are to find 
some way to avoid the problems of the 
above criterion. We are ontologically com
mitted to entities not in all cases in which 
we do assert or imply a sentence of the 
form "x exists" but perhaps only in those 
cases in which we must assert, i.e., cannot 
avoid asserting, a sentence which is of that 
form or which implies one of that form 
in order to say what we wish to say. 

Let us now examine a criterion which 

accounts for this point. It would be ex
pressed as follows: 

A theory, T, is ontologically committed to an 
entity, E, if and only if "E exists" or some 
statement which implies "E exists" must be 
used to make one of the assertions of T.~ 

If this criterion is correct then the onto
logical commitments of a theory don't 
follow merely from the assertions of the 
theory, but from those assertions which 
contain referring expressions the logical 
analyst cannot paraphrase away. Thus this 
is the criterion implicit in the second of 
the two contemporary views about ontol
ogy which I wish to refute. It is also a cri
terion which justifies Quine's claim con
cerning 'concepts' and abstract entities. 

Let us now examine the criterion. If we 
work with the English language one prob
lem becomes immediately apparent. Con
sider the following assertion: "Hesperus 
exists." It seems that any theory which 
makes that assertion would be ontologi
cally committed to at least one astronom
ical body. But this is not so if we adopt the 
presently discussed criterion. Since both 
'Venus' and 'Phosphorus' refer to the same 
entity as 'Hesperus,' it is false that "Hes
perus exists" or any statement which im
plies "Hesperus exists" must be used to 
make any affirmation of any theory.6 

Either "Phosphorus exists" or "Venus ex
ists" would do equally as well. Therefore 
in this case, as in any other in which there 
is in a language more than one non-syn
onymous term to refer to the same entity, 
no theory would have any ontological com
mitments. This surely is mistaken. Unlike 
the previously examined criterion, this one 
would not ontologically commit us to as 

•See W. Alston, "Ontological Commitments," 
Philosophical Studies, IX ( 1958), for a criterion 
of this kind. 

•I assume here that the implication is logical. 
For this my objections hold. If the implication is 
extensional then my objection will not hold. 
However, in that case, to establish such an impli
cation requires some consideration of the refer
ence of the relevant expressions, which is one of 
the points I am trying to make. 
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many entities as it seems we should be 
committed to. 

Is there any way to correct this second 
criterion to avoid the above problem? I 
believe that any correction that will work 
must at least add to the disjunction on the 
right side of the criterion a disjunct such 
as "or some expression which refers to the 
same entity as 'E'." More than this addi
tion is needed to avoid all the problems 
such a criterion faces, but it is, I believe, 
necessary to avoid the above problem. And 
if it is a necessary addition then one of my 
claims is established, i.e., a premise con
cerning linguistic reference is essential to 
make the inference from what is asserted 
to a conclusion about ontological com
mitments. But more of this later. What is 
important to emphasize here is that at 
least for a language such as English neither 
of the two criteria discussed above is cor
rect. 

However, the above conclusion may 
bother no one who accepts either of the 
two criteria we have discussed. He might 
well say that the problems arise not be
cause there is something wrong with the 
criteria but because there is something 
wrong with the English language as ordi
narily used. If a language were such that 
there was in that language one and only 
one expression to denote each entity, then 
the users of that language would be com
mitted to use one particular expression to 
denote each thing they wish to talk about. 
Thus for this language no additional prem
ise about linguistic reference would be 
needed to infer validly from assertions to 
ontological commitments. We could in 
such a language read off a theory's onto
logical commitments directly from its as
sertions. For such an "ideal" language, 
then, both of the above criteria would 
work. 7 But should we infer from this that 
in this case a theory of reference is un-

'See B. Russell in his introduction to Trac
tatus Logico-Philosophicus by L. Wittgenstein 
(London, 1958), p. 9, for a discussion of such 
an "ideal" language. 

necessary for the criteria which apply? 
Let us see. 

Suppose that someone constructed or 
discovered a language, S, which he claimed 
was "ideal." Suppose further that this 
language contained both sensation-ex
pressions and brain-process-expressions. 
Should we conclude that, at least for S, 
Smart's identity thesis is wrong and that 
we are ontologically committed to both 
brain-processes and sensations, or should 
we conclude that S is not "ideal"? Or sup
pose that S contained brain-process-ex
pressions but not sensation-expressions. 
Should we conclude that sensation-expres
sions are unnecessary for an "ideal" lan
guage, or would we conclude that S is not 
"ideal"? In neither case would we know 
what to conclude unless the "inventor" or 
"discoverer" established his claim about S. 
But how could he do this? 

First, he would have to show that what 
I shall call, modifying one of Ryle's 
phrases, the 'Fido' - Fido theory of refer
ence applies to all the denoting expres
sions of S. That is, he could only establish 
that S is the kind of ideal language he 
claims it is by showing that for any de
noting expressions of S, e.g., 'q', the sen
tence " 'q' denotes q" is true but for any 
other denoting expression not synonymous 
with 'q', e.g., 'p', the sentence " 'p' denotes 
q" is false. If this 'Fido' - Fido theory of 
reference were true of S, then if an expres
sion 'p' denotes something, it could denote 
only one thing, p, and thus we would be 
ontologically committed to p if we asserted 
"p exists." Secondly, he would have to 
show that those denoting expressions of 
other languages which denote but which 
are not in S, denote some entity which is 
denoted by some denoting expressions 
which are in S. 

It is then necessary, in order to justify 
a claim that a language is "ideal," to show 
that one particular theory of reference 
applies to the language, i.e., the 'Fido' -
Fido theory of reference. From this we can 
conclude that for the purposes of ontology 
there is no essential difference between an 
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"ideal" language such as S, and a "non
ideal" language such as ordinary English. 
In both cases some premise about the 
reference of expressions of the language 
is needed in order to draw conclusions 
about ontological commitments. The only 
difference is that whereas in the latter case 
the premise concerning linguistic reference 
is needed to justify the inference from as
sertions to ontological commitments, in 
the former case it is needed to justify the 
claim that the language in which the as
sertions are made is "ideal." Thus some
where or other such a premise is necessary 
for any inference from language to onto
logical commitments. 

The consequences of the above con
clusion for the matters with which we are 
presently concerned are twofold. First, 
neither of the two "contemporary" criteria 
of ontological commitment are by them
selves correct. Both at least require in ad
dition some theory of reference. Secondly, 
Quine cannot justify his claim that those 
who assert "There are concepts with 
which . . ." are ontologically committed 
to abstract entities unless he justifies the 
'Fido' - Fido theory of reference, be
cause only if at least one of the two "con
temporary" criteria is by itself sufficient, 
is his inference valid without an additional 
premise about linguistic reference. But 
we have just seen that neither criterion is 
sufficient. Thus Quine's claim is no better 
substantiated than the claim of his "Mein
ongian" opponent, because both require 
what neither has substantiated: the 'Fido' 
- Fido theory of reference, a theory 
which is no more obviously correct for one 
language than for any other. In fact, for 
English as ordinarily used, it is surely in
correct, as we can see if we remember that 
'Hesperus', 'Phosphorus', and 'Venus' all 
denote the same entity. Thus, whether it 
is true of any particular language is at 
least debatable. 

We are now, I think, ready to draw 
some final conclusions. As we have seen, 
the possibility of inconsistency in certain 
ontological positions arises because these 

positions condone assertions such as "£ 
exists," yet deny any ontological commit
ment to E. One such position, previously 
mentioned, is Smart's version of the Iden 
tity Theory, which agrees that assertions 
such as "There are sensations" are true, 
yet claims that because sensation-expres
sions really refer to brain-processes, we 
are not ontologically committed to sen
sations; that is, sensations are ontologi
cally derivative. We have also seen that 
this position is indeed inconsistent if either 
of the two "contemporary" criteria for 
ontological commitment is correct. But 
since we have found that inferences from 
such assertions to ontological commit
ments are valid only if some premise 
regarding linguistic reference is included, 
we can conclude that theories such as 
Smart's can be consistently held if we are 
careful about which theory of reference we 
adopt. 

The second conclusion is that no onto
logical position follows from the work of 
the scientist or the work of the logical 
analyst. That this is true of the scientist 
can be seen from the fact that the only 
scientific claims relevant to ontology are 
assertions such as "E exists." But since no 
ontological commitments follow from such 
assertions, ontology does not follow from 
the work of the scientist. That no ontologi
cal position follows from the work of the 
logical analyst can be seen from the fact 
that whereas the logical analyst is solely 
concerned with the relationships among 
various linguistic expressions (e.g., he is 
concerned with paraphrasing sentences or 
showing how the functions of certain ex
pressions are different from or similar to 
the functions of other expressions), what 
is necessary for ontology are the relation
ships between linguistic expressions and 
entities. Thus, we can conclude that ontol
ogy is the job of neither the scientist nor 
the analytic philosopher. Whether or not 
we should also conclude from this that 
ontology is a misguided pursuit will not be 
discussed here. I shall only say, briefly and 
dogmatically, that the usual attempts to 
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show that such a pursuit is illegitimate 
because it invokes utterances which are 
neither scientifically verifiable nor ana
lytic, can be justified only by employing 

some particular theory of reference. But 
because employing such a theory is in it
self an ontological pursuit, these attempts 
are self-defeating. 
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WILLARD v. 0. QUINE 

SEMANTIC ASCENT 

This chapter has been centrally oc
cupied with the question what objects to 
recognize. Yet it has treated of words as 
much as its predecessors. Part of our con
cern here has been with the question what 
a theory's commitments to objects consist 
in ( § 49)*, and of course this second-order 
question is about words. But what is note
worthy is that we have talked more of 
words than of objects even when most con
cerned to decide what there really is: what 
objects to admit on our own account. 

This would not have happened if and 
insofar as we had lingered over the ques
tion whether in particular there are wom
bats, or whether there are unicorns. Dis
course about non-linguistic objects would 
have been an excellent medium in which 
to debate those issues. But when the debate 
shifts to whether there are points, miles, 
numbers, attributes, propositions, facts, or 
classes, it takes on an in some sense philo
sophical cast, and straightway we find our
selves talking of words almost to the ex
clusion of the non-linguistic objects under 
debate. 

Carnap has long held that the questions 
of philosophy, when real at all, are ques
tions of language; and the present observa
tion would seem to illustrate his point. He 

Reprinted from Word and Object (Cam
bridge, Massachusetts: The Massachusetts Insti
tute of Technology Press, 1960), pp. 270-76, by 
permission of the author and the publisher. 
(Copyright 1960 by l:he Massachusetts Institute 
of Technology Press.) 

holds that the philosophical questions of 
what there is are questions of how we may 
most conveniently fashion our "linguistic 
framework," and not, as in the case of the 
wombat or unicorn, questions about extra
linguistic reality. 1 He holds that those phil
osophical questions are only apparently 
about sorts of objects, and are really pra'g
matic questions of language policy. 

But why should this be true of the philo
sophical questions and not of theoretical 
questions generally? Such a distinction of 
status is of a piece with the notion of 
analyticity ( § 14), and as little to be 
trusted. After all, theoretical sentences in 
general are defensible only pragmatically; 
we can but assess the structural merits of 
the theory which embraces them along 
with sentences directly conditioned to 
multifarious stimulations. How then can 
Carnap draw a line across this theoretical 
part and hold that the sentences this side 
of the line enjoy non-verbal content or 
meaning in a way that those beyond the 
line do not? His own appeal to conveni
ence of linguistic framework allows prag
matic connections across the line. What 
other sort of connection can be asked any
where, short of direct conditioning to non
verbal stimulations? 

168 

•Editor's note: The section numbers refer to 
previous portions of Word and Object. 

1 Carnap, "Empiricism, semantics, and ontol
ogy. [Editor's note: Reprinted above at pp. 
72-84.] 
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Yet we do recognize a shift from talk of 
objects to talk of words as debate pro
gresses from existence of wombats and 
unicorns to existence of points, miles, 
classes, and the rest. How can we ac
count for this? Amply, I think, by proper 
account of a useful and much used ma
noeuvre which I shall call semantic ascent. 

It is the shift from talk of miles to talk 
of 'mile'. It is what leads from the material 
(inhaltlich) mode into the formal mode, to 
invoke an old terminology of Carnap's. It 
is the shift from talking in certain terms to 
talking about them. It is precisely the shift 
that Carnap thinks of as divesting philo
sophical questions of a deceptive guise and 
setting them forth in their true colors. But 
this tenet of Carnap's is the part that I do 
not accept. Semantic ascent, as I speak of 
it, applies anywhere. 2 'There are wombats 
in Tasmania' might be paraphrased as 
"Wombat' is true of some creatures in 
Tasmania', if there were any point in it. 
But it does happen that semantic ascent is 
more useful in philosophical connections 
than in most, and I think I can explain why. 

Consider what it would be like to debate 
over the existence of miles without as
cending to talk of 'mile'. "Of course there 
are miles. Wherever you have 1760 yards 
you have a mile." "But there are no 
yards either. Only bodies of various 
lengths." "Are the earth and moon sepa
rated by bodies of various lengths?" The 
continuation is lost in a jumble of invective 
and question-begging. When on the other 
hand we ascend to 'mile' and ask which of 
its contexts are useful and for what pur
poses, we can get on; we are no longer 
caught in the toils of our opposed uses. 

The strategy of semantic ascent is that 
it carries the discussion into a domain 
where both parties are better agreed on the 

•In a word, I reject Carnap's doctrine of 
"quasi-syntactic" or "pseudo-object" sentences, 
but accept his distinction between the material 
and the formal mode. See his Logical Syntax, 
§§ 63-64. (It was indeed I, if I may reminisce, 
who in 1934 proposed 'material mode' to him as 
translation of his German.) 

objects (viz., words) and on the main terms 
concerning them. Words, or their inscrip
tions, unlike points, miles, classes, and 
the rest, are tangible objects of the size so 
popular in the marketplace, where men of 
unlike conceptual schemes communicate 
at their best. The strategy is one of ascend
ing to a common part of two fundamen
tally disparate conceptual schemes, the 
better to discuss the disparate foundations. 
No wonder it helps in philosophy. 

But it also figures in the natural sci
ences. Einstein's theory of relativity was 
accepted in consequence not just of reflec
tions on time, light, headlong bodies, and 
the perturbations of Mercury, but of re
flections also on the theory itself, as dis
course, and its simplicity in comparison 
with alternative theories. Its departure 
from classical conceptions of absolute time 
and length is too radical 'o be efficiently 
debated at the level of object talk unaided 
by semantic ascent. The case was similar, 
if in lesser degrees, for the disruptions of 
traditional outlook occasioned by the doc
trines of molecules and electrons. These 
particles come after wombats and uni
corns, and before points and miles, in a 
significant gradation. 

The device of semantic ascent has been 
used much and carefully in axiomatic 
studies in mathematics, for the avoidance, 
again, of question-begging. In axioma
tizing some already familiar theory, geom
etry say, one used to be in danger of 
imagining that he had deduced some 
familiar truth of the theory purely from 
his axioms when actually he had made in
advertent use of further geometrical knowl
edge. As a precaution against this danger. 
a device other than semantic ascent was 
at first resorted to: the device of disinter
pretation. One feigned to understand only 
the logical vocabulary and not the distinc
tive terms of the axiom system concerned. 
This was an effective way of barring in
formation extraneous to the axioms and 
thus limiting one's inferences to what the 
axioms logically implied. The device of 
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disinterpretation had impressive side ef
fects, some good, such as the rise of ab
stract algebra, and some bad, such as the 
notion that in pure mathematics "we never 
kno:w ~ha!_ we 8.!~- tal!cing a!JQut, nqr_ 
w~tl!er w~! w_c:Ju:_e saying is trg_e." 8 At 
any rate, with Frege's achievement of a 
full formalization of logic, an alternative 
and more refined precaution against ques
tion-begging became available to axio
matic studies; and it is a case, precisely, of 
what I am calling semantic ascent. Given 
the deductive apparatus of logic in the 
form of specified operations on notational 
forms, the question whether a given 
formula follows logically from given 
axioms reduces to the question whether 
the specified operations on notational 
forms are capable of leading to that for
mula from the axioms. An affirmative an
swer to such a question can be established 
without disinterpretation, yet without fear 
of circularity, indeed without using the 
terms of the theory at all except to talk 
about them and the operations upon them. 

We must also notice a further reason for 
semantic ascent in philosophy. This further 
reason holds also, and more strikingly, for 
logic; so let us look there first. Most truths 
of elementary logic contain extralogical 
terms; thus 'If all Greeks are men and all 
men are mortal ... '.The main truths of 
physics, in contrast, contain terms of 
physics only. Thus whereas we can ex
pound physics in its full generality without 
semantic ascent, we can expound logic in 
a general way only by talking of forms of 
sentences. The generality wanted in phys
ics can be got by quantifying over non
linguistic objects, while the dimension of 
generality wanted for logic runs crosswise 
to what can be got by such quantification. 
It is a difference in shape of field and not 
in content; the above syllogism about the 

'Russell, Mysticism and Logic and Other Es
Mzys, p. 75. The essay in question dates from 
1901, and happily the aphorism expressed no 
enduring attitude on Russell's part. But the atti
tude expressed has been widespread. 

Greeks need owe its truth no more pecul
iarly to language than other sentences do. 

There are characteristic efforts in phi
losophy, those coping e.g. with perplexi
ties of lion-hunting or believing ( § § 30--
32), that resemble logic in their need of 
semantic ascent as a means of generaliz
ing beyond examples.4 Not that I would 
for a moment deny that when the perplexi
ties about lion-hunting or believing and its 
analogues are cleared up they are cleared 
up by an improved structuring of dis
course; but the same is true of an advance 
in physics. The same is true even though 
the latter restructuring be led up to ( as 
often happens) within discourse of ob
jects, and not by semantic ascent. 

For it is not as though considerations 
of systematic efficacy, broadly pragmatic 
considerations, were operative only when 
we make a semantic ascent and talk of 
theory, and factual considerations of the 
behavior of objects in the world were oper
ative only when we avoid semantic ascent 
and talk within the theory. Considerations 
of systematic efficacy are equally essential 
in both cases; it is just that in the one case 
we voice them and in the other we are 
tacitly guided by them. And considerations 
of the behavior of objects in the world, 
even behavior affecting our sensory sur
faces by contact or radiation, are likewise 
essential in both cases. 

There are two reasons why observation 
is felt to have no such bearing on logic 
and philosophy as it has on theoretical 
physics. One is traceable to misapprehen
sions about semantic ascent. The other is 
traceable to curriculum classifications. 
This latter factor tends likewise to make 
one feel that observation has no such bear
ing on mathematics as it has on theoretical 
physics. Theoretical assertions in physics, 
being terminologically physics, are gener
ally conceded to owe a certain empirical 
content to the physical observations which, 
however indirectly, they help to systema-

' Wi1tgenstein's characteristic style, in his later 
period, consisted in avoiding semantic ascent by 
sticking to the examples. 
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tize, whereas laws of so-called logic and 
mathematics, however useful in systema
tizing physical observations, are not con
sidered to pick up any empirical substance 
thereby. A more reasonable attitude is that 
there are merely variations in degree of 
centrality to the theoretical structure, and 
in degree of relevance to one or another 
set of observations. 

In § 49 I spoke of dodges whereby phi
losophers have thought to enjoy the sys
tematic benefits of abstract objects without 
suffering the objects. There is one more 
such dodge in what I have been inveighing 
against in these last pages: the suggestion 
that the acceptance of such objects is a 
linguistic convention distinct somehow 
from serious views about reality. 

The question what there is is a shared 
concern of philosophy and most other non
fictidn genres. The descriptive answer has 
been\given only in part, but at some length. 
A representative assortment of land 
masses, seas, planets, and stars have been 
individually described in the geography 
and astronomy books, and an occasional 
biped or other middle-sized object in the 
biographies and art books. Description has 
been stepped up by mass production in 
zoology, botany, and mineralogy, where 
things are grouped by similarities and de
scribed collectively. Physics, by more ruth
less abstraction from differences in detail, 
carries mass description farther still. And 
even pure mathematics belongs to the de
scriptive answer to the question what there 
is; for the things about which the question 
asks do not exclude the numbers, classes, 
functions, etc., if such there be, whereof 
pure mathematics treats. 

What distinguishes between the onto
logical philosopher's concern and all this 
is only breadth of categories. Given phys-

ical objects in general, the natural scientist 
is the man to decide about wombats and 
unicorns. Given classes, or whatever other 
broad realm of objects the mathematician 
needs, it is for the mathematician to say 
whether in particular there are any even 
prime numbers or any cubic numbers that 
are sums of pairs of cubic numbers. On 
the other hand it is scrutiny of this uncriti
cal acceptance of the realm of physical 
objects itseli, or of classes, etc., that de
volves upon ontology. Here is the task of 
making explicit what had been tacit, and 
precise what had been vague; of exposing 
and resolving paradoxes, smoothing kinks, 
lopping off vestigial growths, clearing onto
logical slums. 

The philosopher's task differs from the 
others', then, in detail; but in no such dras
tic way as those suppose who imagine for 
the philosopher a vantage point ou~side 
the conceptual scheme that he takes in 
charge. There is no such cosmic exile. J:le 
cannot study and revise the fundamental 
conceptual scheme of science and com
mon sense without having some conceptual 
scheme, whether the same or another no 
less in need of philosophical scrutiny, in 
which to work. He can scrutinize and im
prove the system from within, appealing 
to coherence and simplicity; but this is the 
theoretician's method generally. He has re
course to semantic ascent, but so has the 
scientist. And if the theoretical scientist 
in his remote way is bound to save the 
eventual connections with non-verbal stim
ulation, the philosopher in his remoter way 
is bound to save them too. True, no experi
ment may be expected to settle an onto
logical issue; but this is only because such 
issues are connected with surface irrita
tions in such multifarious ways, through 
such a maze of intervening theory. 
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RODERICK CHISHOLM 

PHILOSOPHERS AND ORDINARY LANGUAGE 

The point of a philosophical symposium 
on ordinary language, I take it, is to discuss 
certain contemporary views about the re
lation between ordinary language and phi
losophy. Among these are: ( 1 ) Jbat many 
apparently important philosophical state
ments "violate" ordinary language in that 
they use it incorrectly; (2) that such state
ments are misleading and often seem com
paratively unimportant when formulated 
correctly; and (3) that "any philosophical 
statement which violates ordinary language 
is false." The first two of these theses seem 
to me to be true, but the third seems to be 
false; accordingly, I shall restrict this paper 
to an examination of the third.1 

The clearest defense of this thesis is to 
be found in Norman Malcolm's important 
paper, "Moore and Ordinary Langua~," 
in Volume IV of the "Library of Living 
Philosophers." Malcolm describes and de
fends what he takes to be G. E. Moore's 
method of defending ordinary language 
"against its philosophical violators." 2 "The 
philosophizing of most of the more impor
tant philosophers," according to Malcolm, 
"has consisted in their more or less subtly 
repudiating ordinary language"; 8 but 
Moore, sensing that "any philosophical 
statement which violates ordinary lan
guage is false," 4 has devised a method of 
refuting such statements. "The essence of 
Moore's technique of refuting philosophi-

Reprinted from The Philosophical Review, 
LX (1951 ), 317-28, by permission of the author 
and the editor. 

cal statements consists in pointing out that 
these statements go against ordinary lan
guage." G Whether this is in fact Moore's 
technique need not concern us. 

Most philosophical views, it seems to 
me, cannot be refuted so easily. My hope, 
in criticizing this paper, which Malcolm 
wrote a number of years ago, is to elicit 
clarification of what is surely one of the 
most significant movements in contempo
rary philosophy. I shall first discuss the 
concept of correctness and then I shall ex
amine two linguistic theories upon which 
Malcolm bases the thesis. 

I 
Let us begin by asking how we would 

show that a philosopher is using language 
incorrectly. Suppose we have found an 
epistemologist who holds that certainty is 
very difficult to attain: he tells us that, al
though people may believe that there is 
furniture in the room or that the earth has 
existed for hundreds of years past, no one 
can be certain that such beliefs are true. 
We might point out to him that people dq 

1 Read at the annual meeting of the American 
Philosophical Association, University of To
ronto, December 27-29, 1950. 

'Norman Malcolm, "Moore and Ordinary 
Language,'' The Philosophy of G. E. Moore, 
Volume IV of The Library of Living Philoso
pherJ. ed. P. A. Schilpp. (Evanston and Chi
cago: Northwestern lJniversny, 1942), p. 124. 
[Editor's note: Reprinted above at pp. 111-24. 
References are to the pagination in this volume.) 

• Ibid., p. 122. 
' Ibid., p. 124. 
•Ibid., p. 113. 
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call such beliefs "certain"; we might go 
on to note that, ordinarily, one would apply 
the word "uncertain" only to beliefs of a 
much more problematic sort, for instance 
to conjectures about the weather; we might 
add that, if anyone were to teach a child 
the meaning of the words "certain" and 
"uncertain," he would never cite as an 
uncertain belief the one about the furni
ture; and so on. This sort of technique, 
which is frequently used, would show that 
the epistemologist disagrees with most peo
ple about the denotation of the word "cer
tain," since he does not apply that word 
to the beliefs to which it is ordinarily ap
plied. But would it show that he is using 
the word incorrectly? To see that it would 
not, let us consider a different case. A 
fifteenth-century geographer might have 
pointed out to Columbus that ordinarily 
people apply the word "flat" and not the 
word "round" to the earth; that they apply 
the word "round" to entities of quite a dif
ferent sort, possibly to peaches and olives; 
that if a man wanted to teach his children 
the meaning of the word "round" he would 
never cite the earth as an example; and so 
on. But, Malcolm holds, this would not 
show that Columbus was using language 
incorrectly, since in this case ordinary peo
ple were making a mistake and Columbus 
was not.6 

If we are thus to distinguish between 
mistaken usage and incorrect usage, we 
need, apparently, some such concept as 

•''There are two ways in which a person may 
be wrong when he makes an empirical statement. 
First he may be making a mistake as to what the 
empirical facts are. Second, he may know all 
right what the empirical facts are, but may use 
the wrong language to describe those facts. We 
might call the first 'being mistaken about the 
facts', and the second 'using incorrect language' 
or 'using improper language' or 'using wrong lan
guage' ... [When people! said that the earth 
was flat, they were wrong. The way in which 
their statement was wrong was that they were 
making a mistake about the facts, not that they 
were using incorrect language; they were using 
perfectly correct language to describe what they 
thought to be the case. In the sense in which 
they said what was wrong, it is perfectly possible 
for everyone to say what is wrong" (ibid., p. 
117). 

that of connotation or intension for de
scribing incorrectness. In the Columbus 
case, where mistaken usage was involved, 
we may assume that the word "round," as 
well as the word "flat," had the same in
tension for each of the persons concerned. 
Thus it is possible to say that the disagree
ment was unlike those which often arise 
because someone uses language incor
rectly. For example, people sometimes ar
gue over the question "Is a whale a fish?" 
and yet seem to be in agreement about the 
properties of whales; usually, in such cases, 
the word "fish" does not have the same 
intension for each of the persons con
cerned. In the whale case, unlike the Co
lumbus case, at least one person is using 
language incorrectly. It is possible, there
fore, that our epistemologist is using the 
word "certain" correctly, even though he 
disagrees with most people concerning its 
denotation. For it may be that, although 
his language is correct, he is mistaken 
about the facts. Or, as he might insist, it 
may be that his language is correct and 
that, as in the Columbus case, ordinary 
people are mistaken about the facts. 7 

To say that someone uses a word cor
rectly, then, is to say, in part at least, that 
it has for him the same intension it has 
for most people. 8 Language as it is ordi
narily used cannot be incorrect since "cor
rect language" is synonymous with "ordi
nary language"; "ordinary language is 
correct language." 9 Thus the principal way 
to find out whether someone is using a 
word incorrectly would be to find out what 
intension the word has for him and 

7 Compare C. A. Campbell, "Common-Sense 
Propositions and Philosophical Paradoxes," Ari.•
totelion Society Proceedings, XLV (1944-1945); 
also Morris Weitz, "Philosophy and the Abuse of 
Language," Journal of Philosophy, XLIV 
(1947), 533-546. 

"The intension of a word, say "horse," for 
some person, might be said to comprise those 
characteristics which it is necessary for him to 
believe an object to have before he will refer to 
it as a "horse" (or apply the word "horse" to it). 
Compare C. I. Lewis, An Analysis of Knowledge 
and Valuation, p. 43. 

•Malcolm, "Moore and Ordinary Language," 
p. 118. 

) 



·' 

PHILOSOPHERS AND ORDINARY LANGUAGE 177 

what it has ordinarily, and then to com
pare intensions.10 It is not enough, then, 
to provide a technique which merely shows 
that the philosopher disagrees with most 
people concerning the denotation of a 
word. 

But when, finally, we have learned that 
a philosopher is using words incorrectly, 
what follows? Suppose the epistemologist 
does use the word "certain" incorrectly; 
he uses it, not as it is ordinarily used, but, 
say, to refer to a type of cognition which 
it would be logically impossible for any 
man to attain. Clearly, when we have 
pointed this out, we have not refuted him. 
To be sure, now that we understand him, 
we are no longer shocked by his statement 
that "certain," in his sense, does not apply 
to beliefs about the furniture. In all proba
bility his statement which formerly seemed 
paradoxical now seems trivial and unin
teresting. But we have not refuted him, 
since we have not shown that what he is 
saying is false. Indeed we now see, what 
we had not seen before, that what he is 
saying is true, since, presumably, our be-

••Malcolm and others have suggested that cor· 
rectness can sometimes be determined without 
elaborate lexicographical investigation. For ex
ample, if we can show that the epistemologist so 
uses "certain" that the ordinary statement "I am 
certain it's raining" is contradictory, his use is 
probably incorrect, since, if Malcolm is right, 
people do not ordinarily make statements which 
are contradictory. A similar short cut is available 
in connection with words which "operate in pairs, 
e.g., 'large' and 'small', 'animate' and 'inanimate', 
'vague' and 'clear', 'certain' and 'probable'. In 
their use in ordinary language a member of a pair 
requires its opposite - for animate is contrasted 
with inanimate, . . ." etc. ("Moore and Ordi
nary Language," p. 121. Compare Alice Am
brose, "Moore's Proof of an External World," 
also in The Philosophy of G. E. Moore.) How
ever, it would be hazardous to suppose, when
ever we find such a pair, that each member 
denotes something. Compare such pairs as "real" 
and "unreal," "possible" and "impossible," "ac
tual" and "fictitious," "angels" and "devils," 
"elect" and "damned." "Creation" and "Crea
tor," "mortals" and "immortals," and so on. 

Some have held that the principal business of 
philosophy is the difficult task of finding out and 
making articulate the ordinary intensions of 
words such as "certain" and the like. Compare 
C. J. Ducasse, Philosophy as a Science. 

liefs about the furniture do not have what 
he calls "certainty." 11 

Malcolm believes, however, that "a phil
osophical statement cannot be paradoxical 
and not be false." 12 We must look further, 
then, if we are to find a technique of refuta
tion. This brings us to the first of the two 
theories mentioned above. 

II 

According to the first theory, "if a phil
osophical statement is paradoxical, that is 
because it asserts the impropriety of an 
ordinary form of speech." 13 The philoso
pher who says "Nothing is certain" may 
seem to be concerned, not with language, 
but with knowledge and belief; according 
to the theory, however, his statements are 
really "disguised linguistic statements." H 

He may not even realize that they are dis
guised; what the philosopher does may be 
"concealed from himself as well as from 
others." 15 And similarly for the other 
paradoxical philosophers: e.g., those who 
deny the reality of space and time; those 
who hold that no material thing exists un
perceived; those who hold that we cannot 
be certain there are other minds; those 
who hold, as Russell does, that we see, not 
external objects, but only parts of our 
brains; and so on. It is important to realize, 
moreover, that this theory is intended to 
apply not merely to those philosophers 
who are out to "entertain, dazzle, and be
wilder the customers"; according to Mal-

11 Compare J. L. Cobitz, ''The Appeal to Ordi· 
nary Language," Analysis, XI ( 1950), 9-11; also 
Norman Malcolr.,, "Certainty and Empirical 
Statements," Mind. U ( 1942), 18-46, esp. p. 25. 
When we show th'at the epistemologist's state
ment is trivial, we may not refute him, but 
possibly we will silence him. One of the more 
important contributions of Malcolm and others 
concerned with correctness has been to show that 
many philosophical statements may be trivialized 
in this way. 

""Moore and Ordinary Language," p. 120. 
13 Ibid. 
"Ibid., p. 116. 
1

• Morris Lazerowitz, "The Existence of Uni
versals," Mind, LV (1946), 1-24; the quotation 
appears on p. 23. 
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colm, "the philosophizing of most of the 
more important philosophers has consisted 
in their more or less subtly repudiating 
ordinary language." 16 Thus, wherever we 
find a philosophy which is really a dis
guised attack upon ordinary language, we 
have only to remove the disguise and refute 
the philosophy (if it is false) by purely lin
guistic considerations. 

This technique evidently involves three 
steps, each of them very doubtful, it seems 
to me. ( 1) First we show that the philo
sophical statement is not an "empirical 
statement," that it does not concern the 
"empirical facts." (2) From this it will 
follow, according to the theory, that the 
philosopher is really trying to tell us some
thing about language. ( 3) Then, with 
the philosopher's disguise thus removed, 
an easy refutation is at hand. 

(1) What does it mean to say, of a state
ment, that it does not concern the "em
pirical facts"? No meaning is provided for 
the technical term "empirical" (or "empiri
cal facts"), and it seems to be used in a 
number of different ways. 

When Malcolm says that a philosopher's 
statement is not empirical, he usually 
means that, in the (incorrect) sense in 
which the philosopher interprets his state
ment, its denial is contradictory. In other 
words, in the (incorrect) language the 
philosopher uses, his paradoxical state
ments are necessary. And Malcolm has 
shown with considerable care and in
genuity that many philosophical state
ments are nonempirical in this sense; 
among these are many statements which 
have been made about certainty.17 But 
it is very difficult to see the justifica-

11 Moore and Ordinary Language," p. 122 
(my italics). Malcolm holds, consistently, that 
the deniab of the paradoxical philosophies -
Moore's defence of common sense, for example 
- are also disguised linguistic statements. But 
these assert the "propriety" rather than the "im
propriety" of ordinary language. 

11 See Malcolm's "Certainty and Empirical 
Statements"; also his "The Verification Argu
ment," Philosophical Analysis, ed. Max Black 
(Ithaca, New York: Cornell University Press, 
1950). 

tion for saving, as our theory would 
require, that all of the paradoxical state
ments of philosophy are statements which 
in the language of the philosophers are 
necessary. After all, for every paradoxical 
philosophical statement which is neces
sary, in a philosopher's language, we can 
find a variant of it, equally paradoxical, 
which is not necessary in that language. 
Suppose, for example, our philosopher 
uses "know" (incorrectly) to describe a 
type of cognition which one can have only 
of one's own experience. Then he may say, 
for example, "No one can know the con
tent of anyone else's experience," and this 
paradoxical statement, let us assume, will 
tum out to be necessary, in his language. 
But suppose " Jones is other than his gro
cer" is not necessary in that language. 
Then the paradoxical statement "Jones 
can never know the content of his grocer's 
mind" will not be necessary; hence we will 
have a paradoxical philosophical statement 
which is yet empirical, on the present 
account. 

The other possible meanings of "em
pirical" do not fare much better. We might, 
for example, interpret it to mean the same 
as "capable of being supported by evi
dence." 15 But in this sense probably all 
of the paradoxical statements cited are 
empirical, since each is supported by some 
evidence, however inadequate; the episte
mologist reminds us that people do make 
mistakes, even when they feel certain; Rus
sell reminds us of the speed of light, its 
effect in the brain, and so on.19 And, if we 
take the term "empirical" even more nar
rowly to mean, say, "translatable into a 

"'In "Certainty and Empirical Statements" 
Malcolm seems to interpret "empirical" this way; 
cf. p. 20. In that paper he seems also to use "em
pirical statements" synonymously with "state
ment which makes sense"; cf. p. 33. The expres
sion "making sense," of course, involves the 
same difficulties as does "empirical." 

"Whether the evidence is good, is another 
point. Malcolm has pointed out, in fact, that it is 
not very good. See "Certainty and Empirical 
Statements," p. 42. On this point, compare Ralph 
M. Blake, "Can Speculative Philosophy be De
fended?" Philosophical Review, Ul ( 1943), 
127-134. 
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phenomenalistic language," perhaps we 
can show that none of the statements cited 
is empirical; but now the problem is to 
show that the ordinary statements of sci
ence and common sense are empirical, in 
this narrow sense. In short, the success of 
the program we are discussing will depend 
upon showing that there is a sense of the 
term "empirical" attributable to the state
ments of common sense and the sciences 
and not to those of the paradoxical phi
losophers. The difficulty of the program is 
not lessened, of course, if for the technical 
term "empirical".we substitute some other, 
say "factual" or «informational," or some 
combination, such as "conveying infor
mation about empirical matters of fact." 

(2) The second general problem is that 
of showing that the disputes, instigated by 
paradoxical philosophers, are really . lin
guistic. If we do find that a philosophical 
dispute does not concern the "empirical 
facts" (in some significant sense), may we 
conclude that the disputants therefore dis
agree about "what language shall be used 
to describe those facts?" It seems clear to 
me that we cannot. Even in the whale 
case, the most we have a right to con
clude is that people use language differ
ently and mistakenly believe that they are 
in disagreement about the facts. From the 
fact that they use words differently, it does 
not at all follow that they have different 
beliefs concerning which use is more 
nearly correct. Possibly, like people who 
use different regional accents, they have 
no beliefs about the correctness or other 
virtues of their different uses. Nor does it 
even follow that they have what Stevenson 
calls a disagreement in attitude concern
ing their respective uses; they might be 
people who are tolerant linguistically. Of 
course it may be, as is often intimated, that 
the linguistic difference is symptomatic of 
some significant subconscious disagree
ment. And some philosophers (though not 
Malcolm, so far as I know) are interested 
in speculating about the motives other phi
losophers may have for using one locution 

rather than another.20 But the most a psy
chiatrist could tell us about our problem 
is that a philosopher might say one thing, 
while wishing, subconsciously or other
wise, for something else, possibly wishing 
that he were saying something else. But it 
would be incorrect to describe this fact by 
saying that the philosopher is "really as
serting" the something else. From the fact 
that people use language differently, then, 
it does not follow that they disagree about 
language. 

(3) The third problem is that of provi<i
ing a refutation. Suppose (to discount all 
of the foregoing) we agree that the para
doxical philosophers really are trying to 
convey something about the "propriety" 
of ordinary language; the epistemologist 
is saying that it is "incorrect" or "im
proper" to ascribe certainty to beliefs 
about material things; or Russell is stating 
"that it is really a more correct way of 
speaking to say that you see a part of your 
brain than to say that you see the post
man," 21 and so on. Do we now have a 
technique of refutation? 

Unfortunately there is still room for 
doubt ~oncerning what it is, according to 
the theory we are examining, that the para
doxical philosophers are supposed to be 
trying to say. We may choose bt·tween two 
quite different types of interpretation. Ac
cording to the first, the epistemologist is 
saying that ordinarily people never do use 
the word "certain" to refer to beliefs about 
material things; Russell is saying that peo
ple ordinarily talk the way he likes to talk 
in his philosophical writings, that when 

"'Compare B. A. Farrell's critical discussion, 
"An Appraisal of Therapeutic Positivism," Mind, 
LV (1946), 25-48, 133-150. In addition to the 
works cited there, see Morris Lazerowitz, "Strong 
and Weak Verification, II," Mind, LIX ( 1950), 
345-57; "Are Self-Contradictory Expressions 
Meaningless?" Philosophical Review, LVIII 
(1949), 563-84. See also various papers by John 
Wisdom, particularly Aristotelian Socie~ Pro
ceedings, XXXXVII (1936-37); also J. Fmdlay, 
"Some Reactions to Recent Cambridge Philoso
phy ," Australasian Journal of Psychology and 
Philosophy, XVIII (1940), 193-211. 

11 Malcolm, "Moore and Ordinary Language," 
p. 114. 
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they look at the mailman or the sun they 
say "I see a part of my brain" and that they 
never say "I see the sun" or "I see the mail
man." The other shocking philosophical 
views would be interpreted similarly; when 
philosophers seem to deny the existence of 
time, or of space, or of matter, and such 
like, what they are really trying to tell us 
is that people ordinarily talk in these para
doxical ways. This interpretation of Mal
colm's thesis, however, implausible it may 
seem, is suggested by the fact that the term 
"correct language," as we have seen, is 
to be taken to mean language as it is 
ordinarily used; thus if someone says that 
a certain way of speaking is the correct 
way, he means it is the ordinary way. The 
paradoxical philosophers, then, would 
really be trying to tell us how people 
ordinarily use words. If this is the true 
interpretation of what the paradoxical 
philosophers are saying, then, clearly, we 
can refute their views by appealing to the 
facts of ordinary language, for it is ob
vious that people do not talk in these 
strange ways. But it is also obvious, it 
seems to me, that the philosophers are 
not trying to say that they do. The episte
mologist is not contending, even subcon
sciously, that ordinarily people do not use 
the word "certain." And surely what Rus
sell is fond of telling us is not that the ordi
nary man never says that he sees the sun, 
but that he does say it and that when he 
does he is mistaken. Moreover, I can not 
believe that this is the sort of view which 
is being attributed to Russell and the 
others. It is more plausible to suppose that 
the alternative interpretation is intended: 
these philosophers are not trying to de
scribe ordinary language; they are pro
posing that we change it. This is the way 
Lazerowitz would interpret them: accord
ing to him, paradoxical philosophical 
statements should be in the "language of 
proposal" rather than in the "language 
of assertion." 22 The epistemologist is pro-

"'Morris Lazerowitz, "Moore's Paradox," The 
Philosophy of G. E. Moore, p. 391. Lazerowitz 
also applies this interpretation to those who, like 

posing that we change the meaning of "cer
tain" and Russell is proposing that we use 
the word "see" in a different way: "Hence
forth let us say that we see our brains and 
not that we see the mailman." This is the 
alternative to saying that the paradoxical 
philosophers are really trying to describe 
ordinary language. But if we decide that 
they are merely making proposals, then, 
once again, we are without a method of 
refutation, since, as Lazerowitz puts it, 
proposals "have no refutation." 23 A pro
posal may be ill-advised, but being a 
proposal it is neither true nor false and 
hence cannot be refuted. 

Thus we haven't yet found a general 
technique for showing that the paradoxi
cal statements of philosophy are false. 

III 

Malcolm's second linguistic theory, if 
true, does provide us with a method of 
refutation. This theory, which is of quite 
a different sort from the one we have been 
discussing, concerns the psychology of 
language. There are words in ordinary lan
guage, Malcolm believes, whose use im
plies that they have a denotation. That is 
to say, from the fact that they are used 
in ordinary language, we may infer that 
there is something to which they truly 
apply. Of course, this is not true of all 
words; from the fact that the word "God" 
and the word "ghost" have an ordinary 
use, we may not infer that there is a God 
or that there are ghosts. But, Malcolm 
believes, from the fact that "expressions 
like 'earlier,' 'later,' 'to the left of,' 'be
hind,' 'above,' 'material things,' 'it is pos-

Moore, deny the paradoxical views. Moore com
ments: "Mr. Lazerowitz concludes that when, 
for instance, I tried to show that time is not un
real, all that I was doing was to recommend that 
we should not use certain expressions in a dif
ferent way from that in which we do! If this is all 
I was doing, I was certainly making a huge mis
take, for I certainly did not think it was all. And 
I do not think so now." ("A Reply to My 
Critics," The Philosophy of G. E. Moore, p. 
675). 

"'"Moore's Paradox," p. 376. 
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sible that,' 'it is certain that'," 2' have a 
use, we may infer that there is something 
to which they truly apply. And thus if 
we know that sach words are used in ordi
nary language, we may say of any philoso
pher who says there are no cases of cer
tainty or no material things, etc. that he 
is mistaken. These philosophical words, 
according to Malcolm, are expressions the 
meanings of which must be shown; they 
cannot be explained to people "in terms 
of the meanings of words which they al
ready know." 25 

In the case of all expressions the meanings 
of which must be shown and cannot be ex
plained, as can the meaning of "ghost," it 
follows, from the fact that they are ordinary 
expressions in the language, that there have 
been many situations of the kind which they 
describe; otherwise so many people could 
not have learned the correct use of those 
expressions. Whenever a philosophical para
dox asserts, therefore, with regard to such an 
expression, that always when that expression 
is used the use of it produces a false statement, 
then to prove that the expression is an ordi
nary expression is completely to refute the 
paradox.26 

Let us assume for the moment that this 
theory is true. What philosophers can we 
refute with it? Not an epistemologist who 
says we cannot be certain of beliefs about 
material things; he can deny the certainty 
of all such beliefs and still be immune, pro
vided only that he allows us an occasional 
instance of certainty, say, for example, in 
the case of sense-data or elementary arith
metic. For the technique applies only to 
those philosophers who hold there are 
no instances to which the philosophical 
words in question apply. And if we could 
find a philosopher who said, "Nothing is 
certain," or who said, "The word 'certain' 
interpreted in its ordinary sense, has no 
denotation,'' we could not refute him by 

""Moore and Ordinary Language," p. 120. 
"'Ibid., p. 119. 
"'Ibid., p. 120. Compare Max Black, Lan

guage and Philosophy (Ithaca, New York: Cor
nell University Press, 1949), pp. 16-17. 

this method, unless we knew he was using 
these words correctly. If our epistemolo
gist, for example, were to say, "Nothing 
is certain," the technique would not apply, 
since we happen to know that he uses the 
word "certain" incorrectly and not as it 
is understood in ordinary language. This 
technique, then, would seem to apply nor
mally to cases in which these special words 
are being used co"ectly, not to cases in 
which they are used incorrectly.27 Thus we 
have yet to find how a proof of linguistic 
incorrectness can provide us with a method 
of.refutation. The technique applies most 
obviously to those philosophers who, 
using ordinary language correctly make 
false statements about it- or, rather, 
make statements which would be false if 
this theory were true. 

What reason is there for believing 
then, that these philosophically interesting 
words, such as "certain," "material thing," 
and the others listed above, can be ex
plained only ostensively, that is to say, by 
exhibiting instances of their application? 
It is difficult to imagine how this type of 
explanation could be achieved, for ex
ample, in the case "it is possible that," 
which Malcolm cites. It is even more diffi
cult to imagine how we could produce 
instances of the true application of "ficti
tious," "imaginary," "nothing," "nonex
istent," and "impossible," which he does 
not cite. The philosopher whom we are 
refuting by this method may tell us that 
ordinary people learn the meaning of "cer
tain," "material thing," and so on, by 
whatever method they learn the meaning 
of such words as "impossible" and "noth
ing." He may tell us, for instance, that peo
ple have recourse to some "method of 
contrast"; we learn the meaning of "impos
sible" by having it contrasted with "possi
ble." Similarly, he might say we learn the 
meaning of "certain" by having it con-

"Of course, one could provide an incorrect 
formulation for the view that some of these 
words, as ordinarily used, have no denotation. 
And if we could find a philosopher who held such 
a view and formulated it incorrectly, the tech
nique would apply to him. 
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trasted with "doubtful." And there may have said that this is the way we learn 
be other methods of conveying the mean- the meaning of the expression "material 
ing of words. There might be a "method thing." And doubtless a study of the psy
of limits"; one might convey the meaning chology of language would reveal still 
of "perfect circle" by exhibiting a se- other ways of explaining the meanings of 
quence of shapes which seem to approach words. Such suggestions as these are not 
circularity as a limit.28 Similarly, if there likely to seem unacceptable to one who 
are no cases of certainty, one might con- can accept a paradoxical philosophy. 
vey the meaning of ''certain" by arrang- Our philosopher, therefore, should not 
ing conjectures or opinions in such a series. have great difficulty in countering this type 
And there could even be a "method of of refutation. And probably it is just as 
illusion." Suppose, for example, we teach well: most philosophers are ready enough, 
a child the meaning of the word "cour- as it is, to infer entities answering to the 
age" by showing him someone calming expressions which occur in ordinary 
accepting situations which we mistakenly language. 
believe he regards as dangerous. If the Thus we have failed to find sufficient 
child also has this mistaken belief, he may reason for believing that "any philosophi
be able to abstract the quality of courage cal statement which violates ordinary lan
in the manner required; but, since the be- guage is false." 
lief is mistaken, the ostensive explanation Many philosophical statements do vio
has been accomplished without exhibiting late ordinary language; as a result, they 
an instance of the true application of the are misleading, they may seem more im
word. It might well be that some of the portant than they are, and philosophers 
philosophically interesting words have may become entangled in verbal confu
been learned in this fashion. The skeptic sions. One of Mr. Malcolm's valuable con
might tell us that we have learned the , tributions has been to show us how readily 
meaning of "certain" by observing situa- all of this does occur. But for the rest, so 
tions (i.e., beliefs) which we mistakenly far as I can see, ordinary language does 
took to have characteristics they did not not have the philosophical significance 
have in fact. McTaggart probably would which he and others attribute to it. 

•compare C. D. Broad, Five TypeJ of Ethi- Editor's Note: For Malcolm's reply to this 
cal Theory, pp. S7-59. essay, see Malcolm [7]. 
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JOHN PASSMORE 

ARGUMENTS TO MBANINGLBSSNBSS: 

EXCLUDED 0PPOSITBS AND PARADIGM CASBS 

At the beginning of the Monadology, 
Leibniz argues as follows: 'There must be 
simple substances, since there are com
pounds; for a compound is nothing but 
a collection or aggregate of simple things'. 
As it stands, Leibniz' argument has an 
arbitrary air. On the face of it, every com
pound could be a compound of complex 
things; thus there could be compounds 
even if there were not simples. 

Suppose, however, Leibniz' argument 
were recast in a 'formal' or 'linguistic' 
mode. It might run as follows: 'Our lan
guage contains the adjective "complex"; 
"complex" can act as an adjective - i.e. 
can distinguish one thing from another -
only if what is complex can be con
trasted with what is not-complex, the sim
ple. Thus, from the fact that the word 
"complex" plays a certain role in our 
language, it follows that there are simples'. 

Pretty obviously, this would be a bad 
argument, for the reasons advanced by 
Wittgepstein in his Philosophical Investi
gations (§47). Our ordinary way of using 
the words 'simple' and 'complex' is such 
that we contrast a simple problem with 
a complex problem; a simple character 
with a complex character; a simple design 
with a complex design - and so have 

Reprinted from Philosophical Reasoning (New 
York: Basic Books, Inc.; London: Gerald Duck
worth & Co. Ltd., 1961), pp. 100-18 by permis
sion of the author and the publishers. (@ by 
John Passmore.) 

plenty of occasions for contrasting the 
'simple' and the 'complex'. But the prob
lem, the character, the design, is neither 
'simple' nor 'complex' in some metaphysi
cally absolute sense of the word. Indeed, 
'simple' and 'complex' are not contradic
tory descriptions; a plastic tumbler can be 
simple in design and yet complex in mo
lecular strucblre. Metaphysicians have 
wanted to say that there are some enti
ties -the 'objects' of Wittgenstein's Trac
tatus, the 'simple natures' of Descartes' 
Regulae, the 'elements' of Plato's Theae
tetus - which are simple, in a sense which 
prevents them from also being complex. 
"But what," Wittgenstein asks, "are the 
simple constituent parts of a chair? - The 
bits of wood of which it is made'? Or 
the molecules, or the atoms? - 'Simple' 
means: not composite. And here the point 
is: in what sense 'composite'? It makes 
no sense at all to speak absolutely of 'the 
simple parts of a chair'." And again: 
"Asking 'Is this object composite?' out
side a particular language-game is like 
what a boy once did, who had to say 
whether the verbs in certain sentences 
were in the active or passive voice, and 
who racked his brains over the question 
whether the verb 'to sleep' meant some-
thing active or passive." 

Wittgenstein will not allow, I take it, 
that metaphysics is itself a 'language
game.' It would be as improper, on his 
account of the matter, for the metaphysi-

183 
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cian to assert that 'everything is complex' 
as for him to assert that 'some entities are 
simple'. Yet on the face of it, the metaphy
sician can produce arguments against the 
view that 'some entities are simple', e.g. 
the sort of argument which Plato brings 
forwarq in the Sophist and the Parmenides, 
and we can, at least, understand what these 
arguments are about. 'Simple' and 'com
plex' play a part in the metaphysician's 
'language-game' which is rather different 
from the part they play in our everyday 
talk about designs, or characters, or prob
lems - or chairs and tables - but it does 
not follow that the metaphysician's re
marks are senseless. Yet one can see why 
Wittgenstein should think that they are. 
Take the metaphysician who says: 'Every
thing is complex'. 'Complex' cannot be, 
in this sentence, a distinguishing adjec
tive - as it is in 'a complex design'. The 
metaphysician is, indeed, ruling out the 
possibility of using 'complex' to distin
guish one sort of thing from another thing. 
Yet this is precisely how we ordinarily do 
use adjectives in general, and 'complex' 
in particular. In telling us not to use 'com
plex' in a distinguishing way the metapby
sician, it might be suggested, is telling us 
to do what cannot be done - 'cannot' be
cause it cuts across 'the grammar of 
'complex''. 

Aristotle was aware of this particular 
problem. In his Topics, discussing the 
ways in which a definition can be criti
cized, he writes: 'Next, for destructive 
purposes, see whether he has rendered in 
the property any such term as is a univer
sal attribute. For one which does not dis
tinguish the subject from other things is 
useless, and it is the business of the lan
guage of "properties," as also of the 
language of definitions, to distinguish' 
(Bk. V, §2, 130b). Yet even in this pas
sage Aristotle still refers to 'universal at
tributes', as if not every attribute had to 
distinguish. 

Frege, on the other hand, raises a for
mal objection to the conception of 'uni
versal attributes'. "It is only in virtue of 
the possibility of something not being 

wise," he writes in The Foundations of 
Arithmetic, "that it makes sense to say 
'Solon is wise'. The content of a concept 
diminishes as its extension increases; if 
its extension becomes all-embracing, its 
content must vanish altogether. It is not 
easy to imagine how language could have 
come to invent a word for a property 
which could not be the slightest use for 
modifying the description of any object 
at all" (trans. J. L. Austin, p. 40e). 

A good deal depends on what Frege 
means in this passage by 'the possibility of 
something not being wise'. Two interpre
tations suggest themselves. Or the first, 
there must actually be something that is 
not wise, if the description of Solon as 
'wise' is to make sense; on the second, all 
that is necessary is that something's not 
being wise should be conceivable. If, as 
seems most likely, the first is the correct 
interpretation - that 'not-wise' must have 
an actual extension if 'wise' is to be in
telligible - an obvious difficulty at once 
arises. What of such predicates as 'pos
sessing an extension which is not all
embracing'? Are we to say that assertions 
such as 'this concept has not an all-embrac
ing extension' have no sense, since noth
ing bas an all-embracing extension? If so, 
Frege's own argument would be unin
telligible. 

Admittedly, this predicate consists of a 
complex phrase, not a word. But that 
seems to be an accident. Aristotle, suppos
ing that some predicates have, and others 
have not, an all-embracing extension, 
might well have invented words to refer 
to the two distinct cases, or bis translator 
might have done so. Let us suppose that 
the translator used the word 'properties' 
to mean 'predicates which have not an all
embracing extension' and the word 'tran
scendentals' to mean 'predicates which 
have an all-embracing extension'. Then a 
Frege arises, who wishes to deny that there 
are any predicates which havP- an all
embracing extension. It will be natural for 
him to say: 'All predicates are properties', 
or 'There are no transcendentals'. But 
then, it would seem, it immediately fol-
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lows that what he is saying must be unin
telligible, since if he is right there is 
nothing to which the predicate 'being a 
transcendental predicate' applies, and so 
the description 'being a predicate-property' 
has no use. But it would clearly be an 
extraordinary doctrine that once some phi
losopher had divided things in a certain 
kind of way, it was impossible for anybody 
else~ on pain of unintelligibility- to re
ject the view that they could be divided 
in that way. 

Let us look then at the second alterna
tive: suppose Frege is arguing that it must 
be 'conceivable', as distinct from being 
actually the case, that something should 
not have a certain predicate, if the use of 
that predicate is to be significant. Here, of 
course, the word 'conceivable' is by no 
means clear. But it is reasonable to pre
sume, at least, that whatever anyone has 
ever conceived is conceivable; so that if 
philosophers have maintained, and have 
got others to believe, that there are sim
ple entities, then it is conceivable that 
there are 'simple entities'; if they have sug
gested, and won agreement to the view, 
that some concepts have an all-embracing 
extension, then it is conceivable that some 
concepts have an all-embracing extension. 
Then to demand only that a predicate 
should have a 'conceivable' opposite will 
not rule out metaphysical assertions and 
counter-assertions about the complexity of 
all things as 'senseless' - as Wittgenstein 
wanted to do. 

Wittgenstein, all the same, was drawing 
attention to an important fact: the meta
physician is not using the word 'simple' 
as we use it in our non-metaphysical think
ing. By itself, that settles nothing, but 
at least it emphasizes the peculiarity of 
the metaphysical use, which might other
wise escape our notice. It drives us to con
sider how the metaphysician does use 
'simple' and 'complex', which involves, of 
course, a close consideration of the actual 
arguments by which metaphysicians have 
sought to establish, or to overthrow, the 
supposition that there are simple entities. 
Such an examination soon makes it ap-

parent that when metaphysicians have de
scribed ideas, natures or forms as simple, 
they have taken the consequence to fol
low that we cannot be mistaken about 
those ideas, natures or forms. This is not 
surprising, for in the everyday use of the 
word 'simple', a 'simple' design is one we 
can easily describe, a 'simple' character is 
one we can easily understand, a 'simple' 
problem is one we can easily solve - in 
each case, then, the reference is to some
thing about which we are unlikely to make 
mistakes. But the metaphysically simple 
is that about which it is logically impos
sible, as distinct from merely unusual, to 
be mistaken. Why should this be? Because 
in knowing the metaphysically simple en
tity at all, we know it completely; and 
this in turn is because all true descriptions 
of it are synonymous, i.e. we cannot, as 
we can in the case of complexes, know that 
it is of a certain description while over
looking the fact that it is also of some 
other description. 

It turns out, then, that 'simple' is a 
predicate of a distinctly peculiar kind; to 
say that 'this entity is simple' is not to 
say that it possesses the descriptive prop
erty of being simple. If there were such a 
property, it would at once follow that no 
entity could possess it, since any entity 
which did would be describable ·as being 
'simple' as well as being the sort of entity 
it is - say, a red sense-datum - and so 
would not be simple; it could be described 
in either of two non-synonymous ways, as 
'red' or as 'simple'. To call an entity 'sim
ple' - in the metaphysical sense - is not 
to describe it but to make a logical point 
about it, the point that only one empirical 
description can be offered of it. 

If we wish to say, against the doctrine 
of 'simples', that 'every entity is complex', 
then too, we are not, in the ordinary fash
ion, offering a description of things: we 
are making the logical point that every 
entity can be described in a variety of 
ways. Asked to list the properties of ani
mals, we should not include in our list 
'they are complex' (any more than we 
should include 'they have properties'); 
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asked to define an animal, we could not 
use 'complex' as our genus. If 'complex' 
appeared in a definition, it would serve, 
like 'thing', as a linguistic filler - 'an or
ganism is a complex which . . .' - not as 
the descriptive part of the definition. Aris
totle was right, then, to point out that 'it 
is the business of the language of proper
ties, as also of the language of definitions, 
to distinguish'; but he was also right not 
to conclude that there are no 'universal 
attributes'. 

For, we are suggesting, there is a 
wide class of propositions - metaphysical 
propositions - where the use of a predi
cate does not presuppose that there is 
something to which the predicate does not 
apply. 'Everything is describable' does not 
imply that there are indescribables; this 
proposition is not senseless, either; and 
there is a point in uttering it, in so far as 
there are metaphysicians who have taken 
the view that some entities are indescrib
able. 'Everything that happens is natural' 
does not imply that there are things which 
are not natural - or things which have the 
property of not-happening - but rather 
that any happening is describable in terms 
of physical laws and spatio-temporal oc
currences. But the predicates, in these 
cases, tum out to be of an unusual, formal, 
kind. Their 'content' is that propositions of 
a certain form are true, not that some thing 
is distinguishable from some other thing in 
virtue of possessing a special property -
a characteristic which could be used in 
classifying or defining it. 

But are such metaphysical propositions 
the only ones in which there are universal 
predicates'? To say that such predicates as 
'possessing a mass' or 'being in motion' 
are also universal predicates would at once 
arouse protests; for it is very commonly 
supposed that there are entities such as 
'thoughts' and that to those entities the 
predicates of physics have no application. 
But let us suppose that they did have a 
universal application. Would it then be 
senseless to apply them at all? It would 
seem . not. For in distinguishing between 

the mass and the velocity of objects we do 
not in any way rely upon the fact (if it is 
a fact) that there are some objects which 
lack mass or velocity. In this case, too, 
the predicate "possessing a mass' would be 
of no use to us in classifications and defi
nitions - or more generally, in those proc
esses of discrimination and identification 
which are normally our major concern; but 
it need not even be pointless to remark 
'that thing has a mass' - for somebody 
might wrongly have supposed that it was 
an exception - and certainly it could be a 
scientifically interesting statement that 
everything has a mass. The doctrine that 
a predicate cannot be both useful and have 
an all-embracing extension seems to rest, 
indeed, upon the supposition that predi
cates can only be used to discriminate and 
to identify classes of objects. 

With these general considerations in the 
back of our mind, let us look at certain 
recent attempts to use the 'excluded oppo
sites' argument as a rapid way of ruling 
out, as senseless, a diversity of philosoph
ical positions.1 Thus, writing about 'The 
Objectivity of History' in Mind (1955) 
Christopher Blake maintains that it is log
ically impossible to take the view that no 
historical writings are objective, since it 
would make no sense to talk about 'non
objective' history unless there is 'objective' 
history. Blake is going a lot further than 
Frege. Frege said only that something must 
be not wise if the assertion 'Solon is wise' 
is to have sense; Blake is arguing that some 
historical writings must be objective if the 
phrase 'non-objective history' is to have 
any sense. 

What Blake could properly have said, 
and this is sufficiently obvious, is that if 
all history is non-objective, then 'non
objective' cannot serve as a differentiat
ing predicate within history. Phrases like 
'Macaulay's non-objective History of Eng
land' will then be of no use in discriminat
ing between Macaulay's historical writings 

'See also C. K. Grant: 'Polar Concepts and 
Metaphysical Arguments'. Proceedings of the 
Aristotelian Society, LVII (19S6-S7). 
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and the historical writings of, say, Ranke. 
But it could still be useful to describe all 
historical writings as 'non-objective', in 
order to distinguish them from the writings 
of physicists. There may be some point, 
even, in using the phrase 'Macaulay's non
objective History of England', although it 
will not be a classifying or defining point. 

Suppose, for example, it is true that 'All 
men are fallible' or that 'All accountants 
love accuracy'. The consequences will fol
low that 'fallible' is of no use for distin
guishing between men, or 'accuracy-loving' 
for distinguishing between accountants. 
But the statement 'We fallible men ought 
always to check quotations' or 'Accuracy
loving accountants naturally dislike vague 
financial estimates' are in no way logically
improper. 'Fallible' and 'accuracy-loving' 
have in these statements a reminding func
tion, not a discriminating function; but it 
is perfectly proper to use predicates as a 
way of reminding. 

If, then, when Ryle writes in Dilem
mas (p. 95) that 'ice could not be thin 
if ice could not be thick' he means 
that it would be senseless, or logically
improper, to describe ice as 'being thin' 
unless some ice is thick, he is clearly 
mistaken. (Compare 'Ice could not be 
cold, if ice could not be hot'.) Quinine 
is always bitter; silk is always soft; men 
are always mortal - yet one can say 'He 
drank down the bitter quinine as if it were 
lemonade'; 'the soft silk was soothing to 
the touch'; 'we mortal men do act absurdly, 
in that we care for the future'. If all ice 
were thin, then certainly we should not put 
up a notice: 'The ice is thin', but we should 
still have to remind children or imprudent 
adults: 'Beware, iee is thin!' 

In a certain range of cases, however -
including some philosophically important 
cases - the existence of an opposite seems 
to be 'written into' the sense of a predicate. 
The most obvious instances are predicates 
like 'counterfeit', 'imitation', 'copied'. 
Thus, to take Ryle's example, there can
not be counterfeit money unless there is 
legal money. 'All Icelandic coins are coun-

terfeit' cannot be true because it would be 
equivalent to 'All Icelandic coins are imi
tations of Icelandic coins'. Even then, it 
is worth noting, if 'All Icelandic coins 
are counterfeit' simply means that 'All the 
Icelandic coins circulating at the moment 
are counterfeit', this could be true. Sup
pose the coinage is entirely silver-metallic; 
in principle, a gang of forgers could com
pletely replace it by a nickel-metallic coin
age, melting down the silver. But they must 
have something to copy, i.e. there must at 
some time have been genuine Icelandic 
coinage. Similarly, even although the orig
inal manuscript of Shakespeare's plays 
does not survive, it makes sense to speak 
of what we do in fact have as 'copies' only 
on the presumption that there was such 
an original. The argument in this instance, 
however, is not from the general logical 
principle that every predicate must have 
an 'opposite' but from the special charac
teristics of a particular class of predicates. 

An unusually explicit presentation of 
'the argument from excluded opposites' or 
'the principle of non-vacuous contrasts' is 
to be found in Malcolm's essay on 'Moore 
and Ordinary Language'.2 The argument, 
as he presents it, refers only to certain 
kinds of predicate. "Certain words of our 
language," he says, "operate in pairs, e.g. 
'large' and 'small', 'animate' and 'inani
mate', 'vague' and 'clear', 'certain' and 
'probable'. In their use in ordinary lan
guage, a member of a pair requires its 
opposite - for animate is contrasted with 
inanimate, probability with certainty, 
vagueness with clearness" (p. 121). Sup
pose, then, a philosopher tries to persuade 
us that 'all statements are vague'; he is 
really proposing, according to Malcolm, 
that we give up our ordinary use of the 
predicate 'vague' - for that is, precisely, 
to distinguish within the class of state
ments between those which are vague and 
those which are not. There would be noth
ing to gain from accepting the philoso-

•The Philosophy of G. E. Moore, ed. P. A. 
Schilpp, pp. 345-68. 

Editor's note: Reprinted above at pp. 111-24. 
References are to the pagination in this volume. 
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pher's proposal, he objects, for if we did 
we should have to invent another pair of 
distinguishing words to take the place of 
'clear' and 'vague' - so as to be able still 
to distinguish, say, between statements like 
'Shakespeare was born at Stratford-on
A von' and statements like 'Shakespeare's 
genius lies outside space and time'. 

Malcolm's is, on the face of it, a quite 
moderate and reasonable objection to what 
is certainly, if he is right, a very strange 
philosophical procedure. If it be true, as 
Malcolm urges, that 'when the philosopher 
says that words are really vague, he is pro
posing that we never apply the word 
"clear" any more, i.e. proposing that we 
abolish its use', we might well complain 
that we cannot easily get along without it. 
But, in fact, of course, one does not find 
that a philosopher who says that 'all state
ments are vague' no longer praises certain 
utterances for their clarity or condemns 
the vagueness of others. Similarly, even if 
a philosopher denies that any empirical 
proposition can be certain, this does not 
prevent him from saying, for example: 
'One thing's certain: Jones won't get a 
scholarship'. Is this merely because not 
even the philosopher himself can take his 
linguistic innovations seriously? 

A contrast, and a comparison, with the 
practice of scientists now suggests itself. 
Scientists quite often drop both of a pair of 
contrasting opposites, replacing them -
for scientific purposes - by a reference to 
a difference of degree on a sliding scale. 
Thus they replace 'hot' and 'cold' by 'de
grees of temperature', 'loud' and 'soft' by 
'number of decibels', 'fast' and 'slow' by 
'feet per second' and so on. But, of course, 
the scientist does not give up using the 
contrast-words in all circumstances. If he 
is talking informally about his work he 
might well say: 'the lab get pretty hot with 
all that stuff cooking, and noisy, too; I'm 
out of it fast enough when five o'clock 
comes, I can tell you'. Nor does the scien
tist commit himself to such utterances as 
'everything is really hot', 'everything is 
really fast', 'everything is really loud' when 

he discovers that the familiar contrast
predicates of everyday life are unsatisfac
tory in serious scientific descriptions. Nor 
i~ a motorist, even if he gives up talking 
about 'steep hills' and 'slight hills' as dis
tinct from 'hills of such-and-such a gradi
ent', tempted into the assertion that · 
'Really, all hills are steep'. Simply, the 
ordinary distinction does not discriminate 
enough for the motorist's purposes and is 
too indecisive in its application to a range 
of cases. Everybody would agree that a 
hill with a grade of one in five is 'steep', 
but when it comes to a grade of one in 
twelve, a cyclist, a pedestrian, a lorry
driver, the owner of a small car, a rac
ing driver are likely to describe it in very 
different terms. 

A similar situation can arise in regard 
to the pairs of opposites in which philoso
phers are interested. Thus in The Brown 
Book (p. 87) Wittgenstein writes: "Look
ing at it as we did just now, the distinction 
between automatic and non-automatic ap
pears no longer so clear and final as it did 
at first. We don't mean that the distinction 
loses its practical value in particular cases, 
e.g. if asked under particular circum
stances: 'Did you take this bolt from the 
shelf automatically, or did you think about 
it?' we may be justified in saying that we 
did not act automatically and give as an 
explanation that we had looked at the 
material carefully, had tried to recall the 
memory-image of the pattern and had ut
tered to ourselves doubts and decisions. 
This may in the particular case be taken 
to distinguish automatic from non-auto
matic." So a distinction which we might at 
first have supposed to be one we could 
readily make in regard to any action at all 
turns out, if Wittgenstein is right, to be ap
plicable only in a certain range of cases. 
But how absurd it would be to conclude 
that all action is really automatic - or, 
for the matter of that, really non-automatic 
-when the truth of the matter, only, is 
that the distinction between automatic and 
non-automatic is not in every case a useful 
one. 
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Something, we begin to feel, has gone 
wrong. Philosophers cannot be as foolish 
as they are now being made to appear; it 
cannot really be the case that they are 
exhorting the ordinary man to drop such 
words as 'clear' from his vocabulary, or 
trying to persuade him no longer to dis
tinguish between cases where he picks up 
a book automatically and cases where he 
picks it up because it looks interesting. 
Such assertions as 'all statements are 
vague' cannot mean what, as ordinary men 
and women, we should naturally suppose 
them to mean; the counter-examples are 
so obvious, and so often and so explicitly 
drawn to our attention, that it is impossible 
to suppose that even the loftiest of tran
scendentalists could overlook them. 

In fact, of course, we have been for
getting that philosophers are addressing 
themselves to the community of their 
fellow-philosophers, not to humanity at 
large. It is as if an economist were to be 
rebuked for overlooking the fact that a 
person can 'demand' something which he 
has no means of paying for. If 'all state
ments are vague' is in some respects queer, 
this is because it is a response to a - less 
apparent- queerness, or to a very special 
definition of clarity. 

When Ramsey said that although we 
can make many things clearer, we cannot 
make anything clear, he was, considered 
from the standpoint of ordinary language, 
very obviously mistaken. There are a great 
many occasions on which we could rightly 
claim that we have made something clear 
to somebody; yet in the context of philo
sophical controversy, Ramsey's remark 
was called-for, sensible and true. We can
not 'make anything clear' if that means 
formulating it in such a way that it is logi
cally impossible for anybody to misunder
stand us, and that is the sort of 'clarity' 
Ramsey's philosophical contemporaries 
were looking for. 'All statements are vague' 
is a perfectly natural response to the at
tempt to construct statements which are 
'clear' in this very special, philosophical, 
sense of the word. One could no doubt 

formulate the same point on a somewhat 
different way, by saying something like 
this: 'On the criterion of "clarity" you sug
gest, no statement could ever truly be de
scribed as "clear" '. But to dismiss 'all 
statements are vague' as senseless, by an 
appeal to the principle of excluded oppo
sites, would be quite to ignore the contribu
tion of that statement to philosophical 
controversy. 

In a similar way, the statement 'No 
bodies are solid' is, considering the history 
of the idea of solidity, a quite natural way 
of making the point that there are no 
bodies which are wholly impenetrable. 'No 
empirical propositions are certain', simi
larly, is an emphatic way of asserting that 
it is always logically possible for an em
pirical statement to be false. Only by con
sidering how such statements are actually 
used in philosophical controversy can we 
possibly hope to understand them; we need 
to know the history behind them. But they 
are none the worse for that. The crucial 
point is that they are not attempts to purge 
the language of everyday life - to rid it 
of words like 'solid' and 'certain' and 
'clear'; rather, they are emphatic ways of 
pointing out that particular philosophical 
criteria of solidity, certainty, clarity are 
never in fact satisfied. Nor do they make 
that point in an outrageous, wilfully para
doxical way; on the contrary, they make it 
in the most natural manner, if the historical 
context of controversy is taken into ac
count. 

To sum up: there is no general argu
ment from a predicate's having no opposite 
to its being 'senseless', or even useless. If 
a predicate has no opposite, then it will, 
indeed, be useless for certain purposes -
as a mode of distinguishing between or of 
identifying particular kinds of thing. That 
fact is worth pointing out; but it does not 
follow that such a predicate is useless for 
all purposes. Predicates may be used to 
remind, or to make a formal point, or to 
reject a conceivable classification, as well 
as to distinguish and identify. Philosophers 
have their special concerns, and in devot· 
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ing themselves to these concerns they, in 
particular, may need to use non-distin
guishing predicates or to deny that a predi
cate, if used in a certain way, will in fact 
distinguish. But in this latter case, they 
are not denying that the predicate can 
also be used in a differentiating way, al
though their mode of expression may easily 
lead, if the controversial context is ignored, 
to the supposition that they are doing so. 

Very similar considerations apply to the 
'paradigm case' argument. This argument, 
too, is stated in a particularly clear way by 
Malcolm in "Moore and Ordinary Lan
guage." He distinguishes between two 
classes of expression: those which could 
be learnt through descriptions and those 
which must be learnt by reference to cases. 
'It is probable that' and 'It is certain that' 
belong, he argues, to this second class; we 
can learn how to use these expressions only 
by being shown cases where they apply 
and cases where they do not apply and 
seeing the difference between them. So it 
is then senseless for a philosopher suddenly 
to assert 'No empirical statements are cer
tain'. We know when to use 'certain' of 
empirical statements; we have learnt to 
do so from being shown cases. There can
not possibly be no such cases; for then 
we could never have learnt how to use the 
word 'certain'. 

Then are we to conclude that there must 
be 'ghosts' since, again, people know how 
to use that word correctly'? The correct 
use of 'ghosts', Malcolm would reply, could 
be learnt by description; we could simply 
be told 'if you were to see a being with 
such-and-such characteristics, you would 
be seeing a ghost'. A person can intelligibly 
deny that it is possible to see a ghost; he 
can argue that those who profess to have 
done so are really suffering from an illu
sion. In contrast, a philosopher cannot 
sensibly deny, as some have tried to do, 
that it is pos8ible to see a cat; he cannot 
sensibly suppose that everybody who has 
ever thought he has seen a cat was the vic
tim of a strange sort of hallucination. 
"When he says that a man does not really 

see a cat," writes Malcolm, "he commits 
a great absurdity; for he implies that a per
son can use an expression to describe a 
certain state of affairs, which is the ex
pression ordinarily used to describe just 
such a state of affairs, and yet be using 
incorrect language" (p. 118). 

Malcolm has presumed, however, that 
there is a sharp distinction between what 
is learnt ostensively and what is learnt de
scriptively. In fact, the two sorts of learn
ing ordinarily go hand in hand. Consider 
the situation of a child brought up in a 
society in which it is firmly believed that 
miracles are of daily occurrence. Then he 
will certainly learn how to apply the word 
'miracles' by reference to cases: someone 
has a narrow escape from an accident, or 
recovers unexpectedly from an illness, or 
a house is saved, by a sudden shift of wind, 
from being burnt to the ground, and the 
child will be told 'that's a miracle'. But 
at the same time he will learn that miracles 
involve supernatural invention. 

Similarly, a person could learn the use 
of the phrase 'possessed by the devil' in a 
purely ostensive fashion. When he sees 
somebody behaving in a strange fashion 
he is told: 'that man is possessed by the 
devil'. Hippocrates, presumably, learnt 
how to use the phrase 'the sacred disease', 
by watching epileptics. So when Hippoc
rates wanted to say 'there is no sacred 
disease', the paradigm-case exponents of 
his day would certainly reply: 'When a 
man says that there are no sacred diseases, 
he is committing a very great absurdity, 
for he implies that a person can use an 
expression to describe a certain state of 
affairs, which is the expression ordinarily 
used to describe such a state of affairs and 
yet be using incorrect language'. 

But, Malcolm might reply, even if Hip
pocrates did in fact learn to use the phrase 
'the sacred disease' ostensively, he could 
have learnt it descriptively. The fundamen
tal question, then, is whether there are in 
fact any expressions which could only be 
learnt ostensively, so that we could never 
have learnt them unless there are cases to 
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which they apply. That question, in its full 
extent, we need not discuss; it will be suffi
cient to suggest that the philosophically
interesting phrases to which Malcolm 
explicitly refers are certainly not so osten
sively tied. The phrases 'material things', 
'it is possible that', 'it is certain that' could 
certainly be learnt descriptively. 'Material 
things', indeed, plays no part in ordinary 
language. It is a philosopher's phrase; 
Berkeley was so far right when he argues 
that in denying material things he was not 
denying anything which the ordinary man 
believes. Our parents say to us: 'Bring me 
a chair', 'Bring me my book', but never 
'Bring me a material thing'. Unless they 
are philosophers, we shall never hear the 
phrase from their lips, except, perhaps, 
in referring to the tastes of the philistine -
'He cares only for material things' - and 
that phrase, certainly, could be explained 
to us descriptively. When we first hear of 
'material things', in any other sense, it is 
as things which, for example, are 'solid 
and extended', i.e. we meet the phrase as 
a philosophical description. 

As for 'it is certain that' and 'it is prob
able that', these phrases are learnt both 
in cases and through descriptions. If we 
misuse them, we are corrected in either 
of two ways. Suppose we say: 'It is certain 
that Jones will write a great poem', then 
we might be told, simply, that this is not 
the sort of thing anybody can be certain 
about. Or the rebuke may be generalized. 
'It is wrong to say that anything is certain 
if there is the slightest possibility that it 
will not happen', i.e. there is an appeal to 
an explicit criterion. 

In that way a clash may arise between 
cases and criteria. The same thing happens 
with miracles, or sacred diseases, or dia
bolic possessions. On the one side, no one 
would wish to deny that men are some
times, quite unexpectedly, not killed in 
accidents, nor that houses which look as 
if they cannot possibly escape a fire may 
none the less do so; nor again that people 
sometimes suffer from epilepsy; nor that 
they become insane. No one wishes to 

deny, that is, that there are circumstances 
which it is, or was, conventional to de
scribe by the expressions 'miracle', 'sacred 
disease', 'diabolic possession', and that we 
might have been taught to use these ex
pressions precisely by reference to such 
cases. What we may well wish to deny, 
however, is that these cases satisfy a cer
tain criterion: that the house or the man 
was saved by divine intervention, that the 
disease is a gift from the gods, that there 
is a demon inside the petson who is 'pos
sessed by a devil'. We know the circum
stances in which it is conventional to use 
the expressions; we are not denying that 
there are such circumstances. But we wish 
to deny that in these circumstances a par
ticular supernatural agency is at work. Or 
on the practical side, we may wish to deny 
that prayer, reverence and exorcism are 
the best ways - as they were the conven
tionally appropriate ways - of dealing 
with difficult situations, epileptics and 
madmen. Yet the criteria and the methods 
of handling have been taught along with 
the circumstances of correct employment. 
So it is perfectly natural for us to say: 
'There are no miracles, no disease is sa
cred, nobody is ever possessed by a devil' 
rather than that 'miracles do not involve 
divine intervention, sufferers from the sa
cred diseases are not stricken by the gods, 
people possessed by the devil have not a 
supernatural being inside them'. 

Similarly, a philosopher may on refiec
tion decide that the criterion of certainty 
he has been taught when he was told 'It is 
wrong to say that anything is certain if 
there is the slightest possibility it will not 
happen' has in fact no application. Or that 
whereas he has commonly supposed that 
'seeing a cat' involved some sort of direct 
confrontation with the cat's qualities, no 
such direct confrontation ever occurs. 
Then it is not merely arbitrary for him to 
express his conclusions - whether they 
are correct is not our present concern -
in the form 'No empirical propositions are 
certain'; 'No one ever really sees a cat'. 

It is true that the philosopher has a 
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choice. He could say, instead, 'Some of the 
ordinary criteria for certainty, or the ordi
nary criteria for seeing, will have to be 
abandoned' - he could, that is, go on us
ing the expressions 'empirically certain', 
'seeing a cat' but without accepting what 
are ordinarily regarded as implications of 
'I am certain that · .. .' or 'I see a cat'. 
To some extent, that has happened with 
'miraculous' and 'possessed'; we say of a 
narrow escape that it is 'miraculous', or of 
a man who works with ferocious energy 
that he is 'a man possessed' - just as we 
allow that a man can be 'inspired' without 
supposing that there are Muses. As I said 
in discussing 'providential', no philosoph
ical argument can lead to the conclusion 
that an expression must be banished from 
the language. But neither can it issue in 
the conclusion that an expression must be 
retained. Newton was able to assert that 
no bodies are free from gravitational influ
ences, even if the distinction between gravi
tational and levitational had been taught 
ostensively - as the difference between 
the falling apple and the balloon. Phi
losophers are equally free to assert that 'we 
never really see a cat'. Take an unsophisti
cated person through the physicist's and 
the physiologist's story about perception, 
and 'then we don't really see things' is 
the form in which he will naturally express 
his bewilderment; it isn't just a philoso
pher's paradox. Similar considerations ap
ply to 'things aren't really coloured'; 'I 
can't really be sure of anything'; 'I don't 
really have free will'. 

This last instance has achieved a certain 
notoriety, thanks to Flew's treatment of it 
in his essay on 'Philosophy and Lan
guage'. 3 Flew draws attention to the fact 
that we have all learnt the use of the ex
pression 'of his own free will', to cover 

'Philosophical Quarterly, 1955; reprinted in 
Essays in Conceptual Analysis, 1956, ed. A. G. 
N. Flew. 

such cases as that in which a bridegroom 
marries 'of his own free will'. So far so 
good. There are certainly circumstances in 
which we are accustomed to employ this 
expression. But we have also learnt cri
teria: we have been told that a person 
acts of his own free will only when his 
action proceeds from an act of will and 
when that act of will has the metaphysical 
peculiarity of being uncaused. If we wish 
to deny, as we well might, that this criterion 
is ever satisfied, then a natural way of ex
pressing our conclusion is that 'there is no 
such thing as free will'. In a philosophical 
context we shall be quite well understood; 
nor will it follow that we shall no longer 
make such statements as that 'Hamlet re
turned to Denmark of his own free will 
but did not leave for England of his own 
free will'. But we shall have given notice, 
as it were, that this in no way commits us 
to accepting the conclusion that before he 
returned to Denmark he went through an 
uncaused act of will. 

The paradigm case argument, then, does 
nothing to show that certain philosophical 
positions are 'absurd' or 'senseless'. At 
best, it serves to remind us - as, I sug
gested, the 'excluded opposite' argument 
may also remind us - that a philosopher's 
statements are not to be interpreted quite 
as a wholly unsophisticated person might 
interpret them. When Hippocrates denied 
that any disease was sacred, perhaps some 
innocent reader thought he was denying 
that anybody has ever suffered from epi
lepsy. Certainly if the bare statement 'there 
are no sacred diseases' were made out of 
its context, it could easily be ridiculed. 'Do 
you really mean that nobody ever suffers 
from fits, or rolls on the ground in a 
frenzy?' But our motto ought to be: 'Don't 
ask what a philosopher could mean; look 
and find out what he did mean'. If that is 
our motto we shall not find much use for 
paradigm case or excluded opposite argu
ments. 
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GROVER MAXWELL AND HERBERT FEIGL 

WHY ORDINARY LANGUAGE NEEDS REFORMING1 

Most philosophers, including many 
"ordinary-language" 2 philosophers, would 
agree that it is often permissible, even de
sirable, to "reform" ordinary language for 
scientific and for some philosophical pur
poses. But many of them would also main
tain that most or, at least, a large portion 
of philosophical problems arise in ordinary 
language and, hence [sic!], must be solved 
in ordinary language - to attempt to solve 
them by "rational reconstructions," etc., 
would be to do something "utterly irrele
vant." 3 We shall devote a large portion 
of this study to an examination of both 

Reprinted from The Journal of Philosophy, 
LVIII (1961), 488-98, by permission of the 
authors and the editor. 

•Contribution to the Symposium "Must Phi
losophers Reform Ordinary Language," meeting 
of the American Philosophical Association 
(Western Division), Chicago, May, 1960. 

'See especially: J. L. Austin, "A Plea for Ex
cuses," Proceedings of the Aristotelian Society, 
LVIII (1956-57), 11-12, 29; P. F. Strawson, 
"Construction and Analysis," in A. J. Ayer, et al., 
The Revolution in Philosophy (London: Mac
Millan, 1956), pp. 109-110, and Introduction to 
Logical Theory (New York: John Wiley & Sons, 
1952), p. 230; and John Wisdom, "Philosophical 
Perplexity," Proceedings of the Aristotelian 
Society, XVI ( 1936). 

Editor's note: Wisdom's article is reprinted 
above at pp. 101-10. 

'See, for example, P. F. Strawson, "Carnap's 
Views on Constructed Systems vs. Natural Lan
guages in Analytic Philosophy," in The Philoso· 
phy of Rudolf Carnap, ed. P. A. Schilpp (La 
Salle, Illinois: Open Court, 1963), pp. 503-18. 

Editor's note: This essay overlaps Strawson's 
"Analysis, Science, & Metaphysics," reprinted 
below at pp. 312-20. See note, p. 312. 

the premise and the conclusion of this 
argument. 

To begin with, we wonder whether the 
ordinary-language philosopher can remain 
true to his own dictum. The terms of ordi
nary language are notoriously ambiguous 
and vague. We shall quickly be told that it 
is just this feature which renders it such a 
rich and effective instrument and that in 
many cases the ambiguity and vagueness 
do not cause any difficulty. We agree. But 
will it not also be agreed, even insisted, 
that some philosophical problems do arise 
from failure to distinguish among the vari
ous meanings or uses of a term and that 
one of the tasks of the philosopher is to 
"sort out" the various relevant meanings? 
But in what sense, if any, are these various 
separate and distinct meanings already 
there in ordinary language, waiting for the 
philosopher to unearth them? Surely the 
ordinary man (including ourselves) is not 
always conscious of their being there -
otherwise, the "philosophical problems" 
that rendered the "sorting out" desirable 
would never have arisen. It might be re
torted that by calling attention to the vari
ous uses of relevant terms we can often 
elicit agreement from the ordinary man 
(including ourselves) and in so doing re
move his philosophical puzzlement. But 
how are we to decide whether this is the 
correct description of such a situation or 
whether we should say that we have per-
suaded the ordinary man to accept "tight
ened-up," perhaps modified - in short, re-
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formed - meanings? Perhaps some cases 
are more aptly described in the former 
and others in the latter manner; but we 
know of no decision procedure for classify
ing each particular case, and we strongly 
suspect that many cases of putative ordi
nary-usage analysis are, in fact, disguised 
reformations. Perhaps such activity differs 
only in degree from that of the avowed 
reconstructionist or system builder. (This 
is, of course, not to say that the difference 
in degree may not be important.) For ex
ample, Professor Stephen Toulmin, in his 
recent book, The Uses of Argument, 4 takes 
William Kneale to task for supposing that 
it is appropriate in certain circumstances 
to say, "Improbable but true." But, surely, 
if we tell someone of having witnessed a 
friend make twenty consecutive "passes" 
with the dice, he might well exclaim, "How 
improbable!" And we might well reply, 
"Yes, improbable but true." In fact, we 
have heard such an expression so used on 
various occasions - by no means always 
only by philosophers, either. Professor 
Toulmin is, of course, engaged in adum
brating his own theory of probability, and 
he has every right, according to our view, 
to tighten up - to reform - the concept 
of probability in this manner, provided he 
produces reasonable grounds for so doing. 
But Professor Toulmin stoutly maintains 
that the only legitimate grounds for a the
ory of probability (and, we suppose, any 
philosophical theory) must be adduced 
from ordinary usage. Had Professor Toul
min permitted himself a bit of additional 
reformation and utilized the distinction, 
emphasized by Carnap (who also gets his 
wrist slapped by Professor Toulmin) and 
others, between individual events and 
kinds of events, he could have made a good 
case for maintaining that the expression 
at which he is so outraged is improper 
unless it is an ellipsis for something like, 
'The event in question (which did occur) is 
a member of such-and-such a class of 
events. The occurrence of members of this 

'Cambridge: University Press, 1958, p. 54. 

class of events is improbable. However, 
this event did occur'. 

Consider a closely related point. Straw
son 5 has pointed out that "in the effort to 
describe our experiences we are constantly 
putting words to new uses, connected with, 
but not identical with, their familiar uses; 
applying them to states of affairs which are 
both like and unlike those to which the 
words are most familiarly applied." Surely, 
something like this accounts, in large 
measure, for the evolution of "natural" 
languages; ordinary language is constantly 
being reformed. (0. Jespersen's point that 
an enormous number of the words in ordi
nary language are "dead metaphors." 6) 

And quite often we find it necessary to 
help this evolution along a bit simply be
cause ordinary language provides no uni
vocal guide as to what should properly be 
said when novel situations arise, whether 
these arise in actuality or in thought experi
ments. Consider William James's example 
of the dog running round a tree on the 
trunk of which is a squirrel that encircles 
the trunk so that he always faces the dog. 
Does the dog go around the squirrel? Or 
consider the old conundrum: When a tree 
falls out of earshot of any sentient being, 
is there or is there not any sound? In what 
sense are the relevant distinct uses of 'go 
around' and 'sound' already lurking in 
ordinary language, waiting to be un
earthed? Even in these extremely simple, 
perhaps puerile, "philosophical problems," 
a modest degree of reformation seems to 
be required. 

A large proportion of philosophical 
problems arise from consideration of un
usual cases. Many of the problems con
cerning perception, the reality of the ex
ternal world, etc., arise quite naturally 
from consideration of abnormal cases 
such as illusions, hallucinations, and so on. 

"Loe. cit. 
•Language: Its Origins, Nature and Develop

ment (London, 1925), p. 432; cited by D. J. 
O'Connor, "Philosophy and Ordinary Lan
guage," Journal of Philosophy, XLVII (1951), 
797-808. 
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We do not condone all of the nonsense 
these problems have elicited (nor do we 
condemn it wholesale, either; any difficult 
and fascinating problem will produce some 
nonsense). But we see absolutely no rea
son to believe that examination of ordi
nary use in the "paradigm," normal cases 
can provide us with definitive rules for 
"proper" use in the unusual and novel 
cases. The "paradigm" cases can provide 
us with a starting point - a jumping-off 
place; ordinary language is (often) the first 
word - but, quite often, this is all that 
it can do. 

Furthermore - and this is of crucial im
portance - consideration of atypical cases 
often points up possible inadequacies and 
may suggest improvements in our concep
tualization of the "normal" cases. Carnap, 
in a penetrating examination of some of 
the claims of ordinary-language philoso
phers, 7 considers the following example: 

"Does it follow from the fact that the same 
object can feel warm to one man and cold to 
another, that the object really is neither cold 
nor warm nor cool nor has any such proper
ty?" In order to solve this puzzle, we have first 
to distinguish between the following two con
cepts: ( 1) "the thing x feels warm to the per
sons y" and (2) "the thing x is warm," and 
then to clarify the relation between them. The 
method and terminology used for this clarifi
cation depends upon the specific purpose we 
may have in mind. First, it is indeed possible 
to clarify the distinction in a simple way in 
ordinary language. But if we require a more 
thorough clarification, we must search for 
explications of the two concepts. The explica
tion of concept ( 1 ) may be given in an im
proved [reformed] version of the ordinary 
language concerning perceptions and the like. 
If a still more exact explication is desired, 
we may go to the scientific language of psy
chology. The explication of concept (2) must 
use an objective language, which may be a 
carefully selected, qualitative part of the or
dinary language. If we wish the explicatum to 
be more precise, then we use the quantitative 
term "temperature" either as a term of the 

'"P. F. Strawson on Linguistic Naturalism," 
in The Philosophy of Rudolf Carnap, p. 934. 

developed ordinary language, or as a scientific 
term of the language of physics. 

Perhaps the prescientific gestation of the 
concept of temperature proceeded in a 
manner something like this, perhaps not; 
at any rate, it easily could have. 

As an example of a philosophical prob
lem which arises in ordinary language but 
which need not - perhaps cannot- be 
solved in ordinary language, Carnap cites 
the paradoxes of Zeno. He says: s 

For their solution, certain parts of mathe
matics are needed which go far beyond ele
mentary arithmetic, such as the theory of 
real numbers, the concept of the limit of a 
series, and finally the proof that certain in
finite series are convergent, i.e., that every 
member of the series is greater than zero and 
nevertheless the sum of the whole series is 
finite. In this case, the perplexities were for
mulated in the natural language. But the di
agnosis consists in the demonstration that 
certain apparently valid forms of inference 
involving the infinite are fallacious and lead 
to contradictions. The therapy consists in the 
use of a new language, with terms suitable 
for the formulation of the problem and with 
rules of deduction preventing the old contra
dictions. 

We are aware of a number of attempts 
to resolve these paradoxes within the ru
bric of ordinary language. We do not think 
that any of these has been successful, and, 
indeed, some of them seem to commit the 
"fallacy of irrelevant conclusion." 9 Be that 
as it may, it is sufficient for our purposes 
that, although the paradoxes arise in ordi
nary language, they can be solved in non
ordinary language.10 And we suggest that, 
even if it could be shown that some of the 
ordinary-language attempts succeed, the 

1 lbid., p. 939. 
'See, especially, G. Ryle, Dilemmas (Cam

bridge: University Press, 1954), pp. 36-53, criti
cally commented upon by A. Ambrose, Journal 
of Philosophy, Lll (1955), 157-58. 

10 See, for example, A. Griinbaum, "Modern 
Science and Refntation of the Paradoxes of 
Zeno," The Scientific Monthly, LXXXI (1955), 
234-39. 
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non-ordinary resolution is more thorough, 
more complete, more elegant, and actu
ally simpler. 

By far the greater number of important 
and interesting traditional philosophical 
problems, it seems to us, have arisen out 
of tho~e non-paradigmatic cases which are 
either the results of scientific discoveries 
or of speculation along scientific lines. The 
problems of primary and secondary quali
ties, as well as many of the questions con
cerning substance, had their origins in 
considerations of Renaissance science and 
speculation that many of the observable 
properties of physical objects would some 
day be explained by microstructure. The 
"nature" of space and time; the free-will 
problems and their relation to causal
ity, determinism, and indeterminism; the 
mind-body problem (particularly in con
nection with its neurophysiological as
pects); the problems of teleology; etc., etc., 
provide other examples. 

What can we say, briefly, about the ac
tual role reformation plays in these and 
in other philosophical problems? As a be
ginning let us consider what might seem 
to be a digression. Ordinary-language phi
losophers often contend that reformation, 
systematization, etc., tend to neglect and 
to destroy the immense richness and com
plexity of ordinary language and to re
place it with "neat simplicities." But surely 
this is only one edge of the sword, and 
perhaps the other edge is sharper: the 
"richness" of ordinary language often 
turns out to be an embarras de richesse. It 
is a commonplace that science proceeds, 
in large measure, by simplifying, by ab
stracting, by neglecting factors that are 
irrelevant and, even in some cases, by 
neglecting factors that have a measure of 
relevance in order to arrive at viable ap
proximations. It seems to us that philoso
phy, too, should often proceed in a similar 
manner. The Oxbridge analysts remind us 
that each statement has its own logic; they 
should also point out, further, that each 
statement may have several logics, for they 
do point out, quite correctly, that a single 

tokening of a sentence may simultaneously 
play several roles, e.g., cognitive, emotive, 
performatory, etc. An epistemologist, for 
example, who is interested in an analysis 
of the validation of knowledge claims will 
need to extract from this tangle, and con
centrate on, the cognitive aspects. He will 
want to determine certain general cogni
tive features which a large variety of sen
tences have in common. He will want to 
eliminate or minimize the much vaunted 
"context dependence" as much as is feas
ible, partly by abstracting context-invari
ant features and partly by formulating 
general principles which themselves spec
ify the relevant contextual conditions. In 
short, he will need to systematize to some 
extent. For this purpose he may even find 
it necessary to introduce new terms. Some 
of these may be merely notational con
veniences, introduced by explicit defini
tion; but others may be introduced in a 
manner similar to the introduction of cer
tain theoretical terms in science - it may 
not be possible, even in principle, to define 
them explicitly. They will be implicitly de
fined by some of the principles of the 
theory of knowledge that employs them. 
The dichotomy, term of ordinary language 
vs. technical term, if by 'technical term' 
is meant a term for which explicit defini
tion or neat "criteria" are given, is chimeri
cal both in theoretical science and in 
philosophy. This should not be surprising. 
Even in teaching the meanings of many 
terms of ordinary language, it is often im
possible to give helpful explicit definitions 
or to give the meanings of such terms 
"ostensively." Here, as in science and phi
losophy, we have to proceed by giving 
some of the rules for the use of such a 
term and by exhibiting its use on some 
occasions. We have to show how it is lo
cated in a network of other concepts -
or we may say that we call attention to the 
meaning postulates that implicitly define 
the term by relating it to other terms. It 
is neither possible nor necessary nor de
sirable that every term, expression, or 
sentence of science or philosophy be trans-
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latable into ordinary language, the obser
vation language, or the like. 

This discussion, incidentally, shows how 
technical philosophy of science may have 
important implications for the analysis of 
ordinary language; i.e., the analysis of sci
entific theories results in a model useful 
in explaining how many of the terms of 
our ordinary language "get their mean
ing"; they are, in a sense, implicitly defined 
by the meaning postulates of the (some
what primitive) theories presupposed by 
ordinary language. Another case in point, 
closely related to the one above, is the 
analytic-synthetic distinction. Surely this 
distinction is crucial for analytic philoso
phy; for the central concern of the analyst 
is the set of moves made according to the 
rules of the relevant language game. The 
move from 'Joe is a bachelor' to 'Joe is 
male' is sanctioned wholly by such tules; 
but a move from 'Joe is a bachelor' to 'Joe 
is neurotic', even if justified, cannot be 
certified by the analyst, for it depends 
upon the factual premise, 'All (or most, or 
many) bachelors are neurotic' rather than, 
as in the case with the former, upon an 
analytic premise such as 'All bachelors 
are male'. Unfortunately, most moves, and 
virtually all of these which are philosophi
cally interesting, are not so easily classi
fied as the simple examples cited above. 
Search ordinary usage of a particular lin
guistic move as much as we may, the most 
we are usually able to come up with is the 
fact that sometimes it seems to be made 
on the basis of an analytic premise, at 
others on the basis of a factual premise; 
in most cases, ordinary use does not pro
vide any definitive basis for placing it in 
either category. The ordinary-language 
analyst will, thus, in most cases, not be 
able to decide whether the move is within 
his province of certification or not. When 
he professes to do so, we contend, he is 
actually indulging in tacit reformation and 
issuing a stipulation as to what the terms in 
question are to mean. The parallel (actu
ally the identical) problem in philosophy 
of science is concerned with the distinc-

tion between those lawlike statements 
which are true solely by virtue of the mean
ings of the terms involved (the meaning 
postulates which implicitly- or explicitly 
- define the relevant terms) and those 
which express contingent truths. Here, 
again, a statement such as 'f = ma' seems 
sometimes to be used merely as a defini
tion of 'force', at others as an empirical 
law ('force' being defined perhaps by 
Hooke's law), and, in many cases, its use 
provides no definitive basis for classifying 
it as either. (In some, though not all, of 
the cases of the last type, 'force' seems to 
functlon as a theoretical term that is not 
explicitly definable at all.) The terms are 
what one of us has called "systematically 
ambiguous." 11 

But we do not share the views of Quine 
et al., who hold that there is no analytic
synthetic distinction or that it is of no 
importance. It seems to us that, in any 
responsible, reflective use of language, the 
meanings of words should be determined 
entirely by the intent of the language user 
concerning their use. So, when we wish to 
speak of meaning at all, our proposal is 
that we yield gracefully (to borrow a 
phrase from an unpublished manuscript 
by Professor Roger Buck) to the tempta
tion to issue stipulations - to reform.12 

An analysis of a theory - a set of lawlike 
statements - will almost always reveal 
that it is possible to distribute analyticity 
and contingency in a number of different 
ways so that each member of the resulting 
f amity of reformations will be consistent 
with the actual use of the theory in a 

11 H. Feig!, "Some Major Issues and Develop
ments in the Philosophy of Science of Logical 
Empiricism," in Minnesota Studies in the Philos
ophy of Science, ed. H. Feigl and M. Scriven 
(Minneapolis: University of Minnesota Press, 
1956). 

'"In connection with this problem, the terms 
'reform' and 'reformation' had already been used 
as "technical terms" by one of us before this sym
posium topic was assigned; see G. Maxwell, 
"Meaning Postulates in Scientific Theories," in 
Current Issues in the Philosophy of Science, ed. 
H. Feigl and G. Maxwell (New York: Holt, 
Rinehart and Winston, 1961). 
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given situation or context. The value of 
such reformation stands out most sharply 
when it becomes desirable to enrich or 
otherwise modify the theory, usually in 
view of new discovery or new speculation. 
In such cases, that reformation should be 
selected which results in the greatest sim
plicity, elegance, heuristic fertility, etc., of 
the modified theory. Thus a meaning pos
tulate cannot be false, nor can a belief in 
it be mistaken; it is necessarily true and 
(therefore) factually empty simply because 
it is merely a "surrogate" 18 for a linguis
tic rule. But such rules often indirectly 
"reflect" facts or beliefs via considerations 
of simplicity, theoretical fertility, etc.; and 
if we stubbornly cling to all of the "old" 
rules in the face of new discoveries, we 
must be prepared to pay the price of having 
some of our concepts become vacuous and 
of having our conceptual system become 
more and more cumbersome - perhaps 
practically unmanageable.14 

We contend that this segment of the 
philosophy of science, at the very least, 
provides a helpful model for analogous 
problems in ordinary language. We be
lieve, of course, that it is more than a 
model and that it provides the most plaus
ible theory which explains how our every
day concepts grew and evolved as a result 
of the facts and beliefs deemed most im
portant throughout the history of man
kind. And it shows why the language of 
science is continuous with ordinary lan
guage and why scientific discoveries are 
potentially relevant to any philosophical 
problem. 

The need for reform, then, is at least 
threefold. First, there is the need, for cer
tain philosophical purposes, to abstract 
and systematize, eliminating irrelevancies. 
Second, in many cases, we must reform in 

'"See Max Black, "Necessary Statements and 
Rules," Philosophical Review, LXVII (1958), 
313-41. 

"For a more detailed treatment of these 
points, see Maxwell, loc. cit. Also, Feig!, "Con
firmability and Confirmation," in Readings in 
Philosophy of Science, ed. P. P. Wiener (New 
York: Scribner's, 1953 ). 

order to analyze at all, because mere ex
amination of ordinary use will not reveal 
the sought-for rule and because the more 
interesting terms of ordinary language are 
also systematically ambiguous. Third, the 
implicit rules that are present in the ordi
nary language game may indirectly reflect 
beliefs which are false. 

But now let us offer an olive branch. 
Ordinary language is indeed (usually) the 
first word. The groundwork for almost 
any philosophical investigation should con
sist of a careful and detailed study of the 
actual use to which terms designating the 
relevant concepts are put (a task which 
Oxbridge analysts often perform so admi
rably). And this is not all: for the purpose 
of effective communication, among other 
things, let the meanings we give to the 
pertinent terms in our reformations be 
such that the resulting use corresponds 
as closely with their ordinary use as is 
consistent with other desiderata such as 
simplicity, heuristic fertility, etc. (pro
vided, of course, that we can discover what 
the ordinary use actually is). Finally, when 
our reformations do depart from ordinary 
use, let us explicitly note this fact and 
point out, insofar as is possible, both the 
nature of the differences and the grounds 
for the departure. A philosopher who vio
lates these maxims, in order to get started, 
must pull himself up by his bootstraps; 
and even if he succeeds in this, he will in 
all probability be seriously misunderstood, 
not only by others, but, quite possibly, 
even by himself. Even the system-builder 
who, having proposed wholesale a new 
terminology and notation, makes his use 
of his conceptual apparatus in principle 
clear (although he is exercising a preroga
tive we would not deny him) must be pre
pared to find himself, perhaps justifiably, 
ignored. The kind of systematization that 
we advocate is similar to that of science. 
It should be a cooperative venture and 
should, in the main, proceed slowly, aided 
by criticisms and suggestions exchanged 
among coworkers. 

We must admit that most philosophers 
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have failed to observe the maxims listed 
above, and we are astounded to note 
among them those who, of all people, 
should know better. For example, Pro
fessor Gilbert Ryle 15 adduces a kind of 
ontological proof 16 or transcendental de
duction of the nonexistence of private men
tal states or events such as pain, anger, 
elation, etc. He purports to do this by 
exhibiting our actual use of such terms 
and comes to the remarkable conclusion 
that they mean or refer to nothing but 
actual and/or possible behavior. Professor 
Ryle's failure has at least three facets. 
First, such ontological proofs are highly 
suspect on elementary logical grounds -
unless it could be shown, e.g., that the 
concept of immediate experience is incon
sitent; we do not think that Professor Ryle 
demonstrates this. Second, it would be 
hard to imagine a more radical departure 
from common sense and ordinary usage 
than that which Professor Ryle proposes. 
We are more sure of the fact that when 
we token 'Jones is in pain', we do not 
mean or intend to refer to his actual or 
possible behavior than we are of any phil
osophical thesis. (It is true, of course, that 
we use his behavior as probabilistic indi
cators of his pain.) Third, Professor Ryle 
does not and cannot justify his flagrant 
violation of ordinary usage because he 
deliberately ignores the relevant scientific 
considerations (particulary those of neuro
physiology). Professor Norman Malcolm 
goes even further and suggests that sen
tences such as 'I am in pain' are perhaps 
not reports at all but are to be classified 
with such acts as limping, crying, holding 
one's leg, etc.17 It is one of those delightful 
ironies of philosophy that Professor Mal
colm, for whom any departure from ordi-

,. The Concept of Mind (London: Hutchin
son's University Library, 1949). 

'"We are indebted to Professor P. K. Feyera
bend for this point. 

""Knowledge of Other Minds," Journal of 
Philosophy, LV (1958), 969-78. Cf. also the 
counterarguments by H. Feigl in "Other Minds 
and the Egocentric Predicament," ibid., pp. 
978-87. 

nary language was, at least at one time, 
anathema and who emphatically main
tained that ordinary use is correct use 18 

should propose the most radical departure 
from ordinary language of which we have 
ever heard. Professor Malcolm arrives at 
his position, of course, by following the 
footsteps of the master. He finds it non
sensical to say, "I have a pain and Jones 
has something similar to or qualitatively 
identical with it," because I have no "cri
teria" for saying that lones's immediate 
experience is similar to mine. If by a 'cri
terion', following the early logical postiv
ists, one means something like a logically 
necessary or sufficient condition, then of 
course: no criteria, no meaning. But this 
argument has for us no force at all and 
simply reflects a narrow verificationism, or 
an anti-theoretical bias on the part of Ryle 
and the later Wittgenstein. Do we not lack 
criteria, in exactly the same way, for as
serting that a past event was (qualitatively) 
similar to a present one? Or for saying that 
a hydrocarbon. molecule has roughly the 
same shape as a certain tinker-toy model? 
The justification of such "transcendent" 
assertions is indirect, and depends on the 
acceptance of an entire conceptual frame. 
This is in some (though not in all) respects 
similar to the justification of scientific the
ories. The adoption of a conceptual frame 
can be pragmatically justified, and while 
this includes quite prominently empirical 
considerations, these alone are not suffi
cient- simply because they function as 
"evidence" only within such a frame. To 
ask for absolute or a priori demonstra
tions, here as elsewhere, is to chase a will
o' -the-wisp - reflecting a quixotic "quest 
for certainty." 

If space permitted, we should like to 
"view with alarm" other fashionable but 
highly questionable recent tendencies 
among some of the ordinary-language phi-

uN. Malcolm, "Moore and Ordinary Lan
guage," in The Philosophy of G. E. Moore, ed. 
P. A. Schilpp (New York: Tudor, 1946), pp. 
345-68. 

Editor's note: Reprinted above at pp. 111-24. 
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Iosophers. For example, religion (if not 
also theology) is again the subject of very 
peculiar defenses. If literal interpretations 
of the scripture are excluded, i.e., if "de
mythologization" is attempted, one must 
ask whether the remaining core of signifi
cance in religious expressions can consist 
in anything more than edification exhor
tation (including, of course, self-~xhorta
tion), and consolation. There is no doubt 
that these functions of language play im
portant roles in our lives. But "faith," 
"creed," or "belief" in this religious sense 
does not involve any knowledge claims, 
and is exclusively a matter of attitude and 
ritual and reduces to the expression-appeal 
(plus perhaps some "performatory") func
tions of language. If so, should not the self
professed linguistic therapists and clarifiers 
make it perfectly explicit that "belief" 
("faith," "creed," etc.) in that sense -is 
not to be confused with "belief' in the 

well-known and entirely different sense in 
which we use it in connection, eg., with 
predictions or conjectures - be it in com
mon life or in science? We think that the 
basic distinction between cognitive and 
noncognitive significance is indispensable 
and that its neglect can lead us only back 
to obscurity, or worse still, to obscur
antism. The clarity of thought aspired to 
by Wittgenstein himself can be attained 
only if, while granting the fusions of the 
various functions of language, we remain 
on our guard against their confusions. This 
in fact seems to us to be the first step in 
all cases of philosophical analysis and, 
hence, a prerequisite for any subsequent 
reformation. 

~ditor's note: At the same symposium in 
which Thompson presented his reply to this es
say by Maxwell and Feigl, another reply was 
presented by 0. K. Bouwsma. This reply is en
titled "The Terms of Ordinary Language Are 
... " and is included in Bouwsma [1]. 
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MANLEY THOMPSON 

WHEN Is ORDINARY LANGUAGE REFORMED? 1 

According to Professors Maxwell and 
Feigl, "it does not seem that we ordinarily 
speak of reforming ordinary language." 
But what shall we say about the rather 
frequent proposals to simplify spelling, 
verb formation, plural endings, and the 
like? These proposals for the most part 
are not concerned primarily, if indeed at 
all, with reforms in specialized languages 
like those of law, medicine, physics, chess, 
or business. They are concerned primarily 
with reforms in the language all of us 
speak in our everyday living, and surely 
we would ordinarily speak of these re
forms as reforms of ordinary language. I 
suspect the point is that Professors Max
well and Feigl are not at all concerned 
with reforming ordinary language in the 
way that these proposals are concerned 
with reforming it. We do not ordinarily 
speak of reforming language in the way 
that Professors Maxwell and Feigl think 
that philosophers must reform it. In this 
paper I shall take the liberty of referring 
to the latter as "the extraordinary way of 
reforming ordinary language." We shall 
see presently that there is some point in 
keeping this contrast in mind when we dis
cuss the question of whether philosophers 
must reform ordinary language. 

The contrast, unfortunately, is not 

Reprinted from The Journal of Phil080phy, 
LVIII (1961), 498--504, by permission of the 
author and the editor. 

1 Read at the meeting of the Western Division 
of the American Philosophical Association at 
Chicago, May, 1960. 
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brought out very well by Maxwell and 
Feigl's initial characterization of how they 
are going to use the phrase "reforming or
dinary language." They say that their use 
of this phrase will be the same as that of 
the phrase "changing the ordinary use of 
terms or introducing new terms by speci
fying what use they are to have." The 
trouble is that the latter phrase can be 
readily applied to many of the reforms that 
seem to be. ordinary. It is apparent from 
what is said later in the Maxwell-Feigl 
paper that its authors do not mean in their 
initial characterization of reforming ordi
nary language just any change in the or
dinary use of a term, nor do they mean the 
introduction of a new term to serve just 
any of the uses that a new word may serve. 
On the contrary, their main concern is 
with the cognitive functions of language, 
and they are concerned with the various 
noncognitive functions only to the extent 
of isolating the latter and keeping them 
from being confused with the cognitive 
functions. The extraordinary way of re
forming ordinary language is thus a cog
nitive reform - a reform which aims to 
improve the capacity of language to per
form its cognitive functions. 

I shall not have time to discuss sepa
rately each of the three needs for cognitive 
reform listed by Professors Maxwell and 
Feigl. I want instead to raise the general 
question: Have they given us a satisfactory 
account of what philosophers should do 
(or try to do) with ordinary language? I 
want to suggest another way, which I be-
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lieve is more fruitful, of regarding the rela
tion between philosophy and ordinary lan
guage. The central point I shall try to 
urge is that when we speak of instituting 
any of the Maxwell-Feigl reforms of lan
guage we have in mind something that ap
plies to wha.t we are inclined to call 
"specialized" rather than "ordinary" 
language. 

Consider the case of a head waiter who 
refers to all the medium-sized tables in his 
restaurant as "six-foot tables." The other 
waiters know his use of this phrase and 
understand his orders when he says, "Do 
thus and so with the six-foot tables." But 
one day a workman comes to the restau
rant and is told by the head waiter to 
revarnish the tops of all the six-foot tables. 
The head waiter discovers later that the 
workman has departed after revarnishing 
the tops of only three of the tables. He 
recalls the workman and asks why the job 
was not finished. Producing a ruler, the 
workman demonstrates that only the three 
tables with revarnished tops measure ap
proltimately six feet. The others are barely 
five feet. The head waiter admits the fault 
is his and announces to the other waiters 
and workmen that henceforth in his in
structions the phrase "six-foot table" will 
not be used. The new phrase "medium 
table" will be used instead. Has the 
head waiter reformed ordinary language? 
Clearly not, but he has reformed what 
we might call the specialized language he 
uses for giving orders in the restaurant. 

I do not wish to press this rather crude 
example too far, but I think it illustrates 
the principal factors that are present when 
we speak of cognitive reforms of language. 
In an obvious sense the head waiter used 
ordinary language in giving his instruc
tions, but in an important sense he did 
not. The later point is brought out by the 
fact that the workman misunderstood the 
instructions, although we hardly want to 
say he misunderstood ordinary language. 
There is nothing in ordinary language 
which tells us exactly how close to six feet 
a table must measure in order to be cor-

rectly referred to as a "six-foot table." Pre
sumably Professors Maxwell and Feigl 
would say that here we must stipulate a 
meaning postulate, and this in effect is 
what the workman did. He stipulated that 
when the measurement is short by at least 
a foot the table is not a six-foot table. But 
this stipulation is a tacit reform of the 
specialized language of the head waiter's 
instructions and not of ordinary language. 

In his Introduction to Mathematical 
Philosophy, when speaking of the logical 
distinction between the is of identity and 
the is of predication, Lord Russell com
ments: "It is a disgrace to the human race 
that it has chosen to employ the word 'is' 
for these two entirely different ideas - a 
disgrace which a symbolic logical language 
of course remedies" (p. 172). Here, I sup
pose, is as clear-cut a case as we can find 
of a philosopher claiming to reform ordi
nary language in a manner that is philo
sophically necessary. But is the reform 
philosophically necessary? To be sure, two 
sentences like "Chicago is the largest city 
on the Great Lakes" and "Chicago is larger 
than any other city on the Great Lakes" 
both have the surface grammar of a sub
ject and predicate connected by "is." But 
that "is" functions differently in the two 
cases at a deeper level of grammar is 
shown clearly by differences in linguistic 
context. It is unnecessary to go to differ
ences in context afforded by the nonspeech 
environment. In the first sentence, "is" 
functions predicatively with reference to 
a phrase beginning with the definite ar
ticle; in the second, with reference to a 
phrase beginning with an adjective in com
parative form. The relevant grammatical 
rule applicable in the linguistic context 
provided by the first sentence is that "is" 
has the force of "is identical with." The 
addition of the phrase "identical with" im
mediately after the "is" in the first sentence 
always makes grammatical sense, although 
the need for such an addition (usually as a 
matter of emphasis) arises only when "is" 
is taken in a wider context than that af
forded by the sentence itself. On the other 
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hand, "Chicago is identical with larger 
than any other city on the Great Lakes" 
is grammatical nonsense. A different rule 
governing the use of "is" is obviously at 
work here. 

Russell's only quarrel with ordinary 
language on this score is thus that all oc
currences of the word "is" are not gov
erned by exactly the same set of rules, not 
even by the same set of typically ambigu
ous rules. But why is this a disgrace to 
the human race? For one thing, Russell 
takes note of the fact that in ordinary 
English the sign of identity is never "is" 
alone but "is" in conjunction with certain 
specifiable types of words (such articles 
and nouns), and that the sign of predica
tion is likewise never "is" alone but "is" 
in conjunction with certain specifiable 
types of words (such as verbs and adjec
tives). Russell notes only that confusion 
is bound to arise if one takes "is" by itself, 
regardless of its linguistic context, as a 
connective sign. But this is simply a mis
understanding of ordinary language, and 
the only reform called for is a correction 
of the misunderstanding. However, if a 
logician tried to operate with a logical 
calculus that symbolized identity and 
predication in exactly the same way, the 
result would not only be disgrace, it would 
be disaster. 

The point is that Russell's need for re
form arises only when ordinary language 
is regarded as~ a logical calculus. I suspect 
Russell was led to this view by the fact 
that in many presentations of Aristotelian 
logic "is" seems to occur indifferently as 
the symbol of identity and predication. 
But then the reform called for is a reform 
of the specialized language of these logi
cians. The fact that in their specialized 
language they borrow the word "is" from 
ordinary language does not make their 
language ordinary any more than the lan
guage of the head waiter's instructions is 
made ordinary because he uses only words 
from ordinary language. We develoR spe
cialized languages for many purposes, in
cluding that of serving as an intellectual 

tool in logical analysis; and we add new 
words, stipulate further meaning postu
lates, and otherwise reform a specialized 
language whenever the occasion arises. In 
instituting these reforms, as well as in the 
actual development of a specialized lan
guage, we also make use of ordinary 
language. But we neither develop nor re
form ordinary language in the way that 
we do a specialized language. Ordinary 
language in this respect stands at rock bot
tom - it is not a tool which we develop 
while using another language as we de
velop a specialized language while using 
it. We speak of reforming ordinary lan
guage in what I called the "ordinary way," 
simplifications in spelling, verb formations, 
plural endings, and the like, because words 
as subject to changes of this sort are al
ready tools which we can make easier to 
use. But when we construct a specialized 
language we may give ordinary words spe
cial uses and thus make them tools in a 
way that they were not tools before, as 
the phrase "six-foot table" became a tool 
in the language of the head waiter's in
structions or the word "is" in the language 
of classical logicians. My suggestion, then, 
is that many extraordinary reforms of ordi
nary language are in fact reforms of these 
tools in specialized rather than in ordinary 
language. 

I said many extraordinary reforms. 
What of the rest? Suppose that at some 
time ordinary language reflected the be
lief mentioned in Aristotle that thunder is 
a quenching of fire in the clouds. An 
analyst of ordinary language at this time 
might conclude that the move from "That 
is thunder" to "That is fire being quenched 
in the clouds" was analytic in ordinary 
language. Do we want to say that in this 
case ordinary language needs reform be
cause one of its discernible rules reflects 
a false belief? Surely what is needed here 
is reform in belief and not in language. 
Once the mistaken belief about thunder 
is abandoned, the linguistic reform takes 
care of itself; people will no longer say 
the things they used to say about thun-
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der - the word "thunder" will behave 
according to new rules. But as long as the 
old belief is retained, it is utterly mislead
ing to describe the situation as one calling 
for linguistic reform. I suggest, then, that 
when extraordinary reforms of ordinary 
language are not in fact reforms of special
ized language, they are reforms in belief 
misconstrued as linguistic reforms. 

There may of course be a cultural lag. 
People may continue to talk in the old 
way even after their beliefs have been 
changed, and a man may find himself say
ing things in an ordinary conversation 
which are incompatible with things he 
would say in a specialized language of in
quiry. In this situation one may speak of 
reforming ordinary language by bringing 
it up to date. But is this anything more 
than proposing that we consciously accel
erate and direct the natural evolution of 
language? People are hardly going to 
continue indefinitely talking in a manner 
contrary to what they believe. As new 
beliefs gradually become ordinary beliefs, 
adjustments in ordinary language are 
bound to occur. While the adjustments 
that come about naturally without con
scious planning may often be less satisfac
tory than those which fit in with particular 
plans, it is hardly the peculiar job of the 
philosopher to draw up such plans and urge 
their adoption. This forms no part of philo
sophical inquiry. It seems to me that these 
planned adjustments belong with the ordi
nary reforms of ordinary language. Those 
who propose planned reforms in spelling, 
verb formations, and the like are certainly 
proposing to accelerate and direct the nat
u:-al evolution of language, and this is also 
true of planned reforms designed to make 
usage correspond with new beliefs. 

But does ordinary language, then, have 
any special relation to philosophy? Ordi
nary language is the pre-theoretical lan
guage in which we first express our beliefs, 
our doubts, our wonders, our puzzles, and 
our problems. Ordinary language thus has 
the first word, and it remains the word 
until inquiry changes our beliefs. When 

philosophical inqumes, despite extensive 
use of specialized language, end in confu
sion and disagreement, philosophers may 
turn (or return) to ordinary language be
cause they suspect that the source of trou
ble lies in the initial statement of the 
problem. Of course, the initial statement 
may have been in a specialized language, 
say the language of physics; and in this 
case philosophers may be led to re-examine 
what they have assumed about physics 
and what they have borrowed from it. Yet 
as philosophers, their primary job is neither 
to add to physics nor to make it intelligible 
to the non-specialist. The peculiarly philo
sophic task concerns the relation of physics 
to something else, and sometimes what 
this something else is is stated in ordi
nary language simply because there is no 
other language at hand. Does physics say 
what this table in front of me really is? We 
might have a special metaphysical lan
guage in which we gave a meaning to the 
phrase "really is," but when our meta
physics ends in confusion and dispute we 
still have ordinary language. "What is it 
really?" may occur in ordinary language 
as an expression of doubt, wonder, or puz
zlement, and philosophers in despair of 
metaphysical language may seek the word 
of ordinary language on this point. But 
here the concern is to understand, not to 
reform, ordinary language. 

When philosophers tum in this way to 
ordinary language, specialized philosophi
c al language about ordinary language in
evitably results, and there is thus the 
problem, rightly emphasized by Maxwell 
and Feigl, of deciding when philosophers 
have got the word of ordinary language 
and when they have read their own philo
sophical prejudices into ordinary language. 
There is, I believe, no easy solution to this 
problem - no single set of criteria we can 
appeal to. But we only make matters worse 
when we regard ordinary language as if it 
were just another specialized language sub
ject to cognitive reforms in the way that all 
such languages are. In using ordinary laj-
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guage one is always faced with the ques
tion, "Does this sentence say what I 
mean?" H the answer is "no," one has no 
alternative but to find another sentence 
of ordinary language which does say what 
one means. Communication fails unless 
the search is successful. This is the situa
tion even when one introduces for the first 
time expressions of specialized language, 
since one has to make clear in ordinary 
language what these primitive expressions 
of specialized language mean. But in using 
an already developed specialized languirge 
one always has the alternative of introduc
ing new expressions into the specialized 

language, using ordinary language to re
late these new primitive expressions to the 
already existing expressions of the special
ized language. It is just because of this 
rock-bottom character of ordinary lan
guage that it makes sense to speak of the 
word of ordinary language. That it makes 
sense, in other words, to distinguish be
tween what ordinary language says and 
what philosophers may say that it says. 
Yet it is also just this rock-bottom charac
ter of ordinary language that we lose when 
we speak of reforming it as Russell did, 
and, it seems to me, as Professors Max
well and Feigl have, too. 
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R. M. HARE 

PHILOSOPHICAL 0ISCOVERIES1 

I 

. There are two groups of philosophers 
m the world at present who often get across 
one another. I will call them respectively 
:ana1~sts' and 'metaphysicians', though this 
1s strictly speaking inaccurate - for the 
analysts are in fact often studying the 
same old problems of metaphysics in their 
own way and with sharper tools, and the 
metaphysicians of an older style have no 
exclusive or proprietary right to the inher
itance of Plato and Aristotle who started 
the business. Now metaphysicians often 
complain of analysts that, instead of doing 
ontology, studyirig being qua being (or for 
that matter qua anything else), they study 
only_ words. My purpose in this paper is 
to diagnose one (though only one) of the 
uneasinesses which lie at the back of this 
common complaint (a complaint which 

Reprinted from Mind, LXIX (1960), 145-62 
by permission of the author and the publisher' 
(Copyright 1960 by Thomas Nelson and Son~ 
Ltd.) 

Sections 2-S and 7 were first published in The 
Journal of Philosophy, LIV (1957), 741-SO and 
are reprinted by permission of the editor. ' 

1 Sections 2-S and 7 of this paper appeared in 
the Journal of Philosophy, in a symposium with 
Professors Paul Henle and S. Korner entitled 
'The Nature of Analysis'. The whole paper could 
not be printed there for reasons of space and I 
am grateful to the editors nf the Journal for per
mission to include in this revised version of the 
complete paper the extract already printed. 

Editor"s note: References to Henle and to 
Komer in this essay are to Henle [l}, reprinted 
l?elow at Pf>· 218-23, a?d Ki;irner [SJ (which was, 
like Henle s paper, written tn reply to the origi
nal version of Hare's essay). 

analysts of all kinds, and not only those 
of the 'ordinary-language' variety, have to 
answer). The source of the uneasiness 
seems to be this: there are some things in 
philosophy of which we want to say that 
we know that they are so - or even that 
we can discover or come to know that they 
are so - as contrasted with merely decid
ing arbitrarily that they are to be so; and 
yet we do not seem to know that these 
things are so by any observation of em
pirical fact. I refer to such things as that 
an object cannot both have and not have 
the same quality. These things used to 
be described as metaphysical truths; now 
it is more customary, at any rate among 
analysts, to express them metalinguisti
cally, for example by saying that propo
sitions of the form 'p and not p' are ana
lytically false. An analyst who says this 
is bound to go on to say what he means 
by such expressions as 'analytically false'; 
and the account which he gives will usu
ally be of the following general sort: to 
~ay that a proposition is analytically false 
IS to say that it is false in virtue of the 
meaning or use which we give to the words 
used to express it, and of nothing else. But 
this way of speaking is not likely to mollify 
the metaphysician; indeed, he might be 
pardoned if he said that it made matters 
worse. For if philosophical statements are 
statements about how words are actu
ally used by a certain set of people, then 
their truth will be contingent - whereas 
what philosophers seem to be after are 
necessary truths: but if they are expres-
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sions of a certain philosopher's decision to 
use words in a certain way, then it seems 
inappropriate to speak of our knowing 
that they are true. The first of these alter
natives would seem to make the findings 
of philosophy contingent upon linguistic 
practices which might be other than they 
are; the second would seem to tum phi
losophy into the making of fiats or con
ventions about how a particular writer or 
group of writers is going to use terms -
and this does not sound as if it would pro
vide answers to the kind of questions that 
people used to be interested in, like 'Can 
an object both have and not have the same 
quality, and if not why not?' This is why 
to speak about 'decisions' (Henle, op. cit. 
pp. 753 ff.) or about 'rules' which are 
'neither true nor false' (Komer, op. cit. 
pp. 760 ff.) will hardly assuage the meta
physician's legitimate anxiety, although 
both of these terms are likely to figure in 
any successful elucidation of the problem. 

It is worth pointing out that this di
lemma which faces the analyst derives, 
historically, from what used to be a prin
cipal tenet of the analytical movement in 
its early days - the view that all mean
ingful statements are either analytic (in 
the sense of analytically true or false) or 
else empirical. From this view it seems to 
follow that the statements of the philoso
pher must be either empirical or analytic; 
otherwise we can only call them meaning
less, or else not really statements at all 
but some other kind of talk. Many analysts 
failed to see the difficulty of their posi
tion because of a confusion which it is 
easy to make. It is easy to suppose that 
the proposition that such and such another 
proposition is analytically true, or false 
(the proposition of the analyst) is itself 
analytic, and therefore fits readily into one 
of the approved categories of meaningful 
discourse. But, though it may perhaps be 
true, it is not obviously true that to say 
'Propositions of the form "p and not p" 
are analytically false' is to make an analyti-

used? And is it analytically true that they 
are used in this way? There are confilcting 
temptations to call the statement analytic, 
and empirical, and neither. The early ana
lysts therefore ought to have felt more 
misgivings than most of them did feel 
about the status of their own activities; 
and this might have made them more 
sympathetic towards the metaphysicians, 
whose activities are of just the same du
bious character (neither clearly empirical 
nor clearly analytic). 

This is not to say that the matter has 
not been widely discussed since that time; 
and indeed there are certain well-known 
simple remedies for the perplexity. But I 
am not convinced that the disease is yet 
fully understood; and until it is, metaphy
sicians and analysts will remain at cross 
purposes. It is a pity that the early analysts, 
in general, tended to follow the lead, not 
of Wittgenstein, but of Carnap. Wittgen
stein was moved by doubts on this point 
among others to describe his own proposi
tions as 'nonsensical' (Tractatus, 6: 54); 
but Carnap wrote, '[Wittgenstein] seems 
to me to be inconsistent in what he does. 
He tells us that one cannot state philo
sophical propositions and that whereof 
one cannot speak, thereof one must be 
silent; and then instead of keeping silent, 
he writes a whole philosophical book' 
(Philosophy and Logical Syntax, p. 37), 
thus indicating that he did not take Witt
genstein's misgivings as seriously as he 
should have. At any rate, the time has 
surely come when metaphysicians ought 
to co-operate in attacking this problem, 
which touches them both so nearly. 

Once it is realised that the propositions 
of the analyst are not obviously analytic, 
a great many other possibilities suggest 
themselves. Are they, for example, em
pirical, as Professor Braithwaite has re
cently affirmed? 2 Or are some of them 
analytic and some empirical? Or are they 
sometimes ambiguous, so that the writer 
has no clear idea which of these two things 

cally true statement; for is not this a state- •An Empiricist's View of the Nature of Rcli-
ment about how the words 'and not' are gious Belief, p. 11. ' 
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(if either) they are? Or are they, not state
ments at all, but resolves, stipulations or 
rules? Or, lastly, are they (to use an old 
label which has little if any explanatory 
force) synthetic a priori? These possibili
ties all require to be investigated. 

This paper is intended to serve only as 
a prolegomenon to such an investigation. 
It takes the form of an analogy. If we 
could find a type of situation in which 
the same sort of difficulty arises, but in a 
much clearer and simpler form, we might 
shed some light on the main problem. In 
choosing a much simpler model, we run 
the risk of over-simplification; but this is 
a risk which has to be taken if we are to 
make any progress at all. If we are careful 
to notice the differences, as well as the 
similarities, between the model and that 
of which it is a model, we shall be in less 
danger of misleading ourselves. 

The suggestion which I am going tenta
tively to put forward might be described 
as a demythologised version of Plato's doc
trine of anamne.~fs. Plato says that finding 
out the definition of a concept is like re
membering or recalling. If this is correct, 
some of the difficulties of describing the 
process are accounted for. To remember 
(whether a fact, or how to do something) 
is not (or at any rate not obviously) to 
make an empirical discovery; yet it is not 
to make a decision either. So there may 
be here a way of escaping from the ana
lyst's dilemma. 

II 

Suppose that we are sitting at dinner 
and discussing how a certain dance is 
danced. Let us suppose that the dance in 
question is one requiring the participation 
of a number of people - say one of the 
Scottish reels. And let us suppose that we 
have a dispute about what happens at a 
particular point in the dance; and that, 
in order to settle it, we decide to dance 
the dance after dinner and find out. We 
have to imagine that there is among us 
a sufficiency of people who know, or say 
they know, how to dance the dance-in 

the sense of 'know' in which one may 
know how to do something without being 
able to say how it is done. 

When the dance reaches the disputed 
point everybody may dance as he thinks 
the dance should go; or they may all agree 
to dance according to the way that one 
party to the dispute says it should go. 
Whichever of these two courses they 
adopt, there are several things which may, 
in theory, happen. The first is, chaos -
people bumping into one another so that 
it becomes impossible, as we should say, 
for the dance to proceed. The second is 
that there is no chaos, but a dance is 
danced which, though unchaotic, is not 
the dance which they were trying to 
dance - not, for example, the dance called 
'the eightsome reel'. The third possibility 
is that the dance proceeds correctly. The 
difficulty is to say how we tell these three 
eventualities from one another, and 
whether the difference is empirical. It may 
be thought that, whether empirical or not, 
the difference is obvious; but I do not find 
it so. 

It might be denied that there is any em
pirical difference between the first eventu
ality (chaos) and the second (wrong 
dance). For it might be said, we could 
have a dance which consisted in people 
bumping into one another. In Michael Tip
pett's opera The Midsummer Marriage the 
character called the He-Ancient is asked 
reproachfully by a modern why his dancers 
never dance a new dance: in reply, he 
says 'I will show you a new dance' and 
immediately trips one of the dancers up, 
so that he falls on the ground and bruises 
himseH. The implication of this manoeu
vre is the Platonic one that innovations 
always lead to chaos - that there is only 
one right way of dancing (the one that 
we have learnt from our elders and bet
ters) and that all deviations from this are 
just wrong. But whether or not we accept 
this implication, the example perhaps 
shows that we could call any series of 
movements a dance. If, however, we 
started to call it a dance, we should have 
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to stop calling it chaos. The terms 'dance' 
and 'chaos' mutually exclude one another; 
but although we cannot call any series of 
movements both chaos and dance, we can 
call any series of movements either chaos 
or dance; so the problem of distinguish
ing dance from chaos remains. 

The first and the second eventualities 
(chaos and wrong dance) are alike in this, 
that, whether or not we can say that any 
series of movements is a dance, we can
not say that any series of movements is 
the dance (viz. the eightsome reel) about 
the correct way of dancing which we were 
arguing. It might therefore be claimed 
that, although it may be difficult to say 
what counts as a dance, and thus distin
guish between the first and second eventu
alities, we can at least distinguish easily 
between either of them and the third (right 
dance). And so we can, in theory; for ob
viously both the wrong dance, and chaos 
or no dance at all, are distinct from the 
right dance. That is to say, the terms of 
my classification of things that might hap
pen make it analytic to say that these 
three things that might happen are differ
ent things. But all distinctions are not im
pirical distinction (for example evaluative 
distinctions are not); and the question is 
rather, How, empirically (if it is done em
pirically) do we tell, of these three logi
cally distinct happenings, which has hap
pened? And how, in particular, do we tell 
whether the third thing has happened 
(whether the dance has been danced 
correctly)? 

III 
Let us first consider one thing that 

might be said. It might be said: 'The dance 
has been danced correctly if what has been 
danced is the dance called the eightsome 
reel'. On this suggestion, all we have to 
know is how the expression 'eightsome 
reel' is used; then we shall be able to rec
ognize whether what has been danced is 
an eightsome reel. This seems to me to be 
true; but it will be obvious why I cannot 
rest content with this answer to the prob-

lem. For I am using the dance analogy in 
an attempt to elucidate the nature of the 
discovery called 'discovering the use of 
words'; and therefore I obviously cannot, 
in solving the problems raised within the 
analogy, appeal to our knowledge of the 
use of the expression 'eightsome reel'. For 
this would not be in the least illuminating; 
the trouble is that we do not know whether 
knowing how the expression 'eightsome 
reel' is used is knowing something empiri
cal. We shall therefore have to go a longer 
way round. 

It may help if we ask, What does one 
have to assume if one is to be sure that we 
have danced the right dance? Let us first 
introduce some restrictions into our anal
ogy in order to make the dance-situation 
more like the language-situation which it is 
intended to illustrate. Let us suppose that 
the dance is a traditional one which those 
of the company who can dance it have all 
learnt in their early years; let us suppose 
that they cannot remember the circum
stances in which they learnt the dance; 
nothing of their early dancing-lessons re
mains in their memory except: how to 
dance the dance. And let us further sup
pose that there are no books that we can 
consult to see if they have correctly danced 
the dance - or, if there are books, that 
they are not authoritative. 

What, then, in such a situation, do we 
have to rely on in order to be sure that we 
have really established correctly what is 
the right way to dance the eightsome reel? 
Suppose that someone is detailed to put 
down precisely what happens in the dance 
that the dancers actually dance - what 
movements they make when. We then look 
at his description of the dance and, under 
certain conditions, say, 'Well then, that 
is how the eightsome reel is danced'. But 
what are these conditions? 

We have to rely first of all upon the ac
curacy of the observer. We have to be sure 
that he has correctly put down what actu
ally happened in the dance. And to put 
down correctly what one actually sees 
happening is, it must be admitted, em-
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pirical observation and description. But 
what else do we have to rely on? There are, 
it seems to me, at least two other require
ments. As Henle correctly observes (I do 
not know why he thinks I would disagree) 
we cannot 'discover the rules of a ball
room dance simply by doing it' (op. cit. 
p. 753). The first requirement is that the 
dance which is being danced is indeed the 
eightsome reel; the second is that it is 
being danced right. These are not the same; 
for one may dance the eightsome reel but 
dance it wrong. Though the distinction be
tween dancing a dance and dancing it right 
is not essential to my argument, it is in 
many contexts a crucial one (and with 
games, even more crucial than with dances; 
it must, e.g. be possible to play poker but, 
while playing it, cheat). Even Komer, who 
on page 7 59 of his paper objects to the 
distinction, uses it himself on page 762, 
where he says, 'If it [sc. a performance of 
a dance] is relevant but uncharacteristic, 
it is incorrect'. For both these require
ments, we have to rely on the memory of 
the dancers; and, as I have said, to remem
ber something is not (or at any rate not 
obviously) to make an empirical discovery. 

IV 

The sort of situation which I have been 
describing is different from the situation 
in which an anthropologist observes and 
describes the dances of a primitive tribe. 
This, it might be said, is an empirical 
enquiry. The anthropologist observes the 
behaviour of the members of the tribe, 
and he selects for study certain parts of 
this behaviour, namely those parts which, 
by reason of certain similarities, he classi
fies as dances. And within the class of 
dances, he selects certain particular pat
terns of behaviour and names them by 
names of particular dances - names which 
he (it may be arbitrarily or for purely 
mnemonic reasons) chooses. Here we have 
nothing which is not included in the char
acteristic activities of the empirical scien
tist; we have the observation of similarities 

in the pattern of events, and the choosing 
of words to mark these similarities. 

In the situation which I have been dis
cussing, however, there are elements which 
there could not be in a purely anthropo
logical enquiry. If a party of anthropolo
gists sat down to dinner before starting 
their study of a particular dance, they 
could not fall into the sort of argument 
that I have imagined. Nor could they fall 
into it after starting the study of the dance. 
This sort of argument can arise only be
tween people who, first of all, know how 
to dance the dance in question or to recog
nise a performance of it, but secondly are 
unable to say how it is danced. In the case 
of the anthropologists the first condition is 
not fulfilled. This difference between the 
two cases brings certain consequences with 
it. The anthropologists could not, as the 
people in my ex.ample know, know what 
dance it is that they are disputing about. 
In my example, the disputants know that 
what they are disputing about is how the 
eightsome reel is danced. They are able to 
say this, because they have learnt to dance 
a certain dance, and can still dance it, and 
know that if they dance it it will be dis
tinctively different from a great many other 
dances which, perhaps, they can also 
dance. The anthropologists, on the other 
hand, have not learnt to dance the dance 
which they are going to see danced after 
dinner; and therefore, even if they have 
decided to call the dance that they are to 
see danced 'dance no. 23', this name is for 
them as yet unattached to any disposition 
of theirs to recognise the dance when it is 
danced. The anthropologists will not be 
able to say, when a particular point in the 
dance is reached, 'Yes, that's how it goes'. 
They will just put down what happens and 
add it to their records. But the people in 
my example, when they say 'eightsome 
reel', are not using an arbitrary symbol for 
whatever they are going to observe; the 
name 'eightsome reel' has for them already 
a determinate meaning, though they can
not as yet say what this meaning is. It is in 
this same way that a logician knows, be-
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fore he sets out to investigate the logical 
properties of the concept of negation, what 
concept he is going to investigate. 

The second consequence is that, when 
my dancers have put down in words the 
way a dance is danced, the words that 
they put down will have a peculiar charac
ter. It will not be a correct inscription of 
their remarks to say that they have just 
put down how a particular set of dancers 
danced on a particular occasion; for what 
has been put down is not: how a particu
lar set of dancers did dance on a particular 
occasion, but: how the eightsome reel is 
danced. It is implied that if any dancers 
dance like this they are dancing an eight
some reel correctly. Thus what has been 
put down has the character of universality 
- one of the two positive marks of the 
a priori noted by Kant (we have already 
seen that what has been put down has the 
negative characteristic which Kant men
tioned, that of not being empirical). What 
about the other positive mark? Is what we 
have put down (if we are the dancers) 
necessarily true? Is it necessarily true that 
the eightsome reel is danced in the way 
that we have put down? 

What we have put down is 'The eight
some reel is danced in the following man
ner, viz. . . .' followed by a complete 
description of the steps and successive po
sitions of the dancers. We may feel inclined 
to say that this statement is necessarily 
true. For, when we have danced the dance, 
and recognised it as an eightsome reel cor
rectly danced, we may feel inclined to say 
that, if it had been danced differently, we 
could not have called it, correctly, an eight
some reel (or at any rate not a correct per
formance of one); and that, on the other 
hand, danced as it was, we could not have 
denied that it was an eightsome reel. The 
statement which we have put down seems 
as necessary as the statement 'A square is 
a rectangle with equal sides'. I do not wish 
my meaning to be mistaken at this point. 
I am not maintaining that there is any 
temptation to say that the statement 'The 
dance which we have just danced is an 

eightsome reel' is a necessary statement; 
for there is no more reason to call this 
necessary than there is in the case of any 
other singular statement of fact. The state
ment which I am saying is necessary is 'The 
eightsome reel is danced as follows, viz. 
.. .' followed by a complete description. 

We may, then, feel inclined to say that 
this statement, since it has all the qualifica
tions, is an a priori statement. But there 
is also a temptation to say that it is syn
thetic. For consider again for a moment 
the situation as it was before we began to 
dance. Then we already knew how to dance 
the eightsome reel, and so for us the term 
'eightsome reel' had already a determinate 
meaning; and it would be plausible to say 
that, since we knew the meaning of 'eight
some reel' already before we started danc
ing, anything that we subsequently discov
ered could not be something attributable 
to the meaning of the term 'eightsome reel'; 
and therefore that it could not be some
thing analytic; and therefore that it must 
be something synthetic. Have we not, after 
all, discovered something about how the 
eightsome reel is danced? 

There is thus a very strong temptation 
to say that the statement 'The eightsome 
reel is danced in the following way, viz. 
. . .' followed by a complete description, 
is, when made by people in the situation 
which I have described, a synthetic a 
priori statement. Perhaps this temptation 
ought to be resisted, for it bears a very' 
strong resemblance to the reasons which 
made Kant say that 'Seven plus five 
equals twelve' is a synthetic a priori state
ment. Yet the existence of the temptation 
should be noted. Certainly to call this 
statement 'synthetic a priori' would be odd; 
for similar grounds could be given for con
sidering all statements about how words 
are used as synthetic a priori statements. 
If, which I have seen no reason to believe, 
there is a class of synthetic a priori state
ments, it can hardly be as large as this. 
Probably what has to be done with the 
term 'synthetic a priori' is to recognise 
that it has been used to cover a good 
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many different kinds of statements, and 
that the reasons for applying it to them 
differ in the different cases. It is, in fact, 
an ambiguous label which does not even 
accurately distinguish a class of statements, 
let alone explain their character. What 
would explain this would be to understand 
the natures of the situ~tions (as I said, not 
all of the .same kind) in which we feel in
clined to use the term; and this is what I 
am now trying, in one particular case, to 
do. 

v 
The peculiar characteristics of the situ

ation which I have been discussing, like 
the analogous characteristics of the lan
guage-situation which I am trying to illu
minate, all arise from the fact (on which 
Professor Ryle has laid so much stress) 
that we can know something (e.g. how to 
dance the eightsome reel or use a word) 
without being able yet to say what we 
know. Professor Henle has objected to the 
extension of Ryle's distinction to the 
language-situation. 'This distinction is no 
longer clear', he says, 'when one comes to 
language, and it is by no means apparent 
that one can always know how to use a 
word without being able to say how it is 
used' (op. cit. p. 750). But, although I do 
not claim that the distinction is entirely 
clear in any field, in language it is perhaps 
clearer than elsewhere. To say how a term 
is used we have, normally, to mention the 
term inside quotation marks, and to use, 
in speaking of the quoted sentence or state
ment in which it occurs, some such logi
cian's term as 'means the same as' or 'is 
analytic'. In saying how a term is used, we 
do not have to use it; and therefore we may 
know fully how to use it in all contexts 
without being able to say how it is used. 
For example, a child may have learnt the 
use of 'father', and use it correctly, but 
not be able to say how it is used because 
he has not learnt the use of 'mean' or any 
equivalent expression. Henle seems to con
fuse being able to 'decide on logical 
grounds' that a statement is true with being 
able to say 'the statement is logically true'. 

A person who did not know the use of 
the expression 'logically true' could do the 
former but not the latter. 

Besides noticing that the dance-situation 
has the characteristics which I have de
scribed, we should also be alive to certain 
dangers. There is first the danger of think
ing that it could not have been the case 
that the eightsome reel was danced in some 
quite different way. It is, of course, a con
tingent fact, arising out of historical causes 
with which I at any rate am unacquainted, 
that the dance called 'the eightsome reel' 
has the form it has and not some other 
form. If it had some different form, what 
my dancers would have learnt in their 
childhood would have been different, and 
what they would have learnt to call 'the 
eightsome reel' would have been different 
too; yet the statement 'the eightsome reel 
is danced in the following manner, etc.' 
would have had just the same character
istics as I have mentioned (though the 'etc.' 
would stand for some different description 
of steps and movements). 

Next, there is the danger of thinking 
that if anthropologists were observing 
the dance, and had been told that the 
dance which they were to observe was 
called 'the eightsome reel', they, in report
ing their observations, would be making 
the same kind of statement - namely a 
non-empirical, universally necessary state
ment which at the same time we are 
tempted to call synthetic. They would not 
be making this sort of statement at all, but 
an ordinary empirical statement to the ef
fect that the Scots have a dance which they 
dance in a certain manner and call 'the 
eightsome reel'. 

VI 

There is also a third thing which we 
must notice. If a completely explicit defini
tion were once given of the term 'eightsome 
reel', it would have to consist of a specifi
cation of what constitutes a correct per
formance of this dance. To give such a 
definition is to give what is often called a 
'rule' for the performance of the dance. 
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Now if we already have such a definition, 
then statements like 'The eightsome reel 
is danced in the following way, viz. . . .' , 
followed by a specification of the steps, 
will be seen to be analytic, provided only 
that we understand 'is danced' in the sense 
of 'is correctly danced'. It might therefore 
be said that, once the definition is given, 
there remains no problem - no proposi
tion whose status defies classification. Simi
larly, if we were to invent a dance and give 
it explicit rules of performance, there 
would be no problem. But in this latter 
case there would be no discovery either. 
It is because, in my problem-case, we do 
not start off by having a definition, yet do 
start off by having a determinate meaning 
for the term 'eightsome reel', that t:1e puz
zle arises. It is in the passage to the defini
tion that the mystery creeps in - in the 
passage (to use Aristotle's terms) from the 
~µ.'iv yvwptµ.ov to the a'll"Aw~ yvwptµ.ov. 3 What 
we have to start with is not a definition, 
but the mere ability to recognise instances 
of correct performances of the dance; what 
we have at the end is the codification in a 
definition of what we know. So what we 
have at the end is different from what 
we have at the beginning, and it sounds 
sensible to speak of our discovering the 
definition - just as those who first defined 
the circle as the locus of a point equidis
tant. etc., thought that they had discovered 
something about the circle, namely what 
later came to be called its essence. We see 
here how definitions came to be treated as 
synthetic statements; and, since the real or 
essential definition (the prototype of all 
synthetic a priori statements) is one of the 
most characteristic constituents of meta
physical thinking, this explains a great deal 
about the origins of metaphysics. 

Briefly, there are two statements whose 
status is unproblematical, both expressed 
in the same words. There is first the anthro
pologist's statement that the eightsome reel 
(meaning 'a certain dance to which the 
Scots give that name') is (as a matter of 
observed fact) danced in a certain manner. 

'Eth. Nie. 1095 b 2; An. Post. 71 b 33. 

This is a plain empirical statement. Sec
ondly, there is the statement such as might 
be found in a book of dancing instructions 
- the statement that the eightsome reel 
is danced (meaning 'is correctly danced') 
in a certain manner. This statement is ana
lytic, since by 'eightsome reel' the writer 
means 'the dance which is (correctly) 
danced in the manner described'. Should 
we then say that the appearance of there 
being a third, mysterious, metaphysical, 
synthetic a priori statement about the 
dance, somehow intermediate between 
these two, is the result merely of a confu
sion between them, a confusion arising 
easily from the fact that they are expressed 
in the same words? This, it seems to me, 
would be a mistake. For how do we get to 
the second, analytic statement? Only via 
the definition or rule; but if the definition 
is not a mere empirical description, then 
there is, on this view, nothing left for it to 
be but a stipulative definition, the result of 
a decision. So there will be again no such 
thing as discovering how the eightsome reel 
is danced. There will only be something 
which might be described as 'inventing the 
eightsome reel'. It is preferable, therefore, 
to say that there is a third kind of state
ment, intermediate between the first and 
the second, which forms, as it were, the 
transition to the second - we settle down 
in the comfortable analyticity of the second 
only after we have discovered that this 
definition of the term 'eightsome reel', and 
no other, is the one that accords with our 
pre-existing but unformulated idea of how 
the dance should be danced. And this dis
covery seems to be neither a mere decision, 
nor a mere piece of observation. But, since 
I am still very perplexed by this problem, 
I do not rule out the possibility that, were I 
to become clearer about it, I should see 
that there is no third alternative. 

Before I conclude this section of my 
paper, and go on to describe more com
plicated kinds of dances which resemble 
talking even more closely, I have two re
marks to make. The first is that, unless 
some people knew how to dance dances, 
anthropologists could not observe empiri-
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cally how dances are danced; and that 
therefore there could not be empirical 
statements about dances unless there were 
at least the possibility of the kind of non
empirical statement that I have been char
acterising. The situation is like that with 
regard to moral judgments; unless some 
people make genuine evaluative moral 
judgments, there is no possibility of other 
people making what have been called 'in
verted commas' moral judgments, i.e. ex
plicit or implicit descriptions of the moral 
judgments that the first set of people 
make.4 So, if philosophical analysis re
sembles the description of dances in the re
spects to which I have drawn attention, em
pirical statements about the use of words 
cannot be made unless there is at least the 
possibility of these other, non-empirical 
statements about the use of words. This 
perhaps explains the odd fact that analyti
cal enquiries seem often to start by collect
ing empirical data about word-uses, but to 
end with apparently a priori conclusions.~ 

The second remark is that I have noth
ing to say in this paper which sheds any 
direct light on the question (often con
fused with the one which I am discussing) 
- the question of the distinction between 
logic and philology. The features which I 
am trying to pick out are features as well 
of philological as of logical discoveries, 
and this makes them more, not less, per
plexing. 

VII 
I will now draw attention to some differ

ences between the comparatively simple 
dance-situation which I have been discuss
ing so far and the language-situation which 
is the subject of this paper. Talking is an 
infinitely more complex activity than danc
ing. It is as if there were innumerable dif-

•See my Language of Morals, pp. 124 f. 
'See the remarks of Professor Ayer on Mr. 

Wollhcim's vaJnable paper 'La Philosophic Ana
lytique et les Attitudes Politiques' in La Philos
ophle Analytique (Cahicrs de Royaumont; 
Paris: F.ditions de Minnit, 1962), and compare 
also Aristotle, An. Post. 100 a 7 and Eth. Nie. 
1143 b 4. 

ferent kinds of steps in dancing, and a 
dancer could choose at any moment (as i~ 
to a limited extent the case in ballroom 
dancing) to make any of these steps. Talk
ing is in this respect more like ballroom 
dancing than like reels - there is a variety 
of different things one can do, and if one's 
partner knows how to dance, she reacts 
appropriately; but to do some things results 
in treading on one's partner's toes, or 
bumping into other couples and such fur
ther obstacles as there may be, however 
well she knows how to dance. Nevertheless 
there are a great many things which one 
can do; and not all of them are laid down 
as permissible in rules which have been 
accepted before we do them. There can 
be innovations in dancing and in speech -
and some of the innovations are under
stood even though they are innovations. 

Both dancing and talking can become 
forms of creative art. There are kinds of 
dancing and of talking in which the per
former is bound by no rules except those 
which he cares to make up as he goes 
along. Some poetry is like this; and so is 
'creative tap-dancing' (the title of a book 
which once came into my hands). The most 
creative artists, however, are constrainecf 
to talk or dance solo. It is not about thest 
highest flights of talking and dancing that 
I wish to speak, but about these more hum
drum activities which require the co
operation of more than one person, and 
in which, therefore, the other people in
volved have to know a good deal about 
what sort of thing to expect one to do, and 
what they are expected to do in answer. 
It is in this sense that I am speaking of 
'knowing how to dance' and 'knowing how 
to talk'. 

What makes co-operation possible in 
both these activities is that the speaker or 
dancer should not do things which make 
the other people say 'We don't know what 
to make of this'. That is to say, he must 
not do things which cannot be easily re
lated to the unformulated rules of speak
ing or dancing which everybody knows 
who has learnt to perform these activities. 
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The fact that these rules are unformulated 
means that to learn to formulate them is 
to make some sort of discovery - a dis
covery which, as I have said, cannot be 
described without qualification as an em
pirical one. If a person in speaking or 
dancing does something of which we say 
'We don't know what to make of this', 
there are only two ways of re-establishing 
that rapport between us which makes these 
co-operative activities possible; either he 
must explain to us what we are to make of 
what he has done; or else he must stop 
doing it and do something more orthodox. 
He must either teach us his new way of 
dancing or talking, or go on dancing or 
talking in our old way. I should like to 
emphasise that I am not against what Kor
ner calls 'replacement-analysis'; the last 
chapter of my Language of Morals is evi
dence of this. But we need to be very sure 
that we understand the functioning of the 
term that is being replaced before we claim 
that a new gadget will do the old job 
better. 

It might be said, dancing is not like 
talking, because dancing is a gratuitous 
activity, and talking a purposeful one; 
therefore there are things which can go 
wrong in talking that cannot go wrong in 
dancing - things which prevent the pur
poses of talking being realised. This I do 
not wish to deny; though the existence of 
this difference does not mean that there 
are not also the similarities to which I have 
been drawing attention. And the difference 
is in any case not absolute. Some talking 
is gratuitous; and some dancing is purpose
ful. When dancing in a crowded ballroom, 
we have at least the purpose of avoiding 
obstacles, human and inanimate. If we 
imagine these obstacles multiplied, so that 
our dance-floor becomes more like its ana
logue, the elusive entity which we call 'the 
world', dancing becomes very like talking. 
And all dance-floors have at least a floor 
and boundaries of some kind; so no kind 
of dancing is completely gratuitous; all 
dancers have the purpose of not impinging 
painfully against whatever it is that limits 

their dance-floor (unless there are peni
tential dances which consist in bruising 
oneseH against the walls - but this too, 
would be a purpose). And there are some 
markedly purposeful activities which, 
though not called dances, are like dances 
in the features to which I have drawn at
tention - for example, the pulling up of 
anchors (old style). 

This analogy points to a way of thinking 
about our use of language which is a valu
able corrective to the more orthodox repre
sentational view, in which 'facts', 'quali
ties', and other dubious entities flit like 
untrustworthy diplomats between language 
and the world. We do not need these inter
mediaries; there are just people in given 
situations trying to understand one an
other. Logic, in one of the many senses of 
that word, is learning to formulate the rules 
that enable us to make something of what 
people say. Its method is to identify and 
describe the various sorts of things that 
people say (the various dances and their 
steps) such· as predication, conjunction, 
disjunction, negation, counting, adding, 
promising, commanding, commending
need I ever stop? In doing this it has to 
rely on our knowledge, as yet unformu
lated, of how to do these things - things 
of which we may not even know the names, 
and which indeed may not have names till 
the logician invents them; but which are, 
neverthless, distinct and waiting to be given 
names. Since this knowledge is knowledge 
of something that we have learnt, it has, 
as I have said, many of the characteristics 
of memory- though it would be incor
rect, strictly speaking, to say that we r~ 
member how to use a certain word; Plato's 
term 'recall {4ve1p.&l'nJu'mr6cu)', is, perhaps 
more apt. As in the case of memory how
ever, we know, without being, in many 
cases, able to give further evidence, that 
we have got it right. And often the only 
test we can perform is: trying it out again. 
In most cases there comes a point at which 
we are satisfied that we have got the thing 
right (in the case of speaking, that we have 
formulated correctly what we know). Of 



216 RICHARD HARE 

course the fact that we are satisfied does 
not sh~w that we are not wrong; but if 
once satisfied, we remain satisfied until we 
discover, or are shown, some cause for 
dissatisfaction. 

VIII 

Meno, in the Platonic dialogue named 
after him is asked by Socrates what good
ness is (a' question much more closely akin 
than is commonly allowed to the question, 
How and for what purposes is the word 
'good' used?). Being a young man of a 
sophistical turn of mind, Meno says 'But 
Socrates, how are you going to look for 
something, when you don't in the least 
know what it is? . . . Or even if you do 
hit upon it, how are you go.ing to k?ow 
that this is it, without havmg previous 
knowledge of what it is?' 6 In more modem 
terms, if we do not already know the use 
of the word 'good' (or, in slightly less 
fashionable language, its analysis), how, 
when some account of its use (some analy
sis) is suggested, shall we know whether it 
is the correct account? Yet (as Socrates 
goes on to point out) if we knew al~ead~, 
we should not have asked the question m 
the first place. So philosophy either cannot 
begin, or cannot reach a conclusion. 

It will be noticed that my dancers could 
be put in the same paradoxical positio~. 
If they know already how the dance 1s 
danced what can they be arguing about? 
But if they do not know already, how will 
they know, when they have danc7d the 
dance whether they have danced 1t cor
rectly? The solution to the paradox lies 
in distinguishing between knowing how to 
dance a dance and being able to say how 
it is danced. Before the enquiry begins, 
they are able to do the former, but not the 
latter; after the enquiry is over they can 
do the latter, and they know that they are 
right because all along they could do ~e 
former. And it is the same with the analysis 
of concepts. We know how to use a certai~ 
expression, but are unable to say how 1t 

•Meno, 80 d. 

is used (.\.oyov oioovai, give an analysis or 
definition, formulate in words the use of 
the expression). Then we try to do the lat
ter· and we know we have succeeded when 
we' have found an analysis which is in ac
cordance with our hitherto unformulated 
knowledge of how to use the word. And 
finding out whether it is in accordance in
volves talking (dialectic), just as finding out 
whether the account of the dance is right 
involves dancing. 

Dialectic like dancing, is typically a 
co-operativ~ activity. It consists in trying 
out the proposed account of the use of a 
word by using the word in acc~rc'ance wit? 
it, and seeing what happens. It is an experi
ment with words, though not, as we have 
seen, an altogether empirical experiment. 
In the same way, we might dance the dance 
according to someone's account of how 
it is danced, and see if we can say after
wards whether what we have danced is the 
dance that we were arguing about (e.g. the 
eightsome reel) or at least a danc:, or 
whether it is no dance at all. There 1s no 
space here to give many examples of dia
lectic; but I will give the most famous one 
of all.7 It is a destructive use of the tech
nique, resulting in the rejection of a sug
gested analysis. An account of the use. of 
the word 'right' is being tried out which 
says that 'right' means the same as '.c?n
sisting in speaking the truth and giving 
back anything that one has received from 
anyone'. The analysis is tried out by 'danc
ing' a certain statement, viz. 'It is always 
right to give a madman back his weapons 
which he entrusted to us when sane'. But 
the dance has clearly gone wrong; for this 
statement is certainly not (as the proposed 
definition would make it) analytic, since to 
deny it, as most people would, ~s not to 
contradict oneself. So the analysis has to 
be rejected. 

Plato was right in implying that in recog
nising that such a proposition is no! ana
lytic we are relying on our ~emor~es. It 
is an example of the perceptive gemus of 
that great logician, that in spite of being 

'Adapted from Republic, 331 c. 
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altogether at sea concerning the source of 
our philosophical knowledge; and in spite 
of the fact that his use of the material mode 
of speech misled him as to the status of the 
analyses he was looking for - that in spite 
of all this he spotted the very close logical 
analogies between philosophical discover
ies and remembering. He was wrong in 
supposing that we are remembering some
thing that we learnt in a former life -
just as more recent mythologists have been 
wrong in thinking that we are discerning 
the structure of some entities called 'facts'. 
What we are actually remembering is what 
we learnt on our mothers' knees, and can
not remember learning. 

Provisionally, then, we might agree with 
the metaphysicians that philosophy has to 
contain statements which are neither em
pirical statements about the way words are 
actually used, nor yet expressions of deci
sions about how they are to be used; but 

we should refuse to infer from this that 
these statements are about some non
empirical order of being. The philosopher 
elucidates (not by mere observation) the 
nature of something which exists before 
the elucidation begins (for example, there 
is such an operation as negation before 
the philosopher investigates it; the philoso
pher no more invents negation than Aris
totle made man rational). He neither 
creates the objects of his enquiry, nor re
ceives them as mere data of experience; 
yet for all that, to say that there is such 
an operation as negation is no more myste
rious than to say that there is such a dance 
as the eightsome reel. But even that is quite 
mysterious enough. 

Editor's note: For comment on this article, 
see (in addition to Henle [I) and Komer [3], 
previously mentioned) Compton [!], and com
pare Hare [2]. For discussion of the issues raised, 
see the references given in footnote 41 of the 
Introduction. 
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PAUL HENLE 

Do WE DISCOVER OUR USES OF WORDS? 

Mr. Hare builds his paper on analogy 
between physical skills and the uses of 
language. People with physical skills may 
be able to perform certain activities with
out being able to say what they do or what 
rule they follow. The contrast between 
what one does and how one describes what 
one does is perfectly clear and no one, to 
take Mr. Hare's example, would confuse 
dancing the eightsome reel with describing 
the dance. This distinction is no longer 
clear, however, when one comes to lan
guage and it is by no means apparent that 
one can always know how to use a word 
without being able to say how it is used. 
To take a simple example, a person would 
hardly be said to know how to use the term 
"father" unless he could decide on logical 
grounds the truth of the sentence, "A fa
ther is a parent," "A father is a male," and 
"All male parents are fathers." Yet one 
way of giving at least a rough formulation 
of the rules for using the term "father" 
would be to say "Use 'father' synony
mously with 'male parent'." Thus knowing 
how to use the term involves knowing some 
of the rules of use and knowing them not 
merely in the sense of being able to follow 
them, but in the sense of being able to 
formulate them. More generally terms 
have, among other uses, uses in statements 

Reprinted from The Journal of Philosophy, 
LIV (1957), 750-58, by permission of Mrs. 
Jeanne Henle and the editor. 

Editor's note: This essay is a reply to Hare's 
(16a). 

which are logically true, and among these 
are analyses and definitions. 

It may be the case, therefore, that one 
cannot know how to use a term without 
also knowing how to analyze it. Certainly 
one cannot know all the uses of a term 
without knowing its analysis, but "know
ing how to use a term" is a loose expres
sion and probably does not require know
ing all the uses. I would not want to insist 
that what has been said about "father" ap
plies equally to every other term, and while 
I would think that one could not know how 
to use the term "father" without knowing 
its definitions, there would be other terms 
such as "space" and "substance" where 
one could. At most a partial set of rules 
would be required and perhaps not even 
that. My point, however, is not that know
ing the use of a term always requires 
knowing its analysis, but rather that the 
distinction between knowing how to act 
and saying what rules one follows is not 
clear in language. Language, in fact, is the 
one place where it is not clear, and this 
means that analogies to other activities 
have their least value here. Insofar as they 
suggest that the clear distinction can be 
made within language, they are definitely 
misleading. 

In spite of this difficulty, the analogy 
seems attractive and perhaps it could be 
revived by a clearer specification of what 
it is to use a term. Uses of language are 
multifarious and perhaps some division 
among them may enable us to distinguish 

218 
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the uses which are like doing or acting 
from those which are like speaking about 
actions. If this is the case, speaking, or at 
least some sorts of speaking, may be put 
on all fours with dancing; and a discussion 
such as Mr. Hare's would once more be
come illuminating. 

One easy suggestion as a start is to 
equate using a term to applying it. We use 
a word when we point to or otherwise 
indicate something and say that the word 
applies. "This is a chair," "That is red" 
became paradigms of use. No one could 
doubt that this is a use of language and an 
important one, one which children learn 
perhaps as the first. It has the advantage, 
moreover, of being easily separable from 
anything like the analysis of the term. It 
would be almost impossible to apply a term 
correctly without following the rules for 
its use, but at the same time, one need not 
be able to formulate the rules in order to 
follow them. Thus, we may say along the 
lines Mr. Hare at least suggests, to analyze 
a term is to formulate the rules we follow 
in applying it. 

As far as it goes, this suggestion is not 
bad, but a difficulty becomes apparent at 
once: Not all terms can be applied in the 
sense of our paradigms. In general, adjec
tives and common nouns can be used as 
indicated, but verbs, prepositions, and ad
verbs cannot. One cannot point and say 
"This is between" in the sense in which one 
can say "This is a chair." A number" of 
possibilities are open. A well-known one 
is to invent an object to be pointed at or 
indicated, in this case perhaps the ordered 
triad of objects, one of which is between 
the other two. We may then say that "be
tween" is applied to this triad in the sense 
in which "chair" is applied to the chair. 
Some such procedure will work in a num
ber of cases and of course is enshrined in 
Russell's logic. It is by no means clear that 
all terms can be handled in this manner, 
and adverbs would particularly be trouble
some. To say of an action that it was done 
slowly would involve the further artificial
ity of treating "slowly" as an adjective ap
plying to the ordered pair involved. 

If this procedure is considered too arti
ficial, there is an alternative. We may relax 
the narrow requirement of being able to 
apply a term in the sense of pointing to 
what the term is predicated of and we may 
then say that, given a situation and a term, 
we can use the term of that situation if 
we know bow to decide what sentences 
containing the term are true of the situa
tion. This is not intended as a final state
ment but merely as an indication of the 
sort of statement which is required. One 
would, for example, not be expected to 
know how to decide the truth of all 
sentences but only of relatively short sen
tences - say those which can be uttered 
at a normal speed in five minutes or less. 
Again, the requirement of knowing bow to 
decide may appear to be too strong, since 
one knows the truth of some scientific 
statements without knowing how their 
truth is decided. Again, perhaps the whole 
discussion should be restated in terms of 
probability rather than truth - this raises 
another host of questions. Whatever the 
emendations, however, a formula along 
the lines of the one given will serve merely 
to indicate what it is to know how to use 
a term of a situation. To know how to 
use a term in general would have to be 
explained as knowing how to use it in 
many, or most, or common situations. 

It may be thought that I am leaving this 
account in entirely too vague a state and, 
certainly, much more discussion would be 
necessary before it became explicit; but 
my purpose at the moment is not to work 
a sense of "using a term" which will ex
clude knowing the analysis of the term, 
but rather to indicate some of the com
plexity of the problem. I have barely indi
cated two ways of solving it, one by re
stricting use of denotation and inventing 
denotata as needed. Alternatively, one may 
speak in terms of situations in which the 
term may be used. I am sure there are 
other possibilities, though I very much 
doubt that they would be simpler than 
those mentioned. The question I wish to 
raise is this: When we explicate "use of 
a term" by means of denotata or situations 
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or in some other way, how much help are 
analogies to dancing, pulling up anchors, 
and the like? It would seem that if we are 
to avoid being misled, "knowing how to use 
a term" must be hedged with so many and 
such complete restrictions that the parallel 
to knowing how to dance is unimportant. 
The discussion must be carried on in terms 
of logic and logic alone. I am forced, there
fore, to reject Mr. Hare's analogy as being 
misleading at its face value and useless 
when the complexity of the problem is 
seen. 

We have noticed some general reasons 
for suspecting analogies between the use 
of language and any other activity. There 
is, however, a more particular objection to 
the form in which Mr. Hare develops the 
analogy, a difficulty which he himself half 
recognizes. His first analogy to speaking is 
doing the eightsome reel, a dance with 
which I am unacquainted but which, I 
gather, prescribes a rigidly fixed routine. 
In such a case, if one knows the dance, one 
can formulate its rules simply by noticing 
what one does as he dances it. Such a dance 
might form an analogue to reciting, but it 
does not reflect the variety of possibilities 
allowable in carrying on a conversation. 
Mr. Hare, of course, realizes this and so 
shifts his analogy to ball-room dancing 
which, like conversation, allows a number 
of alternatives at various junctures. What 
he does not recognize, however, or at least 
does not recognize explicitly, is that one 
cannot discover the rules of a ball-room 
dance simply by doing it. At most one can 
find one way of doing the dance and ad
mittedly there are a number of others. The 
only way in which one could comprehend 
all of these possibilities would be to con
sider all of the alternatives at every step of 
the dance. This might be possible, but it is 
no longer the case that simply performing 
a physical action enables us to formulate 
rules; rather, the whole investigation 
moves into the mental sphere and it is by 
considering possibilities that we arrive at 
our rules. I do not doubt, of course, that 
a consideration of possible cases is an im-

portant aspect of the working out of rules, 
but this is a far less startling claim than 
what I, at least, understood Mr. Hare to 
be implying - that we could do philo
sophical analysis simply by listening to 
ourselves talk. 

With all these objections to Mr. Hare's 
analogy, there still remains the central 
problem to which he addresses himself. 
We use words in a variety of ways on a 
variety of occasions. This, of course, is an 
empirical truth. Other people use words in 
the same way or very nearly the same way 
as we do. This, again, is an empirical truth, 
and it is also an empirical truth that just 
these people rather than others use words 
in this way. We cannot always or even in 
general formulate complete rules for our 
use of terms. This, once more, is an em
pirical truth. Philosophers engage in for
mulating these rules. Again, an empirical 
truth. What they do in formulating these 
rules, however, according to Mr. Hare is 
not to discover one more empirical truth, 
but rather to make a discovery which one 
might well call a synthetic a priori truth if 
it were not for the ambiguities of the term 
"synthetic a priori." 

In opposition to Mr. Hare, I shall con
tend that what is involved is primarily a 
matter of reaching a decision. There may 
be discovery incidental to the decision, but 
if so it is discovery of the ordinary empiri
cal sort. The decision is not, of course, 
arbitrary- it is made for good and often 
self-conscious reasons; but it is none the 
less to be thought of as a decision to act 
rather than a discovery of truth. 

We may begin by considering a situation 
like that of Mr. Hare's anthropologist 
watching a dance, a situation in which I 
am interested in another person's use of 
language. It may be his use of a term or 
of a sentence or of a type of grammatical 
construction, it does not matter; for the 
sake of the illustration let it be a term. 
Boswell-like, I would listen to his conver
sation and keep a record of his usage. 
To get more material I might introduce 
topics of conversation which would in-
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volve the term. I might even ask hypo
thetical questions as to how he would use 
the term under conditions which did not 
in fact obtain. Probably I would attach 
less weight to these latter than to the 
actual employment of the term but still 
they would be taken into account. After 
obtaining a large sample of this sort I 
would attempt to codify the usage, to 
formulate rules to which his use of lan
guage conformed. There are two aspects 
of the conclusions which might be reached 
which are worth pointing out. 

First, strictly speaking, I would have 
found rules according to which he had 
used the term during a given time-interval. 
The record would probably not even be 
complete, but certainly it would be no 
more than a record of use during a certain 
span. Since "How X uses a term" presum
ably means something different from "How 
X used the term between times t1 and t2," 
I have not found how X uses the term but 
must merely make a more or less probable 
inference from the rules he followed dur
ing the observation period. The probability 
would, as usual, depend on the complete
ness of the record, the frequency with 
which the term was used, the length of the 
time-span, and the occurrence of any un
usual incidents which would upset the 
tenor of X's life. 

Second, I have not found the only set 
of rules compatible with X's utterances. 
Presumably there would be others, perhaps 
more complicated, which, had he been fol
lowing them, would have led X to use the 
term in the same way. New situations 
would help discriminate between alterna
tive sets of rules, but no finite experience 
could give rise to a unique set of rules. 
Thus, if one were investigating someone's 
use of the term "mammal" before the dis
covery of the platypus, it would have been 
equally compatible with the rule "Apply 
'mammal' to all haematothermal vivipa
rous lactiferous quadrupeds" and "Apply 
'mammal' to all haematothermal lactifer
ous quadrupeds." Even today one cannot 
tell from other people's use of the term 

whether the requirement of being lactifer
ous is necessary; and even if asked whether 
they would call a warm-blooded quadru
ped which didn't give milk a mammal, 
most people would not know. The set of 
rules derived from such observations is 
clearly not unique. 

There is no doubt, then, that the set of 
rules arrived at as constituting another per
son's use of a term is at best an inductive 
generalization. The set of rules formulating 
observations are only one formulation 
among many, and the transition from past 
use so formulated to use in general repre
sents a typical inductive inference. These 
conclusions are hardly controversial and 
are interesting not for themselves, but for 
comparison in the case in which I am try
ing to formulate rules of my own usage. 

In this case, as well as the other, I may 
remember or invoke other evidence of in
stances of my use of the term. I may as 
before and in a quite impersonal way for
mulate rules which codify my past uses 
of the term. As before, these rules will not 
be unique, but there is an advantage in 
one's own case. Given some pair of rules, 
both of which conform with one's actual 
past usage, but which differ in their pre
scription for some case which has not 
arisen, I can at once ask myself what I 
would do in that case. It is not sure that 
I would get any important information. I 
may be unable to make up my mind. I may 
favor one rule over the other and I may tell 
myself that I would decide so as to confirm 
that rule - which would hardly be evi
dence in the ordinary sense. Still I may 
come up with something useful and so 
might be able to eliminate some alterna
tives. This could not be expected, however, 
to go so far as to give one a unique set of 
rules. There would be too many situations 
in which one would just not be sure how 
he would use the word. Here there is no 
difference in principle between formulat
ing rules for one's own use and those of 
other people. 

When it comes to the step of going from 
one's past use to his use in general, how-
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ever, the situation is more complex. As 
before, one could distinguish between "my 
use of a term" and "how I have used a 
term," and I take it that the difference 
would be of the following sort: If I have 
used a term in a certain way, but no longer 
intend to use it in that way, the way does 
not constitute my use of the term. Neither 
does the way in which I intend to use it. 
That way becomes my use only after I 
have used it for a little while at least. Thus 
having used a term in a certain way is a 
necessary, but not sufficient, condition of 
using it in that way. I do not insist on this 
way of speaking, though it seems quite 
natural to me; and my point can be made 
equally well so long as having used a term 
in a certain way is not a sufficient condi
tion of that being my use of it. 

Granted this last claim we are, as in the 
case of another person, confronted with 
the transition between "I have used a term 
according to a certain rule" to "I shall con
tinue to use it according to that rule." If 
this were a simple induction as in the case 
of another person, one could agree that 
analysis represents a discovery, though, of 
course, it would be an empirical discovery. 
One does not, however, predict his own 
conduct in the same way that he predicts 
that of another person, and the reasons for 
this are simple and well-known. 

Every prediction, as distinguished from 
a mere guess, is based on certain evidence 
and assumes that certain factors will be 
decisive in the occurrence or non-occur
rence of the event predicted. If some new 
factor enters the situation, the result of the 
prediction is rendered uncertain; and if one 
knows that a new factor will enter, he must 
have less confidence in his prediction. Sup
pose I predict a friend's conduct, basing 
my predictions on my knowledge of his 
habits, his interests, and the situation in 
which he will find himself. Suppose I also 
tell him what I have predicted about him. 
The fact that I have told him, along with 
any desires he may have to vindicate my 
judgment or else perhaps to show that he 
is an inscrutable person, will certainly in-

fiuence his conduct and render my predic
tion doubtful. Of course, if I know him 
well enough I may try to predict how he 
will react to this information and so pre
dict his conduct on the basis of his know
ing the first prediction. But if I tell him 
of this second prediction it will be vitiated 
in the same manner as the first. 

The point of this discussion is that if I 
am predicting my own behavior I cannot 
conceal the prediction from myseH and 
there is the same sort of interference as 
when one tells another what has been pre
dicted concerning him. Any prediction I 
make about myself is vitiated by the fact 
that I make it. This is not to say that one 
cannot predict one's own future. One can, 
insofar as the future does not depend upon 
oneself but upon external circumstances. 
One can also predict some events of his 
own action if these are minor or far distant 
so that the prediction is likely to be for
gotten and does not interfere. This is rec
ognized in daily life. While I may predict 
the weather or coming political events or 
your conduct, I do not predict at what time 
I shall have lunch or go to bed. These are 
questions which I simply decide. 

It is the same, I believe, with the formu
lation of rules governing how I use terms. 
If I am interested in making the rules ex
plicit (not everyone is, of course), when I 
notice that alternative sets of rules would 
account for my usage, I either decide be
tween them or else I decide not to decide. 
I may even, for various reasons, decide to 
follow somewhat different rules than pre
viously, as a reader of Russell's logic might 
decide to use the definite article in a some
what different manner than he had before. 
Thus, it seems we do not formulate our 
own use of terms inductively as we formu
late another person's, nor do we invoke 
any synthetic a priori principles to get at 
rules of use. We simply decide them. Mr. 
Hare is right that there is something new 
involved, but this is not a synthetic state
ment but merely a decision. 

To say that an analysis represents a de
cision is not of course to claim that it is an 

I' 
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arbitrary decision. Philosophers have rea
sons for these decisions as well as any 
others, and it may be well to examine the 
chief sorts. 

(1) Philosophers like other people wish 
to be understood. They do not, therefore, 
depart far from their own and established 
usage. This is to say that an excellent rea
son for deciding to follow a certain rule 
for the use of a term is the fact that one 
bas spoken in accordance with the rule and 
that other people do so as well. Where 
usage is not fixed and where there are 
doubts, there is greater freedom to set up 
an arbitrary rule. 

(2) Philosophers find certain ideas 
clearer than others. It is not always evi
dent why that is the case and there seem 
to be fashions in the matter. Idealists of 
the nineteenth century seem to have found 
mental terms clearer than physical and 
tried to analyze physical terms by means 
of them. Today the opposite tendency 
seems stronger. I d0 not know of any way 
of deciding who is right or, for that matter, 
how one can escape his own findings; per
haps one must start with whatever he finds 
clear. Mr. Hare, for example, has indi
cated his mistrust for any analysis in terms 
of "facts." He seems willing, however, in 
constructing a surrogate for "ought," to 
use such notions as "please" and "part of 
a sentence common to indicative and im
perative moods." I cannot see that there 
is a marked advantage. My purpose is not, 

however, to dispute Mr. Hare's choice of 
terms to use in analysis, but rather to point 
out that one does make such a choice and 
the analysis is considered valuable only if 
it explains by means of terms already con
sidered clear. Many logicians, for example, 
would rejoice in an analysis of contrary
to-fact conditionals in terms of a truth
value logic, but not if intensional concepts 
were brought in. 

Another way of making the same point 
is to say that analysis is essentially reduc
tionistic and what it reduces to is some
thing antecedently clear. I do not mean to 
disparage it by calling it reductionistic, but 
merely to point out that it provides a means 
of eliminating a term and replacing it with 
clearer terms. 

I do not claim that these are the only 
considerations which lead to an adoption 
of a certain rule of use but they are enough 
to show that the decision is not arbitrary. 
What we have, then, is no discovery in
volving a new kind of knowledge, but 
merely making up one's mind to follow a 
certain rule. Though this, I believe, is what 
the philosopher does, this is not always the 
way in which he presents his conclusions. 
More often he will offer them as proposals, 
as recommendations of rules to be fol
lowed. Sometimes. even, crediting the 
reader with intentions of conformity to 
usage and desire for clarity, he will say 
that the analysis represents what the reader 
really means. 
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ASCRIPTIVISM 

The statement that an act x was volun
tary, or intentional, or done with intent, 
or the like, on the part of an agent A has 
often been analyzed as a causal statement 
that x was initiated by some act of A's 
mind that was an act of bare will - a voli
tion, or an act of A's setting himself to 
do x, or an act of intending to do x, or 
the like. Latterly there has been a reaction 
against this type of analysis; it has been 
held (in my opinion, quite rightly) that 
the attempt to identify and characterize 
these supposed acts of bare will always 
runs into insuperable difficulties. To avoid 
such difficulties, some Oxford philoso
phers, whom I shall call Ascriptivists, have 
resorted to denying that to call an act 
voluntary, intentional, and so forth, is any 
sort of causal statement, or indeed any 
statement at all. In this note I shall try to 
expound and to refute Ascriptivism. 

Ascriptivists hold that to say an action 
x was voluntary on the part of an agent A 
is not to describe the act x as caused in 
a certain way, but to ascribe it to A, to 
hold A responsible for it. Now holding a 
man responsible is a moral or quasi-moral 
attitude; and so, Ascriptivists argue, there 
is no question here of truth or falsehood, 
any more than there is for moral judg
ments. If B agrees or disagrees with C's 
ascription of an act to A, B is himself 
taking up a quasi-moral attitude toward 
A. Facts may support or go against such 

Reprinted from The Philosophical Review, 
LXIX (1960), 221-25, by permission of the 
author and the editor. 

a quasi-moral attitude, but can never force 
us to adopt it. Further, the Ascriptivists 
would say, there is no risk of an antinomy, 
because ascription of an act to an agent can 
never conflict with a scientific account of 
how the act came about; for the scientific 
account is descriptive, and descriptive 
language is in quite a different logical 
realm from ascriptive language. Though 
it has not had the world-wide popularity 
of the distinction between descriptive and 
prescriptive language, the Ascriptivist the
ory has had quite a vogue, as is very nat
ural in the present climate of opinion. 

Now as regards hundreds of our volun
tary or intentional acts, it would in fact 
be absurdly solemn, not to say melodra
matic, to talk of imputation and exonera
tion and excuse, or for that matter of 
praise and reward. Ascribing an action to 
an agent just does not in general mean 
taking up a quasi-legal or quasi-moral atti
tude, and only a bad choice of examples 
could make one think otherwise. (As Witt
genstein said, when put on an unbalanced 
diet of examples philosophy suffers from 
deficiency diseases.) 

Again, even when imputation and blame 
are in question, they can yet be distin
guished from the judgment that so-and-so 
was a voluntary act. There are savage 
communities where even involuntary hom
icide carries the death penalty. In one such 
community, the story goes, a man fell off 
a coconut palm and broke a bystander's 
neck; the dead man's brother demanded 
blood for blood. With Solomonic wisdom 
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the chief ordered the culprit to stand under 
the palm-tree and said to the avenger of 
blood, "Now you climb up and fall off 
and break his neck!" This suggestion 
proved unwelcome and the culprit went 
free. Though the vengeful brother may still 
have thought the culprit ought to have 
been punished, his reaction to the sug
gested method of execution showed that 
he knew as well as we do the difference 
between falling- off- a-tree-on -someone
and-breaking-his-neck voluntarily or in
tentionally and just having it happen to 
you. To be sure, on his moral code the 
difference did not matter - his brother's 
death was still imputable to the man who 
fell on him- but this does not show that 
he had no notion of voluntariness, or even 
a different one from ours. 

I said that Ascriptivism naturally thrives 
in the present climate of opinion; it is in 
fact constructed on a pattern common to a 
number of modern philosophical theories. 
Thus there is a theory that to say "what 
the policeman said is true" is not to de
scribe or characterize what the policeman 
said but to corroborate it; and a theory 
that to say "it is bad to get drunk" is 
not to describe or characterize drunken
ness but to condemn it. It is really quite 
easy to devise theories on this pattern; 
here is a new one that has occurred to 
me. "To call a man happy is not to char
acterize or describe his condition; maca
rizing a man" (that is, calling him happy: 
the words "macarize" and "macarism" 
are in the 0.E.D.) "is a special non
descriptive use of language." If we con
sider such typical examples of macarism 
as the Beatitudes or again such proverbial 
expressions as 'happy is the bride that the 
sun shines on; happy are the dead that 
the rain rains on', we can surely see that 
these sentences are not used to convey 
propositions. How disconcerting and inap
propriate was the reply, 'Yes, that's true', 
that a friend of mine got who cited 'happy 
are the dead that the rain rains on' at a 
funeral on a rainy day! The great error 
of the Utilitarians was to suppose that 'the 
greatest happiness of the greatest number' 

was a descriptive characterization of a 
state of affairs that one could aim at; but 
in fact the term 'happiness' is not a de
scriptive term: to speak of people's happi
ness is to macarize them, not to describe 
their state. Of course 'happy' has a second
ary descriptive force; in a society where 
the rich were generally macarized, 'happy' 
would come to connote wealth; and then 
someone whose own standards of maca
rism were different from those current in 
his society might use 'happy', in scare
quotes so to say, to mean 'what most peo
ple count happy, that is rich' ... "There 
you are; I make a free gift of the idea to 
anybody who likes it. 

There is a radical flaw in this whole 
pattern of philosophizing. What is being 
attempted in each case is to account for 
the use of a term "P" concerning a thing 
as being a performance of some other na
ture than describing the thing. But what 
is regularly ignored is the distinction be
tween calling a thing "P" and predicating 
"P" of a thing. A term "P" may be predi
cated of a thing in an if or then clause, or 
in a clause of a disjunctive proposition, 
without the thing's being thereby called 
"P." To say, "If the policeman's statement 
is true, the motorist touched 60 mph" is 
not to call the policeman's statement true; 
to say "If gambling is bad, inviting people 
to gamble is bad" is not to call either gam
bling or invitations to gamble "bad." Now 
the theories of non-descriptive perform
ances regularly take into account only the 
use of a term "P" to call something "P"; 
the corroboration theory of truth, for ex
ample, considers only the use of "true" 
to call a statement true, and the condemna
tion theory of the term "bad" considers 
only the way it is used to call something 
bad; predications of "true" and "bad" in 
if or then clauses, or in clauses of a dis
junction, are just ignored. One could not 
write off such uses of the terms, as calling 
for a different explanation from their use 
to call things true or bad; for that· would 
mean that arguments of the pattern "if 
xis true (if w is bad), then p; but xis true 
(w is bad); ergo p" contained a fallacy of 
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equivocation, whereas they are in fact 
clearly valid. 

This whole subject is obscured by a cen
turies-old confusion over predication em
bodied in such phrases as "a predicate is 
asserted of a subject." Frege demonstrated 
the need to make an absolute distinction 
between predication and assertion; here as 
elsewhere people have not learned from his 
work as much as they should. In order 
that the use of a sentence in which "P" is 
predicated of a thing may count as an act 
of calling the thing "P," the sentence must 
be used assertively; and this is something 
quite distinct from the predication, for, as 
we have remarked, "P" may still be predi
cated of the thing even in a sentence used 
nonassertively as a clause within another 
sentence. Hence, calling a thing "P" has 
to be explained in terms of predicating 
"P" of the thing, not the other way round. 
For example, condemning a thing by call
ing it "bad" has to be explained through 
the more general notion of predicating 
"bad" of a thing, and such predicating may 
be done without any condemnation; for 
example, even if I utter with full convic
tion the sentence, "If gambling is bad, in
viting people to gamble is bad," I do not 
thereby condemn either gambling or in
vitations to gamble, though I do predi
cate "bad" of these kinds of act. It is 
therefore hopeless to try to explain the 
use of the term "bad" in terms of non
descriptive acts of condemnation; and, I 
maintain, by parity of reasoning it is hope
less to try to explain the use of the terms 
"done on purpose," "intentional," or the 
like, in terms of non-descriptive acts of 
ascription or imputation. 

With this I shall dismiss Ascriptivism; I 
adopt instead the natural view that to 
ascribe an act to an agent is a causal de
scription of the act. Such statements are 
indeed paradigm cases of causal state
ments: cf. the connection in Greek be
tween a.hla. ("cause") and dlno~ ("respon
sible"). Let us recollect the definition of 
will given by Hume: "the internal impres
sion we feel and are conscious of when 

we knowingly give rise to any new motion 
of our body or new perception of our 
mind." Having offered this definition of 
will, Hume concentrates on the supposed 
"internal impression" and deals with the 
causal relation between this and the "new 
motion" or "new perception" on the same 
lines as other causal relations between 
successive events. Like a conjurer, Hume 
diverts our attention; he makes us forget 
the words "knowingly give rise to," which 
are indispensable if his definition is to 
have the least plausibility. If Hume had 
begun by saying, "There is a peculiar, 
characteristic, internal impression which 
we are sometimes aware arises in us before 
a new perception or new bodily motion; 
we call this volition or will," then his ac
count would have had a fishy look from 
the outset. To say we knowingly give rise 
to a motion of mind and body is already 
to introduce the whole notion of the volun
tary; an "internal impression" need not 
be brought into the account, and is any
how, I believe, a myth. But without the 
"internal impression" Hume's accoun1 
of causality cannot be fitted to voluntal) 
causality; without it we no longer hav1 
two sorts of event occurring in succession 
but only, on each occasion, one event t< 
which "we knowingly give rise" -word: 
that express a non-Humian sort o: 
causality. 

For an adequate account of voluntar) 
causality, however, we should need an 
adequate account of causality in general; 
and I am far from thinking that I can sup
ply one. To develop one properly would 
require a synoptic view of the methods 
and results of the strict scientific disci
plines - a labor of Hercules that far ex
ceeds my powers; and it would take a 
better man than I am to see far through 
the dust that Hume has raised. All I have 
tried to do here is to make it seem worth
while to investigate non-Humian ideas of 
causality in analyzing the voluntary, in
stead of desperately denying, as Ascrip
tivists do, that voluntariness is a causal 
concept. 

i' 
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USES OF LANGUAGE AND PHILOSOPHICAL PROBLEMS 

But how many kinds of sentences are there? 
Say assertion, question, and command?
There are countless kinds: countless different 
kinds of use of what we call "symbols," 
"words," "sentences." L. Wittgenstein, Phil
osophical Investigations, p. 23. 

One looks at the above quotation and 
cannot help but agree with it. It surely 
seems true, almost trivial, something it 
would not take a philosopher to figure out. 
Why then do so many philosophers find 
the idea expressed in the quotation so im
portant for their work? What have uses 
of language to do with philosophers and 
the problems they consider? It is this latter 
question I wish to consider. 

Many philosophers of late have con
tended that other philosophers have been 
misled by language into making some 
strange claims. Such philosophers , also 
cla~ that many so-called enduring philo
sophical problems can be solved and in 
many cases dissolved by properly classi
fying the uses of the language in which 
the problems are expressed. This approach 
to philosophical problems, which stems in 
a large part from the later Wittgenstein, 
involves pointing out logical similarities 
or differences or both between the lin
guistic expressions in which the problem 

Reprinted from Philosophical Studies, XV 
(1964), 11-16, by permission of the author and 
the editor. 

This paper was presented at the sixty-first an
nual meeting of the American Philosophical As
sociation, Western Division, May 3, 1963. 

being considered is expressed and other 
linguistic expressions the use of which is 
clear. Two well-known attempts to handle 
specific philosophical problems by em
ploying this approach are the attempt by 
H. L. A. Hart to dissolve the problem of 
human agency by properly understanding 
the use of sentences such as 'He did it' 
and 'He raised his arm', and the attempt 
by P. H. Nowell-Smith to dissolve the 
problem concerning the nature of ethical 
properties by showing the correct use of 
sentences of the form 'x is right' and 
'xis good'. ' 

What I shall try to do in this paper is 
show that although both men, and others 
who approach philosophical problems in 
the same way, are justified in their philo
sophical conclusions if they can establish 
their claims about the correct uses of cer
tain sentences, what none of these men 
have done is establish those claims.1 Do-

1 Some others whom it seems reasonable to 
interpret as using or implying this approach are 
the following: J. L. Austin in "Other Minds," 
Proceedings of the Aristotelian Society, Supple
mentary Volume XX (1946), where he tries to 
show that because 'I know' is logically like 'I 
promise' in certain respects, it is a perforrnatory 
utterance and thus not used to refer to some kind 
of mental event; R. M. Hare in The Language of 
Morals (New York: Oxford University Press, 
1952), where in Chapters 6 and 7 he compares 
and contrasts the logical features of 'good' and 
'red' to show that 'good' is not the name of a 
property, either simple or complex; Gilbert Ryle 
in The Concept of Mind (New York: Barnes 
and Noble, 1949) where he claims that sentences 
snch as 'John is vain' are in important ways law-
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ing this, as I hope to indicate, would in
volve these followers of the Wittgenstein 
of the Investigations in the problems 
which motivated the Wittgenstein of the 
Tractatus. 

HART: DESCRIPTION AND ASCRIPTION 

The problem Hart is interested in, the 
problem of human action, can be put in 
terms of the following question: "What 
is the difference between someone raising 
his arm and his arm going up?" If there 
is a difference as the question presupposes, 
it would seem that there must be some dif
ference between the kinds of events or 
states which cause the arm to go up in each 
ca·se. Traditionally there have generally 
been three kinds of answers concerning the 
unique feature of the cause which results 
in someone raising his arm rather than it 
merely going up. It has been thought that 
in the former case the cause of the arm 
going up is either some unique physical 
event, e.g., some unique brain process, or 
some unique mental event, e.g., an act of 
will or volition, or the person himself in 
some nondeterministic way. However, no 
one of these three kinds of solutions seems 
to be satisfactory. The first leads us into 
the problems connected with free will and 
materialism, the second into the problems 
for dualistic interactionism, and the third 
leaves us with a mysterious causal force 
which has been called "the self" but which 
when we try to explain it usually leads us 
back to one of the first two kinds of solu
tions and their problems. 

Hart, however, looks at this problem 
in a different way. It is wrong, he believes, 
to talk about what certain expressions are 
supposed to refer to until we have found 
whether the logical features of the sen
tences containing those expressions are the 
correct kind for such a job. For Hart, al
though sentences such as 'He raised his 
arm' and 'His arm went up' are indicative 
sentences, they have quite different uses. 

like, and, being like laws, are merely inference 
tickets and thus do not describe or refer to 
ghostly goings on. 

While the second is used descriptively, 
i.e., used solely to refer to something, in 
this case to some event, the first sentence 
is not. It is used to ascribe responsibility 
to someone for his arm going up, rather 
than to refer to some event or process 
which differs in some way from the kind 
of event or process referred to by 'His arm 
went up'.2 Hart reaches this conclusion by 
comparing the decisions of judges with 
the sentences relevant to the problem of 
human agency and finding many similari
ties between the two. He brings out the 
similarities by exhibiting the logical pe
culiarities of judges' decisions and then 
showing how sentences about human 
agency have many of the same peculiari
ties. In light of these similarities he con
cludes that just as a judge is not referring 
to a property someone has, i.e., is not 
describing him, when he gives his legal 
decisions, neither are we referring to some
thing that goes on in a person when we 
use sentences such as 'He raised his arm'. 

For Hart, then, there is no problem con
nected with the difference between some
one raising his arm and his arm going up 
because the question which formulated the 
problem presupposes that sentences such 
as 'He raised his arm' and 'His arm went 
up' are both descriptive sentences and 
therefore are used to describe two quite 
different goings on. But Hart denies that 
indicative sentences such as 'He raised his 
arm' are used descriptively. Thus he de
nies a presupposition of the problem 
thereby dissolving rather than solving this 
problem which had defied solution. 

Is Hart's conclusion justified? That is, 
granted that Hart has established logical 
similarities between the sentences concern
ing human agency and judges' decisions, 
is he then justified in claiming that such 
sentences are not descriptive? Before con
sidering this question I would first like to 
tum to Nowell-Smith's claims because his 

2 H. L. A. Hart, "The Ascription of Respon
sibility and Rights" in Logic and Language, first 
series, ed. A. Flew (Oxford: Blackwell, 1951), 
pp. 160ff. 
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quite explicit use of this approach will 
make clear where its problems lie. 

NOWELL-SMITH: DESCRIPTION AND 
ETHICAL PROPERTIES 

Nowell-Smith is concerned with the 
problem many moral philosophers have 
tried to solve, that is, the problem of what 
kind of properties ethical properties are. 
Nowell-Smith sets out to dissolve the prob
lem by showing that terms such as 'right' 
and 'good' in their ethical use do not have 
certain logical features that terms which 
refer to properties have. As a consequence 
'~ight' and 'good' do not refer to proper
ties, and the problem about what kind of 
properties they refer to is dissolved. He 
does this by showing that because there 
are important logical differences between 
indicative sentences such as 'xis right' and 
descriptive sentences such as 'x is blue' 
the former sentences are not descriptiv~ 
and as a result their predicates do not refer 
to properties. In so doing he is primarily 
attacking intuitionists such as G. E. Moore 
on whose view, claims Nowell-Smith, sen
tences such as 'x is good' are, like 'x is 
blue', descriptive, the primary difference 
between the two being that 'good' refers 
to a non-natural rather than a natural 
property. Such intuitionists, then, seem to 
presuppose that 'good' and 'right' refer to 
some kind of property. Nowell-Smith 
however, wishes to show that this is wher~ 
they made their mistake. I should like to 
state in some detail the two main argu
ments he uses so that we can later more 
clearly see the problems facing the ap
proach he uses. 

In the first argument Nowell-Smith 
claims that Moore is guilty of the same 
fallacy of which Moore had found the 
naturalists guilty, that is, what Moore 
called the naturalistic fallacy. Actually, as 
Nowell-Smith interprets the fallacy it 
might more appropriately be called the 
descriptivist fallacy. An example of this 
fallacy is the situation when from a de
scriptive premise such as 'x maximizes 
pleasure' someone infers the normative 

conclusion 'I ought to do x'. This infer
ence is fallacious because there is nothing 
logically odd about accepting the premise 
yet asking, "Why should I do x?" Simi
larly, claims Nowell-Smith if 'x is right' 
is descriptive, i.e., is used to refer to a 
property of x, as it is for the intuitionists, 
then between it and 'I ought to do x' there 
should also be a logical gap. That is, it 
should not be odd to ask "Why should x 
be done?" while at the same time admitting 
that x is right. But Nowell-Smith says that 
the question is logically odd in such a con
text from which he concludes that 'x is 
right' unlike 'x maximizes happiness' is 
not descriptive and therefore 'right' does 
not refer to any kind of property.s 

Nowell-Smith in the other argument I 
wish to consider uses the 'is' and 'seems' 
distinction to try to show another respect 
in which 'right' differs logically from de
scriptive predicates such as empirical 
predicates. Empirical predicates are used 
to refer to certain properties something 
may have or merely seem to have. Thus 
we can and do say "This is red" and "That 
seems red." And a color-blind man who 
realizes that he is color-blind might very 
well say, "That seems red to me but I 
realize that it is really brown." According 
to Nowell-Smith if ethical predicates are 
used to refer to properties we should, as 
with color predicates, be able to say, "That 
seems right to me, but I realize that it is 
really wrong." But this is surely in some 
sense logically odd. Thus 'right' differs 
logically from 'blue', and consequently 
'right' unlike 'blue' does not refer to a 
property.4 In this argument as in the pre
vious one Nowell-Smith has attempted to 
dissolve the problem about what kind of 
properties ethical properties are by show
ing that ethical predicates do not refer to 
any kind of properties because they are 
logically different from predicates which 
do refer to properties in important 
respects. 

'P. H. Nowell-Smith, Ethics (London and 
Baltimore: Penguin Books, 1954), pp. 36-43. 

'Ibid., pp. 48-60. 
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HART AND NOWELL-SMITH: THE 
COMMON ARGUMENT 

We are now ready to ask whether the 
conclusions of Hart and Nowell-Smith that 
certain indicative sentences have a non
descriptive use are justified on the basis 
of what they have shown concerning cer
tain logical similarities and differences. 
Although Hart emphasizes logical simi
larities with nondescriptive sentences and 
Nowell-Smith emphasizes logical differ
ences from descriptive sentences, their ap
proach is basically the same. They and 
others like them move to a conclusion 
about the use of certain sentences which 
phrase the problems they are concerned 
with, from premises about the logical 
similarities or differences between these 
sentences and certain other sentences the 
use of which seems to be clear. They then 
use this conclusion to either solve or dis
solve the relevant problem. The argument 
made specific by considering Nowell
Smith's use of it would be somewhat as 
follows: (1) The empirical predicate 'blue' 
is used descriptively, i.e., refers to a prop
erty. (2) The ethical predicate 'right' in 
indicative sentences such as 'This is right' 
is logically unlike empirical predicates 
such as 'blue' in indicative sentences such 
as 'This is blue' in respects A, B, C . . . 
Therefore: (3) The ethical predicate 'right' 
is not used descriptively, i.e., does not re
fer to a property (either natural or non
natural). 

This argument has two premises. Prem
ise (2) is the kind of statement which 
Nowell-Smith and the others prermmably 
establish by examining the logical features 
of 'This is right'. We will for our pur
poses assume that it is true. Therefore if 
the argument is valid we can assume that 
the conclusion is justified. However, as it 
stands the argument is not valid. What 
seems to be required is a premise that 
relates certain logical characteristics of 
predicates to properties. This is achieved 
if we replace premise (1) with the follow
ing: (1') If a predicate is logically unlike 
empirical predicates such as 'blue' in re-

spects A, B, C . . . then it is not used 
descriptively, i.e., does not refer to a 
property. 

Nowell-Smith and the others do not 
seem to consider such a premise perhaps 
because they think that it is obviously true. 
Indeed this is the case with Nowell-Smith. 
He says, "To say that goodness is a prop
erty commits us to the very debatable as
sertion that the logic of 'good' is like that 
of 'blue', 'loud', and 'round'." 5 This as
sertion is not only debatable but is false 
if what Nowell-Smith has shown about the 
logic of ethical predicates is true. But the 
reason he thinks that anyone who says 
that goodness is a property is committed to 
this debatable assertion seems to be that 
he accepts the equally debatable assertion 
that if P is a property then 'P' functions 
logically like predicates such as 'blue', 
'loud', and 'round'. This assertion is 
roughly equivalent to premise (1 '). On 
what grounds could this claim by Nowell
Smith rest? If not on intuition then only, 
it would seem, on the claim that certain 
logical characteristics are the linguistic 
symptoms of properties.6 Thus wherever 
we find these symptoms we can conclude 
there is a property referred to and wher
ever we find no such characteristics we 
can conclude there is no property re
ferred to. 

But why should we accept this claim? 
An ethical intuitionist would see no rea
son to. He might well agree with Nowell
Smith that 'right' and 'blue' differ logically 
in many important ways, but he would ex-

"Ibid., p. 64. 
•Nowell-Smith briefly indicates another way 

to justify his claim. He says that because 'prop
erty' is a technical term of the logician we must, 
in order to find out what adjectives refer to prop
erties, examine the adjectives "that most typi
cally fit what the logician has to say about 
properties; and these are the names of empirical, 
descriptive properties" (ibid.). But aside from 
the fact that we cannot validly deduce the re
quired conclusion from the premises implicit in 
Nowell-Smith's claim, this kind of attempt will 
fail because at least certain nonempirical prop
erties such as mathemalical and surely logical 
properties typically fit what the logician says 
about properties. 



USES OF LANGUAGE AND PHILOSOPHICAL PROBLEMS 231 

plain the differences in another way en
tirely. Ethical predicates differ logically 
from empirical predicates not because they 
do not refer to properties but because 
they refer to properties of an entirely 
different kind. They have certain logical 
characteristics which are symptoms of 
non-natural, i.e., nonempirical properties, 
symptoms, which are, obviously, quite 
different from the symptoms of empirical 
properties. Surely this is prima facie as 
likely an explanation as Nowell-Smith's. 
In a similar manner someone who thought 
that in using 'He raised his arm' we are 
referring to some kind of mental going on 
might wonder why a sentence's being like 
judges' decisions in certain ways makes 
the sentence nondescriptive. He might 
well question why certain logical charac
teristics are considered to be symptoms 
of the absence of things referred to rather 
than symptoms of the presence of mental 
(nonempirical?) acts. Hart, it seems, like 
Nowell-Smith has not answered such a 
question. 

CONCLUSION 

Men such as Nowell-Smith and Hart, 
although they have focused attention on 
important alternatives to the kinds of so
lutions traditionally offered to certain phil
osophical problems, have not justified our 
adopting the alternatives they propose. 
The obvious question to ask at this point 
is what they must do to justify their con
clusions. I shall not attempt to answer that 
question here. However, I do wish to indi-

cate what this would seem to involve. They 
must justify a premise something like one 
of the form " 'P' is used descriptively if 
and only if 'P' functions in such a way that 
it has logical features A, B, C ... " This 
brings up two related problems. First, 
there is the problem of showing why an 
expression used descriptively must have 
any special logical features. This, as I 
have tried to show, involves justifying the 
claim that there are in the logic of a lan
guage symptoms of the kinds .of things the 
expressions of the language refer to, a 
claim, incidentally, like the one Wittgen
stein made in 1916 when he said, "The 
way in which language signifies is mirrored 
in its use." 7 Second, if the first problem is 
solved, there is the problem of showing just 
what those special features are. Using the 
language of the Wittgenstein of the Trac
tatus, we can say that these followers of 
the Wittgenstein of the Investigations must 
show, first, that some logical features of 
descriptive expressions are essential to 
their referring; and, second, just which 
features are essential rather than acci
dental. 8 Can ~uch claims be justified? 
About this I can here offer only one clue. 
They cannot be justified if the early Witt
genstein is correct because to do so would 
involve us in the relationship between lan
guage and reality about which, according 
to Wittgenstein, we can say nothing. 

1 Wittgenstein, Notebooks 1914-1916 (New 
York: Harper, 1961), p. 82e. 

•See L. Wittgenstein, Tractatus Logico-Philo
sophicus (London, 1958), 3.34. 
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Austin, though he admired the methods 
and objectives of some philosophers more 
than others, held no views whatever about 
the proper objective or the proper method 
of philosophy. One reason for this is that 
he thought that the term 'philosophy', 
without any stretching, covered, and al
ways had covered, a quite heterogeneous 
set of inquiries which clearly had no single 
objective and which were unlikely to share 
a single method. Another reason is that he 
thought that those inquiries which had con
tinued to be called philosophical and had 
not hived off under some special name (as 
have, for example, physics, biology, psy
chology, and mathematics) were precisely 
those for the solution of whose problems 
no standard methods had yet been found. 
No one knows what a satisfactory solution 
to such problems as those of free will, 
truth, and human personality would look 
like, and it would be baseless dogmatism 
to lay down in advance any principles for 
the proper method of solving them. 

All philosophers, therefore, are entitled 
to pursue those problems which most ur
gently claim their attention and to which 
their ability and training are best suited; 
and they are entitled to use any technique 
that seems hopeful to them, though we 
cannot expect that every technique will 
be equally successful. Austin, for his part, 

Reprinted from The Journal of Philosophy, 
um (1965), 499-508, by permission of the 
author and the editor. (Copyright 1965 by the 
Jonmal of Philosophy, Inc.) 

thought that he had developed a technique 
for tackling certain problems that particu
larly interested him, problems about the 
nature of language. He did not imagine 
that he had first formulated the problems 
and he did not imagine that he had dis
covered the only possible method of tack
ling them; but he thought that he had 
devised a sort of "laboratory technique" 
which could be fruitfully used for finding 
solutions to them very much fuller, more 
systematic, and more accurate than any 
hitherto. The justification for the use of 
the technique was its success in practice; 
if another technique proved more success
ful it would be better. In deserting Austin's 
technique for this we would not be aban-
doning one theory of the nature of philoso
phy for another, but doing something more 
like substituting the camera for the human 
eye in determining the winners of horse 
races. This technique, like other research 
techniques, could not be fully exhibited in 
action in the conventional book, article, 
or lecture. Though Austin gave some gen
eral indications about it in his writings, 
particularly in "A Plea for Excuses" and 
"Ifs and Cans," its details are inevitably 
less widely known than his more conven
tional work, though this clearly drew heav
ily on the results obtained by the use of 
the technique. Yet Austin himseH thought 
it his most important contribution, and 
hoped that a systematic use of it might 
lead to the foundation of a new science 
of language, transcending and supersed-

232 
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ing the work of traditional philosophers, 
grammarians, and linguisticians in that 
field. So a fairly full account of it by some
one (myself) who frequently observed Aus
tin employing it may well be of more value 
than any critical comments I might make 
on his published writings. Moreover, I 
think that a knowledge of it does help in 
the understanding of the general character 
of the published writings. In giving my 
account of this technique of Austin's I 
shall make use of some notes by Austin, 
too fragmentary, brief, and disordered 
for publication, characteristically entitled 
"Something about one way of possibly do
ing one part of philosophy." 

It will be best to start with as factual as 
possible an account of the actual employ
ment of the technique, not searching as 
yet for a philosophically helpful account 
of what it is being used for. Let it suffice 
at present to say that the aim is to give 
as full, clear, and accurate account as pos
sible of the expressions (words, idioms, 
sentences, grammatical forms) of some 
language, or variety of language, common 
to those who are engaged in using the 
technique. In practice the language will 
usually be the mother tongue of the investi
gators, since one can employ the technique 
only for a language of which one is a 
master. 

We cannot investigate a whole natural 
language at a sitting, or series of sittings; 
so we must first choose some area of 
discourse 1 for investigation - discourse 
about responsibility, or perception, or 
memory, or discourse including condi
tional clauses, to mention first areas tra
ditionally oof interest to philosophers; or 
discourse about artifacts, or discourse in 

1 I write 'area of discourse'; Austin's notes 
speak merely of an 'area'. There is little point in 
searching for a precise definition of an 'area of 
discourse'; terms are part of a single area of dis
course if it is of interest to compare and contrast 
their employment, and if not, not. Some expres
sions may usefully be studied as falling into two 
different areas. There is no certain test of whether 
a term falls into a given area or not, prior to onr 
investigation. 

the present perfect tense, to add less tradi
tional fields of investigation. Austin always 
recommended that beginners on the tech
nique should choose areas that were not 
already philosophical stamping grounds. 
Having chosen our area of discourse, we 
must then collect as completely as possible 
all the resources of the language, bod: 
idiom and vocabulary, in that area. If we 
have chosen the field of responsibility, for 
example, we must not start by offering 
generalizations about voluntary and invol
untary actions, but must collect the whole 
range of terms and idioms adumbrated 
in "A Plea for Excuses"-words like 
'willingly', 'inadvertently', 'negligently', 
'clumsily', and 'accidentally', idioms like 
'he negligently did X' and 'he did X negli
gently'. In the field of artifacts we must col
lect all such terms as 'tool', 'instrument', 
'implement', 'furniture', 'equipment', and 
'apparatus'. In this task common sense 
is needed; a useful collection of terms and 
idioms require art and judgment; thus it 
probably would be a mistake to omit the 
term 'furniture' when examining discourse 
about artifacts, but it is unlikely to be nec
essary to include all names for all kinds 
of furniture - 'table', 'chair', 'stool', etc. 
Moreover, the notion of a field of discourse 
is imprecise, and we may initially be un
clear whether a given term should or 
should not be included in it. Austin's pre
cept was that, when in doubt whether a 
term was necessary or really belonged to 
the field in question, we should start by 
including it, since it is easier to strike out 
later terms that turn out to be intruders 
than it is to repair omissions. The most 
obvious devices for getting a fairly com
plete list are: (a) free association, where 
the investigators add any terms to the ini
tial few that occur to them as being re
lated; (b) the reading of relevant documents 
- not the works of philosophers but, in 
the field of responsibility, such things as 
law reports, in the field of artifacts such 
things as mail-order catalogues; (c) use of 
the dictionary, less ambitiously by looking 
up terms already noted and adding those 
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used in the definitions until the circle is 
complete, or, more ambitiously, by read
ing right through the dictionary-Austin, 
who must have read through the Little 
Oxford Dictionary very many times, fre
quently insisted that this did not take so 
long as one would expect. 

At the stage of preliminary collection 
of terms and idioms the work is more 
quickly and more exhaustively done by a 
team. Austin always insisted that the tech
nique was at all stages best employed by 
a team of a dozen or so working together; 
the members supplemented each other and 
corrected each other's oversights and er
rors. Having collected its terms and idioms, 
the group must then proceed to the second 
stage in which, by telling circumstantial 
stories and conducting dialogues, they give 
as clear and detailed examples as possible 
of circumstances under which this idiom is 
to be preferred to that, and that to this, 
and of where we should (do) use this term 
and where that. Austin's two stories of the 
shooting of the donkey to illustrate the 
circumstances in which we should, when 
speaking carefully, prefer to say 'acciden
tally' or 'by mistake' will indicate the sort 
of thing to be done at this stage ("A Plea 
for Excuses," Philosophical Papers, p. 
133). It is also important to tell stories 
and make dialogues as like as possible to 
those in which we should employ a certain 
term or idiom in which it would not be 
possible, or would strike us as inappropri
ate, to use that term or idiom. We should 
also note things which it is not possible to 
say in any circumstances, though not mani
festly ungrammatical or otherwise absurd 
(Aristotle's observation that one cannot be 
pleased quickly or slowly is the sort of 
thing that it meant here). This second stage 
will occupy several sessions; it is not a 
matter to be completed in a few minutes. 

We have now got our list of terms and 
idioms (first stage), and a list of circum
stantial stories illustrating how these ex
pressions can and cannot occur, according 
to context. Experience shows that a group, 
not just a group of Oxford philosophers 

but, say, a mixed American and British 
group, can reach virtual unanimity on 
these matters. Maybe something that seems 
perfectly in order to all the rest will sound 
odd to one member, or vice versa. When 
this happens it can be noted down and it 
may be of interest. But getting things right 
up to this stage is a group activity, and it 
is easy for a single individual to make mis
takes initially that he can be brought to 
see. The device of a statistical survey of 
"what people would say" by means of a 
questionnaire is no substitute for the 
group, (I) because there cannot be the nec
essary detail in the questionnaire, (2) be
cause the untrained answerers can so easily 
make mistakes, (3) because we are raising 
questions where unanimity is both de
sirable and obtainable. The group is its 
own sample, and its members can always 
ask their friends and relations "What 
would you say if ... ?"as required.2 

Austin always insisted that during the 
work so far described all theorizing should 
be rigidly excluded. We must make up 
detailed stories embodying the felicitous 
and the infelicitous, but carefully abstain 
from too early an attempt to explain why. 
Premature theorizing can blind us to the 
linguistic facts; premature theorizers bend 
their idiom to suit the theory, as is shown 
all too often by the barbarous idiom found 
in the writings of philosophers who outside 
of philosophy speak with complete felicity. 
But eventually the stage must come at 
which we seek to formulate our results. 
At this stage we attempt to give general 
accounts of the various expressions (words, 
sentences, grammatical forms) under con-

• An illustration: so shrewd an operator as 
Noam Chomsky says on page 15 of his admi
rable Syntactic Structures that "Read you a book 
on modem music" is not a grammatical sentence 
or English. Consider the dialogue: A. "Please 
read me a book on modem music." B. "Read 
you a book on modem music? Not for all the 
gold in Fort Knox!" Chomsky should have been 
working in a group. The statistical datum that 
Urrnson allows, Chomsky disallows: this sen
tence is of no interest. Chomsky has made one 
of his few errors, as a group of us discovered 
while reading him. 
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sideration; they will be correct and ade
quate if they make it clear why what is 
said in our various stories is or is not fe
licitous, is possible or impossible. Thus it 
is an empirical question whether the ac
counts given are correct and adequate, for 
they can be checked against the data col
lected. Of course, if we have rushed the 
earlier stages new linguistic facts may be 
later adduced that invalidate the accounts; 
this is the universal predicament of em
pirical accounts. But though the accounts 
are empirical, the discovery and formula
tion of adequate ones is a matter requiring 
great skill and some luck; there is no rule 
of thumb available. 

We may now, if we wish, go on to com
pare the accounts that we have thus arrived 
at with what philosophers have commonly 
said about the expressions in question (or 
with what grammarians have said). If one 
does so one may go on to a further project, 
the examination of traditional philosophi
cal arguments in the light of the results of 
the technique. This type of project is illus
trated by Austin's Sense and Sensibilia; 
here a thumbnail sketch only is given of 
the use of the technique on various groups 
of terms: 'illusion', 'delusion', and 'hallu
cination'; 'looks', 'appears', 'seems', etc.; 
'real', 'apparent', 'imaginary', etc.; Austin 
then tries to show that various traditional 
arguments depend for their apparent 
plausibility on the systematic misconstruc
tion and interchange of these and similar 
key terms. The book illustrates this stage 
of the inquiry; I do not now ask whether 
it is a successful illustration. 

So much for the actual technique which 
Austin recommended. Briefly, a group of 
interested people collects the terms and 
idioms specially connected with an area 
of discourse; produces examples in context 
of the healthy use of these expressions and 
morbid examples of their misapplication; 
finally, gives accounts of these expressions 
which will explain the observed facts about 
what we do and what we do not say when 
employing them. 

Why did Austin want to do this? 

1. He thought that by the use of this 
technique one could make explicit a sur
prisingly and excitingly rich and subtle set 
of distinctions, of sufficient practical im
portance to have been incorporated into 
the structure of the language under inves
tigation. In making them explicit one si
multaneously gains a richer understanding 
of a language in which one is interested 
and of the non-linguistic world the lan
guage is used to talk about (in distinguish
ing mistakes from accidents, etc., one sees 
more clearly the ways in which actions can 
be defective). The distinctions made in one 
language need not be the same as those 
made in another; one does not discover 
distinctions that must be made, but ones 
which can be, and are, made. No doubt 
for special technical purposes or when we 
are faced with new situations, the distinc
tions we can thus find ready-made are 
inadequate, and we need to invent new 
ones. But Austin thought that the distinc
tions which philosophers thought up in 
their studies and employed instead of those 
in ordinary language were very jejune and 
poverty-stricken by comparison with those 
already made in ordinary 3 language. Cer
tainly many of the philosophers who so act 
do so because they maintain that the dis
tinctions of the natural languages are un-

'Here, as commonly among Austin and his 
associates, 'ordinary' is a technical term, mean
ing 'nonphilosophical'; thus the terms of modern 
physics are for present purposes part of ordinary 
language. The term is unfortunate because it is 
also true that Austin investigated mainly the re
sources of ordinary ( = 'everyday', 'nontechni
cal') as opposed to technical language. Austin 
was not opposed to the coining by scientists and 
other technical people of useful terms, nor to the 
investigation of them by philosophers; he himself 
did not investigate them partly because he 
thought that he had not the necessary back
ground knowledge, partly because the philo
sophical problems that most interested him did 
not arise in such areas. Also Austin was not 
opposed to philosophers' inventing technical 
terms for their own use, which he constantly did 
himself; the point made in the text is that in 
studying the expressions of a natural language 
we shall find matter of greater interest than in 
studying the proposed alternatives of philoso
phers. 
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worthy of serious interest and must make 
way for those of a specially constructed 
"scientific" language; Austin thought that 
this could be explained only by the una
wareness of these philosophers of the sub
tlety of ordinary language. Austin did not 
want to deny that in various places and 
ways a natural language could embody 
conceptual muddles; he had no a priori 
certainty that language must always be 
"perfectly in order as it stands"; he merely 
thought that a far closer examination of 
the resources of language than has been 
traditionally made yields surprisingly rich 
dividends. 

This first aim, as Austin well knew, is 
no novelty; but he thought that it had 
been pursued in too piecemeal and too 
unsystematic a manner, with insufficient 
effort to collect data, to yield a full reward. 

2. Austin hoped that this work might 
be the beginning of a new science of lan
guage, which would incorporate the work 
of philosophers, grammarians, and lin
guisticians. A close look at the actual facts 
of language quickly invalidated, he main
tained, most of the prevalent schemata, 
theories, and generalizations. A new ter
minology was needed for the accurate 
study of language, which would emerge in 
its study; the distinction of locutionary, 
illocutionary, and perlocutionary acts, 
made in How to Do Things with Words, 
was intended as a contribution to this new 
terminology. 

3. Austin also believed that the careful 
examination of the ways in which we talk 
in a given field would save us from some 
of the muddles into which philosophers fall 
in discussing the traditional problems of 
philosophy. These problems at least arise 
in ordinary language; so a close examina
tion of this language will be at least a 
"begin-all" if not an "end-all" in the pru
dent examination of them. If a philosopher 
wishes to use words in "special" senses, no 
doubt he may, and is not necessarily mis
taken in principle; but a conceptual revi
sion will prudently be based on a thor
ough understanding of what is being 

revised. Too often philosophers do not use 
words in new carefully thought-out ways, 
but rather use ordinary language in a 
rather deviant manner, while at the same 
time relying on the entailments and impli
cations of nondeviant use. I have already 
mentioned Austin's attempt to illustrate 
this unhappy feature of philosophical prac
tice in Sense and Sensibilia. 

4. Austin hoped that both the detailed 
examinations of areas of speech and the 
new concepts about language therein 
evolved would be of help to such other 
disciplines as jurisprudence and econom
ics. I imagine that Hart would not object 
to my pointing to his work on jurispru
dence as a case where this has happened. 

Finally, the question may be raised: why 
do this sort of thing rather than something 
else? Let me quote quite literally Austin's 
own note on this point, which is intelli
gible enough as it stands: 
Shan't learn everything, so why not do some
thing else? Well; not whole even of philoso
phy but firstly always has been philosophy, 
since Socrates. And some slow successes. 
Advantages of slowness and cooperation. Be 
your size. Small men. Foolproof x genius
proof. Anyone with patience can do some
thing. Leads to discoveries and agreement. 
Is amusing. Part of personal motive of my 
colleagues to avoid interminable bickering 
or boring points of our predecessors: also 
remember all brought up on classics: no 
quarrel with maths etc., just ignorant. 

This sketch of Austin's techniques is 
now complete. As is clear, and as he 
knew, neither his aims nor his methods 
were wholly new in outline. What is new 
is the insistence on a technique designed to 
produce something much more precise 
and systematic than had hitherto been 
achieved, and the belief that the technique, 
patiently and systematically followed, 
could be the beginning of a new science 
of language, capable of standing alone with 
its own procedures and secure results. 

But, though the sketch is complete, I 
should like to add some remarks of my 
own about Austin's claim that it was pos
sible for a group to attain virtual unanim-
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ity about what can and cannot be said in 
various contexts and on the accounts of 
the various expressions based on these 
data. It is on this point that he has been 
most often criticized and misunderstood. 

First let us consider the status of this 
claim. It is well known to everybody else, 
and need not be presumed to have escaped 
Austin's attention, that natural languages 
are not unchanging and monolithic; in fact 
they evolve continuously through time, and 
at any given time dialects and idiolects 
of geographically and socially separated 
groups and persons can be distinguished. 
If Austin had therefore claimed that any 
group of, say, English speakers, however 
collected, would give unanimous reports 
on what they would say in various circum
stances, his claim would obviously be 
false. But though not an unchanging mono
lith, language is not a Heraclitean river 
either, certainly not a set of private Hera
clitean rivers. Though I do have to guess, 
divine, speculate, in trying to follow a 
sports report in an American newspaper, 
my interpretation of American writings on 
law, music, history, and the like is no more 
speculative than that of British writings, 
though one has to be aware of a few spe
cial idioms. What Austin essentially wished 
to claim was that it was not as a matter 
of fact difficult to collect a group together 
in which speech differences were of mar
ginal importance, and that where initially 
there was disagreement it should not be 
too readily ascribed to divergent speech 
habits; nearly always these initial dis
agreements would disappear after careful 
discrimination and presentation of cases. 
The claim is, therefore, the empirical one 
that groups are readily to be formed the 
members of which would all make the 
same linguistic discriminations. It is no 
doubt true that groups could be contrived 
of which this would be false, and Austin 
did not need to deny it. 

Secondly, let us consider on what ques
tions unanimity is to be achieved; critics 
who misunderstand Austin on this point 
often think that he is obviously wrong and 

that nothing better than unrevealing statis
tics can ever be available. Let us suppose 
that a vocabulary including the words 
'fleshy', 'chubby', 'fat', 'portly', and 'obese' 
is under consideration and we embark on 
the difficult task of trying to discriminate 
among them. Now it is easy to imagine a 
human figure such that, if asked to choose 
one of these words to describe it, members 
of a group would give widely different an
swers; it is absurd to imagine that· Austin 
intended to deny this. He would rather 
have claimed that if this happened the 
group could arrive at unanimity that all 
the different answers were possible an
swers. This would be ground for the con
clusion that the words in question were 
not mutually exclusive. But to pose ques
tions where such an array of answers is 
possible is a clumsy use of the technique. 
More valuable questions would be such 
as: "Consider Winston Churchill; would 
you call him (a) chubby, (b) portly?" 
Would we not give a virtuously unanimous 
answer to each of those questions? We 
could go on to ask such a question as "Can 
you envisage a figure which we should de
scribe as chubby but not fleshy or as fleshy 
but not chubby?" Austin thought that 
unanimity could be obtained on whether 
such figures could be envisaged, and, if 
so, which. In sufficiently imprecise situa
tions it will always be possible to say dif
ferent things; it is essential to ask questions 
in so sufficiently detailed and precise cir
cumstances that one thing will be seen to 
be more appropriate to say than another. 
Austin's claim was that it was easy to 
gather groups such that there would be 
agreement on what was most appropriate. 
In making this claim Austin was certainly 
not wholly wrong; I have been a member 
of such a group under Austin's guidance 
more than once where his claim was abun
dantly fulfilled I have also joined in 
groups, with and without Austin, where 
little headway was made. In these latter 
cases were we inefficient or was Austin's 
claim falsified in them? I do not know how 
to answer that question. Certainly Austin. 
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more than anybody, has enabled many of 
us to find a richness in language greater 
than we had ever expected to find. 

But what of those, and there are such, 
who, when confronted with the data and 
results of what seems to the group to be a 
successful exercise of the Austinian tech
nique, reply that the refinements and the 
subtle distinctions claimed to be discov
ered in language are the products of the 
imagination of the group, that they them
selves do not find these riches in language? 
Or what of those who use a quite different 
language, such as ancient Greek, of which 
the conceptual framework is importantly 
different? Some of the former objectors 
may just have dirty ears; but to neither 
group need the results, provided that they 
are clear and definite, be devoid of interest. 

For while part of the interest of them is 
claimed to lie in their illumination of ac
tual language, of our own ways of talking, 
nonetheless any set of fine discriminations 
may be of interest. Oarification of, say, 
the ancient Greek distinction between arete 
('virtue') and enkrateia ('continence') does 
not cease to be of interest to us because 
we do not employ it ourselves; similarly, 
such distinctions as Austin indicates in "A 
Plea for Excuses" would not cease to be 
of interest even if we did not recognize 
them, as I largely do, as giving us a better 
understanding of our own way of talking. 

Editor's note: For discussion of this paper, 
see the abstracts of the comments read by Stuart 
Hampshire, Norman Malcolm, and Willard v. 0. 
Quine at the symposium at which this paper was 
given (Journal of Philosophy, LXll (1965), 
508-13). 
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STUART HAMPSHIRE 

J. L. AUSTIN 

Philosophy is more than any other in
quiry burdened with the knowledge of its 
own past. Like the descendants of an an
cient family who still live in a small apart
ment, equipped with every modem device, 
in a comer of their ancestral home, philos
ophers at this time are apt to be at once 
proud of the great ambitions of their an
cestors, and of the monuments that they 
have left, and at the same time half
ashamed of their heritage, as of something 
now embarrassingly over-ambitious, from 
which they must hasten to dissociate them
selves. Consequently an anxious and de
fensive tone has crept into much of the 
philosophical writing and discussion of the 
last thirty years, the one of men who are 
anxious to show that in spite of their con
spicuous origins, they are no less pro
ductive, unpretentious, unassuming, and 
modem in outlook, than workers in other 
fields. They may still live in the great 
house, but only in a comer of it, in which 
they lead very ordinary useful lives. As for 
the rest of the building, they are always 
available to show the public round with 
the proper historical explanations. This 
uncertainty about the relation of the pres
ent to the past has produced a certain 
strain and ambiguity of intention, also an 
undue sensitiveness to public opinion. 

Of all the philosophers whom I have 
known as contemporaries, or as near-

Reprinted from Proceedings of the Aristote
lian Society, LX ( 195~0), 2-14, by permission 
of the author and the editor. 

contemporaries, Austin was the least em
barrassed, and the least uncertain, about 
philosophy itself and its role. He had made 
up his mind for himself independently of 
the current slogans, and he knew exactly 
what he was doing. As G. E. Moore in 
an earlier generation, so Austin in his gen
eration had an authority that was immedi
ately recognised by his colleagues, and in 
both cases the authority was founded, not 
only on unequalled intellectual powers, 
but also on a startling directness and sure
ness of purpose. Austin stood aside from 
all the indirectness and uncertainties of 
method, to which philosophers are now 
liable, for a simple reason: that he was 
constitutionally unable to refrain from ap
plying the same standards of truthfulness 
and accuracy to a philosophical argument, 
sentence by sentence, as he would have 
applied to any other serious subject
matter. He could not have adopted a spe
cial tone of voice, or attitude of mind, for 
philosophical questions. He was by train
ing a classical scholar and he thought as 
a classical scholar thinks. aause by clause, 
sentence by sentence, a sequence of 
thought is constructed, until no rough ap
proximations are left. If it is accurate in 
each one of its parts, it is accurate as a 
whole. This is the only way in which truth
ful prose can be written or spoken, and 
it is the only way in which anything al
ready written can be truthfully interpreted 
and assessed. He had no need of a theory 
of philosophical method and therefore no 
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need of a theory of philosophy itself. From 
the earliest date of which I can speak from 
personal knowledge, the year 1936, his 
'method', which is better described as a 
style or habit of thought, was unvarying, 
in spite of at least one conversion in his 
philosophical interests. Before the war he 
was already characteristically suspicious of 
traditional formulations of the traditional 
problems of metaphysics, and to this ex
tent he agreed with the logical positivists 
of that time. But he had not yet found his 
own way with dictionaries and grammars 
and the exact observation of usage. This 
was a gradual conversion. But from the 
beginning he refused to adopt any special 
and elevated tone for the discussion of 
philosophy, and he refused to accept from 
others any peculiar inherited canons of 
argument. Particularly during the 1930's, 
when technical pretensions were rife, these 
refusals had the effect of fair, and devas
tating, comment on the Emperor's New 
Clothes. He continued in this vein of pa
tient literalness, through changing fash
ions, until the end. He could not have 
brought himself to approach philosophical 
problems in any other way. Any other 
way would simply have seemed to him 
untruthful. 

As with Moore, so also with Austin 
there was a tendency among those who 
felt his authority to turn his individual style 
of thought into a general method of solving 
problems. There is always this desire to 
make any outstanding individual a type. 
The distinction and individuality are then 
comfortably reduced to manageable and 
imitable proportions. But the results of 
such a reduction of an individual style to 
a general method are often trivialities. His
tory may, or may not, show that this has 
happened again; it is still too early to 
judge. But we are concerned at this time 
with Austin's own philosophical conclu
sions and achievements, as they appeared 
in discussion and in his publications. 

There is a central problem of interpreta
tion. Did he propose a general theory of 
language, as a structure that, accurately 

interpreted, 'is in order as it is' (Wittgen
stein's phrase)? Did he believe, and believe 
for good reasons, that a careful, systematic 
plotting of the distinctions already marked 
in standard usage would undermine the 
foundations of all, or of most, philosophi
cal problems? After recalling his program
matic remarks in the Presidential Address 
"A Plea for Excuses," the symposium on 
"Other Minds" and many oral discussions, 
it seems to me that the evidence is not 
clear. He distrusted programmatic discus
sions for two reasons, each in itself a suf
ficient reason for him: first, that from their 
nature they must involve vague and sweep
ing generalisations which cannot be alto
gether accurate: secondly, that they are a 
diversion from the detailed inquiries that 
are needed at the present time. But in the 
assessment of his own work, particularly 
on Knowledge ("Other Minds," Proc. 
Arist. Soc., Symposium, Supplementary 
Volume XX, 1946) and on problems con
nected with free-will ("Ifs and Cans," 
British Academy, 1956 and "A Plea for 
Excuses," Proc. Arist. Soc., 1956/7), the 
issue cannot now be avoided. Did he try 
to show, and did he succeed in showing, 
that the kind of considerations that he 
here adduced would by themselves lead 
to adequate solutions, if they were pressed 
further with equal care and subtlety? 

I shali distinguish two slightly different 
theses that can plausibly be attributed to 
him: a strong and a weak thesis. 

II 

The strong thesis may be seen as some
thing like an application of Leibniz's Prin
ciple of Sufficient Reason to established 
forms of speech. For every distinction of 
word and idiom that we find in common 
speech, there is a reason to be found, if 
we look far enough, to explain why this 
distinction exists. The investigation will al
ways show that the greatest possible num
ber of distinctions have been obtained by 
the most economical linguistic means. If, 
as philosophers, we try to introduce an al-
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together new distinction, we shall find that 
we are disturbing the economy of the lan
guage by blurring elsewhere some useful 
distinctions that are already recognised. 
This, as a corol~ary of the Principle of Suf
ficient Reason, is a Principle of Continuity 
in language: every possible position (sense) 
is occupied (signified). Conversely, there is 
a presumption that to every verbal differ
ence there corresponds a difference of sense 
which has its indispensable place. In very 
detailed lectures on perception, famous in 
Oxford under the title "Sense and Sensi
bilia," Austin tried to show that each of 
the great variety of idioms clustering round 
the apparently simple verbs 'look' and 
'seem' plays a necessary part, and that the 
clumsy and naive dichotomy of sense
datum and material object blurs every nec
essary distinction and is inadequate to the 
complexity of experience. He delighted to 
show that this dichotomy, which was in 
recent times supposed to rest on distinc
tions already marked on language, in fact 
rests on pure invention. In general he con
sidered philosophers' inclination towards 
dramatic dichotomies as essentially primi
tive, as a mark of the pre-history of the 
subject, from which we could now at last 
escape by attention to the complex facts 
of language. In regular discussions with 
colleagues at Oxford, he methodically pur
sued the facts connected with the notion 
of a rule, examining the rules of many dif
ferent kinds of games, and of course find
ing that there are many different kinds of 
rules. With this range of subtly varying 
examples in mind, a philosopher will be 
less confident that the rules of language 
arc like the rules of a game, as if this were 
a triumphantly clear conclusion: which 
kind of rules in which kind of game? All 
that is philosophically interesting will dis
appear in the vagueness of the comparison 
at this level of generality. The compari
son only comes alive when we descend to 
the details and set one kind of rule against 
another. Similarly in the article "A Plea 
for Excuses," and in seminars and discus
sions, he explored the variety of significant 

ways in which our language allows us to 
modify the bald statement 'He did so-and
so', strengthening or diminishing its force 
and its implications. Each of the adverbial 
qualifications - 'deliberately', 'intention
ally', 'on purpose', 'by mistake' and so on 
- had its own place in a system of gradu
ated differences, and in each case we shall 
grasp the peculiar point by assembling 
typical examples. It would be a mistake to 
neglect any distinction as trivial, because 
it has played no familiar part in any philo
sophical problem. Only accuracy and com
pleteness over the whole range of distinc
tions will locate disputed distinctions in 
their proper position. Austin had begun 
this kind of investigation in a class with 
Professor Hart in 1948, concentrating on 
legal concepts associated with action and 
responsibility. He had found a rich vein 
of 'facts' in the legal cases. 

If we methodically investigate the whole 
spectrum of qualifications of the bald state
ment 'He did it', we may hope that, by 
this methoa of approximation, we shall 
have finally marked the boundaries of the 
central concept of action. A frontal assault 
on the typical philosopher's question 'What 
is an action?' will lead nowhere, because 
it is an invitation to smother the facts with 
an invented formula. 'What is an action?' 
Compare 'What is real?' and 'What is 
Truth?' It is the mark of the primitive, of 
the pre-history of philosophy, to pose ques
tions in this linguistically abstract, and ut
terly general, form. I recall a lecture to a 
surprised summer-school audience not 
long after the war in which he listed some 
of the many different contrasts that may 
be implied in the various uses of the phrase 
'[a] real so-and-so': real [flowers] versus 
artificial, a real [character in a story] ver
sus an imaginary one, real [courage] versus 
imperfect, and so on, with more and more 
subtly varying examples. What then is the 
use and basis of any generalized contrast 
between Reality and some supposed anti
thetical term, e.g., Appearance? The con
clusion was that 'real' is an 'adjuster-word' 
which has to be watched in its role. It is a 
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vulgarity to insist that anything less than 
a frontal assault on the 'great' problems is 
a retreat into triviality. If we are to arrive 
at a clear notion of Truth, we need a de
tailed review of the various ways in which 
a statement may go wrong, of the various 
dimensions of failure in statement-making. 
And we must not from the beginning as
sume a simple ungraduated notion of a 
statement, or of a descriptive utterance, as 
of something uniform and unmistakable. 
Here again we shall find, if we will only 
pause to look at the facts, a continuous 
spectrum of kinds of utterance, each with 
its peculiar liabilities to mistake. The most 
famous of his discoveries in this field was 
of the element of performativeness that en
ters into many kinds of utterance ordinarily 
classified as statements, and particularly 
into utterances that are claims to knowl
edge. This was certainly a substantial dis
covery, which no one can henceforth neg
lect in giving an account of knowledge 
("Other Minds," Proc. Arist. Soc., Supple
mentary Volume XX, 1946). 

Behind this policy of looking for gradu
ated differences, and shades of qualifica
tion, around the hypnotising central con
cept (Action, Knowledge, Real, True, 
Rule), was the conviction that every differ
ence of idiom has its justification in the 
subtle economy of language as a whole. 
On occasion, both in discussion and in 
publications ("Excuses," Proc. Arist. Soc., 
1956/57), Austin would suggest that the 
implied Principle of Sufficient Linguistic 
Reason is to be justified as Burke justified 
some other established institutions of Eng
land - social and political institutions. 
1bese are the distinctions that have stood 
the test of time and that embody the wis
dom of long experience. They must repre
sent a gradual effort of adaptation to 'the 
human predicament', and they cannot eas
ily be bettered by any projecting reformer 
(Russell, Quine, Goodman), who sits down 
in an armchair to determine how we should 
speak clearly in the light of reason. No 
workable alternative will be found by a 

priori legislation and by brisk projects of 
logical reform. The distinctions are organ
ically connected, and the amputation of an 
offending part will destroy the mutual ad
justment, and therefore the life, of the 
whole. 

The weaker thesis is a negative one, and 
claims no single and exclusive programme 
for advance in philosophy. It is a fact that 
we introduce and explain the distinctions 
that are required for the special purposes 
of philosophical analysis by reference to 
some existing distinctions marked in com
mon speech. The philosophical distinc
tions, and the technical terms in which they 
are stated, may be refinements of estab
lished usage, refinements needed only in 
answering unusual questions. But they 
cannot be clear and intelligible, and the 
philosophical answers cannot be clear and 
intelligible, unless the distinctions from 
which they have been refined are them
selves accurately recorded. In talking 
about sense-data, we shall be talking about 
we-know-not-what, if we have introduced 
these entities by reference to such phrases 
as 'the penny looks elliptical', and if we 
have in fact misreported, and over-simpli
fied, the conditions under which such 
phrases are used, and the implications 
that they in fact carry with them. The 
weaker, or negative, thesis is that we must 
first have the facts, and all the facts, accu
rately stated before we erect a theory upon 
the basis of them. And this is much more 
difficult, and demands more patient and 
co-operative labour, than has ever been 
recognised by philosophers up till the pres
ent time. They have been content to seize 
on a few favourite examples, constantly 
recurring in the literature, and have then 
built their theories on this thin and biased 
foundation. We cannot be sure of the 
place, and therefore of the representative 
value, of any particular specimen of the 
use of an idiom, unless we have once trav
ersed the whole range of its possible uses, 
and of the uses of other adjacent idioms 
that belong to the same range. Philoso-
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phers are not, unconsciously, to choose the 
very example from current usage that con
stitutes plausible evidence for the particu
lar rational reconstruction that they wish 
to advocate. A rival school of philosophers 
concentrates attention on another range of 
well established uses of the philosophically 
interesting word or phrase, and, on this 
selected basis, suggests a quite different ra
tional reconstruction of the essential pur
pose and meaning that lie behind the vari
ous uses of the word or phrase. The effect 
of this casualness and impatience is the 
notorious and scandalous inconclusiveness 
of philosophical argument. 

It is the most important of all the facts 
that now need to be recorded about Austin, 
as a philosopher, that he certainly did him
self consider this alleged scandal of incon
clusiveness to be a scandal. Since it was a 
constant point of difference between us, 
he often, and over many years, had occa
sion to tell me that he had never found any 
good reason to believe that philosophical 
inquiries are essentially, and of their very 
nature, inconclusive. On the contrary he 
believed that this was a remediable fault 
of philosophers, due to premature system
building and impatient ambition, which 
left them neither the inclination nor the 
time to assemble the facts, impartially and 
co-operatively, and then to build their uni
fying theories, cautiously and slowly, on a 
comprehensive, and therefore secure, ba
sis. To stop the endless pendulum motion 
of rival theories, each as plausible and 
partially founded as the other, is the seri
ous work of philosophy at this time. Dur
ing a sabbatical year, free from teaching 
and lecturing, he tried by himself to ac
cumulate a vast range of examples of dif
ferent types of predication with a view to 
building, on this unbiased foundation, a 
general theory of naming and describing. 
He did not succeed in this enterprise, and 
he did not believe that he had succeeded. 
The article "How to Talk" (Proc. Arist. 
Soc., 1952-3), with which he was alto
gether dissatisfied, emerged from this 
work. But he still believed that a group of 

philosophers, working together for some 
considerable time, could collect a sufficient 
range of graded examples to permit, for 
the first time, some really well-founded 
generalisations. If this were not done, and 
if philosophers remained content with their 
hasty improvisations, we should continue 
on the old round of rival theories, each rest
ing on its selected examples, and each 
and all of them exposed by evident 
counter-examples. 

Austin believed at this time that the ac
cepted grammatical-logical classifications 
of terms, and of types of statement (the 
classifications of non-formal logic) could 
be made far more precise and specific. A 
new set of technical terms was needed for 
a new philosophical grammar. The gram
mar books - and he read them carefully 
- were full of the ghosts of a primitive 
logic and of a primitive ontology. Here 
was constructive work that needs to be 
done, and only philosophers are suffi
ciently disrespectful of old theories to do 
it with undeceived attention to the facts. 
But, clinging to their ancient amateur sta
tus, as Platonic gentlemen who do not 
handle mere facts, they continue to discuss 
(for example) hypothetical statements in 
terms of the utmost generality, without dis
tinguishing among the great variety of 
forms, syntactically or pragmatically dif
ferent, of 'If . . . then' sentences. Austin 
had a scholar's feeling for grammar and 
for the shades of meaning to which a trans
lator attends. Both as a teacher and in 
discussion among his colleagues, he was an 
enemy of the easy amateur tradition of 
linguistic analysis in all its surviving forms. 
His idea of organised and co-operative 
work in the philosophical study of lan
guage was the belief that amateurs must 
become artisans. On the one side mathe
matical logic, which has substituted disci
plined work and established results for 
casual speculation in one large area of 
philosophy: on the other side, as the other 
heir of speculative, post-Russell philoso
phy, a real, in the place of a pretended, 
study of language. At a time when Ameri-
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can foundations were considering means 
of promoting philosophical research, Aus
tin privately expressed the belief that a 
large, co-operative, centrally directed proj
ect of linguistic analysis might indeed lead 
to solidly based results, and that uncon
trolled private enterprise could accom
plish very little. The sceptical arguments 
of his friends left him quite unmoved. 

I may seem to have established no clear 
difference between Austin's stronger and 
weaker theses about the existing forms of 
language. The difference can perhaps be 
best summarised in a few sentences. The 
weaker thesis was that an exhaustive and 
methodical, and, ideally, a co-operative, 
study of the full facts of common usage 
in all traditionally disputed areas, is an in
dispensable preliminary to any philosoph
ical advance. The stronger thesis was that 
the multiplicity of fine distinctions, which 
such a study would disclose, would by itself 
answer philosophical questions about free
will, perception, naming and describing, 
conditional statements. The crude distinc
tions, which are presupposed in every 
statement of these questions, will be seen 
to be intolerably remote from the facts. 
Thereafter we should move forward from 
the artificial questions, posed in these inac
curate and intolerably general terms, to 
the precise and various distinctions that 
in fact concern us in the conduct of life or 
in science. Almost all the semi-informed 
discussions of the linguistic method in 
philosophy have centered on this second 
thesis, because it can be much more easily 
and satisfactorily confused with Wittgen
stein's theory of language in Philosophical 
Investigations. Even those who want to 
overlook significant differences in order to 
create a man of straw, called 'linguistic 
philosophy', as a target, cannot plausibly 
assimilate the weaker thesis to Wittgen
stein's later teaching. 

Plainly there was no immediate need 
for Austin to decide between these alterna
tives. Whatever the ultimate issue, the 
work immediately to be done, in teaching 
and in criticism, was the same. For Austin 

philosophy as an inquiry, and the teaching 
of philosophy, were so intimately con
nected that it often seemed impossible to 
distinguish the ends that he prescribed for 
philosophy from those that he prescribed 
for the teaching of philosophy. He very 
strongly believed in the educational value 
of philosophy, rightly taught, and believed 
in it in a way that is traditionally asso
ciated with Greats at Oxford: namely, that 
it is an irreplaceable training in habits of 
exact argument, and that it is a prophy
lactic against intellectual pretentiousness 
and muddle. In this, and in several other 
respects, he had been influenced by the ex
ample of Prichard, who, as the scourge of 
pretentiousness and muddle, was the domi
nant figure among Oxford philosophers 
when Austin was an undergraduate. Of 
Prichard it was often said that, a strict and 
unworldly philosopher, he had in effect, 
and without explicit intention, trained sev
eral generations of civil servants in exact 
drafting, and that he had only reinforced 
habits of mind that had first been formed 
by Latin and Greek proses. This is the 
effect of the peculiar position of philoso
phy at Oxford as an accepted educational 
instrument. It has its continuing effects 
also on the quality and direction of Oxford 
philosophy, considered as an independent 
inquiry. In Austin's generation, the social 
and political implications of the teaching 
of philosophy, and of the forming of habits 
of thought in a ruling class, were certainly 
not unnoticed, and he was acutely con
scious of them. He seriously wanted to 
'make people sensible' and clear-headed, 
and immune to ill-founded and doctrinaire 
enthusiasms. He believed that philosophy, 
if it inculcated respect for 'the facts' and 
for accuracy, was one of the best instru
ments for this purpose. He had a great 
respect for practical activities of reform, 
and, as was shown during the war and 
within the university, immense and de
voted ability in them. It is necessary to 
mention these facts, because the general 
tendency of the kind of linguistic analysis 
with which Austin is associated is con-
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stantly misjudged, at least as far as he is 
concerned. He was always responsibly in
terested in public affairs. As a young Fel
low of All Souls, he began to learn Russian 
and visited the Soviet Union. At that time 
he would argue fiercely about politics from 
an uncommitted, but characteristic, point 
of view, which was half authoritarian and 
yet never conservative. So far from being 
neutral, detached, and therefore conserva
tive, in relating philosophy to wider inter
ests, he sometimes seemed to subordinate 
philosophy itself to education. He thought 
that a training in the true, patient method 
of philosophical analysis was having, and 
would continue to have, an effect that was 
the reverse of conservative. He certainly 
was not surprised by the hostility of the 
various established orders, whether Chris
tian or secular, and of the merely conven
tional, bien pensant publicists. He was 
consciously a radical reformer, who had 
suggested a specific, and largely original, 
interpretation of that which constitutes 
clear thinking on abstract topics. He knew 
that this was an achievement that would 
rightly be regarded as subversive. He knew 
that he was (in his own words) 'tampering 
with the beliefs' of his audience, merely by 
insinuating unusual standards of verbal 
accuracy into the dissection of hallowed 
arguments. The true conservatives, in phi
losophy as in politics, are those who accept 
discussion of traditional problems within 
the traditional terms. However heterodox 
the conclusions on which the supposed 
rebels congratulate themselves, no Church 
or ruling party feels itself seriously threat
ened by this re-shuffling of the officially 
approved cards. But there are signs of 
official fear, and therefore of righteous 
anger, when the whole game of estab
lished argument and counter-argument is 
held up to ridicule. Austin did, with inten
tion and responsibly, use the weapon of 
ridicule as a natural side-effect of analysing 
philosophical pomposity: for example, in 
examining the arguments for the existence 
of sense-data and many other traditional 
arguments. If you considered this style of 

detailed analysis ill-adapted to the material 
and ineffective, you would reasonably con
sider the ridicule to be misplaced also. 
But it is dishonest to pretend that linguistic 
analysis of a minute, literal, word-by-word 
kind is not revolutionary, both in intention 
and in effect, in philosophy, or to pretend 
that it confirms the plain man in his un
critical opinions. One of the strongest of 
the plain man's uncriticised opinions is 
that philosophical issues are too profound 
and peculiar to be discussed in any such 
pedestrian, literal terms. Those of us who, 
as philosophers, are not convinced of the 
final effectiveness of linguistic analysis 
know only too well that we are never with
out these, and other, embarrassing allies. 

If one advances step by step, from one 
particular truth, accurately stated, to an
other, and if one never rushes forward 
to a premature generalisation, until the 
ground has been fully surveyed, one may 
indeed find oneself arriving at revolution
ary conclusions, at least in philosophy. For 
no one had ever followed this path before, 
and it is therefore impossible to tell in ad
vance where it may lead. In at least one 
case, the theory of knowledge (Proc. Arist. 
Soc., Supplementary Volume XX, 1946, 
"Other Minds") it did in fact lead to re
sults, which are everywhere acknowledged 
as relevant, as new, and as of permanent 
significance. 

III 

In conclusion there are more scattered, 
personal and particular features of Aus
tin's philosophical development between 
the 1930's and 1960 which ought to be 
recorded. In virtue of his authority and 
his innovations in the years after the war, 
the personal history is of some general sig
nificance for philosophers. 

He arrived at his own distinctive posi
tion in philosophy slowly in the five years 
before the war. As an undergraduate at 
Balliol, he had been influenced by Prich
ard, whose lectures and classes he at
tended and whom he bombarded with 
questions and objections. I think that his 
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interest in performative utterances was in 
part traceable to Prichard, who used to 
ask 'What do we mean when we say "I 
agree" ', and then add 'I am blowed if I 
know'. Secondly, he read essays to the 
famous and eccentric Balliol tutor, half 
Roman historian and half philosopher, 
Stone, the author of The Social Contract 
of the Universe. Austin was deeply im
pressed by him as a person and as a tutor. 
In 1936 he and Professor Berlin held an 
unconventional and unforgettable class on 
C. I. Lewis' Mind and the World Order. 
He was already challenging the validity of 
any technical term for which no clear rule 
of use could be derived from within ordi
nary language. But he had not yet made 
this habit a principle. From 1936 to 1939, 
Austin attended informal weekly discus
sions in Berlin's rooms, with Ayer, 
Woozley, MacNabb, and myself. On these 
occasions he challenged every technical 
term in the discussion, as part of a philo
sophical mythology, unless a plain ex
ample, or set of examples, had first been 
made the focus of the discussion. As the 
philosophical atmosphere was at that time 
full of the technical terms of the Vienna 
Circle, the effect was powerfully negative. 
In these years we discussed principally 
sense-data and phenomenalism, hypotheti
cal propositions, and necessary truth. Aus
tin was at that time interested also in 
Leibniz, and read a rather formal paper 
to the Philosophical Society, within a Leib
nizian framework, which questioned the 
grounds for believing that every proposi
tion has a contradictory. He was at this 
time still uncommitted to any general pro
gramme in philosophy, but he was strongly 
influenced by Moore. In common with 
others of his generation at Oxford, he 
knew very little of Wittgenstein's later 
work. Although he shared their hostility 
to the pretensions of traditional meta
physics, he always attacked both the meth
ods of argument, and the summary conclu
sions, of the philosophers of the Vienna 
Circle. Above all, he disliked the rapidity 
with which they arrived at their conclu-

sions. A philosophical argument with Aus
tin, which was always concentrated on 
one, or perhaps two, definitely stated ex
amples, commonly lasted for about three 
hours, until the various plausible interpre
tations had been exhausted: and he would 
often return to the topic later in the week, 
and these arguments would prolong them
selves over a term. From 1937 onwards, 
and increasingly as the war approached, 
we discussed politics, and he regularly at
tended the electoral meetings of one of 
our colleagues, Lord Hailsham, as a heck
ler. During the war, and during his service 
as an intelligence officer, there were few 
opportunities for discussing philosophy. I 
think that it is certain, from the evidence 
of a particular conversation, that his natu
ral love of concrete and detailed investiga
tions, and of discoveries that gradually 
emerge from careful accumulations of fact, 
had already during the war led to fixed 
intentions in philosophy. Must philosophy 
always be unscholarly, vague, inconclu
sive, tentative? How can we know what 
would emerge from a planned and patient 
assault on the facts of the conceptual 
scheme, as it actually exists? Should there 
not be a moratorium on all theories until 
the facts that might form intelligent gram
mars and dictionaries are reasonably well 
ordered? Is it not laziness and dishonesty 
to continue to exchange one hasty theory 
for another, and to prolong indefinitely 
that pattern of plausible pretence which 
we call the history of philosophy? The 
plausibility of Descartes and, worst of 
all, of Hume were particular examples that 
he would quote. He distrusted their liter
ary skill, the smoothness of the surface, 
and their light attitude towards recalcitrant 
facts, which made the total scheme bril
liant and convincing. Aristotle stood for 
virtue and on the other side, because his 
conclusions were not unearned, and be
cause he was more interested in making 
true statements, however dull, than in be
ing interesting and dramatic. If due allow
ance is made for the great difference of 
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scale, Austin's strong reaction against the 
sweeping generalisations about language, 
which were the legacy of logical positivism, 
was not unlike Aristotle's patient pruning 
of the Platonic philosophy. Many, perhaps 
most, of the great philosophers have sur
vived in memory by the force of their ex
aggerations. Austin was always suspicious 
of the dramatic rhetoric of philosophers, 
and of that further exploitation of per
sonality which has been such a comical, 
and perhaps harmful, feature of contem
porary philosophy. He tried, in lecturing 
and in teaching and in writing, to reduce 
the tone of discussion to a plain, under
labourer's style, and to make philosophical 
argument as unassuming and relaxed as 
a botanist's argument. He was disgusted by 
those (and there have been many) who 
find in philosophy an excuse for re-making 

the world in their own image, and who 
realise their fantasies and wishes in an 
intellectual construction that pretends to 
be truth. The first virtue, in any inquiry, 
is respect for existence and for its variety. 
If this modesty is not taught in universities, 
and by philosophers, concern for truth will 
nowhere survive. 

I think that there was more to be learnt 
from him than from any other philosopher 
of his generation. He had an entirely origi
nal and unprejudiced mind, a very strong 
instrument of natural scholarship, and seri
ous and generous purposes. He was cer
tainly the cleverest man that I have known 
among teachers of philosophy. He made a 
contribution, which was entirely his own, 
to one particular strand in English thought, 
and the consequences of his work will re
main a living issue. 



• 20b • 
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J. L. AUSTIN 

Professor Hampshire's account, in the 
Proceedings of the Aristotelian Society, of 
the late J. L. Austin is felicitous, percep
tive, and valuable. However, it seems to us 
at certain points liable to disseminate just 
the kind of misunderstanding of Austin's 
position which Hampshire himself de
plores, and it is not, we think, over
officious to say so at once. 

Hampshire distinguishes and discusses 
at length two theses, 'strong' and 'weak', 
which can, he thinks, "plausibly be attrib
uted" to Austin. The 'strong' thesis he 
states as follows: "For every distinction of 
word and idiom that we find in common 
speech, there is a reason to be found, if 
we look far enough, to explain why this 
distinction exists. The investigation will 
always show that the greatest possible num
ber of distinctions have been obtained by 
the most economical linguistic means. If, 
as philosophers, we try to introduce an al
together new distinction, we shall find that 
we are disturbing the economy of the lan
guage by blurring elsewhere some useful 
distinctions that are already recognized." 

It is, however, quite certain that Austin 
did not accept this thesis - or at least that 
he did not accept all of its several parts. 
No doubt he believed that there was always 
a reason why the distinctions of word and 
idiom in common speech should have 

Reprinted from Mind, LXX (1961), 256-57, 
by rermission of the authors and the editor. 
(Copyright 1961 by Thomas Nelson and Sons 
Ltd.) 
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come to be drawn; but he did not take for 
granted that such reasons must be good 
and sufficient. No doubt he believed also 
that linguistic innovation, the introduc
tion of new kinds of terms into a body 
of existing usage, was more dangerous and 
difficult than philosophers by habit have 
been ready to recognize. But in A Plea for 
Excuses (P.A.S. 1956--7) he wrote: "Cer
tainly, then, ordinary language is not the 
last word: in principle it can everywhere 
be supplemented and improved upon and 
superseded." In that same article he rec
ognized that systematic investigation of 
human behaviour might give grounds for 
modifying, or for supplementing, our exist
ing linguistic resources for commenting 
upon it. We recollect his saying in conver
sation that certain areas of 'common 
speech' - those, namely, in which com
mon speakers for common purposes had 
no strong interest in, no occasion for, 
nicety and clarity of distinction - were 
most unlikely to prove fruitful subjects for 
investigation. Finally, in his own philo
sophical practice, particularly in his lec
tures on 'Words and Deeds', he had no 
hesitation in marking new distinctions with 
his own new technical terms, of which 
'performative' and 'constative' are only the 
best-known examples. Such terminological 
invention he regarded not only as admi!\
sible, but as sometimes necessary. 

Austin would certainly have regarded 
the notion of "the greatest possible number 
of distinctions" as incoherent, but this per
haps is a minor matter. 
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Later Hampshire re-states this 'strong' 
thesis in words which seem actually to 
express a rather different thesis, as the 
proposition that "the multiplicity of fine 
distinctions which such a study [sc. of com
mon speech] would disclose, would by it
self answer philosophical questions about 
free-will, perception, naming and describ
ing, conditional statements." There is some 
risk of ambiguity here. Is the expression 
"philosophical questions" to be under
stood as prefixed by "some," or by "all"? 
If the former, then the thesis is scarcely a 
'strong' one and scarcely controversial; 
some questions, surely, could be answered 
by attention to "fine distinctions." But if 
the thesis is intended to express a claim 
about all philosophical questions, then it is 
quite certain that Austin did not subscribe 
to it. In the last sentence of Ifs and Cans 
he wrote that, if some parts of present day 
philosophy should be taken up into a new 
and comprehensive 'science of language', 
there would still be plenty left. In his lec
tures called 'Sense and Sensibi!ia' he un
dertook to deal only with a certain kind 
of philosophical worry. In general, as 
Hampshire himself quite rightly says, Aus
tin "had no need for a theory of philosophi
cal method and therefore no need of a 
theory of philosophy itself." His regard for 
"truthfulness and accuracy" in the use, 
and in description of the use, of words and 
phrases stands in no need of a specially 
philosophical justification; and he regarded 
it as merely premature to make general 
claims for the efficacy of this 'method'. 
What its limitations might be, and what, 
if it should prove at some point ineffica
cious, should then be tried instead - these 

were questions which only time and hard 
work could answer. 

To Hampshire's 'weak' thesis, that "we 
must first have the facts, and all the facts, 
accurately stated before we erect a theory 
upon the basis of them," Austin might 
well have agreed - with reservations as 
to the significance of the phrase 'all the 
facts'. But this unambitious statement can
not properly, or even plausibly, be magni
fied into a guiding doctrine for his own, 
or into a recipe for anyone else's, philo
sophical practice. 

Austin defended his own way of doing 
philosophy- which he sometimes called 
"one fashion" of philosophy- as con
genial to one who had, as he had, pre
dominantly linguistic interests and train
ing; and he claimed that, when applied to 
fairly definite and limited problems, it was 
capable of producing definite results. Large 
assertions such as those 'strong' theses 
tentatively attributed to him by Hamp
shire he would certainly have regarded, 
besides repudiating them, as worthless. 
Such theses are not propounded in his 
writings published or unpublished; and we 
at least do not recollect, from many years 
of philosophical discussion with Austin, 
any hint that he accepted them. The no
tion that, all the same, they are somehow 
implied by his philosophical pr2.ctice could 
be substantiated only if, as is plainly not 
the case, that practice could be made in
telligible in no other way. But Austin 
sometimes gave, in much less ambitious 
terms, his own explanations. Why should 
these not be taken as meaning just what 
they say? 



• 20c • 

STANLEY CA VELL 

A US TIN AT CRITICISM 

Except for the notable translation of 
Frege's Foundations of Arithmetic and 
whatever reviews there are, Philosophical 
Papers collects all the work Austin pub
lished during his lifetime.1 In addition, this 
modest volume includes two papers which 
will have been heard about, but not heard, 
outside Oxford and Cambridge. The first 
is one of the two pieces written before the 
war ("Meaning," 1940) and shows more 
clearly than the one published a year 
earlier ("Are There A Priori Concepts?," 
1939) that the characteristic philosophical 
turns for which Austin became famous 
were deep in preparation.2 The second 
previously unpublished paper ("Unfair to 
Facts," 1954) is Austin's rejoinder to P. F. 
Strawson's part in their symposium on 
truth, a debate which, I believe, Austin 
is widely thought to have lost initially, and 
to lose finally with this rejoinder. Austin 
clearly did not concur in this opinion, re
peating the brunt of his countercharge at 
the end of the course of lectures he gave 
at Berkeley in 1958-1959.3 The remain
ing five papers have all become part of 

Reprinted from The Philosophical Review, 
LXXIV (1965), 204-19, by permission of the 
author and editor, and included in Cavell, Must 
We Mean What We Say (New York: Charles 
Scribner's Sons, 1969). 

1 J. L. Austin, Philosophical Papers, ed. J. 0. 
Urmson and G. J. Warnock (Oxford: 1961). 

"Curiously, the 1940 paper is the most Witt
gensteinian of Austin's writings, in presenting an 
explicit theory of what causes philosophical dis
ability and in the particular theory it offers (sc., 
"We are using a working-model which fails to fit 
the facts that we really wish to talk about"). 

the canon of the philosophy produced in 
English during the past generation, yield
ing the purest version of what is called 
"Oxford philosophy" or "ordinary lan
guage philosophy." I will assume that any
one sharing anything like his direction 
from the English tradition of philosophy, 
and forced into his impatience with phi
losophy as it stands (or patience with the 
subject as it could become), will have 
found Austin's accomplishment and ex
ample inescapable. 

As with any inheritance, it is often am
biguous and obscure in its effects. Two 
of these provide the subjects of my re
marks here: the first concerns Austin's 
methods or purposes in philosophy; the 
second, related effect concerns the atti
tudes toward traditional philosophy which 
he inspires and sanctions. 

•These lectures, which he gave for many 
years at Oxford, were published posthumously 
nnder their Oxford title, Sense and Sensibilia, 
edited by G. J. Warnock. Austin's original paper 
on ''Truth" (1950) is, of course, reprinted in the 
book under review. The remaining previously 
published papers are: "Other Minds" ( 1946), "A 
Plea for Excuses" (1956), "Ifs and Cans" 
(1956), "How to Talk-Some Simple Ways" 
(1953), and "Pretending" (1958). All page ref
erences to these papers are cited according to 
their occurrence in Philosophical Papers. The 
concluding paper - "Performative Utterances" 
- is the transcript of a talk Austin gave for the 
B.B.C. in 1956; it is now superseded by the pub
lication of the full set of lectures he used to give 
on this topic, and gave as the William James 
Lectures at Harvard in 1955, under the title 
How to Do Things with Words, edited by J. 0. 
Urmson. 

250 
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I 

I wish not so much to try to characterize 
Austin's procedures as to warn against too 
hasty or simple a description of them: their 
characterization is itself, or ought to be, 
as outstanding a philosophical problem as 
any to be ventured from within those 
procedures. 

To go on saying that Austin attends to 
ordinary or everyday language is to go on 
saying, roughly, nothing - most simply 
because this fails to distinguish Austin's 
work from anything with which it could 
b~ ~on~sed. !t does not, in the first place, 
d1stmgmsh his work from ordinary em
pir~cal investigations of language, a matter 
which has come to seem of growing im
portance since Austin's visits to the United 
States in 1955 and 1958. I do not say there 
is no relation between Austin's address to 
natural language and that of the descriptive 
linguist; he himself seems to have thought 
there was, or could be, a firmer intimacy 
than I find between them. The differences 
which, intuitively, seem to me critical, 
however, are these. In proceeding from or
~inary lan.guage, so far as that is philosoph
ically pertment, one is in a frame of mind in 
which it seems (1) that one can as appro
priately or truly be said to be looking at the 
world as looking at language; (2) that one 
is seeking necessary truths "about" the 
world (or "about" language) and there
fore cannot be satisfied with anything I, at 
least, would recognize as a description of 
how people in fact talk - one might say 
one is seeking one kind of explanation of 
why people speak as they do; and even 
(3) that one is not finally interested at all 
in how "other" people talk, but in deter
mining where and why one wishes, or hesi
tates, to use a particular expression one
self. What investigations pursued in such 
frames of mind are supposed to show, I 
cannot say - perhaps whatever philoso
phy is supposed to show. My assumption 
is that there is something special that phi
losophy is about, and that Austin's pro
c.edures, fa~ from avoiding this oldest ques
t10n of philosophy, plunge us newly into 

it. I emphasize therefore that Austin him
self was, so far as I know, never anxious 
to underscore philosophy's uniqueness, in 
particular not its difference from science; 
he seemed, indeed, so far as I could tell, 
to like denying any such difference (ex
cept that there is as yet no established 
science - of linguistics or grammar per
haps - to which philosophy may aspire to 
be assimilated). 

The qualification "ordinary language," 
secondly, does not distinguish this mode 
of philosophizing from any other of its 
modes - or, I should like to say, does not 
distinguish it philosophically. It does tell 
us enough to distinguish hawks from hand
saws -Austin from Carnap, say- but 
not enough to start a hint about how ordi
nary language is appealed to, how one 
produces and uses its critical and charac
teristic forms of example, and why; nor 
about how and just where and how far 
this interest conflicts with that of any other 
temper of philosophy. The phrase "ordi
nary language" is, of course, of no special 
interest; the problem is that its use has so 
often quickly suggested that the answers 
to the fundamental questions it raises, or 
ought to raise, are known, whereas they 
are barely imagined. Austin's only posi
tive suggestion for a title to his methods 
was, I believe, "linguistic phenomenol
ogy" ("Excuses," p. 130), and although 
he apologizes that "that is rather a mouth
ful" (what he was shy about, I cannot 
help feeling, was that it sounds rather 
pretentious, or anyway philosophical) he 
does not retract it. This title has never 
caught on, partly, surely, because Austin 
himself invests no effort in formulating the 
significance of the phenomenological im
pulses and data in his work - data, per
haps, of the sort suggested above in 
distinguishing his work from the work of 
linguistic science. 

Another characterization of Austin's 
procedures bas impressive authority be
hind it. Professor Stuart Hampshire, in 
the memorial written for the Proceedings 
of the Aristotelian Society (1959-1960) on 
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the occasion of Austin's death,• provides 
various kinds of consideration - personal, 
social, historical, philosophical - for as
sessing Austin's achievement in philoso
phy. The device he adopts in his own 
assessment is to "distinguish two slightly 
different theses that can plausibly be at
tributed to him: a strong and weak thesis" 
(p. 240). The strong thesis is this: "For 
every distinction of word and idiom that 
we find in common speech, there is a rea
son to be found, if we look far enough, 
to explain why this distinction exists. The 
investigation will always show that the 
greatest possible number of distinctions 
have been obtained by the most economi
cal linguistic means" (ibid.). "The weaker, 
or negative, thesis is that we must first have 
the facts, and all the facts, accurately stated 
before we erect a theory upon the basis of 
them" (p. 242). The weaker thesis is "nega
tive," presumably, because it counsels 
study of ordinary language as a prelimi
nary to philosophical advance, whereas 
the stronger claims "that the multiplicity 
of fine distinctions, which such a study 
would disclose, would by itself answer phil
osophical questions about free-will, per
ception, naming and describing, condi
tional statements" (p. 244). 

Hampshire's characterizations were 
quickly repudiated by Austin's literary 
executors (J. 0. Urmson and G. J. War
nock, Mind [ 1961 ], 256-257), • the 
weaker thesis on the ground that it is an 
"unambitious statement which cannot 
properly, or even plausibly, be magnified 
into a guiding doctrine . . . or recipe," 
the stronger on various grounds according 
to its various parts or formulations, but 
primarily on two: that Austin did sanction 
at least some new distinctions, and that 
he certainly did not claim that all philo
sophical questions could be answered by 
attention to fine distinctions. Urmson and 
Warnock are concerned, it emerges, to 
repudiate the idea that any such "large 
assertions" are contained or implied in 

*Editor's note: Reprinted above at pp. 239-47. 
References are to 1he pagination in this volume. 

*Editor's note: Reprinted above at pp. 248-49. 

Austin's writings (or conversations). They 
conclude by saying: "Austin sometimes 
gave . . . his own explanations. Why 
should they not be taken as meaning just 
what they say?" 

I want in Section II to take up that 
challenge explicitly, if briefly. Immedi
ately, it seems clear to me that Unnson 
and Warnock have trivialized Hampshire's 
formulations, whatever their several short
comings. His weak thesis is hardly affected 
by being called an "unambitious state
ment" rather than a doctrine or a recipe, 
partly because it is not unambitious in 
Austin's practice, and partly because 
of Austin's conviction, and suggestion, that 
most philosophers have not merely pro
ceeded in the absence of "all the facts," 
but in the presence of practically no facts 
at all, or facts so poorly formulated and 
randomly collected as to defy comprehen
sion. The issue raised is nothing less, I 
suggest, than the question: what is a phil
osophical fact? What are the data from 
which philosophy may, and must, proceed? 
It would be presumptuous to praise Aus
tin for having pressed such questions to 
attention, but it is just the plain truth that 
nothing he says in "his own explanations" 
begins to answer them.4 

The strong thesis, in turn, is unaffected 
by switching its quantification from "all" 

• If such questions strike a philosopher as 
fundamental to his subject, or even as relevant, 
then I do not see how it can be denied that their 
answer is going to entail "large assertions" for 
which, moreover, so far as they concern Austin's 
practice, all the facts are directly at hand, sc., in 
Austin's practice. To accept Austin's explana
tions as full and accurate guides to his practice 
would be not only to confuse advice (which is 
about all he gave in this line) with philosophical 
analysis and literary-critical description (which 
is what is needed), but to confer upon Austin an 
unrivaled power of self-discernment. It is a mys
tery to me that what a philosopher says about his 
methods is so commonly taken at face value. 
Austin ought to be the last philosopher whose 
reflexive remarks are treated with this com
placency, partly because there are so many of 
them, and partly because they suffer not merely 
the usual hazards of self-description but the 
further deflections of polemical animus. I return 
to this in the following section. 
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to "some," for the issue raised is whether 
attention to fine distinctions can "by itself" 
answer any philosophical question. At the 
place where Urmson and Warnock confi
dently assert that some questions can be 
answered in this way - a matter they take 
as "scarcely controversial" - they omit 
the qualification "philosophical," and offer 
no suggestion as to the particular way in 
which such answers are effected.5 Finally, 
were we to let Urmson and Warnock's de
flations distract us from philosophical cu
riosity about Austin's procedures, that 
could only inflame our psychological cu
riosity past composure; for the gap be
tween Austin's unruffled advice to philo
sophical modesty and his obsession, to 
say the least, with the fineness of ordi
nary language and his claims to its reve
lation would then widen to dream-like 
proportions. His repeated disclaimer that 
ordinary language is certainly not the last 
word, "only it is the first word" (alluded 
to by Urmson and Warnock), is reassuring 
only during polemical enthusiasm. For the 
issue is why the first, or any, word can 
have the kind of power Austin attributes 
to it. I share his sense that it has, but I 
cannot see that he has anywhere tried to 
describe the sources or domain of that 
power. 

My excuse for butting into this contro
versy is that both sides seem to me to 
sanction a description of Austin's con
cerns which is just made to misdirect a 
further understanding of it and which is 
the more harmful because of its obvious 
plausibility, or rather its partial truth. I 
have in mind simply the suggestion that 
Austin's fundamental philosophical inter-

• Part of Hampshire's suggestion is that ac
cepted philosophical theses and comparisons are 
drained, set against Austin's distinctions, of phil
osophical interest (cf. p. 241). This is a familiar 
enough fact of contemporary philosophizing, and 
it suggests to me that one requirement of new 
philosophical answers is that they elicit a new 
source of philosophical interest, or elicit this old 
interest in a new way. Which is, perhaps, only a 
way of affirming that a change of style in phi
losophy is a profound change, and itself a subject 
of philosophical investigation. 

est lay in drawing distinctions. Given this 
description of the method, and asked to 
justify it, what can one answer except: 
these are all the distinctions there are, or 
all that are real or important or necessary, 
and so forth, against which, it cannot be 
denied, Austin's own words can be leveled. 
Too obviously, Austin is continuously con
cerned to draw distinctions, and the finer 
the merrier, just as he often explains and 
justifies what he is doing by praising the 
virtues of natural distinctions over home
made ones. What I mean by saying that 
this interest is not philosophically funda
mental is that his drawing of distinctions 
is always in th~ service of further purposes, 
and in particular two. (1) Part of the ef
fort of any philosopher will consist in 
showing up differences, and one of Aus
tin's most furious perceptions is of the 
slovenliness, the grotesque crudity and 
fatuousness, of the usual distinctions phi
losophers have traditionally thrown up. 
Consequently, one form his investigations 
take is that of repudiating the distinctions 
lying around philosophy - dispossessing 
them, as it were, by drawing better ones. 
And better not merely because finer, but 
because more solid, having, so to speak, 
a greater natural weight; appearing nor
mal, even inevitable, when the others are 
luridly arbitrary; useful where the others 
seem twisted; real where the others are 
academic; fruitful where the others stop 
cold. This is, if you like, a negative 
purpose. (2) The positive purpose in Aus
tin's distinctions resembles the art critic's 
purpose in comparing and distinguishing 
works of art, namely, that in this cross
light the capacities and salience of an in
dividual object in question are brought to 
attention and focus. Why comparison and 
distinction serve such purposes is, doubt
less, not easy to say.6 But it is, I take it, 

•That it is as much a matter of comparing as 
of distinguishing is clear - and takes its impor
tance - from the way in which examples and, 
most characteristically, stories set the stage for 
Austin's distinctions. This is plainly different 
from their entrance in, say, philosophers like 
Russell or Broad or even Moore, whose distinc-
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amply clear that their unique value is not 
accidentally joined to a particular task of 
criticism. They will not do everything, but 
nothing else evidently so surely defines 
areas of importance, suggests terms of 
description, or locates foci of purpose and 
stresses of composition: other works tell 
what the given work is about. In Austin's 
hands, I am suggesting, other words, com
pared and distinguished, tell what a given 
word is about. To know why they do, to 
trace how these procedures function, 
would be to see something of what it is 
he wishes words to teach, and hints at an 
explanation for our feeling, expressed 
earlier, that what we learn will not be 
new empirical facts about the world, and 
yet illuminating facts about the world. It 
is true that he asks for the difference be
tween doing something by mistake and 
doing it by accident, but what transpires 
is a characterization of what a mistake is 
and (as contrasted, or so far as contrasted 
with this) what an accident is. He asks for 
the difference between being sure and be
ing certain, but what is uncovered is an 
initial survey of the complex and mutual 

tions do not serve to compare and (as it were) to 
elicit differences but rather, one could say, to pro
vide labels for differences previously, somehow, 
noticed. One sometimes has the feeling that Aus
tin's differences penetrate the phenomena they 
record - a feeling from within which the tra
ditional philosopher will be the one who seems 
to be talking about mere words. The differing 
role of examples in these philosophical proce
dures is a topic of inexaggeratable impprtance, 
and no amount of words about "ordinary lan
guage" or "make all the distinctions" will convey 
to anyone who does not have the hang of it how 
to produce or test such examples. Anyone who 
has tried to teach from such materials and meth
ods will appreciate this lack, which makes it the 
more surprising that no one, to my knowledge, 
has tried to compose a useful set of directions or, 
rather, to investigate exactly the ways one wishes 
to describe the procedure and notice their vary
ing effectiveness for others, or faithfulness to 
one's sense of one's own procedures. Perhaps 
what is wanted really is a matter of conveying 
"the hang" of something, and that is a very par
ticular dimension of a subject to teach - fa
miliar, for example, in conservatories of music, 
but also, I should guess, in learning a new game 
or entering any new territory or technique or 
apprenticing in a trade. 

alignments between mind and world that 
are necessary to successful knowledge. He 
asks for the difference between expressing 
belief and expressing knowledge (or be
tween saying "I believe" and saying "I 
know") and what comes up is a new sense 
or human responsibilities, of human knowl
and assessment of the human limitations, 
edge; and so on. 

As important as any of these topics or 
results within his investigations is the op
portunity his purity of example affords for 
the investigation of philosophical method 
generally. Here we have or could have -
appearing before our eyes in terms and 
steps of deliberate, circumstantial obvious
ness - conclusions arrived at whose gen
erality and convincingness depend, at least 
intuitively, upon a play of the mind char
acteristically philosophical, furnished with 
the usual armchairs and examples and dis
tinctions and wonder. But how can such 
results have appeared? How can we learn 
something (about how we - how I - use 
words) which we cannot have failed to 
know? How can asking when we would 
say "by mistake" (or what we call "doing 
something by mistake") tell us what in 
the world a mistake is? How, given such 
obvious data, have philosophers (appar
ently) so long ignored it, forgetting that 
successful knowledge is a human affair, 
of human complexity, meeting human need 
and exacting human responsibility, bypass
ing it in theories of certainty which com
pare knowledge (unfavorably) with an 
inhuman ideal; or elaborated moral philos
ophies so abstracted from life as to leave, 
for example, no room for so homely, but 
altogether a central, moral activity as the 
entering of an excuse? What is philosophy 
that it can appear periodically so profound 
and so trivial, sometimes so close and 
sometimes so laughably remote, so wise 
and so stone stupid? What is philosophy 
that it causes those characteristic hatreds, 
yet mysterious intimacies, among its rivals? 
What kind of phenomenon is it whose past 
cannot be absorbed or escaped (as in the 
case of science) or parts of it freely ad-
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mired and envied while other parts are 
despised and banished (as in art), but re
mains in standing competition, behind 
every closed argument waiting to haunt 
its living heirs? 

II 

One pass to these questions is opened 
by picking at the particular charges Austin 
brings against his competitors, past and 
present. His terms of criticism are often 
radical and pervasive, but this should not 
blunt an awareness that they are quite 
particular, characteristic, and finite. And 
each of them, as is true of any charge, 
implies a specific view taken of a situation. 
This is, indeed, one of Austin's best dis
coveries, and nothing is of more value in 
the example of his original investigations 
than his perfect faithfulness to that per
ception: it is what his "phenomenology" 
turns on. That it fails him in criticizing 
other philosophers will have had various 
causes, but the productive possibility for 
us is that he has shown us the value of 
the procedure and that we are free to 
apply it for our better judgment. 

I must limit myself to just one example 
of what I have in mind. Take Austin's 
accusing philosophers of "mistakes." It is 
worth noticing that the man who could 
inspire revelation by telling us a pair of 
donkey stories which lead us to take in 
the difference between doing something 
"by mistake" and doing it "by accident" 
("Excuses," p. 133, n. 1) uses the term 
"mistake" in describing what happens 
when, for example, Moore is discussing 
the question whether someone could have 
done something other than what in fact 
he did ("If and Cans"). Now in the case 
of shooting your donkey when I meant 
to shoot mine, the correctness of the term 
"mistake" is bound to the fact that ques
tions like the following have definite an
swers. What mistake was made? (I shot 
your donkey.) What was mistaken for 
what? (Your donkey was mistaken 
for mine.) How can the mistake have oc-

curred? (The donkeys look alike.) (How) 
could it have been prevented? (By walking 
closer and making sure, which a responsi
ble man might or might not have been ex
pected to do.) But there are no such an
swers to these questions asked about 
Moore's discussion - or perhaps we 
should say that the answers we would have 
to give would seem forced and more or 
less empty, a fact that ought to impress a 
philosopher like Austin. 

What has Moore mistaken for what? 
Should we, for example, say that he mis
takes the expression "could have" for 
"could have if I had chosen"? Then how 
and why and when can such a mistake 
have occurred? Was it because Moore has 
been hasty, thoughtless, sloppy, preju
diced . . . ? But though there are the 
sorts of answers we are now forced to give 
(explanations which certainly account for 
mistakes, and which Austin is free with in 
accounting for the disasters of other phi
losophers), they are fantastic in this con
text; because there is no plausibility to 
the suggestion, taken seriously, that, what
ever Moore has done, he has made a 
mistake: these charges are thus, so far, left 
completely in the air. Such charges can 
equally account for someone's having been 
involved in an accident or an inadvertence 
or the like. But, as Austin is fond of saying, 
each of these requires its own story; and 
does either of them fit the conduct of 
Moore's argument any better than the term 
"mistake"? Then perhaps the mistake lies 
in Moore's thinking that "could have" 
means "could have if I had chosen." But 
now this suggests not that Moore took one 
thing for another but that he took a 
tack he should not or need not have 
taken. This might be better expressed, as 
Austin does sometimes express it, by say
ing that Moore was mistaken in this, or 
perhaps by saying that it was a mistake for 
him to. But to say someone is mistaken 
requires again its own kind of story, dif
ferent from the case of doing something 
by mistake or from making a mistake. In 
particular it suggests a context in which 
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it is obvious, not that one thing looks like 
another, but why one would be led to do 
the mistaken, unhappy thing in question. 
The clearest case I think of is one of poor 
strategy: "It is a mistake to castle at this 
stage." This charge depends upon there 
being definite answers to questions like 
the following. Why does it seem to be a 
good thing to do? Why is it nevertheless 
not a good thing to do? What would be a 
better (safer, less costly, more subtle, 
stronger) thing to do instead? Such ques
tions do fit certain procedures of certain 
intellectual enterprises, for example, the 
wisdom of taking a certain term as unde
fined, the dangers of appealing to the 
natural rights or the cult emotions of a 
certain section of the voting population, 
the difficulties of employing a rhyme 
scheme of a particular sort. What is Moore 
trying to do to which such a consideration 
of plusses and minuses would be relevant? 

One may feel: "Of course it is not a mat
ter of better or worse. If Moore (or any 
philosopher) is wrong he is just wrong. 
What is absurd about the suggestion that 
he may have reasons for doing things his 
way is the idea that he may wish to tally 
up the advantages of being right over 
those of being wrong, where being right 
(that is, arriving at the truth) is the whole 
point. Cannot to say he has made a mis
take - or, rather, to say he is mistaken -
just mean that he is just wrong?" But it 
seems, rather, that "mistaken" requires 
the idea of a wrong alternative (either tak
ing one thing for another, or taking one 
tack rather than another). Is such an al
ternative, perhaps, provided by Austin's 
account of "could have" (as sometimes 
indicative rather than subjunctive), and is 
Moore to be considered mistaken because 
he did not adopt or see Austin's line? But 
of course the problem of alternatives is 
a problem of what alternatives are open 
to a particular person at a particular mo
ment: and what is "open to" a particular 
person at a particular moment is a matter 
of some delicacy to determine - nothing 
less than detennining whether someone 

could have done or seen something. How
ever this may be, we still need, if we are 
to say "mistaken," an account of why he 
took the "alternative" he did. There seem 
to be just two main sorts of answers to 
such a question: either you admit that it 
is an attractive or plausible or seemingly 
inevitable one, and account for such facts, 
or you will find nothing of attraction or 
plausibility or seeming inevitability in it 
and assign its choice to ignorance, stu
pidity, incompetence, prejudice, and so 
forth. When Austin is discussing Moore, 
his respect pushes him to suggest the for
mer sort of explanation, but he is clearly 
impatient with the effort to arrive at one 
and drops it as soon as possible (see, for 
example, pp. 154, 157). 

Calling philosophers prejudiced or 
thoughtless or childish is a common 
enough salute among classical philoso
phers: one thinks of Bacon's or Descartes's 
or Hume's attitudes to other, especially to 
past, philosophers. It is time, perhaps, to 
start wondering why such charges should 
be characteristic of the way a philosophy 
responds to a past from which it has grown 
different or to a position with which it is 
incommensurable. 

Other terms of criticism are implied in 
Austin's occasional recommendations of 
his own procedures. For example, one 
reason for following out the branches of 
Excuses thoroughly and separately is that 
"Here at last we should be able to un
freeze, to loosen up and get going on 
agreeing about discoveries, however small, 
and on agreeing about how to reach agree
ment." It is hard to convey to anyone who 
has not experienced it the rightness and 
relief words like these can have for stu
dents who have gone over the same dis
tinctions, rehearsed the same fallacies, 
trotted out the same topics seminar after 
term paper, teaching assistant after lec
turer, book after article. And the rightness 
and relief were completed in his confes
sion that the subject of Excuses "has long 
afforded me what philosophy is so often 
thought, and made, barren of - the fun 



AUSTIN AT CRITICISM 257 

of discovery, the pleasure of cooperation, 
and the satisfaction of reaching agree
ments." These are real satisfactions, and I 
can testify that they were present through
out the hours of his seminar on this topic. 
It would hardly have occurred to anyone, 
in the initial grip of such satisfactions, to 
question whether they are appropriate to 
philosophy (as they obviously are to logic 
or physics or historical scholarship) any 
more than they are, in those ways or pro
portions, to politics or religion or art; to 
wonder whether their striking presence in 
our work now did not suggest that we had 
changed our subject. 

The implied terms of criticism in this 
recommendation are, of course, that we 
are frozen, tied up, stopped. Granted a 
shared sense that this describes our posi
tion, one wants to know how we arrived 
at it. Sometimes Austin attributes this to 
our distended respect for the great figures 
of the past (see, for example, "Excuses," 
p. 131), sometimes to general and appar
ently congenital weaknesses of philoso
phy itself: "over-simplification, schemati
zation, and constant obsessive repetition of 
the same small range of jejune 'examples' 
are . . . far too common to be dismissed 
as an occasional weakness of philoso
phers." And this characteristic weakness 
- something he refers to as "scholastic," 
following the call of the major line of 
British Empiricists - he attributes "first, 
to an obsession with a few particular 
words, the uses of which are over-simpli
fied, not really understood or carefully 
studied or correctly described; and second, 
to an obsession with a few (and nearly 
always the same) half-studied 'facts'" 
(Sense and Sensibilia, p. 3). So far the 
criticisms proceed on familiar Baconian 
or Cartesian ground; the philosopher of 
good will and the man of common sense 
will work together to see through philoso
phy and prejudice to the world as it is. 

At some point Austin strikes into 
criticisms which go beyond the impa
tience and doubt which begin modem 
philosophy, new ones necessary perhaps 

just because philosophy seems to have 
survived that impatience and doubt (or 
emasculated them, in tum, into academic 
subjects). I find three main lines here. 
(1) Most notably in Sense and Sensi
bilia, he enters charges against philoso
phers which make it seem not merely that 
their weakness is somehow natural to the 
enterprise, imposed on men of ordinary 
decency by an ill-governed subject, but 
that their work is still more deeply cor
rupt: we hear of philosophers having 
"glibly trotted out" new uses of phrases 
(p. 19); of subtle "insinuation" which is 
"well calculated" to get us "where the 
sense-datum theorist wants to have us" 
(p. 25); of bogus dichotomies, grotesque 
exaggeration, gratuitous ideas (p. 54) -
phrases which, at this point, carry the 
suggestion that they are deliberate or 
willful exaggerations and the like, and 
pursued with an absence of obvious mo
tivation matched only by an Iago. (2) On 
more than one occasion he suggests that 
philosophical delinquency arises from a 
tendency to Dionysian abandon: we are 
warned of the blindness created in the 
"ivresse des grandes profondeurs" (p. 127) 
and instructed in the size of problems phi
losophers should aim at - "In vino, pos
sibly, 'veritas', but in a sober symposium 
'verum'" ("Truth," p. 85). (3) Finally, 
and quite _generally, he conveys the im
pression that the philosophers he is attack
ing are not really serious, that, one may 
say, they have written inauthentically (cf. 
Sense and Sensibilia, p. 29). 

I cannot attempt here to complete the 
list of Austin's terms of criticism, any 
more than I can now attempt to trace the 
particular target each of them has; and 
I have left open all assessment of their 
relative seriousness and all delineation of 
the particular points of view from which 
they are launched. I hope, however, that 
the bare suggestion that Austin's work 
raises, and helps to settle, such topics will 
have served my purposes here, which, in 
summary, are these: (I) To argue that, 
without such tracing and assessment and 
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delineation, we cannot know the extent to 
which these criticisms are valid and the 
extent to which they project Austin's own 
temper. (2) To point out that Austin often 
gives no reasons whatever for thinking one 
or other of them true, never making out 
the application to a philosopher of a term 
like "mistaken" or "imprecise" or "bogus" 
or the like according to anything like the 
standards he imposes in his own construc
tions. This discrepancy is not, I believe, 
peculiar to Austin, however clearer in him 
than in other philosophers; my feeling is 
that if it could be understood here, one 
would understand something about the 
real limitations, or liabilities, of the exer
cise of philosophy. (3) To register the fact 
that his characteristic terms of criticism 
are new terms, new for our time at least, 
though not in all cases his alone; and that 
these new modes of criticism are deeply 
characteristic of modern philosophy. 
(4) To suggest that if such terms do not 
seem formidable directions of criticism, 
and perhaps not philosophical at all (as 
compared, say, with terms such as "mean
ingless," "contradiction," "circular," and 
so forth), that may be because philosophy 
is only just learning, for all its history of 
self-criticism and self-consciousness, to be
come conscious of itself in a new way, at 
further ranges of its activity. One could 
say that attention is being shifted from 
the character of a philosopher's argument 
to the character of the philosopher argu
ing. Such a shift can, and perhaps in the 
Anglo-American tradition of philosophy it 
generally does, serve the purest political 
or personal motive: such criticism would 
therefore rightly seem philosophically ir
relevant, if sometimes academically charm
ing or wicked. The shift could also, one 
feels, open a new literary-philosophical 
criticism, in a tradition which knows how 
to claim, for example, the best of Kierke
gaard and Nietzsche. Whatever the out
come, however, what I am confident of 
is that the relevance of the shift should 
itself become a philosophical problem. 
(5) To urge, therefore, a certain caution 

or discrimination in following Austin's 
procedures, using his attempts to define 
in new and freer and more accurate terms 
the various failings - and hence the var
ious powers-of philosophy, without im
itating his complacency, and even preju
dice, in attaching them where he sees (but 
has not proven) fit. It suggests itself that 
a sound procedure would be this: to enter 
all criticisms which seem right, but to treat 
them phenomenologically, as temptations 
or feelings; in a word, as data, not as 
answers. 

These purposes are meant to leave us, 
or put us, quite in the dark about the 
sources of philosophical failure, and about 
the relation between the tradition of phi
losophy and the new critics of that tradi
tion, and indeed about the relation between 
any conflicting philosophies. For quite in 
the dark is where we ought to know we 
are. If, for example, that failure of Moore's 
which we discussed earlier is not to be 
understood as a mistake, then what is it? 
No doubt it would be pleasanter were we 
able not to ask such a question - except 
that philosophy seems unable to proceed 
far without criticizing its past, any more 
than art can proceed without imitating it, 
or science without summarizing it. And 
anything would be pleasanter than the 
continuing rehearsals - performable on 
cue by any graduate student in good 
standing - of how Descartes was mis
taken about dreams, or Locke about 
truth, or Berkeley about God, or Kant 
about things-in-themselves or about moral 
worth, or Hegel about "logic," or Mill 
about "desirable," and so forth; or 
about how Berkeley mistook Locke, or 
Kant Hume, or Mill Kant, or everybody 
Mill, and so forth. Such "explanations" 
are no doubt essential, and they may ac
count for everything we need to know, ex
cept why any man of intelligence and 
vision has ever been attracted to the sub
ject of philosophy. Austin's criticisms, 
where they stand, are perhaps as external 
and snap as any others, but he has done 
more than any philosopher (excepting 

I i 



AUSTIN AT CRITICISM 259 

Wittgenstein) in the Anglo-American tra
dition to make clear that there is a coher
ent tradition to be dealt with. If he has 
held it at arm's length, and falsely assessed 
it, that is just a fault which must bear its 
own assessment; it remains true that he 
has given us hands for assessing it in sub
tler ways than we had known. The first 
step would be to grant to philosophers the 
ordinary rights of language and vision 
Austin grants all other men: to ask of 
them, in his spirit, why they should say 
what they say where and when they say 
it, and to give the full story before claim
ing satisfaction. That Austin pretends to 
know the story, to have heard it all before, 
is no better than his usual antagonist's as
sumption that there is no story necessary 
to tell, that everything is fine and unprob
lematic in the tradition, that philosophers 
may use words as they please, possessing 
the right or power - denied to other mor
tals - of knowing, without investigating, 
the full source and significance of their 
words and deeds. 

It is characteristic of work like Aus
tin's - and this perhaps carries a certain 
justice - that criticism of it will often take 
the form of repudiating it as philosophy 
altogether. Let me conclude by attempting 
to make one such line of criticism less 
attractive than it has seemed to some phi
losophers to be. 

A serviceable instance is provided by a 
sensational book published a few years 
ago by Mr. Ernest Gellner (Words and 
Things, London, 1959) in which this au
thor congratulates himself for daring to 
unmask the sterility and mystique of con
temporary English philosophy by exposing 
it to sociology. First of all, unmasking is 
a well-turned modem art, perhaps the 
modern intellectual art, and its practi
tioners must learn not to be misled them
selves by masks, and to see their own. I 
mean both that unmasking is itself a phe
nomenon whose sociology needs drawing, 
and also that the philosophy Gellner 
"criticizes" is itself devoted to unmasking. 
If, as one supposes, this modem art de-

velops with the weakening or growing 
irrelevance of given conventions and insti
tutions, then the position of the unmasker 
is by its nature socially unhinged, and his 
responsibility for his position becomes 
progressively rooted in his single existence. 
This is the occasion for finding a mask or 
pose of one's own (sage, prophet, saint, 
and so forth). Austin was an Englishman, 
an English professor. If I say he used this 
as a mask, I mean to register my feeling 
that he must, somewhere, have known 
his criticisms to be as unjustified as they 
were radical, but felt them to be necessary 
in order that his work get free, and heard. 
It would have served him perfectly, be
cause its Englishness made it unnoticeable 
as a pose, because what he wanted from 
his audience required patience and co
operation, not depth and upheaval, and 
because it served as a counterpoise to Witt
genstein's strategies of the sage and the 
ascetic (which Nietzsche isolated as the 
traditional mask of the Knower; that is, 
as the only form in which it could carry 
authority). 

Far from a condemnation, this is said 
from a sense that in a modem age to speak 
the truth may require the protection of 
a pose, and even that the necessity to pos
ture may be an authentic mark of the 
possession of truth. It may not, too; that 
goes without saying. And it always is dan
gerous, and perhaps self-destructive. But 
to the extent it is necessary, it is not the 
adoption of pose which is to be con
demned, but the age which makes it neces
say. (Kierkegaard and Nietzsche, with 
terrible consciousness, condemned both 
themselves and the age for their necessi
ties; and both maintained, at great cost, 
the doubt that their poses were really nec
essary - which is what it must feel like 
to know your pose.) 

The relation of unmasking to evalua
tion is always delicate to trace. Gellner 
vulgarly imagines that his sociological re
duction in itself proves the intellectual in
consequence and social irrelevance or 
political conservatism of English philoso-
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phy. (His feeling is common enough; why 
such psychological or sociological analyses 
appear to their performers - and to some 
of their audience - as reductive in this 
way is itself a promising subject of psycho
logical and sociological investigation.) 
Grant for the argument that his analysis of 
this philosophy as a function of the Oxford 
and Cambridge tutorial system, the con
ventions of Oxford conversation, the dis
trust of ideology, the training in classics 
and its companion ignorance of science, 
and so forth, is accurate and relevant 
enough. Such an analysis would at most 
show the conditions or outline the limi
tations - one could say it makes explicit 
the conventions - within which this work 
was produced or initiated. To touch the 
question of its value, the value of those 
conventions themselves, as they enter the 
texture of the work, would have to be 
established. This is something that Marx 
and Nietzsche and Freud, our teachers 
of unmasking, knew better than their 
progeny. 

Still, it can seem surprising that radical 
and permanent philosophy can be cast in 
a mode which merges comfortably in the 
proprieties of the common room - in the 
way it can seem surprising that an old man, 
sick and out of fortune, constructing say
ings (in consort with others) polite enough 
for the game in a lady's drawing room, 

and entertaining enough to get him invited 
back, should have been saying the maxims 
of La Rochefoucauld. 

Seven published papers are not many, 
and those who care about Austin's work 
will have felt an unfairness in his early 
death, a sense that he should have had 
more time. But I think it would be wrong 
to say that his work remains incomplete. 
He -once said to me, and doubtless to 
others: "I had to decide early on whether 
I was going to write books or to teach 
people how to do philosophy usefully." 
Why he found this choice necessary may 
not be clear. But it is as clear as a clear 
Berkeley day that he was above all a 
teacher, as is shown not merely in any such 
choice, but in everything he wrote and (in 
my hearing) spoke, with its didactic direc
tions for profitable study, its lists of exer
cises, its liking for sound preparation and 
its disapproval of sloppy work and lazy 
efforts. In example and precept, his work 
is complete, in a measure hard to imagine 
matched. I do not see that it is anywhere 
being followed with the completeness it 
describes and exemplifies. There must be, 
if this is so, various reasons for it. And it 
would be something of an irony if it turned 
out that Wittgenstein's manner were easier 
to imitate than Austin's; in its way, some
thing of a triumph for the implacable 
professor. 
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STUART HAMPSHIRE 

THE INTERPRETATION OF LANGUAGE: 

WORDS AND CONCEPTS 

There are many languages, constantly 
changing and widely different from each 
other, not only in vocabulary, but also in 
structure. It would be a mistake to think 
of Language, with a capital L, as some 
Platonic ideal language to which actual 
languages in different degrees approxi
mate. Different languages have enough in 
common, as signalling systems, and serve 
sufficiently similar purposes in social be
haviour, to make us call them languages. 
But we do not in philosophy need to state 
precisely what are the necessary and suffi
cient conditions for calling a signalling 
system a language; for we are not particu
la,rly concerned with defining the word 
'language'. Nor are we concerned with a 
systematic classification of the different 
grammatical forms of language; the inter
est of contemporary philosophers in forms 
of speech neither is, nor should be, scien
tific or systematic. They describe the use 
of particular idioms in particular lan
guages, and the adaptation of the idioms to 
particular purposes, only as instances of 
different functions in speech; and the in
stances are not selected as evidence in 
support of some generalization about Lan
guage: there is no serious attempt to arrive 

Reprinted from British Philosophy in the 
Mid-Century, ed. C. A. Mace (London: George 
Allen & Unwin Ltd.; New York: The Macmillan 
Co., 1957), pp. 267-79; by permission of the 
author and the publisher. (Copyright 1957 by 
George Allen & Unwin Ltd.) 

by induction at a list of ultimate categories 
or ultimate functions of language. (Philos
ophy is not an inductive inquiry; its state
ments of fact are the citation of examples, 
not the production of evidence.) This 
painstaking description of actual, contem
porary English or German idioms has so 
far had a largely negative and destructive 
purpose: to upset philosophical precon
ceptions about the necessary forms and 
functions of language, particularly the pre
conceptions of Hume and Mill and Russell. 
No positive conclusions about the neces
sary forms of language could properly be 
based on such narrow and haphazard in
vestigations. Perhaps it may sometimes 
seem that the linguistic analysts are them
selves deceived, and that they have some 
preconceptions of their own about the nec
essary and universal forms of language. 
They sometimes write as if there were just 
so many statable functions which language 
must fulfil, or (worse) they sometimes write 
as if all languages must be intertranslatable 
dialects of the Platonic ideal language. 
With unacknowledged provincialism, they 
seem sometimes to be generalizing about a 
whole range of discourse on the basis of 
a few contemporary idioms. They some
times ignore the history of the concepts 
which they examine, where a 'concept' is 
a whole family of related idioms taken 
together. Every concept has a history, and 
the clearest way of introducing the concept 
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is to trace its history, the changes through 
which it has passed, as old idioms drop 
out and new idioms come in. If philoso
phers were positively and primarily inter
ested in describing and distinguishing the 
different uses of language, as they some
times now claim that they are, they would 
be historians before all else; but they are 
conspicuously not historians. They are in 
fact content with a haphazard selection of 
instances from any one field of discourse, 
because, whether they acknowledge it or 
not, they are generally making a negative 
point - that the discourse of the kind ex
amined does not serve the purposes which 
previous philosophers had implied that it 
must serve. 

Ambiguity of purpose in linguistic anal
ysis might mislead philosophers seri
ously; they might step outside the purely 
negative conclusions, and try to deduce 
philosophical conclusions from the de
scription of a few English idioms. I will 
give two examples of how this mistake may 
be made: 

(a) In the characterization of moral 
judgments; 

(b) In the characterization of mental 
concepts, and in recent discussions of the 
concept of mind. 

In learning a language, which is part of 
a civilization largely different from one's 
own, one would expect to be able to pick 
out a class of utterances which play a part 
in social behaviour analogous to the part 
played in our own behaviour by what we 
call moral judgments; and one would also 
expect, with rather less confidence, that 
there would be sentence-forms which oc
cupy, within this unfamiliar language, 
some place analogous to the place occu
pied by ought-sentences, or by quasi
imperative or (perhaps) gerundive forms, 
in English or Latin. If both these expecta
tions were correct and there was this iden
tifiable class of utterances having some 
distinguishing grammar of its own, it still 
would not follow that our moral judgments 
would be translatable, in any ordinary 
sense of 'translation', into the strangers' 

language, or that theirs would be trans
latable into ours. We might have to say that 
they had a central concept (e.g. of 'virtue') 
which we had not got, and that they did 
not have our corresponding concept of 
'virtue', i.e. the concept which would seem 
to have the nearest corresponding place in 
our terminology. We might learn to under
stand their language, in the sense of being 
able to use it in full communication with 
them, producing the appropriate expres
sions in the appropriate situations; we 
should so far have entered into their man
ner of thought and into their way of classi
fying and assessing human behaviour. 
Partly because we understood their idioms 
so well, in this ordinary sense of 'under
stand', we might see that it was impossible 
to find any equivalents in our own store of 
moral terms for those expressions which 
we have singled out as their moral terms; 
when we lay one language over the other, 
as a piece of tracing paper, we find that 
the lines and divisions do not sufficiently 
coincide at any point. To take a compara
tively trivial and easy example: we find 
this non-correspondence even in Greek 
discussions of 'virtue', and we find it wher
ever no distinction of any kind is marked 
between the moral and natural qualities 
of persons. A choice is then presented: we 
may say, if we choose, that the users of 
this language have a radically different 
morality from ours, that their moral views 
and attitudes are altogether different: or 
we may say that, strictly speaking, they 
do not make what can properly be called 
moral judgments at all. It is not incorrect 
to take the first alternative, provided this 
kind of difference of moral view is distin
guished from the difference of view which 
is adopted, as a matter of choice and re
flection, within a common terminology 
providing for the expression of other views. 
And it is not incorrect to take the second, 
or Kantian alternative, provided that it is 
made plain that 'moral judgment' is not 
now being used to single out a speech-func
tion, and is no longer on the same level as 
'factual statement', 'command', 'recom-
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mepdation', etc. It is of little importance 
for philosophers to decide what makes a 
moral judgment a moral judgment, that is, 
to settle the necessary and sufficient condi
tions for the use of the expression 'moral 
judgment'. But it has been useful, again 
negatively, to insist that we would in any 
language single out a class of utterances as 
moral judgments at least partly on the 
ground that they are used to prescribe or 
recommend conduct, where the conduct is 
not directed towards some given end. This 
characterization of moral judgments as 
essentially prescriptive or quasi-imperative 
is not (or should not be) intended to be 
precise - indeed the explicatory terms are 
themselves vague in their application. It 
is intended solely to counter certain ac
counts which previous philosophers had 
given or implied of the use and function of 
moral judgments. It was a denial of the 
assumption that they must function in 
those ways, and in accordance with that 
logic, which current philosophies recog
nized; it was negative only, a warning 
against a false assimilation. 

But we are seriously misled if we begin 
to generalize about the nature of moral 
judgment on the basis of some examina
tion of the form of our own arguments on 
moral questions; for then it will seem that 
there cannot be very different terminolo
gies in which recognizably moral questions 
(questions of 'What is it, or was it, right 
to do?'), can be discussed. Here again some 
study of history is needed in order to en
gender a decent scepticism. Examination 
of idioms, and forms of argument, used in 
current moral discussion, cannot by itself 
lead to any positive answer to any question 
posed .in moral philosophy; at the most it 
can lead to an historically interesting de
scription of one conventional morality. It 
is possible for someone fully to understand, 
and to be able to use correctly, the idioms 
of conventional morality, while rejecting 
this whole terminology as superstitious or 
as in some other way inadequate. For in
stance, he may fully understand, ir ·;e 
ordinary sense of 'understand', the familiar 

Protestant-Christian notion of personal re
sponsibility, and the distinction now con
ventionally accepted between the moral 
and the natural qualities of persons. He 
may be able always to apply this distinc
tion correctly in particular cases, and he 
may be able to state in general terms how 
the line of distinction is ordinarily drawn, 
that is, to give an analysis of the notion of 
moral responsibility as it now occurs in 
ordinary language. But he may at the same 
time consider that the distinction itself is 
untenable, when all its implications are 
traced to the end; he may even intelligibly 
deny that there is such a thing as personal 
responsibility, while admitting that he un
derstands the ordinary rules of application 
of the term. He is then in a position similar 
to (but not the same as) that of the anthro
pologist, or the student of comparative 
religion, who learns to use and to under
stand a language, or part of a language, 
while denying that many of the distinctions 
and classifications involved in the language 
correspond to any reality. 

It is not possible consistently to main
tain both of the following two proposi
tions: (1) that to understand an expression 
is to be able to use the expression cor
rectly, and to recognize the standard occa
sions of its use: and (2) that existential 
statements have no place among philo
sophical conclusions, philosophy being 
solely concerned to analyse the actual 
meanings of terms in use. One may deny 
proposition (1), and give reasons for say
ing that many expressions which have, or 
have had, an easily recognizable and stat
able use in this or that language, are strictly 
meaningless. This was the paradoxical way 
of the earlier positivists. Alternatively, one 
may allow that arguments on philosophical 
questions, arguments which are in no ordi
nary sense empirical, may properly termi
nate in existential statements of the form 
- 'there are no so-and-so's'. This seems 
to me the more honest and less misleading 
way out of the dilemma, and certainly it 
involves no departure from ordinary usage; 
for this is the form of statement which has 
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generally been used in repudiating a con
cept. Entirely unrestricted and unqualified 
existential statements of the form 'There 
are no so-and-so's' are perhaps uncom
mon, but their characteristic use is in ex
pressing quasi-philosophical conclusions: 
'There is no God' or 'There are no entirely 
disinterested actions' or 'There is no such 
thing as sin'. Many examples could be 
cited, in which the unrestricted existential 
form is commonly used to repudiate the 
use of a concept, or of a distinction, on 
grounds which are not in any simple sense 
empirical. The step from these quasi
philosophical existential statements to 
strictly philosophical conclusions is much 
smaller than the step from 'meaningless' 
(ordinary use) to 'meaningless' (philosoph
ical use). A man who understands and can 
explain what is ordinarily meant by 'sin' 
cannot properly say that the word is mean
ingless. But he can properly say that there 
is no such thing as sin. He is not objecting 
to the word, as having no established place 
in the vocabulary, and no recognized con
ditions of use; he is objecting to the con
cept, that is, to the customary application 
of the whole set of distinctions which are 
involved in the use of the word. To reject 
a concept is to reject a whole system of 
classification as in one way or another 
inadequate; and the sufficient grounds for 
the rejection cannot be given without some 

. comparison between different terminolo-
gies and systems of classification, a com
parison which involves stepping outside 
any one terminology, and contrasting its 
method of application with that of some 
other. A description of the actual use of 
any one terminology cannot by itself yield 
an answer to any problem of moral philos
ophy, since the problem always lies in the 
choice, and in the grounds of choice, be
tween different terminologies. Methods of 
classifying, assessing and prescribing hu
man conduct, with the patterns of argu
ment which support the assessments and 
prescriptions, come into being and disap
pear in history one after the other, and 
they are often mutually exclusive. The lines 

drawn cannot always be made to coincide 
and translations are not always possible; 
we have to find grounds for thinking and 
talking in one set of idioms rather than 
another. A moral philosopher must to this 
extent moralize himself, or he will be con
fined to the purely negative work of indi
cating the difference between moral judg
ments and judgments of other kinds. 

The concept of mind has a long and 
various history, extending through many 
languages; it is a history which it would be 
difficult to write, even if one were confined 
to Greek, Latin, French, German and Eng
lish. The outlines of the concept of mind 
have largely changed in the last fifty years, 
even more largely since Descartes wrote 
on the passions of the soul, or since Hume 
wrote on the sentiments and passions. 
Mind, motive, passion, sentiment, charac
ter, mood, heart, soul, temperament, spirit 
- these are words for which there have at 
many times been no translations in other 
languages, or which have radically changed 
their meanings in complicated ways. The 
conception of human beings as having 
master passions, and constant dispositions, 
has come into being and passed away more 
than once. The concept of will, or a con
cept closely related to it, has existed at 
some time in some languages, and at other 
times and in other languages it has not 
existed at all in any easily recognizable 
form. There have been times and phases 
in the history of some languages, when 
states of mind were conceived as entities 
easily and definitely identified and labelled, 
very much as physical things are identified 
and labelled. Our whole conception of per
sonality, and of the limits of self-knowl
edge and of knowledge of the minds of 
others, has changed often, and will cer
tainly change again. Regarded as linguistic 
analysis, Descartes's and Hume's discus
sions of the concept of mind are largely 
out of date; and, regarded as linguistic 
analysis, Professor Ryle's discussion will 
soon seem out of date also. But through all 
the phases of its history, the concept of 
mind preserves some rough continuity; 
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there is something common to the various 
different vocabularies which have been 
used to talk about human personality and 
experience. Just as there are largely differ
ent moral terminologies, which yet form 
a single type of discourse, to be called 
'moral', so one can speak of different con
ceptions of human personality as conveyed 
in different vocabularies. A philosopher 
may be concerned, not to clarify the con
ventions of use of any one vocabulary, 
but rather to take instances to show the 
conditions of use of any such vocabulary; 
if so, the proper title of this work is 'The 
Concept of Mind', and not the word 'mind'. 
Professor Ryle, like Descartes and Hume 
before him, takes examples from the con
temporary English vocabulary to illustrate 
the requirements which any such vocabu
lary must satisfy in its application. His 
philosophical thesis consists of the state
ment of these requirements, in direct oppo
sition to the conditions of application 
which Descartes and Hume insist upon. 
This is where their philosophical difference 
lies - that they each have a pattern, a 
different one, of the conditions under 
which statements can be confirmed, and 
expressions applied, with the greatest pos
sible confidence and clarity; and they com
pare and criticize the actual use of psycho
logical expressions by reference to this 
standard. From this comparison emerges 
a general thesis about the proper outlines 
of the concept of mind. But I must first 
explain what I mean by the conditions of 
application of an expression. 

To understand an expression in com
mon use involves being able to recognize 
the standard occasions of its use, and the 
normal way to explain its meaning is to 
give specimens of these standard occasions. 
For every element of the vocabulary of 
a language which we understand, we could 
describe some conditions which would be 
the ideal conditions for the application of 
the expression in question; we could also 
describe some contrasting conditions in 
which its application would have to be 
qualified as dubious and uncertain. When 

we have described the conditions of cer
tainty and uncertainty, we have given the 
conventions of application for the expres
sion in question. One can draw the outlines 
of the concept of mind, as it is embodied 
at any one time in any one language, by 
giving the conventions of application (the 
method of verification in this sense) of a 
whole cluster of expressions in the vocabu
lary; this would so far be a purely descrip
tive and historical work (e.g. The Greek 
concept of the soul - The concept of the 
passions in the eighteenth century). But a 
more fundamental inquiry may suggest it
seH: among all the different types of ex
pression in the present vocabulary - de
scriptions of states of mind, of sensations, 
dispositions, processes of thought and 
many others - there are some that seem, 
in the conventions of their application, 
entirely clear and unproblematical; for the 
conditions of certainty in the application 
of them are not peculiar and have evident 
parallels in other familiar and unques
tioned kinds of discourse; for this reason 
they do not provoke doubt or philosophical 
scepticism. There are other types of ex
pression which seem to have altogether 
peculiar conditions of certainty, without 
parallel outside this one kind of discourse; 
and it is at this point that philosophical 
scepticism and inquiry begins. 'Can we 
ever be really certain that anything is a 
so-and-so? When we claim to know, do 
we really know?' In any period there is a 
tendency to take one method of confirma
tion, appropriate to some one type of ex
pression, as the self-explanatory model to 
which all other types of expression are to 
be assimilated. To Hume a direct descrip
tion of a feeling or sensation seemed the 
type of expression which, in the standard 
conditions of its use, provided the model 
of certain knowledge; the different condi
tions of certainty appropriate to expres
sions of other types seemed to him open 
to challenge; it seemed to him that there 
could not be any certainty comparable 
with the certainty attached to the descrip
tion of a sensation. In some contemporary 
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philosophy the model of certainty has be
come almost exactly the reverse of Hume's. 
The conditions of certainty appropriate to 
descriptions of sensations seem problem
atical and peculiar, the model being de
scriptions of the behaviour of bodies; 
therefore a contrary thesis is developed, 
which tries to assimilate the conditions of 
certainty for descriptions of sensations to 
the conditions of certainty appropriate to 
descriptions of bodily behaviour. The phil
osophical thesis in each case consists in 
the assimilation of the different methods 
of confirmation in actual use to some single 
self-explanatory pattern. In the ordinary 
use of language, and until philosophical 
doubts arise, every type of description in 
any language is accepted as having its own 
appropriate conditions of certainty and its 
own appropriate method of confirmation. 
The philosophical doubt takes the form of 
a more general comparison of the degrees 
of certainty obtainable in the use of differ
ent expressions, a comparison which de
liberately cuts across the divisions of type. 
A philosopher in effect says: 'I know of 
course that these are the conditions which 
are ordinarily taken as the standard condi
tions for the use of expressions of this type: 
but can we ever be certain about the ap
plication of any expression of this type, 
in the sense in which we can have certainty 
in the application of expressions of this 
other type?' In asking this question, he is 
in effect challenging the accepted rules of 
application for the family of expressions 
considered; he is suggesting that the con
cept is otiose, since, when we reflect, we 
realize that there is no satisfactory way of 
determining whether something falls under 
the concept or not. It is a mistake, in ex
aggerated respect for established usage, to 
represent this form of scepticism as a 
pointless eccentricity of philosophers. 
Even outside philosophy we do make these 
comparisons between the certainty which 
can be obtained in the application of ex
pressions of different types, and we do 
sometimes become dissatisfied with the 
vagueness of the conventions of applica-

tion of a whole range of expressions. The 
family of expressions then tends to drop 
out of the language and to be replaced by 
others, which have clearer and more defi
nite (as it seems) conventions of applica
tion; this is the process by which concepts 
are modified, and which makes their his
tory. One example: I may have learnt to 
use a vocabulary which permits me to ex
plain human behaviour in terms of a small 
range of passions, each taken to be defi
nitely identifiable. I might be able to use 
this vocabulary correctly myself, and be 
able to distinguish, among statements ex
pressed in these terms, those which are 
certainly true, given the conventions of 
the vocabulary, from those which are cer
tainly false. But I might at the same time 
wish to reject the whole vocabulary, per
haps on the ground that its classifications 
are 'inadequate to the complexity of the 
facts'. I know how the passions are con
ventionally identified, but the identification 
seems to me too uncertain, when judged 
by some external standard of certainty 
which I have taken as a model. I might 
argue that the conditions under which cer
tainty is conventionally claimed in the ap
plication of such expressions do not suffi
ciently resemble the standard conditions of 
certainty for expressions of similar type. 
Even in the more favourable conditions 
for distinguishing one passion from an
other, there too often remains a greater 
possibility of doubt than would be allowed 
in (for instance) the identification of natu
ral kinds. The proportion of borderline 
cases to unchallengeable cases is too high, 
and higher than the form of the statements 
themselves would suggest. If I am per
suaded that, judged by these external 
standards, no ideally certain case of the 
identification of a passion exists, or could 
exist, teen I am persuaded that the use 
of this vocabulary is radically misleading; 
the concept of simple passions will be dis
credited. I could correctly express my con
viction that the whole terminology is inap
plicable by saying that in reality there are 
no simple passions to be found, and that 
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the facts cannot in general be represented 
within this framework. Many modern writ
ers, not mainly philosophers, have in fact 
wished to make exactly this negative exis
tential statement ('There are no simple 
passions'), and their influence, together 
with the influence of Freudian psychology, 
has been enough to make the old classifica
tions of motives almost obsolete over a 
large range of human conduct: or if not 
obsolete, at least suspect, so that in condi
tions in which the identifications would for
merly have been made confidently and 
without qualification, they are now made 
tentatively and with qualifications and this, 
if pressed far enough, will an.ount to a 
change in the conditions of use of the ex
pressions, and so will amount to a change 
in their meaning. The concept of the pas
sions will no longer be what it was. Ordi
narily sections of, the vocabulary become 
obsolete, and concepts (e.g. the concept 
of motive) change their outlines, very grad
ually and without conscious planning or 
decision; the conventions of application 
of expressions of different types are not 
explicitly compared, and the scepticism 
about a particular range of expressions is 
felt in practice, rather than worked out in 
theory. As soon as scepticism is based on 
a weighted comparison between the con
ditions of certainty attached to expressions 
of different types, one has entered the do
main of philosophy; this is the form of 
argument to be found in Professor Ryle's 
Concept of Mind, no less than in all his 
predecessors. And the argument naturally 
leads him, for the reasons which I have 
suggested, to make unqualified existential 
statements, e.g. in denying the existence 
of acts of will or of impalpable mental 
processes, and in asserting the existence 
of hankerings, cravings and itchings. He 
has been criticized for expressing any con
clusions in an existential form, on the 
grounds that no existential conclusions can 
follow from a second-order inquiry into 
the common uses of words. But the criti
cism is misplaced, since he is not merely 
describing the actual uses of words. He 

quotes instances of the conventions of ap
plication of different expressions, and then 
tries to represent these conventions of ap
plication as fitting into a common pattern. 
In respect of any expression taken as an 
example, his first questions always are -
'How do we know when to apply it? What 
are the standard and most favourable con
ditions for its use?' He circumscribes the 
permissible uses of psychological expres
sions by reference to his own standard of 
verification. And so he can maintain that 
there could not be a 'neat sensation' vocab
ulary, since nothing which he would count 
as verification, or as certainty in applica
tion, would be attached to expressions so 
used. The conventions of application sug
gested for a vocabulary of this type diverge 
too widely from what he talq:s to be the 
standard; for he finds this standard of 
certainty in the conventions governing the 
use of physical descriptions. He argues his 
thesis against Hume and Russell by trying 
to show that, even in apparently recal
citrant cases, the actual conventions of 
application attached to expressions of dif
ferent types conform more nearly to his 
standard than to theirs; and this is the 
relevance of the instances from ordinary 
language to the general philosophical the
sis. But it remains true that it is a positive 
thesis, setting up one standard of clear 
discourse as against another. 

In order to define somebody's philoso
phy, it is enough to discover what ex
istential statements he takes to be un
problematical and in need of no further 
explanation. And in order to discover what 
existential statements he takes as unprob
lematical, it must be enough to discover 
what kind of discourse provides him with 
his model of absolute certainty in the use 
of language - 'this is as certain as any
thing can be' (e.g. 'as that 2+2=4', or 'as 
that I am sitting in this room'). There has 
always been this connection between the 
so-called theory of knowledge - i.e. the 
critical comparison of the conditions of 
certainty in application attached to expres
sions of different types - and metaphys-
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ics; in fact the two cannot be separated, or 
even in the end distinguished. Someone 
who, in exaggerated respect for the com
mon sense of the moment, refuses to make 
such weighted and critical comparisons, 
refuses to enter the domain of philosophy. 
Any vocabulary that we use carries with 
it its own existential implications; if, ap
plying the actual conventions in use, one 
distinguishes between true and false state
ments about acts of will, or about motives, 
or character, or the soul, it is inevitable 
that one should sometimes pause to ask 
whether these conventions provide that 
kind of certainty in identification which, 
unreflectingly, we had assumed that they 
do provide. If, after the comparison, we 
have lost confidence in our ordinary 
method of identifying the passions (it was 

more unlike the standard cases of identifi
cation than it seemed), we shall properly 
say that there are no simple emotions to be 
identified. This will not imply that there is 
no difference between what we have 
counted, by applying the ordinary conven
tions, as true and as false statements about 
the passions; it will imply only that the 
difference between a particular passion ex
isting or not existing was not as sharply 
marked as we had assumed, for we noticed 
the enormous possibilities of uncertain and 
borderline cases and the few possibilities 
of certain cases. And when we draw atten
tion to this misleadingness, we go beyond 
the mere plotting of the ordinary uses of 
words. This plotting is a necessary check 
within philosophy, but it is not the whole 
of philosophy. 
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DUDLEY SHAPERB 

PHILOSOPHY AND THE ANALYSIS OF LANGUAGE 

Both Wittgenstein, in the Tractatus 
Logico-Philosophicus, and Russell, ad
vancing the philosophy of Logical Atom
ism, maintained that statements are. or 
purport to be, records of facts. Wittgen
stein held that philosophers, by improp
erly interpreting language, create for them
selves pseudoproblems, and that, to avoid 
confusion, we should throw statements into 
a form in which their true function, that 
of picturing facts, would be revealed more 
clearly and readily than it is in ordinary 
language. 

Russell agreed that the statements of 
ordinary language should be translated 
into another form. But for him the reason 
for such translation was not just that ordi
nary language, while it functions perfectly 
well in ordinary life, misleads philoso
phers, but also, and more important, that 
ordinary language really gives an incorrect 
portrayal of facts. And only by translating 
the statements of ordinary language into a 
form which does reflect facts accurately 
can philosophical progress be made. For 
Russell, such progress was not merely (as 
it was for Wittgenstein) of the negative sort 
that consists of the elimination of confu
sion, but of the positive sort that consists 
of the discovery of new information about 
facts.1 

In this paper, I wish, first, to consider 

Reprinted from Inquiry, m (1960), 2~8, 
by permission of the author and the editor. 
(Copyright 1960 by The Norwegian Research 
Council for Science and the Humanities.) 

these two views, showing some of the rea
sons why they are open to severe criti- , 
cisms, not all of which have yet been made 
fully clear; and second, to show how, by 
dropping or modifying some of the funda
mental theses of these two views, certain 
positions highly influential in philosophy 
today have arisen. 

I will begin my discussion with a study 
of one of the most famous and influential 
articles of what might be called the "Tran
sition Period" of Twentieth Century philo
sophical analysis - the period, that is, 

1 In sharpening this distinction between the 
views of the Tractatus and Logical Atom.ism, 
this essay will be in disagreement with several 
current interpretations of Wittgenstein's early 
thought. Warnock, for example, in expounding 
the view of the Tractatus, claints that "'Ibis was 
in fact closely related to Russell's Logical Atom
ism; it could be called perhaps a more consist
ent, more thorough, and therefore more extreme 
working out of some of Russell's principles and 
ideas." ( G. J. Warnock, English Philosophy Since 
1900 (London: Oxford, 1958), p. 64.) Urmson. 
though he admits that Wittgenstein's early 
thought was probably di1ferent frolJ'. Russell's 
(as Wittgenstein himself insisted it was) , never
theless maintains that "it was the sort of inter
pretation I have given" - of Wittgenstein as a 
Logical Atomist, - "right or wrong, which was 
accepted in the period under examination." (J. O. 
Urmson, Philosophical Analysis (Oxford: Clar
endon, 1956), pp. ix-x.) It will be an incidental 
purpose of the present essay to argue that the 
differences between the views of the Tractatus 
and those of the Philosophical Investigations are 
not as great as the Logical Atomist interpreta
tion of the former would snggest; and to show 
that the influence of the purely therapeutic char
acter of the Tractatus was greater than Unnson 
says it was. 
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between the Tractatus and Logical Atom
ism on the one hand, and the later views 
of Wittgenstein and the present views of 
Austin and others on the other. This ar
ticle, which even today holds the place 
of honor in one of our most-used antholo
gies, is Ryle's "Systematically Misleading 
Expressions." 2 My reasons for centering 
attention on this article are as follows. 
First, it advances, simultaneously and in
consistently, both of the views outlined 
above; and in spite of this inconsistency, 
it advances each of its incompatible theses 
in a clear and powerful way, making plain 
the changes which it had to make in the 
original formulations of them. Second, be
cause of its clearness, it wears its difficulties 
(and hence those of a whole tradition) on 
its sleeve, and thus points the way to later 
developments. Thus, through a close ex
amination of this article, we will be able 
to survey the whole development of at 
least one side of Twentieth Century philos
ophy deriving from the above-mentioned 
views of Russell and Wittgenstein, and to 
evaluate some of the strengths and weak
nesses of the earlier phases of that tradi
tion. 

I 
The argument of "Systematically Mis

leading Expressions" departs from the 
following thesis: 

There are many expressions which occur in 
non-philosophical discourse which, though 
they are perfectly clearly understood by those 
who use them and those who hear or read 
them, are nevertheless couched in gram
matical or syntactical forms which are in a 
demonstrable way improper to the states of 
affairs which they record (or the alleged states 
of affairs which they profess to record). (pp. 
86-87) 

• G. Ryle, "Systematically Misleading Expres
sions," Proceedings of the Aristotelian Society, 
(1931-32); reprinted in A. G. N. Flew, Logic 
and Language, First Series (Oxford: Blackwell, 
1952). 

Editor's note: Also reprinted above at pp. 
85-100. References are to the pagination in this 
volume. 

Although such grammatical forms do not 
obscure from the ordinary man in his 
everyday business the true meaning of the 
expressions, to anyone who tries to analyze 
them closely they present a vicious trap. 

. . . those who, like philosophers, must gen
eralize about the sorts of statements that have 
to be made of sorts of facts about sorts of 
topics, cannot help treating as clues to the 
logical structures for which they are looking 
the grammatical forms of the common types 
of expressions in which these structures are 
recorded. And these clues are often mislead
ing. (p. 92) 

Such expressions, Ryle finds, fall into 
fairly definite groups or classes, each class 
being misleading in a certain way. Hence 
they are not simply misleading; they are 
"systematically misleading," in that they 
can be classified according to the type of 
presupposition which, in our attempt to 
analyze them, they tempt us to make. Thus 
in speaking of such expressions he says: 

. . . all alike are misleading in a certain 
direction. They all suggest the existence of 
new sorts of objects, or, to put it in another 
way, they are all temptations to us to 'multi
ply entities'. In each of them ... an ex
pression is misconstrued as a denoting ex
pression which in fact does not denote, but 
only looks grammatically like expressions 
which are used to denote. (p. 98) 

Ryle lists several types of systematically 
misleading expressions: quasi-ontological, 
quasi-platonic, quasi-descriptive, and qua
si-referential. Each type is misleading in 
its own way: what they all have in com
mon is that they mislead philosophers to 
add entities beyond what the facts really 
warrant. We might put Ryle's point meta
phorically by saying that philosophers are 
led to add entities "behind" (quasi-onto
logical), "above" (quasi-platonic), and 
"aJong side of" (quasi-descriptive and 
quasi-referential) entities which are ele
ments of states of affairs. (Ryle inciden
tally lists two other types of systematically 
misleading expressions (pp. 32-33), but 
these do not seem to differ radically from 



PHILOSOPHY AND THE ANALYSIS OF LANGUAGE 273 

the above, for they too suggest to the 
analyst a multiplication of entities.) 

This trap must and can be avoided; for 

what is expressed in one expression can often 
be expressed in expressions of quite different 
grammatical forms, and . . . of two ex
pressions, each meaning what the other 
means, which are of different grammatical 
forms, one is often more systematically mis
leading than the other. 

And this means that while a fact or state 
of affairs can be recorded in an indefinite 
number of statements of widely differing 
grammatical forms, it is stated better in some 
than in others. (p. 98) 

From these considerations Ryle draws a 
conclusion pertinent to philosophy. 

Such expressions can be reformulated and 
for philosophy but not for non-philosophical 
discourse must be reformulated into expres
sions of which the syntactical form is proper 
to the facts recorded (or the alleged facts 
alleged to be recorded). (p. 87) 

II 
Underlying Ryle's argument is a theory 

of the relationship between language and 
the world which statements are about. This 
theory is a development, often in the same 
terminology, of certain views which were 
for the most part due to Wittgenstein, and 
which were presented in the Tractatus and 
Russell's papers on Logical Atomism. 
Ryle, however, often gives detail where 
Wittgenstein gave only bare sketches; he 
also tries to avoid some of the objections 
which had been or could be raised against 
the views of Russell and the Tractatus. 

For Ryle, as for Wittgenstein and Rus
sell, every significant statement is, or 
rather purports to be, a record. What 
a statement records they called a "fact," 
a "state of affairs," or "(what is) the case," 
using these expressions interchangeably. 
(But cf., below, Note 3.) 

Developing this Wittgensteinian theory 
of the relation of language to reality in de
tail, Ryle states that in order to qualify as 
purporting to be a record, a sequence of 

words must fulfill two conditions: (1) it 
must have certain constituents, and (2) 
these constituents must be arranged in a 
certain order or structure. (p. 87) Presum
ably corresponding to these two conditions 
of a significant statement, there are two as
pects or components of a state of affairs: 
( l) a "subject of attributes" or several such 
subjects, together with their attributes, and 
(2) the "logical form" or "logical struc
ture" of the fact. Sometimes Ryle also 
speaks as though expressions in general -
single words and phrases as well as whole , 
statements - record facts (though he also 
speaks of "events" in this connections); 
but this usage does not seem consonant 
with his main trend of thought. 

Ryle fails to analyze for our benefit the 
"certain structure" which a significant 
statement must have in order to be signifi
cant; but the constituents of a true state
ment seem for him to record either the 
subjects or the attributes, depending on 
unspecified syntactical factors. To parallel 
this, we would expect to find him saying 
that the grammatical form of the statement 
bears (or ought to bear) some kind of ref
erence to the logical structure of a fact. 
On this point, however, there is a great 
deal of obscurity in the article. Certainly 
Wittgenstein supposed that the logical syn
tax of language parallels the structure of 
facts, 4 and held that the structure of facts 

• Whitehead's metaphysics took events rather 
than facts as the ultimate building-blocks of real
ity; and perhaps this accounts for Ryle's other
wise unaccountable introduction here of the term 
"event," and also for his habitual alternation of 
"facts or states of affairs": possibly he wanted 
to surmount the whole problem of facts versns 
events by relying on an expression which would 
allow for either ~olution: "state of affairs" could 
be construed as eirher "fact" or "event," depend
ing on the way philosophers finally decided the 
question. Ryle's attention would certainly have 
been called to Whitehead's views by Russell's 
frequent admiring references to them: White
head had explained points in tenns of events, 
and Rossell was fond of giving this analysis as a 
second example (in addition to his own theory 
of descriptions, which Ramsey prononnced a 
"paradigm of philosophy") of the technique of 
logical construction. 

• 'That the elements of the picture are com
bined with one another in a definite way, repre-
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\:IOuld be most clearly reflected by some 
syntax such as that provided by the sys
tem of Principia Mathematica (cf., Trac
tatus, 3.325). But much had happened to 
logic and philosophy in the decade since 
the publication of the Tractatus Logico
Philosophicus. For one thing, Gooel's 
Theorem had done much to shake the con
&<lence of those who idolized logical sys
tans. Furthermore, difficulties had already 
been revealed in the supposition that 
everything in ordinary language can be 
cast into an extensionalist syntax without 
gain or loss of meaning; and finally, and 
most important, the possibility of syntacti
cal systems other than that of Principia 
was beginning to be understood. Why, 
then, should the grammatical structure 
provided by Principia have any special 
priority, in that the structure of facts should 
be represented better or more naturally 
by it than by any alternative system? 
Where, indeed, had Russell and Wittgen
stein gotten the incredible assumption that 
the world must conform to the specifica
tions of logic? (No wonder Russell said 
that "My philosophy is the philosophy of 
Leibniz"!) Only one step more needed to 
to be taken to reach an even more funda
mental question: Why should it not be 
that the choice of syntax is simply a matter 
of convention, rather than of the nature 
of things? 

That Ryle was aware of these difficul
ties is shown in the "consequential" ques
tion he raises toward the end of the ar
ticle: " ... is this relation of propriety of 
grammatical to logical form natural or 
conventional?" p. 99) On the one hand, 
he does "not see how, save in a small class 
of specially-chosen cases, a fact or state of 
affairs can be deemed like or even unlike 

sents that the things are so combined with one 
another. This connection of the elements of the 
picture is. calle~ its structure" (Tractatus, 2.15); 
"'The logical picture of the facts is the thonght" 
(ibid., 3); 'The thought is the significant propo
sition" (ibid., 4); "To the configuration of the 
simple signs in the propositional sign corresponds 
the configuration of the objects in the state of 
affairs" (ibid., 3.21). 

in structure a sentence, gesture or dia
gram." (p. 99) For in a fact, he "can see 
no concatenation of bits such that a con
catenation of parts of speech could be 
held to be of the same general architec
tural plan as it." (p. 99) Certainly here is 
a denial of the Wittgensteinian view that 
"In order to understand the essence of the 
proposition, consider hieroglyphic writing, 
which pictures the facts it describes. And 
from it came the alphabet without the es
sence of the representation being lost." 
(Tractatus, 4.016) And it makes us won
der about Ryle's own statement, in this 
very same article, that systematically mis
leading expressions 

must be reformulated into expressions of 
which the syntactical form is proper to the 
facts recorded (or the alleged facts alleged 
to be recorded). (p. 87) 

Yet on the other hand, Ryle finds that 
"it is not easy to accept what seems to 
be the alternative that it is just by con
vention that a given grammatical form is 
specially dedicated to facts of a given logi
cal form." (p. 99) Thus he feels himself 
unable to reject entirely the idea that there 
is at least some kind of parallel between 
grammatical form and the form of facts, 
though he is unable to describe the exact 
locus of that parallel. 

But not only is the relationship between 
statements and the facts they record ob
scure; Ryle's account of "facts" them
selves is also unclear - again, no doubt, 
an effect of the critical analysis to which 
that notion had been subjected (it is to 
be noted particularly that Ryle speaks only 
of "facts," never - as did Russell and 
Wittgenstein - of "atomic facts"). For we 
are told that "a fact is not a collection -
even an arranged collection - of bits in the 
way in which a sentence is an arranged col
lection of noises or a map an arranged 
collection of scratches. A fact is not a 
thing and so is not even an arranged thing" 
(p. 99) Contrast this with the simple (per
haps naive) view expressed by Wittgen
stein in the Tractatus: "The configuration 
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of the objects forms the atomic fact" 
(2.0272); "The way in which objects hang 
together in the atomic fact is the structure 
of the atomic fact" (2.032). Ryle has told 
us that we are not to understand the term 
"fact" as Wittgenstein did; but he has not 
told us how we are to understand it. 

Sometimes, too, he speaks as though 
there were only one kind of fact - the 
kind which we should shape statements to 
meet - and sometimes as though there 
were sorts of facts, so that even systemati
cally misleading expressions indicate or 
seem to indicate "sorts" of facts. Indeed, 
according to some passages, such expres
sions really only record real facts and only 
seem to record unreal ones. (Cf. the fol
lowing quotations: " ... they are couched 
in a syntactical form improper to the facts 
recorded and proper to facts of quite an
other logical fonn than the facts recorded" 
(p. 87); "'Satan is not a reality' from its 
grammatical form looks as if it recorded 
the same sort of fact as 'Capone is not a 
philosopher' " (p. 90). 

III 

The difficulties of Ryle's account of the 
relationship between language and the 
world, and his failure to define the "form" 
and "content" of each, leave much to be 
desired; and these problems were not pe
culiar to his view, either, but were the com
mon heritage of his tradition. But closer 
inspection of the article leads us beyond 
these questions, exposing still deeper am
biguities and more profound problems: 
problems which are, in fact, among the 
most profound in Twentieth Century phi
losophy; for, in essence, they are among 
the questions over which Wittgenstein, re
evaluating the ideas of the Tractatus, 
brooded for a decade. 

These questions which we must now 
ask in reference to Ryle's views are: Why 
should he have supposed it necessary, for 
the theories which he advances, to intro
duce the notion of facts? Was he correct in 
assuming that his view of translation - of 

analysis - requires some such notion? 
And finally, if his notion of facts is super-
0.uous, what remains of his theory? 

It would indeed be a mistake to suppose 
that. if a criterion for distinguishing be
tween two classes cannot be formulated 
explicitly and precisely, the distinction is 
useless or non-existent. But particularly 
when the distinction is a fundamental one, 
introduced partly for the technical purpose 
of refuting opponents, philosophers can
not afford to let it rest on an uncritical and 
intuitive basis; for it is the very distinction 
that must be defended in order to justify 
the criticisms which it makes possible. And 
Ryle must often have felt that, for his 
special kind of translation, which consists 
of going from a "more misleading" to a 
"less misleading" form of expression, he 
would have to fonnulate some criterion of 
misleadingness, or, conversely, of pro
priety of grammatical form: some clear 
procedute or technique by which we can 
decide, at least in many cases, whether or 
not a statement is misleading, and, further, 
by which we can go about remedying this 
misleadingness. 

One possible view would be that extra
linguistic facts serve as the grounds or 
standards according to which we, as phi
losophers, strive to model our ways of say
ing things. In order to serve as such stand
ards, these facts would have to be known 
clearly, at least to a careful observer -
wh~tever might be meant by "careful." 
This view naturally assumes the explica
tion of the exact relationship between 
statements and the facts which they re
cord; only then could we understand what 
is meant by "modelling" statements after 
facts. 

A great many of Ryle's statements sug
gest that this is actually his view: 
". . . there is, after all, a sense in which 
we can properly inquire and even say 'what 
it really means to say so and so'. For we 
can ask what is the real form of the fact 
recorded when this is concealed or dis
guised and not duly exhibited by the ex
pression in question." (p. 100) But if in 
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some moods he did hold this, at other mo
ments he must have been deeply troubled 
by the difficulties - discussed at such 
length in this century- of defining ex
plicitly the "given" in experience. For a 
large number of other statements suggest 
that Ryle believes, not that facts are clearly 
known to an observer and can therefore 
be used as the criteria of the form into 
which philosophers ought to throw expres
sions, but the entirely different view that 
expressions properly formulated can give 
us a clue to the form of facts otherwise 
not clearly known. 

. . . as the way in which a fact ought to be 
recorded in expressions would be a clue to 
the form of that fact, we jump to the assump
tion that the way in which a fact is recorded 
is such a clue. And very often the clue is mis
leading and suggests that the fact is of a 
different form from what really is its form. 
(p. 90) 

. . . those who, like philosophers, must 
generalize about the sorts of statements that 
have to be made of sorts of facts about sorts 
of topics, cannot help treating as clues to 
the logical structures for which they are look
ing the grammatical forms of the common 
types of expressions in which these structures 
are recorded. And these clues are often mis
leading. (p. 92) 

Philosophy "must then involve the exer
cise of systematic restatement. . . . Its 
restatements are transmutations of syn
tax . . . controlled . . . by desire to ex
hibit the forms of the facts into which 
philosophy is the inquiry." (p. 100; italics 
mine.) 

Thus the reader may from some re
marks be led to think that Ryle holds that 
the common man is able to discern the 
true form of facts, and that only a few 
overly analytical philosophers are misled 
by the form in which those facts are ex
pressed - so that with just the proper 
amount of attention to the facts, the true 
form of those facts can be made clearly 
discernible in the grammatical form, and 
the philosophers' errors avoided; and this 

is a view quite reminiscent of the Tracta
tus.11 But now it appears that Ryle be
lieves, with Russell in his Logical Atomism 
period, that the true form of facts is to 
be discovered, at least by philosophers, 
through an analysis of the proper form of 
expressions; philosophy is again, as it was 
not for Wittgenstein (cf., Tractatus, 4.111 ), 
a science. 

The philosopher errs, it appears now, 
not in trying to discover the form of the 
facts, but in considering the grammatical 
form of an expression as a clue to the 
discovery of that form; whereas what 
would really furnish such a clue (and 
what should therefore be the object of the 
philosopher's search) would be the true 
form of the expression. How, then, are we 
to find this true form? It is perhaps in line 
with this new suggestion., that a well
expressed statement would give a clue to 
the form of facts, that Ryle introduces, at 
the very end of the article, a new pro
cedure for deciding about the propriety 
or impropriety of a statement. 
How are we to discover in particular cases 
whether an expression is systematically mis
leading or not? I suspect that the answer to 
this will be of this sort. We meet with and 
understand and even believe a certain expres
sion such as 'Mr. Pickwick is a fictitious per
son' and 'the Equator encircles the globe.' 
And we know that if these expressions are 
saying what they seem to be saying, certain 
other propositions will follow. But it turns 
out that the naturally consequential proposi-

• The Tractatus itself does not employ "facts" 
(or anything else, for that matter) as criteria for 
discovering what is the correct formulation of 
propositions. Wittgenstein is there concerned to 
show what the logical structure of any possible 
language must be; and, though he holds that 
some forms of expression would exhibit the logi
cal form of facts more clearly than others, he 
does not deal with the question of how we would 
tell which forms of expression are actually clear
est. (Probably he would have held that we sim
ply understand expressions, and need no criterion 
to tell us what they mean; this is a view also 
suggested by some passages in Ryle, and I will 
discuss it presently.) For his successors, however, 
who wanted to apply his views and eliminate 
some philosophical confusions, the problem 
could not fail to arise. 
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sion such as 'Mr. Pickwick was born in such 
and such a yi;ar' and 'the Equator is of such 
and such a thickness' are not merely false but, 
on analysis, in contradiction with something 
in that from which they seemed to be logical 
consequences. The only solution is to see that 
being a fictitious person is not to be a person 
of a certain sort, and that the sense in which 
the Equator girdles the earth is not that of 
being any sort of ring or ribbon enveloping 
the earth. And this is to see that the original 
propositions were not saying what they 
seemed on first analysis to be saying. Para
logisms and antinomies are the evidence that 
an expression is systematically misleading. 
(p. 99) 
Whether or not a state.ment is misleading 
is to be discovered, then, not by an appeal 
to extralinguistic facts which the state
ment records more or less properly, but 
by a direct examination of the statement 
itself, and the statements which it implies. 
For example, a statement like, "The wall 
encircles the city," would, in ordinary 
contexts, in some sense "imply" the 
statement, "The wall is of a certain 
thickness." Now the statement "The 
equator encircles the globe," might "seem 
to be saying" something very like what 
"The wall encircles the city" says -
so that the former would imply "The 
equator is of a certain thickness" in 
the same way that the latter implies "The 
wall is of a certain thickness." But in the 
equator case, such an implication would 
contradict (in some sense correlative with 
the sense in which "imply" is used in these 
contexts) "something" in the original state
ment. The only way to escape this con
tradiction, Ryle tells us, is to see that the 
original statement was not saying what it 
seemed "on first analysis" to be saying: 
that statements of this sort "disguise in
stead of exhibiting the forms of the facts 
recorded." (p. 100) 

Ryle's new procedure for discovering 
when an expression is misleading, or when 
an interpretation is incorrect, offers a more 
modest prize than we might at first have 
expected; for we find, now, not what the 
true form of the expression is, but only 

what it is not (and hence, not what the 
true form of the fact is, but only what it 
is not). But can this new criterion show 
us, "in a demonstrable way" (p. 87), even 
this? 

According to Ryle, the contradiction 
between "The equator is of a certain thick
ness" and "The equator encircles the 
globe" can be removed only if we realize 
that the latter does not have the "form" 
the philosopher thinks it bas. Yet why is 
this the only solution? Could an opponent 
of a Rylean analysis not say, with perfect 
consistency, that his own analysis of the 
proposition is the correct one - that the 
form he attributes to the proposition is 
the one which truly reveals the form of the 
facts? Of course he would not take such 
a line in regard to cases like those Ryle 
gives as examples. But he might well do 
so in regard to cases which he claims to 
be more difficult and important; and in 
such cases, we might well, on the present 
view of analysis, have a problem as to 
which interpretation is the one that really 
gives a clue to the form of the facts. 

Certainly some such answer would be 
what a Plato or a Meinong or a Russell 
of The Problems of Philosophy would 
want to give in reply to a Rylean critique. 
If the philosopher does take such a line, 
he will be maintaining that he really under
stands the statement (the form he attrib
utes to it really revealing the facts), while 
Ryle does not; and Ryle will be main
taining that he really understands the 
statement, while the philosopher does not. 
Ryle cannot then prove the philosopher's 
interpretation to be wrong unless he as
sumes his own to be right. But simply to 
assert the denial of the philosopher's con
tention as a premise, and so "prove" the 
latter's contention to be wrong, will not 
serve to prove anything. The philosopher 
may well be wrong; but Ryle's argument, 
at least, will not show him to be so. 

Ryle is at liberty, of course, to begin 
by assuming that he understands correctly 
the expressions under consideration. Only 
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then he must abandon a number of claims 
he makes in the paper. He must, as we 
have just seen, abandon his claim to be 
demonstrating something about the true 
form of an expression; and this entails 
abandonment of the claim to be demon
strating something about the form of facts. 
Further, he must drop the claim that "there 
is, after all, a sense in which we can prop
erly inquire and even say 'what it really 
means to say so and so'" (p. 100; italics 
mine), and that the propositions suppos
edly deducible, under the philosopher's in
terpretation, from the expression in ques
tion prove "on analysis, in contradiction 
with something in that form from which 
they seemed to be logical consequences" 
(p. 99; italics mine). For if we understand 
the expression to begin with - as we must 
in order to employ the paralogisms and 
antinomies method - then we need not 
"inquire" about the meaning, or go 
through a process of "analysis" to see that 
it implies or contradicts some other ex
pression which we also understand. And 
finally, such an approach would make a 
sham of the paralogisms and antinomies 
method: for the involved process of find
ing a contradiction in the philosopher's 
interpretation of a statement is utterly use
less if we know to begin with that that 
interpretation is incorrect. 

Worst of all, still, is the fact that this 
approach loses the advantage of proving 
the philosopher in error; and the desire to 
keep this advantage lies at the heart of 
the search for a criterion. Some criterion 
of proper form of an expression seems 
needed in order to make Ryle's position 
really an argument. For we would not be 
able to tell, without first knowing the real 
intention of a statement, whether or not 
considering it to have a certain other in
tention would lead to contradiction; but 
the real intention is itself what is at issue. 
Without some criterion, the paralogisms 
and antinomies procedure amounts either 
to mere assertion, devoid of any kind of 
proof or even disproof, or else to an elab
orately disguised case of circular reason-

ing: assuming the denial of a position in 
order to prove that that position is in 
error. 

The remedies that suggest themselves, 
however, seem worse than the disease. To 
reintroduce "facts" as the criteria of mis
leadingness would again beg the question 
if the discovery of the facts (or their form) 
is the goal. And "meanings" or "inten
tions," even if there were such things, and 
we could have access to them, and be 
sure we had not made any error about 
them, would not settle the present prob
lem; for they would still have to be "cor
related" somehow with facts, and this cor
relation could itself always be questioned 
consistently by a determined philosopher.6 

One might hope to salvage the view by 
a compromise along Logical Atomist lines, 
by maintaining that we do know the struc
tures of enough facts to tell us what the 
structure of language ought to be; and 
that, once we throw our statements into 
this form, we will, by inspection of that 
form, be able to discover new forms of 
facts (or, perhaps, the forms of new facts). 7 

But this line is open to at least two objec
tions: (1) it still hinges on successful 
analysis of the obscure technical notion of 
"fact," and its companion notions of "con
stituents" and "logical form" and their 
linguistic correlates and the nature of that 
correlation; and (2) there is no guarantee 
that all or even any undiscovered facts will 
necessarily comply with the forms of al
ready known facts. 

IV 

What lies at the root of the difficulties 
we have encountered in Ryle's position? 
Are they peculiar to him - mere products 

•Yet another criterion of misleadingness is 
suggested by Ryle in this paper, viz., Occam's 
Razor: a statement is misleading if it tempts us 
to multiply entities. This criterion is not neces
sarily connected with the "facts" and "paralog
isms" criteria discussed above. I will not deal 
with it in this paper. 

• In this paper I will pass over the question 
whether the Logical Atomists believed that the 
analysis of language would lead to the discovery 
of the forms of new facts, or of new forms of 
facts. 
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of his own confusion of two distinct theo
ries? Or is there something more funda ... 
mentally wrong with the theories them
selves - something which encourages or 
even perhaps forces such confusion? And 
will the difficulties be removed if some 
overhauling of the whole approach is made 
say, for example, the abandonment of the 
view of language as a record of "facts"? 

In order to answer these questions, let 
us briefly summarize the doctrines we have 
examined.· Beneath the views of the Trac
tatus and Logical Atomism and the tradi
tions they engendered are three funda
mental theses, the first two of which were 
held in common by Russell and Wittgen
stein, but the third of which is different 
for each. 

I. Ordinary language, if it is not fl,atly 
self-contradictory, is at least vague, am
biguous, and misleading, and generally 
fails to permit clear and accurate expres
sion of what we want to say. This doctrine 
is fundamental to the Tractatus, despite 
Wittgenstein's remark (5.5563) that "All 
propositions of our colloquial language are 
actually, just as they are, logically com
pletely in order": the whole trend of that 
work, and certainly its influence on others, 
was along the lines of saying that recon
struction of ordinary language is needed.s 
It is not too much, indeed, to attribute this 
doctrine to almost the entire philosophical 
tradition from Thales on; for the program 
of traditional philosophy has nearly always 
been conceived, at least tacitly, as the re
placement of ordinary ways of looking at 

• Tractatus 5.5563 must be understood in the 
light of 'uch passages as 4.014-4.015, and 4.002: 
ordinary language is (and must be) as much a 
picture of reality as any other language; but the 
"law of projection" which projects reality into 
language (as a "law of projection ... projects 
the symphony into the language of the musical 
score") 1s an extremely complex one; hence '7he 
silent adjustments to understand colloquial lan
guage are enormously complicated." It is to re
veal the picturing relation more simply and 
clearly that philosophical translation is needed: 
the picturing relation is there, even in ordinary 
language (otherwise it could not be a language); 
hence that language is "logically completely in 
order." 

the world - and of talking about it -
with a new and more precise one.11 

2. For a proposition to be expressed 
clearly and accurately is for the sentence 
in which it is expressed to "picture" or 
"record" facts, or, more precisely, for it to 
"purport to picture or record" facts (Witt
genstein: to represent a possible combina
tion of "objects"). This picturing relation 
between facts and sentences has two 
aspects: 

i. A "form" of the sentence which cor
responds to or represents the "form" or 
"structure" of the fact. The "form" of the 
sentence (which is the true form of 
the "proposition") is, of course, not neces
sarily- not even usually, in ordinary lan
guage - the grammatical form; it is rather 
a "logical" one. 

ii. A "matter" or "contenf' of the sen
tence which co"esponds to or represents 
the "constituents'' of the fact. Again, the 
"content" of a fact or proposition was not 
necessarily ordinary nouns, pronouns, ad
jectives, or their factual correlates as ordi
narily conceived, but, especially for Witt
genstein, something more fundamental. 

This doctrine is a version of the old 
Correspondence Theory of Truth; and the 
distinction between "form" and "content" 
of a proposition did not, either, spring 
full-grown from the brow of Wittgenstein, 
but is fundamental to Aristotle's whole 
philosophy, and reappears clearly in the 
logical writings of Leibniz; it probably 
underlies the old distinction b~tween "syn
categorematic" and "categorematic" ex
pressions, and certainly underlies the 
Twentieth Century distinction between 
"Syntax" and "Semantics." The weighty 

•Needless to say, traditional philosophers 
have looked on this doctrine as a conclusion 
drawn from a detailed analysis of ordinary ways 
of looking at things and talking about them -
not as an assumption made in advance of their 
thinking. And the critics of the doctrine - to be 
discussed below - have not just baldly denied 
it, but claim that detailed analyses of the particu
lar arguments from which philosophers haft 
drawn this thesis, show these arguments to be 
in error; and that this fact suggests that perhaps 
the whole doctrine is in error. 
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a priori considerations (with which I have 
not dealt explicitly in this paper) which 
led Wittgenstein to adopt it and its trailers 
seem, however, to have been brought into 
the open first by him. 

With regard to the third thesis, Russell 
and Wittgenstein disagreed. (Whether 
Russell was fully aware of the disagree
ment is highly questionable.) 

3a. The function of philosophy is to re
nwve misunderstandings which are the 
products of linguistic confusions. (Witt
genstein) 

3b. The function of philosophy is not 
merely to remove confusions, but, nwre 
important, to discover the true form (or 
forms) of facts. (Logical Atomism) 10 

These, then, are the fundamental doc
trines of Twentieth Century analytic phi
losophy up to the later thought of Witt
genstein.11 In this essay we have examined 
some aspects of these doctrines, and have 
seen how philosophers of that period strug
gled to make them precise: how they tried 
to specify in just what ways ordinary lan
guage is vague, ambiguous, and mislead
ing; and to pin down the relations which a 
perfect language would have to the world 
- to literalize the picturing metaphor 

'
0 Some theses of Ryle's own position have 

been passed over in this essay: ( 1) that mislead
ingness is a matter of degree; (2) that perhaps 
no sentence can ever be freed entirely of mis
leadingness (i.e., that the ideal language can 
never be achieved); ( 3) that misleading state
ments fall into definite types or classes; and ( 4) 
that misleadingness is not relative to the reader 
or hearer of a sentence, but is an inherent prop
perty of it. I have ignored these theses, despite 
their considerable intrinsic interest, because they 
are not of such central importance in the overall 
historical picture with which I am here con
cerned. 

" It is sometimes said that the "fundamental 
assumption" (or "mistake") of these early ana
lytic philosophers lay in the crucial place which 
they conceived logic to have in the philosophical 
quest; or, again, that their basic doctrine (and 
error) was that meaning is naming. But these are 
merely the trailers of Thesis 2: the crucial im
portance of logic is asserted by 2i, the doctrine 
that meaning is naming, by 2ii. All of the theses 
which I have outlined are central to the positions 
with which I have been concerned; to mainta;n 
that any one of them, or any part of any one of 
them, is more fundamental than any other, is to 
falsify the historical picture. 

which they believed must indicate the char
acter of that relationship; and to state 
clearly what the goal of philosophical in
quiry is, and to lay down the methods of 
achieving that goal. We are now in a posi
tion to understand the basis of the diffi
culties which we have encountered. 

If one begins - as Wittgenstein began, 
and as Ryle apparently began - with The
sis 3a, he will be driven to propose some 
criterion of misleadingness; merely to as
sume a certain interpretation of an expres
sion will not suffice to refute a contrary 
interpretation. To these philosophers, with 
their picture theory of language, the most 
natural thing to say here seemed to be that· 
a statement is misleading if it does not re
flect the facts clearly and accurately: that 
is, the facts (Thesis 2) provide the starting
point of philosophy, the model according 
to which the ideal language (Thesis 2) is 
to be shaped. But the notion of "facts" 
proved so intractable that ultimately it 
could achieve nothing; and these philoso
phers were forced more and more - like 
Ryle - to fall back on other criteria 
(which, however, they still thought of as 
somehow correlated with "facts"): such 
were "propositions," "(real) meanings," 
"(real) intentions." And this policy, of 
course, begs the question; for, stripped 
bare, it tells us that we can find the real 
meaning by looking at the real meaning. 
By this procedure, as we have seen, no 
proof is offered that traditional philoso
phers were mistaken or misled; the asser
tions made on the basis of circular reason
ing remain just that: mere assertions. 

If, on the other hand, one begins with 
Thesis 3b, supposing to begin with that 
the logical form of the proposition (the 
real meaning of the sentence) is known, 
and uses this to determine what the (forms 
of the) facts are, he falls into similar diffi
culties. For how do we tell that this is 
the "proper" form of language, the real 
meaning of the sentence? Surely not by 
noting that it conforms to the facts! For 
that would be saying that we discover the 
facts by examining sentences which are 
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shaped according to the facts. Yet this is 
exactly the position in which we found 
Ryle at one juncture. 

Jn short, it appears that whichever 
aspect of Thesis 2 we take as primary -
whether, in line with Thesis 3a, we take 
facts as our starting-point and the ideal 
language as our goal, or, in line with 3b, 
we take the ideal language as known and 
the discovery of the facts as the goal -
we are driven into circularity: we seem 
forced to assume both that we know the 
facts, and so can discover the true mean
ing or real intention or true form of the 
proposition, and that we know the true 
meaning or real intention or true form of 
the proposition, and so can discover the 
facts. 12 It is this tendency, arising neces
sarily from the weaknesses of the two po
sitions, and not a mere mental lapse, that 
accounts for the inconsistencies which we 
have found in Ryle's paper, and which, I 
believe, close attention will reveal in so 
many of the basic papers of the early and 
middle periods of the analytic movement. 

v 
It is impossible not to ask, at this stage, 

whether the later developments of analytic 
philosophy have succeeded in overcoming 
these weaknesses. To deal with such a 
question is obviously far beyond the scope 
of any single essay; but a brief account of 
the course of development, with regard to 
the above theses, of later philosophical 
analysis, can serve as a background for 
further and more detailed investigations. 

Some of the most important develop
ments have emerged from a repudiation of 
Thesis 1: 13 many philosophers now hold 
that when we properly understand the 
roles, the functions, the jobs, the uses (let 
us avoid the difficult and problem-generat
ing term "meanings") of ordinary expres-

12 When the next step is taken, and we begin 
looking for a criterion to tell us both what is the 
true form of the proposition and what is the true 
form of the fact, the differences between the two 
approaches begin to disappear. This fact has in
creased the tendency of interpreters to conflate 
the two fundamentally different initial positions 
stemming from Theses 3a and 3b. 

sions, we will see truly, as Wittgenstein 
had seen earlier, that "All propositions of 
our colloquial language are actually, just 
as they are, logically completely in order." 

It must not be supposed, however, that 
the abandonment of Thesis 1 by many 
philosophers has resulted in agreement 
among them as to what the function of 
philosophy is. But behind the many minor 
differences as to what that function is, two 
divergent views can be discerned, one 
claiming kinship with the later thought of 
Wittgenstein, the other (agreeing with the 
first group in abandoning Thesis 1) being 
led by Professor Austin. 

a Another very important tradition has re
fused to relinquish Thesis 1, holding that ordi
nary language must still be transla1ed into an
other form. But even for this tradition, this other 
form is no longer considered to be "correct" in 
the sense of being a true or accurate representa
tion of the world. Thus Carnap says that "the 
widely held opinion" that the language recom
mended by philosophers "must be proved to be 
'correct' and to constitute a faithful rendering of 
'the true logic'" has led to "pseudo-problems and 
wearisome controversies." (R. Carnap, The Logi
cal Syntax of Language (London: Routledge 
and Kegan Paul, 1937), pp. xiv-xv.) He main
tains rather "that we have in every respect com
plete liberty with regard to the forms of 
language; that both the forms of construction 
for sentences and the rules of transformation 
... may be chosen quite arbitrarily" (ibid., p. 
xv). The choice of a syntactical system is not to 
be made on the basis of the "correctness" or 
"incorrectness" of the system - of whether it 
corresponds to the "logical form of the facts" -
but on the basis of purely pragmatic considera
tions. And although Carnap in this work ex
plicitly applies his "Principle of Tolerance" only 
to "syntax," it was not long before the choice of 
"semantics," too, retreated from the high ground 
of correctness: the choice, say, between a "sense
datum language" and a "language of appearing" 
is not to be made on the basis of whether the 
expressions of one "reach out" to "objects" or 
"simples" in the world (as Wittgenstein would 
have had it in the Tractatus), but on the basis 
of "convenience." It was not too long a step 
from such views to the full-fledged "Logical 
Pragmatism" of Quine, White, and Goodman; 
or to the disturbing difficulties concerning "an
alyticity" and related concepts. But I will not 
discuss this line of development here; I wish only 
to point out that it still remains in the tradition 
of Thesis 1: ordinary language, common sense, 
is still "vague, cocksure, and self-contradictory," 
as Russell remarked in An Outline of Philosophy 
(p. 1); and the philosopher's task is still a recon
struction of ordinary language. 



282 DUDLEY SHAPERE 

(l) This latter group, which really seems 
to be in the majority at present, will be 
discussed first, as it is not as much a 
departure from the views of the early Rus
sell as is sometimes supposed. For, with 
these philosophers, the "ideal language" 
of Russell - an artificial construction by 
philosophers - has been dropped; but in 
its place, playing a role analogous to that 
of Russell's ideal language, is ordinary 
language. 

Such a view could, in the light of the 
criticisms noted in this essay, only be ex
pected to evolve from Logical Atomism; 
after all, 

. . . our common stock of words embodies 
all the distinctions men have found worth 
drawing, and the connexions they have found 
worth marking, in the lifetimes of many gen
erations: these surely are likely to be more 
numerous, more sound, since they have stood 
up to the long test of the survival of the fittest, 
and more subtle, at least in all ordinary and 
reasonably practical matters, than any that 
you or I are likely to think up in our arm
chairs of an afternoon - the most favored 
alternative method. 14 

Thus, "if a distinction works well for prac
tical purposes in everyday life (no mean 
feat, for even ordinary life is full of hard 
cases), then there is sure to be something 
in it, it will not mark nothing." (Austin, 
p. 11) It follows that 

When we examine what we should say when, 
what words we should use in what situations, 
we are looking again not merely at words 
(or "meanings," whatever they may be) but 
also at the realities we use the words to talk 
about: we are using a sharpened awareness of 
words to sharpen our perception of, though 
not as the final arbiter of, the phenomena. 
(Austin, p. 8; the qualification, "though not 
as the final arbiter of," is discussed in Note 
15, below.) 

The basic error of the Logical Atomists, 
then, was not in their view that language 
"marks" something about "realities," but 

"J. L. Austin, "A Plea for Excuses," Proceed
ings of the Aristotelian Society, LVII (1956-
57), 8. 

only in their oversimple view that such 
"marking" must consist in "picturing." 
And because the relation between ordi
nary ways of talking and "the phenom
ena," "the realities," is not a simple "pic
turing" one, those early thinkers were led 
to suppose that ordinary language is im
perfect, and so to search for an ideal lan
guage. Once we eliminate the naive mis
takes of Thesis 2, therefore, we can deny 
Thesis 1 and carry out the program of 
Logical Atomism as expressed in Thesis 
3b - remembering, of course, that the 
word "facts" must not be taken in the way 
the Logical Atomists took it.15 

(2) In Part I, Sections 89-107, of the 
Philosophical Investigations, Wittgenstein 
summarizes and analyzes the development 
of his own earlier views - the views of 
the Tractatus, and, therefore, of the tra
dition that developed from those views. 
He explains why he was led - mistak
enly - to think of the task of philosophy 
as the construction or at least the outlin
ing of 

a final analysis of our forms of language, 
and so a single completely resolved form of 
every expression. That is, as if our usual 
forms of expression were, essentially, unan
alyzed; as if there were something hidden in 
them that had to be brought to light. . . . It 
can also be put like this: we eliminate misun
derstandings by making our expressions more 
exact; but now it may look as if we were 
moving towards a particular state, a state of 
complete exactness; and as if this were the 
real goal of our investigation. (Philosophical 
Investigations, I, 91). 

The essence of language, he thought then, 
"'is hidden from us'; this is the form our 
problem now assumes. We ask, 'What is 
language?' " (I, 92) And this question -

"'Austin places two very important qualifica
tions on the use of his technique: ( 1) we should 
restrict our application of it to areas of ordinary 
language which have not been corrupted by 
philosophical disputes ( p. 8); ( 2) ordinary lan
guage must not be considered to be "the final 
arbiter" of "the phenomena": "ordinary lan
guage is not the last word: in principle it can 
everywhere be supplemented and improved upon 
and superseded. Only remember, it is the first 
word." (p. 11) 
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of what is the essential form of lan
guage - he wanted to answer by means 
of the apparatus of "logical form" and 
"atomic facts" and their accoutrements. 
"Thought, language, now appear to us as 
the unique correlate, picture, of the world." 
(I, 96) "Its essence, logic, presents an or
der, in fact the a priori order of the world." 
(I, 97) But 

the more narrowly we examine actual lan
guage, the sharper becomes the conflict be
tween it and our requirement. (For the crys
talline purity of logic was, of course, not a 
result of investigation: it was a requirement.) 
The conflict becomes intolerable; the require
ment is now in danger of becoming empty. 
... Back to the rough ground! (I, 107). 

In Sections 108-33, he continues ex
plaining his criticisms of these views, and 
outlines his new procedures. "It was true 
to say," as he had said in the Tractatus, 
"that 

our considerations could not be scientific 
ones. . . . We must do away with all ex
planation, and description alone must take its 
place. And this description gets its power 
of illumination - i.e. its purpose - from the 
philosophical problems. These are, of course, 
not empirical problems; they are solved, 
rather, by looking into the workings of our 
language, and that in such a way as to make 
us recognize those workings: in despite of an 
urge to misunderstand them." (I, 109). 

In order to bring out the "workings" of an 
expression, we point, among other things, 
to examples of its use in actual contexts, 
and particularly to uses which the philoso
pher's employment of the expression fails 
to cover, or with which his uses conflict; 
we try to show how his problem arises 
out of his peculiar use of the expression, 
his use of it in a peculiar context; to show 
what makes such a misunderstanding not 
only possible, but seemingly plausible and 
even appealing; and to show that, once 
one sees the workings of the expression, 
all temptation to misunderstand it - to 
understand it in the peculiar way the 
philosopher does - disappears, and with 
that, the philosopher's problem and his 

doctrine disappear. "The results of phi
losophy are the uncovering of one or an
other piece of plain nonsense and of bumps 
that the understanding has got by running 
its head up against the limits of language" 
(I, 119); and this will indeed mean "com
plete clarity. But this simply means," not 
the achievement of perfect formulation, 
but "that the philosophical problems 
should completely disappear." (I, 133). 
Not only will the philosopher's problems 
dissolve, but also his positive doctrines 
which are either the attempted answers 
to or the misguided sources of those 
problems. 

Thus, as Austin continues in the tradi
tion of Logical Atomism, so Wittgenstein 
carried on the therapeutic conception of 
philosophy which he advanced in his 
earlier work.16 To what extent have these 
approaches been successful? The present 
essay has provided a context, a basis, in 
terms of which a thorough critical exami
nation of them can be made. 

18 New reasons are sometimes given in con
temporary philosophy for fusing or confusing 
these two approaches. "What probably happened 
is this: in the process of dissolving philosophical 
problems it was gradually seen that certain of 
these problems arose because of systematic de
viations from the ordinary logic of certain con
cepts. Soon the interest in the logic rather than 
the deviation became paramount; and philosophy 
reconstituted itself as a positive, quite autono
mous logical activity which is important inde
pendently of its ability to clean up traditional 
mistakes." (M. Weitz, "Oxford Philosophy," 
Philosophical Review, LXII ( 1953 ), 188.) In the 
light of this interpretation, one might ask 
whether there is any fundamental difference 
between the Austinian and the Wittgensteinian 
approaches. But although there is a sense in 
which it can be said that Wittgenstein's thera
peutic measures are supposed to result in some
thing "positive" (namely, an understanding of 
the logic of our language), he would never have 
subscribed to Austin's remarks, quoted above, 
about the results of philosophy. According to 
Wittgenstein, we explain our ordinary uses by 
looking at certain "general facts of nature"; 
extralinguistic facts are no more revealed by the 
study of ordinary concepts (uses) than by the 
examination of any other usable set of concepts. 
The difference between tbe two approaches is 
seen in the fact that, for Wittgenstein, the con
cepts we choose to examine are not (as for Aus
tin) the ones with which philosophers have not 
dealt, but rather those with which philosophers 
have dealt. 
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STUART HAMPSHIRE 

ARE ALL PHILOSOPHICAL QUESTIONS QUESTIONS OF LANGUAGE? 

1. The typical philosophical question 
which constitutes the title of this sym
posium is naturally interpreted as a re
quest for a clear statement, firstly, of the 
criterion by which we normally distin
guish philosophical from non-philosophi
cal questions, and, secondly, of the crite
rion by which we distinguish questions of 
language from questions which would not 
normally be described as questions of lan
guage; the question is finally answered 
when we have decided whether, from 
agreed statements of the criteria which we 
apply in the normal use of these two ex
pressions, it follows logically that any 
philosophical question must be a question 
of language. 

In formulating a criterion for the cor
rect use of an expression, the philosopher, 
unless he is introducing an entirely new 
expression or recommending an entirely 
new use for an old and perhaps discredited 
expression, must attend to the habits and 
conventions which actually govern its nor
mal use. He must assume that there are 
some nuclear contexts in which normal 
users will agree that the expression is 
applicable, although there may be periph
eral contexts in which its application would 
be widely disputed. At least one purpose 
of his formulation of a rule or criterion 
is to e'.1able disagreements about the pro-

Reprinted from Proceedings of the Aristote
lian Societ_v, Supplementary Volume XXII 
(1948), 31-48, by permission of the author and 
the edi'.or. 

priety of the use of the expression in pe
ripheral contexts to be settled. 

It seems to me that no very serious 
disagreements in fact arise now in distin
guishing philosophical from non-philo
sophical questions; at least there is a solid 
nucleus of questions which almost all phi
losophers in fact recognise as distinctively 
philosophical questions. Certainly there 
are border-line or peripheral cases of ques
tions which some philosophers wish to 
include among the philosophical and 
which others wish to exclude; and differ
ent criteria or definitions may be proposed 
in order to widen or narrow the use of the 
expression in these peripheral contexts. 
But the expression has a tolerably definite 
use or meaning, in the sense that the pro
portion of border-line to nuclear cases is 
not uncomfortably high. We can draw up 
a generally agreed list of persons properly 
called philosophers and a generally agreed 
list of the questions which they have tried 
to answer, and this list would be at least 
as long as the list of border-line cases. 
There therefore seems to me to be no very 
urgent need for a precisely formulated cri
terion of what is and is not a philosophical 
question. 

But the expression "question of lan
guage" does seem to me in need of clar
ification, because, although it is now 
often used by philosophers, it seems to 
be used by them in many different senses, 
that is the proportion of disputed contexts 
of application to ai!reed contexts is so high 

284 
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that we cannot say with confidence that it 
has any standard or proper use. So I shall 
attempt to disentangle some of the differ
ent senses in which this expression is used; 
and then, assuming that we generally agree 
in recognising a philosophical question 
when we meet one, I shall ask for a de
cision whether all admittedly philosophical 
questions are questions of language in any 
of the senses which I have suggested for 
this expression. (I cannot show that all 
philosophical questions must be or cannot 
be questions of language, unless I define 
both these expressions, which I do not pro
pose to do.) 

2. The expression "question of lan
guage" is often loosely used in antithesis 
to the expression "question of fact." At 
first sight the implication of this use seems 
to me that all questions can be classified 
as either questions of language or ques
tions of fact. But on closer investigation 
it is not clear in ordinary use whether the 
alternatives are intended to be complete 
and exclusive, that is, whether the same 
question can be described as partly a ques
tion of language and partly a question of 
fact. Some philosophers talk as if a ques
tion must be described as either a question 
of fact or a question of language, and 
cannnot significantly be described as both 
or neither; their arguments sometimes sug
gest that the distinction is intended to be 
exclusive, although they may admit that 
the principle of distinction has never in 
fact been so formulated as to exclude bor
der-line cases. But other philosophers and 
(I think) most non-philosophers generally 
use the expressions in such a way as to 
suggest that while there are questions 
which are purely questions of language imd 
also questions which are purely questions 
of fact, they wish to allow a third category 
which are both or neither; that is, they do 
not intend the classification to b-:, even in 
principle, complete and exclusive. 

It is not difficult to suggest a variety of 
types of questions about which there would 
in fact be no general agreement in ordi
nary non-philosophical usage in describ-

ing them either as wholly questions of 
fact or as wholly questions of language. 
A few simple specimen cases. (a) I am 
hesitating whether to describe a flower as 
mauve or purple. Is this hesitation either 
purely linguistic or purely factual? My de
cision will be affected both by what other 
people say about the colour of this and 
other flowers (facts about their use of the 
two words), and also by direct compari
son of this particular flower with other 
flowers which I myself unhesitatingly clas
sify as either one or the other. (b) I am 
arguing with someone about whether he 
really believes the political or religious 
doctrine which he professes, or whether 
he is, as we say, self-deceived and only 
pretends to himself that he believes. Our 
argument would probably develop partly 
as an argument about the criterion which 
we apply in the use of the word 'belief, 
and partly as a so-called factual dispute 
about his probable behaviour and states 
of mind. (c) I am asked by the doctor 
whether my tiredness is mental or physi
cal. Clearly the doctor is not professionally 
interested in clarifying a question of lan
guage, and in some sense his question is 
certainly a question of fact; but I could not 
answer him satisfactorily without clarify
ing what looks like a question of language, 
namely, without establishing what crite
rion is to be used in distinguishing the 
'mental' from 'physical'. 

I do not deny that, of each of these three 
specimen cases, one might properly decide 
that the question proposed is more a ques
tion of language than a question of fact 
or vice versa; probably one could arrange 
these and perhaps almost any other sug
gested questions, in a roughly agreed order 
as being more or less linguistic, or more 
or less factual questions. My only conten
tion is that, if we insist on a complete and 
exclusive classification into linruistic and 
factual, the ratio of doubtful or border-line 
cases to the cases which are generally 
agreed as either one or the other will be 
absurdly high; which amounts to saying 
that in ordinary usage the two expressions 
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are in fact not used as relatively complete 
and exclusive antitheses; they are not or
dinarily used as polar terms in the same 
way as, for example, the words 'mental' 
and 'physical'; the proportion of border
line cases to generally agreed cases is, in 
the classification of events as either mental 
or physical, though not negligible, com
paratively low. 

If therefore philosophers decide for 
their own purposes to introduce a definite 
criterion by which we can, in the great 
majority of cases, definitely discriminate 
a question of fact from a question of lan
guage, then they will be introducing a 
largely new use of these expressions; and 
the statement "All philosophical questions 
are questions of language," if established 
by the application of this new criterion, 
will be largely uninformative. As so often 
before, they will be representing an ab
normally restricted or expanded use of a 
familiar expression as a significant discov
ery. Then the only question which can 
profitably be asked is - What is the pur
pose of introducing this new and precisely 
formulated use of a familiar expression? 
What problems or pseudo-problems is 
this new and more exact use intended to 
solve or dissolve? 

I have not in fact been able to find in 
the writings of those philosophers who 
might be expected to say 'All philosophical 
questions are questions of language' any 
precise criterion for the use of 'question 
of language'. What one does find instead 
are precisely formulated criteria for dis
tinguishing between analytic and synthetic 
statements; and this is the distinction to 
which most importance seems to be at
tached when philosophical questions are 
discriminated from other kinds of ques
tions. But can these two distinctions be 
interpreted as identical? For the proper 
answers to many so-called questions of 
language are certainly not always, or even 
generally, analytic statements - e.g., what 
one looks for in grammars and diction
aries are not, in the sense ordinarily pre
scribed, analytic statements. The usual 

answer to this objection is that there are 
some questions of language which are not 
empirical questions about actual usage in 
a particular language, and this subclass of 
questions of language constitutes the class 
of properly philosophical questions; they 
are questions about language with a capital 
L, and the proper answer to such ques
tions is never a synthetic statement about 
actual usage in particular languages or 
even a generalisation from such state
ments, but always definitions or analytic 
statements. 'Question of language', in this 
use, seems to mean what is meant by 
'question of definition'. 

It now becomes clear how far the ex
pression 'questions of language' is being 
stretched beyond its ordinary use by phi
losophers who say 'All philosophical ques
tions are questions of language'; for in 
ordinary use one would be inclined to say 
what one means by a question of language 
is precisely a question which can be an
swered, and perhaps can only be answered, 
by reference to lexicon, grammar or obser
vation of people's normal linguistic habits; 
this might even be taken as the definition 
of 'a question of language' in the ordinary 
loose sense. The redefinition or expres
sion of the expression by philosophers is 
achieved by the use of the word Language 
as an abstraction, so that statements about 
Language are allowed which are not em
pirical generalisations about a number of 
actual languages. 

This extension of the use of 'questions 
of language' to include questions which 
certainly cannot be answered by the em
pirical study of the actual use of particu
lar languages has been misleading, as un
familiar uses of familiar expressions for 
philosophical purposes must always tend 
to mislead, unless the unfamiliar use is 
explicitly acknowledged. But the use of 
the word 'Language' in this unusual and 
extended sense in spite of the inevitable 
but always corrigible misunderstandings in
volved, may bring out some philosophi
cal point which could not be made in any 
other way. Philosophers' re-definitions, or 
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calculated disregard of ordinary usage, 
although they must always to some extent 
provoke misunderstandings, are held to 
be useful and justified if they also serve 
to remove misunderstandings arising out 
of ordinary usage. So the question at issue 
is - what philosophical point is made by 
speaking of philosophical questions as al
ways questions of Language in an extended 
sense of the word Languap.e: - that is, in 
a sense in which the answ _. to a question 
of language is not simply a ·. 1nthetic state
ment about the normal use of a particular 
language? 

3. Most philosophers who might be 
expected to answer the title question af
firmatively (e.g., Prof. Ayer in Language, 
Truth and Logic and Prof. Carnap in 
Logical Syntax of Language) have, I think, 
wanted to assert and emphasise at least 
the four following theses. 

(a) All problems, which would ordi
narily be described as philosophical prob
lems, disappear, or in fact cease to be 
regarded as problems, as soon as atten
tion is drawn to some misuse of, or am
biguity in, the words or expressions used 
in the formulation of the problem. 

(b) In solving or dissolving problems 
by this method of drawing attention to 
misuses or ambiguities of words in their 
formulation, it is unnecessary, if the prob
lem is genuinely philosophical, to consider 
any matters of fact, other than (possibly) 
facts about the normal use of particular 
words and expressions. 

(c) All questions normally called philo
sophical, if they are significant and an
swerable questions, can be re-expressed, 
and are more clearly expressed as requests 
for definite criteria of use, or definitions, 
of the terms which they contain. 

(d) In so far as we succeed in formu
lating agreed rules of use for the expres
sions of our language, we will not want or 
need to ask philosophical questions. 

Although I think most of the philoso
phers who would answer the title question 
affirmatively would probably assent to all 
four of these theses, they seem to me to 

be different and logically independent, at 
least in the sense that it is logically possible 
to deny any one of them and to accept at 
least some of the others, and to accept any 
of them and to deny at least some of the 
others. In particular there are certainly 
some philosophers who would accept (a) 
and (b) almost without qualification, but 
who would either firmly deny (c) and (d), 
or who would only accept them with sub
stantial qualifications. I think there are 
good reasons for qualifying and amending 
all four statements; but (c) and (d), unlike 
(a) and (b), seem to me so misleading as 
to be properly described as false. 

(a) and (b) seem to be misleading in so 
far as they may suggest that, as a matter 
of fact, all or most of the more notorious 
questions of philosophy have their origin 
in, or are answered exclusively by refer
ence to, muddles or paradoxes in the use 
of our ordinary spoken languages. The 
history of the subject shows that many of 
the most important philosophical prob
lems have been suggested by, and solved 
by a clarification of new developments in 
the methods of the physical sciences and 
of mathematics. It could even be argued, 
as a matter of history, that almost all the 
major philosophical problems have had 
their origin in the changing methods of 
the physical sciences and of mathematics. 
Even philosophical questions about our 
perception of material objects were origi
nally asked, and still continue to be asked, 
not only or even primarily because people 
noticed a not easily clarified ambiguity in 
the use of the words 'see' and 'touch' and 
their equivalents in other languages; but 
also because people have been inclined 
to believe, or to assume, that the well
attested statements of physical science 
about the nature of material objects and 
of our sense-organs are incompatible with 
our ordinary non-scientific statements 
about the physical world; and they have 
therefore come to express doubts about, 
or dissatisfaction with, ordinary non-scien
tific statements. But probably most of 
those who would be inclined to say 'all 
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philosophical questions are questions of 
language' would retort that even if it is 
true as a matter of fact that many philo
sophical questions have been suggested 
by, and refer to new methods in science 
and mathematics, and not solely paradoxes 
or ambiguities of ordinary language, these 
questions are still usefully and properly 
described as questions of language; for, 
whatever may be the historical and psy
chological facts about their origin, they 
can all be answered by drawing attention 
to confusions between the terminology 
of physical science and of ordinary lan
guage, or to confused description in 
ordinary language of the syntax and vo
cabulary of the scientific language; these 
philosophical problems cease to be re
garded as problems when the essential dif
ferences between the language of common
sense and the language of science have 
been explained. 

This (to me convincing) reply would 
be a typical example of the philosopher's 
extended use of the word 'language'. When 
we talk about the 'language of physical 
theory', and even more if 'the language of 
physical theory' is contrasted with 'the lan
guage of common-sense', we should in or
dinary usage be said to be talking not 
about two languages, but perhaps about 
two kinds of language; and we would dis
criminate between these two kinds of lan
guage by reference to the different pur
poses for which they are used. 

Consider a typical philosophical ques
tion - e.g., Can thinking be de.fined as 
sub-vocal talking or a set of movements 
in the brain and larynx? The philosopher 
will not be considered in any sense to have 
answered this question if he merely draws 
attention to standard uses of the word 
'thinking' and its equivalents in other lan
guages; the questioner is intentionally go
ing beyond our ordinary use of language. 
Suppose the same questioner goes on to 
ask 'Can all so-called mental processes, 
and states of mind, be described in terms 
of publicly observable physical motions?' 
Then it would be even more clear that he 

was not asking a question about the cri
terion which governs the use of a particu
lar language but a more general question. 
There is a sense (the extended sense now 
established by philosophers) in which he 
might be said to be asking questions about 
Lapguage with a capital L, and not ask
ing questions about the standard or proper 
use of particular expressions in a particu
lar language; that is, he would be asking 
for a comparison between different kinds 
of language. 

It seems to me undeniable that philoso
phers always have been, and still are, con
fronted with questions of this kind, namely, 
questions which cannot be interpreted as 
requests for the formulation of the rules 
of use of particular expressions in particu
lar languages. But I think that some (cer
tainly not all) philosophers who want to 
say 'all philosophical questions are ques
tions of language' would say that these 
questions, which are requests for compari
sons between languages or kinds of lan
guages, are in principle unanswerable; and 
they would probably go on to say that 
therefore they are not genuine questions, 
but are pseudo-questions or meaningless 
questions, though this inference seems to 
me dubious; 1 or, if they did not say that 
they are literally unanswerable, they would 
say that the only possible answer is not the 
kind of answer which the questioner ex
pects. The answer would consist in set
ting out the rules of use for a language 
which might be called a behaviourist lan
guage, and then prescribing rules for the 
translation of those sentences in our ordi
nary language, which would ordinarily be 
said to describe states of mind, into sen
tences of this constructed langua..;~; and 
the answer would end by saying tkt this 
logical exercise is the only answer to the 

' Surely a question cannot properly be de
scribed as meaningless unless it can be shown 
to be in principle unanswerable; that is, unless 
we can formulate the rules for the proper use 
of the words which are misused in the question. 
And not all unanswerable questions can in this 
sense be shown to be unanswerable; and that is 
generally the point of posing them. 
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question 'Can all so-called mental proc
esses, or states of mind, be described in 
terms of publicly observable physical mo
tions?' If the questioner is dissatisfied with 
this answer, he must be told that all philo
sophical answers - that is, answers which 
are not empirical or scientific - must be 
either prescriptions of rules for the use of 
particular expressions in a particular lan
guage, or prescriptions of rules for the 
translation of sentences of one language 
into sentences of the other; and this is the 
thesis expressed in (c) and (d) above, 
which I wish to dispute. 

If the questioner were dissatisfied with 
this kind of answer, as I think he almost 
certainly would be, how would he express 
his dissatisfaction? What more would he 
be asking? He would be asking for a com
parison between the purposes for which 
these two languages are used or are use
ful, and he might express his dissatisfac
tion with this narrowly logical answer by 
saying: - 'I agree of course that we can 
construct a purely physical language, if 
we choose, and also provide rules for the 
translation of the psychological statements 
of ordinary languages with the physical 
statements of the constructed language'. I 
agree that it is meaningless to deny that 
this is logically possible unless we are re
ferring to some further set of linguistic 
rules which forbid this translation; in that 
case, by definition, we should not be con
cerned with two independent languages, 
but with the rules governing the use of psy
chological and physical statements within 
a single language. But, although I agree 
that we can (logically) use whatever lan
guage we choose, provided that we use it 
consistently, I proposed my question in 
order to discover why, that is, for what 
purposes, we prefer one language to an
other; if you like to express it in that way, 
I was interested not in syntax but in prag
matics. I wanted the philosopher to tell 
me, not how we may translate psychologi
cal statements into a physical language if 
we choose, but why, for some purposes, 
we in fact choose not to translate. We are 

inclined to say that something is lost in 
any such translation; we seem to be unable 
to communicate in the new language what 
we wanted to say, and succeeded in say
ing, in the old. I asked my question because 
I thought that it was part of the function of 
philosophy, as the study of language in 
general as opposed to the study of the 
grammar of particular languages, to state 
our intuitive dissatisfaction with such 
translations more explicitly; that is, the 
difference between the purposes which the 
grammar of the language of physical 
theory is designed to serve, and the pur
poses which ordinary language is designed 
to serve. For most of the traditional ques
tions of philosophy can be re-stated as 
questions about kinds of language in this 
very general sense of the word. He would 
be dissatisfied, I suggest, only because he 
had been refused an answer to his philo
sophical question as a question of lan
guage in the wider sense of 'question of 
language' - that is, the sense in which a 
question of . language is not necessarily 
a question exclusively about the rules pre
scribed for, or actually observed in, the 
use of a particular language. 2 

Questions which are properly called 
questions of language in this wider sense 
may certainly be answered in part by 
drawing attention to the differences in the 
use of, for example, the word 'emotion' 
in a behaviourist language and in ordinary 
language; it may also be useful to try to 
formulate definitions of the word which 
may summarise its use in the two kinds 
of language. But this clarification by defi
nition cannot constitute the whole answer, 
because it will always make sense to ask 
whether one definition is better. or more 
useful for certain purposes, than another; 

' I have not space to try to analyse what argu
ments we use :n showing that one kind of lan
guage is useful for one purpose, another for 
another. I have used the word "purpose" vague
ly; perhaps it can be clarified. I am only con
cerned to assert that such questions are asked 
and sometimes (I think) answered. What kind 
of argument can show that such questions cannot 
be answered? 
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and in defending or attacking a choice of 
a particular definition or rufo for the use 
of 'emotion', we may use arguments which 
would not ordinarily be called wholly ar
guments about language, even in the widest 
of the now established uses of this word. 
We might appeal to two facts, or sets of 
facts, which would not naturally be de
scribed as wholly linguistic facts: (a) we 
might point to the fact that those who have 
been using (for example) the behaviourist 
definition of the word 'emotion' have not 
in fact succeeded in formulating by the 
use of their definitions simple laws which 
can be used to predict and control ex
perience; or (b) we might point to the 
fact that the use of the word 'emotion' in 
the sense suggested bas always tended to 
mislead and confuse people, perhaps be
cause the word has become inseparably 
associated in their minds with different 
uses. Whether a particular way of talking 
and thinking is useful or misleading, 
whether the adoption of a particular set 
of definitions or conventions enables us to 
discover and communicate what we want 
to communicate, or whether it only sug
gests unanswerable questions, is in the 
last resort settled by experience and ob
servation; the test of whether the adoption 
of a certain rule for the use of a familiar 
expression is helpful or misleading is an 
empirical test - does it in fact mislead? 
Strictly it is not language which is clear 
or muddled, but we who are clear or 
muddled. There are many syntactical ir
regularities and ambiguities in' our lan
guages which do not in fact mislead or 
perplex people; that some irregularities 
and ambiguities do mislead, as we learn 
by experience, could properly be called 
as much a fact of human psychology as a 
fact about language; and it is to facts of 
this kind that philosophers must, and do, 
attend. 

4. But the philosophers who would 
maintain theses (c) and (d) would deny 
that the empirical study of the compara
tive usefulness for different purposes, 
either of different kinds of language or 

of different rules of use suggested within 
the same language, is a proper part of 
philosophy. Questions which can only be 
answered by reference to psychology or to 
any other empirical science cannot, given 
their definition, be described as philosophi
cal questions, since they are partly scien
tific, and in so far as they are scientific 
they cannot (logically) be philosophical; 
they ought therefore to be described as 
partly philosophical and partly scientific. 
This argument depends on so defining or 
using the word 'philosophical' that 'philo
sophical' and 'empirical' are antithetical 
terms; it implies that the answer to any 
wholly philosophical question must be an 
analytic statement or statements. 

I do not intend to discuss the empiri
cal question (largely a matter of history) 
of whether this use of 'philosophical ques
tion' to entail 'question answered by purely 
analytic statements' is or is not in accord
ance with normal use (even supposing that 
there is a definite and well-established 
normal use); even if it is not in accord
ance with this use, there may be good 
reasons for adopting a more restricted use; 
and again it is the reasons which have led 
philosophers to recommend this use, which 
are important. 

But when we ask for these reasons, a 
dilemma arises; while the sentence 'the 
answer to any genuinely philosophical 
question is an analytic statement', may 
itself be an analytic statement, the adop
tion of this convention may be recom
mended by philosophers in statements 
which are (in part at least) empirical and 
not analytic; but if it is so recommended, 
there is a sense in which the conclusion is 
incompatible with the arguments which 
are used to support it; for the arguments 
used to support this philosophical conclu
sion would contain empirical statements. 
If on the other hand the conclusion is sup
ported by arguments consisting wholly of 
analytic statements, that is, if this rule for 
the use of the word "philosophical" is 
shown to be the logical consequence of 
other rules for the use of other expressions, 
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it will still be possible to ask why we should 
adopt this whole set of rules or defini
tions. And yet anyone who attempted to 
answer would thereby forfeit the title of 
philosopher. 

The reasons for classifying questions as 
philosophical only if empirical statements 
are not required in answering them are in 
fact more often implied than directly 
stated (perhaps in part to avoid this charge 
of inconsistency). The reasons usually 
given or implied are partly logical, aBd 
partly historical and psychological. The 
logical doctrine is (roughly) that all sig
nificant questions must be answered either 
by appeal to experiment and observation, 
or by appeal to definitions or axioms (and 
this thesis is usually presented as an ana
lytic statement showing the proper use of 
'significant'); the historical and psychologi
cal doctrine usually implied is that in fact 
philosophical arguments have in the past 
led to interminable misunderstandings 
largely because philosophers have gener
ally failed to make clear, either to them
selves or to others, which of the two kinds 
of question they were trying to answer; 
we learn by experience that whenever the 
two kinds of questions are carefully dis
tinguished, philosophical perplexities tend 
to disappear and outstanding problems 
are seen to be soluble; empirical questions 
are remitted to scientists for solution, and 
the remainder which can now be clearly 
classified as genuinely philosophical, are 
interpreted as requests for definitions or 
rules of use. 

Whether or not philosophical perplexi
ties do in fact tend to disappear and prob
lems to be solved when, and only when, 
this methpd is used is surely an empirical 
question to be decided by experiment and 
observation of the results. Since the publi
cation of Wittgenstein's Tractatus Logi
co-Philosophicus, the experiment has 
in fact been made and the results have in 
fact been generally favourable; many mis
understandings have been clarified and 
many perplexities removed; and precisely 
this fact is the best reason or justification 

for insisting on a clear distinction between 
a philosophical question and a scientific or 
factual question. The justification of the 
adoption of one method (or, in the wider 
sense, language) rather than another, in 
philosophy as in any other enquiry, is a 
pragmatic one - that, when we use it, 
we find answers to the questions which 
we want to answer. Conversely we call 
methods or terminologies misleading if we 
find that we are thinking to no purpose 
when we use them. And it is Certainly true 
that philosophers have in fact been gen
erally misled by failing to distinguish 
clearly in their manner of expression be
tween empirical and non-empirical ques
tions; it is therefore, in a strict sense of 
the word, less misleading to distinguish 
clearly between the two kinds of question; 
and it is this point which philosophers ha.ve 
wished to stress when so defining or using 
the word 'philosophical' that 'philosophi
cal' and 'empirical' exclude each other, 
that a question cannot be both 'philosophi
cal' and 'empirical'. 

This neat classification of questions into 
philosophical and scientific is useful and 
even necessary, provided that it is not 
so rigidly applied as to be made the 
basis of a new scholasticism. Like almost 
all such classifications of statements or 
questions into types or compartments, it 
is useful as a rule which throws into relief 
the exceptions to the rule. The rule has 
been used very effectively in the last twen
ty-five years as an axe to clear away the 
undergrowth of the tangled cross-purposes 
of a priori psychology called philosophy. 
But it may be useful now, when the reasons 
for saying 'no philosophical question is 
a question of fact' are so widely appreci
ated, to emphasise the reasons for not say
ing it, to draw attention to the respects in 
which it may be (and I think already has 
been) misleading, and so to emphasise the 
exceptions to the rule. It is for this reason 
that I have emphasised the difference be
tween proposing definitions, or rules of 
use, and giving reasons for preferring one 
set of definitions or rules to another, be-
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tween showing that a certain use of lan
guage is self-contradictory and showing 
that it is misleading. If any one chooses 
to accord the title of philosopher only to 
those who are wholly engaged in the first 
of each of these activities, he will be 
adopting an abnormally restricted use of 
the word; and, if he at the same time de
clares himself a philosopher, he will be 
unable consistently to provide any satis
factory reasons for departing so widely 
from normal use. 

5. I think many contemporary philoso
phers would be inclined to say both (a) 'all 
philosophical questions are questions of 
language' and (b) 'no philosophical ques
tions are empirical questions'; given these 
philosophers' use of 'question of language' 
to mean 'question of definition', these two 
theses are logically equivalent. But if one 
considers (a) alone, as the title of this 
symposium requires, and disregards the 
abnormal use of 'question of language' to 
mean 'question of definition' a relevant 
historical parallel suggests itself. Philoso
phy was once conceived as the study of 
Reality, but was displaced by the appli
cation of empirical methods in the physical 
sciences; it was also conceived (by Locke, 
Hume, Kant, and so many others) as the 
a priori study of Mind with a capital M, 
or Knowledge with a capital K, but is be
ing gradually but firmly displaced by the 
application of empirical methods in psy
chology; it is now generally conceived as 
the a priori study of Language. Surely it 
is reasonable to suppose that people will 
once again become discontented with a 
priori generalisations about an abstraction, 
and will tum to a methodical study of the 
facts, to comparative linguistics and se
mantics, only recently discernible as sci
ences. It seems historically to be the func
tion of philosophy to initiate genuine 
science by speculation; in all its phases 
(outside pure logic) it is pre-science. 

But, whether or not this prediction is 
confirmed, philosophers who claim that 
all philosophical problems are dissolved 

when attention is drawn to confusions and 
ambiguities in the use of words cannot 
reasonably neglect the comparative study 
of actual languages; they must ask whether 
particular metaphysical perplexities in fact 
only suggest themselves in languages in 
which particular grammatical forms and 
idioms are used, and whether some philo
sophical problems are in fact not felt to 
be problems, and perhaps cannot even be 
formulated, in languages which have very 
different grammars. Until this evidence is 
available, it is impossible to decide how 
many current philosophical questions can 
be said to be questions of language in the 
narrower sense, and how many are ques
tions of language only in the wider sense. 
And if they do ask these questions, they 
will be asking questions of fact which are 
also (in the normal sense) questions of 
language. 

6. To summarise: 

(a) No criterion has been suggested by 
philosophers by which we can distinguish 
a question of language from a question 
which is not a question of language. In 
ordinary non-philosophical usage a pure 
question of language is generally a question 
which can be answered by observation 
of actual verbal habits observed in par
ticular languages. 

(b) But philosophers, for their own 
good reasons, have established a wider 
use of the expression; in this wider but 
so far unformulated sense, a question of 
language is not necessarily a question 
about the proper use of a particular ex
pression in a particular language. It has 
been found illuminating, although it also 
has sometimes been misleading, to describe 
a philosophical question as a question of 
language in this wider sense. 

(c) Some philosophers would probably 
use the sentence 'all philosophical ques
tions are questions of language' to mean 
what is meant by 'no philosophical ques
tions are empirical questions'; or 'all 
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philosophical questions are questions of 
definition'. There were good reasons for 
suggesting this rule of distinction between 
philosophical and scientific questions; but 
if one asks what these reasons are, one 
is asking a question which would ordi
narily be called philosophical and which 
would (I think) ordinarily be called, at 
least in part, an empirical question, or 
which would ordinarily be said to involve 
empirical questions. Therefore the dictum 
'all philosophical questions are questions 
of definition' cannot be accepted. Proba
bly no philosophical questions are purely 
empirical questions, and some philosoph
ical questions are purely questions of defi
nition, but certainly some philosophical 
questions are partly one, and partly the 
other. 

The title-question is certainly a philo
sophical question, and my answer shows 
that I at least have interpreted it as largely 
a question of language, even in the nar
rower sense of the words; and, in some 
extended but so far unanalysed sense of 
the words, I might be said to have treated 

the question as wholly a question of lan
guage. But I have made some statements 
which are certainly empirical statements; 
and I think I can safely defy anyone to 
answer the question satisfactorily without 
making at least one empirical statement. 
Therefore my general conclusion is that, 
although one may say 'all philosophical 
questions are questions of language' (in 
an abnormally extended sense of 'question 
of language'), a question of language, in 
this sense and in this context, may also 
sometimes be, at least in part, an empiri
cal question. 'All philosophical questions 
are questions of language' is misleading if 
an identity of meaning is implied between 
'questions of language' and 'questions of 
definition'; but this does seem to be im
plied in some of the arguments of some 
philosophers who would wish to maintain 
that all philosophical questions are ques
tions of language. 

Editor's note: For comment on this essay, see 
Duncan-Jones lll and Komer [1]. See also Wis
dom [9], reprinted above at pp: 101-10. 
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J. 0. URMSON 

THE HISTORY OF PHILOSOPHICAL ANALYSIS 

The philosopher, by virtue of his pro
fession, finds ways of thinking and con
ceptual structures which . are normally 
employed without trouble, and which 
everyone handles easily and with satisfac
tory results, problematic and riddled with 
difficulties. Why, he asks himself, does one 
ordinarily believe that this is a sufficient 
proof of that? For instance, how is it that 
what is presented to our senses serves as 
a sufficient proof of the existence of some 
physical object? What are the concepts of 
"body," "mind," "causality," and the like, 
and how can we make use of them without 
falling into error? 

In this situation, the philosopher usu
ally makes a choice between two ways of 
resolving his problems. There are philoso
phers who conclude that our usual pat
terns of thought (and, therefore, ordinary 
language) are worthless, and that the 
concepts of every-day life are irredeem
able. It is necessary, they believe, to re
place them by a way of thinking, a system 
of concepts, and a use of words which 
will permit an exact and satisfactory de
scription of reality. This view was, roughly, 
that of Plato, for whom the every-day 
vision of the world was mere illusion, and 

A translation of a paper, and the ensuing 
discussion, presented at the Royaumont Collo
quium of 1961, printed in the proceedings of 
the colloquium (La philosophie analytique 
[Paris: Editions de Minuit, 1962], pp. 11-39). 
Translated and printed by permission of the 
author and the publisher. (Copyright 1962 by 
Les Editions de Minuit.) 

a lie. It was also the view of the English 
philosopher F. H. Bradley, who, in his 
Appearance and Reality, found the funda

. mental features of our thought, including 
such basic concepts as "time," "relation," 
and "thing" inadequate and, indeed, self
contradictory. Allowing for over-simplifi
cation, we may say that this is the typical 
view of the metaphysician. 

But there are also philosophers who, 
faced with the same problems, decide that 
the trouble does not lie with the concepts 
of common sense, but that they them
selves have an insufficient comprehension 
of these concepts. Accordingly, they try 
to deepen their understanding of these 
concepts, and to master all their nuances. 
Through an exact and thorough analysis 
of these concepts, and of common-sense 
ways of thinking, they hope to arrive at a 
better understanding of common sense it
self, and, at the same time, a better under
standing of reality. This was the strategy 
of Aristotle in his Nichomachean Ethics 
(cf. 1145b, 2-7). It is also the point of 
departure of analytic philosophy. 

So interpreted, one can easily see that 
analysis is a familiar philosophical method. 
I shall not attempt to offer you a complete 
historical account of analytic philosophy. 
Even the minute examination of a particu
lar analytic philosopher, or group of ana
lytic philosophers, would not be of great 
interest. I propose rather to sketch, in 
broad strokes, four major forms of philo
sophical analysis which I think important 

294 
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to distinguish carefully from one another. 
I shall call the first of these: classical 
analysis. It corresponds, roughly, to the 
traditional method of analysis used by 
English philosophers, a method which 
Rm!.ell did so much to develop. I shall 
then examine three other, more recent 
forms of philosophical analysis: (1) the 
type of analysis which involves the con
struction of artificial languages; (2) the 
type of analysis practiced by Wittgenstein 
in his later period; (3) the type of analysis 
which characterizes present-day Oxford 
Philosophy. 

The fundamental notion of classical 
analysis is that propositions couched in 
ordinary language are correct, in the sense 
that they are not objectionable in prin
ciple. They are neither logically nor meta
physically absurd. On the other hand, in
sofar as the form of these propositions of 
ordinary language hides their true mean
ing, they are neither metaphysically nor 
logically satisfactory. The task of the ana
lyst is, therefore, to reformulate them so 
that this meaning will be clearly and ex
plicitly presented, rather than to reject 
them. To analyze, is to reformulate, - to 
translate into a better wording. 

But still, what does this involve? We 
have said that a proposition may be in
adequately formulated either logically or 
metaphysically. One will have recourse to 
logical analysis in the cases in which the 
verbal form of the proposition obscures 
its logical import - when, for example, 
a complex proposition appears to be sim
ple, or a general proposition appears to 
be singular. Russell's well-known "theory 
of descriptions" offers us a rule for con
ducting logical analyses of a category of 
propositions which combine both of these 
defects. The proposition which says, for 
example, "The author of Waverley was 
Scotch" is true, but it appears to be a sim
ple, singular, proposition. In analyzing it, 
however, we discover that it is complex 
and general. 

One will have recourse to metaphysical 

analysis, on the other hand, when, by vir
tue of its form, a proposition seems to 
refer to things, relations, and qualities 
that, from a metaphysical point of view, 
are simply complexes of more funda
mental entities. In this case, analysis be
comes a reformulation, or translation, of 
the proposition, by means of which the 
names of these complexes are eliminated 
in favor of the names of the more fun
damental entities -without, however, 
changing the meaning of the proposition. 
These complexes are what Russell called 
"logical constructions." For example, the 
phenomenalist, if he is an analytic philoso
pher, will not deny the reality of material 
objects, but will rather say that these ob
jects are logical constructions - com
plexes whose elements are the data of 
sense-perception. In other words, any 
proposition which contains names of such 
objects may be translated into a proposi
tion which contains only names for such 
"givens," without its meaning being there
by changed. In still other terms, we can 
reduce such objects to such sensory data. 
Everything we can say by talking about 
such objects can be said better by talking 
only about what is given to the senses. 
The names of such objects are (in theory, 
at least) superfluous. 

(It may be necessary to note, however, 
that an analytic philosopher need not be 
a phenomenalist. Although, as it hap
pened, most of the practitioners of classi
cal analysis were adherents of traditional 
empiricism, there is no necessary connec
tion between empiricism and analytic phi
losophy. Anyone who claims that the only 
real things are A's and B's - whatever 
"A" and "B" may stand for--must either 
say that any proposition of the form "All 
C's are D's" tells us nothing about the 
real, or else analyze this proposition in 
terms of A's and B's, by reducing C's and 
D's to A's and B's.) 

I shall offer three reasons to account for 
the seductive effect of this program of 
analysis. 
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(1) Philosophers who were embarrassed 
by wanting to refer to entities which 
seemed to them unknowable sought a 
metaphysical demonstration of the exist
ence of these entities. Others adopted a 
paradoxically skeptical attitude, firmly de
nying that any sort of knowledge of these 
entities was possible. Now if we follow 
Russell's maxim ("Replace inferred en
tities by logical constructions") and thus 
analyze theSf'! problematic entities in terms 
of better-known entities, we easily escape 
this dilemma. 

(2) The point of metaphysics is to 
1

dis
cover the fundamental nature of reality, 
and classical analysis seems to give us a 
method for doing so: each entity which 
we can analyze away as a logical construc
tion is no longer a candidate for.being ul
timately real. Each successful analysis 
eliminates a certain number of possible 
candidates .. Although, of course, we may 
never come to the end of such analyses, we 
shall at least be kept on the straight1 path. 

(3) The analyst is able to state the dis
tinctive nature and goal of metaphysical 
inquiry, and the difference between•meta
physics and the natural sciences, in a par
ticularly simple and elegant way. Natural 
science, we are told, tells us new facts, of 
which Y'e were previously ig\)orant. Meta
physical analysis, on the otMr hand, gives 
us a new, and better, understanding of the 
facts which science has already disclosed. 

I think that I have now said enough 
about classical analysis, which is, in any · 
case, very familiar. 

Th~ logical positivism of· the Vienna 
Circle did not modify the methodology of 
classical analysis. However, because of the 
anti-metaphysical standpoint which was 
characteristic of positivism, it could not 
accept the notion of the goal of analysis 
as metaphysical discovery. For the posi
tivists of this school, the goal of philosoph
ical analysis is to clarify the language of 
science, a clarification which would result 
from, for example, elucidating the rela-

tionships between observation and theory, 
or between scientific concepts at different 
levels of abstraction. In England at least, 
as we can see from A. J. Ayer's Language, 
Truth and Logic, positivism led to no im
portant changes in the practice of philo
sophical analysis. For this reason, it is 
unnecessary for our present purposes to 
go over the positivists' theses in detail. We 
may note, however, that anyone who still 
calls contemporary English philosophy 
"positivism" will be seriously mistaken, 
for it is strikingly different from the Vienna 
Circle both in the type of analysis which 
it practices and in its philosophical aims. 

As long as twenty-five years ago, the 
classical conception of analysis already 
showed signs of losing its grip on analytic 
philosophers. In saying this, I merely state 
a fact, and neither rejoice in it nor deplore 
it. Classical analysis was replaced, not by 
one, but simultaneously by several quite 
different conceptions of the nature and , 
function of analytic philosophy. The re
mainder of this article will be devoted to 
describing three of these new conceptions. 

What seemed to justify abandoning 
classical analysis, or at least to necessitate 
reshaping it, was the sterility of this type 
of analysis outside of logic and mathe
matics - the areas in which it had ob
tained its spectacular successes. Although 
energetic and subtle attempts were made, 
no satisfactory reformulations of proposi
tions were forthcoming. For instance, it 
was generally thought that the state was 
simply a complex of individual people, 
and thus a logical construction out of these 
individuals. Thus, it seemed possible to 
reduce the state to individuals, without 
modifying the meaning of the word "state" 
- a project which seemed no more ambi
tious than that of reducing the notion of 
"numbers" to that of classes. But in spite 
of very determined efforts, this reduction 
was not performed. Propositions about in
dividuals were found which said more or 
less the same thing as propositions about 
the state, but this was hardly good enough. 
No one could deny that classical analy-
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sis had failed in this area, as well as every
where else (except in the deductive sci
ences). But a different interpretation was 
placed upon this failure by the proponents 
of each of the new conceptions of analysis. 

Some philosophers sought a way out 
from the dead-end of classical analysis by 
turning to the construction of artificial lan
guages. Classical analysis was bound to 
fail outside of the deductive sciences, be
cause beyond these limits our concepts 
were too vague and our language too im
precise. These latter ways of thinking and 
talking are neither meaningless nor worth
less; to say that they are would be to go 
over to skepticism or to return to specula
tive metaphysics. But ordinary proposi
tions are too flexible and ambiguous to 
permit a truly scientific analysis of their 
meaning. So the analyst, they argued, must 
construct his own, ideal, language - or at 
least fragments of such a language, or a 
schema of such a language - of which the 
logical fonn, and the concepts, will be 
clear and unambiguous. In this artificial 
language, the procedures of classical anal
ysis will be applicable, for one will have 
basic concepts and propositions, on the 
basis of which everything else can be de
duced, and to which everything else can 
be reduced. 

The study of such a language, these phi
losophers added, is not an end in itself. 
For if we can succeed in constructing such 
a language, making it as similar as pos
sible to natural languages save in respect to 
its greater precision, then the study of such 
a language will give us all the clarification 
of our every-day ways of thinking that we 
can reasonably hope for. This study will 
make intelligible the conceptual appara
tus which is implicit in natural languages, 
in the way in which an architect's blue
print can clarify an impressionistic sketch. 

Here then we have a theory (or, rather, 
the sketch of a theory) of the nature of 
philosophical analysis. This was the theory 
of those philosophers who constructed cal
culi and formalized languages, not simply 
as exercises in formal logic, but for spe-

cifically philosophical purposes. This the
ory took very different forms. One finds it 
first expressed in occasional passages in 
Russell. Under another form, it is the posi
tion of Carnap and of his disciples. Our 
statement of it approximates the position 
of Nelson Goodman and of Quine. This 
theory is still widespread in the United 
States, but is held by hardly anyone in 
England. 

A second school was inspired (largely, 
but not entirely) by the thought of Witt
genstein in his later period. Wittgenstein 
had himself been led to this new point of 
view in his criticism of his own Tractatus 
Logico-Philosophicus (Logis~he-Philoso
phische Abhandlung), a book whith itself 
espoused implicitly a certain form of clas
sical analysis. According to Wittgenstein~ 
classical analysis rested upon a false con
ception of language and of thought. No 
doubt our usual notions are vague and 
mutable, but it is ,not for this reason that 
classical analysis failed. Further, one 
should not consider this lack of precision 
as a fault, which can be corrected through 
the use of an ideal language, but rather as 
an essential characteristic of any empirical 
concept. The concepts of an ideal language 
'distort our ordinary concepts, rather than 
expressing them. (See, for example, Wais
mann's article on "Verifiability" in Pro
ceedings of the Aristotelian Society, Sup
plementary Volume for 1945, reprinted in 
Lqgic and Language, First Series, edited 
by Anthony Flew [Oxford: Blackwell, 
1951].) 

Wittgenstein and his school made a 
great point of the heterogeneity of our con
cepts and of our ordinary linguistic prac
tices. There are, Wittgenstein said, a great 
number of "language games" (Sprach
spiele) having widely different rules. There 
is often no way of telling whether one 
concept is more complex than another, or 
of equal complexity, simply because the 
roles they play are so different. Classical 
analysis, to be sure, had recognized a 
similar disparity between empirical con
cepts and logical concepts, but this dichot-
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omy is entirely insufficient. To talk about 
our sensations, for example, is to play one 
language-game. To talk about material ob
jects is to play quite another: To try to 
reduce the one to the other is like trying 
to talk about tennis in the vocabulary usu
ally used for talking about soccer. One 
cannot range the concepts pf a language in 
a hierarchy, as the classical analysts bad 
wished to do, because in principle, and 
not because of some "defect" in our lan
guage, no such hierarchy exists. To put 
the matter in terms of an image borrowed 
from Wittgenstein, the words of a language 
differ among themselves as much as the 
various tools in a toolbox. To understand 
a wore\, or to be familiar with a tool, is to 
know its function, to know how to use it. 

Wittgenstein, and many of the English 
philosophers who rallied around him, 
thought that the majority of traditional 
philosophical problems had arisen from 
philosophers having failed to grasp the 
variety of functions which concepts serve, 
and having therefore drawn erroneous con
clusions. Thus, to apply Wittgenstein's 
method to the solution of a philosophical 
problem is to correct an erroneous notion 
of the functions of language rather than 
to acquire a deeper understanding of lan
guage. From''tbis point of view, a philo
sophical problem is an enigma to be dis
solved rather than a question which is 
susceptible of a straightforward answer. 

It follows from this that, for an analyst 
of this sort, philosophical problems do not 
result from ignorance of the precise mean
ing of a concept, but from an entirely false 
conception of its function. (From this 
point of view, the more or less imprecise 
character of empirical concepts is not im
portant.) Such a false conception is what 
Ryle calls a "category mistake." To re
solve a philosophical problem, one should 
exhibit the generic character of the con
cepts involved in it, rather than attempting 
to give a perfect definition or explication 
of these concepts. This is Ryle's thesis in 
his Concept of Mind: for him, the philo
sophical pseudo-problems concerning the 

nature of mind result from the mistaken 
notion that the mind is a sort of ghost in
habiting a machine (the body). This notion 
cannot withstand close examination, and 
should simply be discarded. In the same 
way, Wittgenstein suggests that the phi
losopher who seriously asks "What does 
the act of intending consist in?," and goes 
on to attempt an introspective examina
tion of what happens inside himself when 
he wishes to do something, is the victim of 
a similar mistake. He is, perhaps, attempt
ing to assimilate "intending" to some sort 
of experience. (See Wittgenstein's Philo
sophical Investigations I, 591 et seq.) 

To correct such mistaken notions, one 
mullt try to clarify the logical function of 
the concepts which have been misunder
stood, using whatever method proves, in 
practice, to be efficacious. Perhaps this 
will lead one to reformulations similar to 
those produced by classical analysis, or 
perhaps to a quite different sort of re-· 
formulation. Perhaps one will succeed 
through an application of the verification
ist criteria formulated by the positivists. 
All that matters is the result, and any 
method that works is a good one. There 
are no rules for finding such a method. One 
must rely on philosophical acumen. 

To exhibit the results of the adoption of 
this thesis, I shall offer a brief description 
of the conception of philosophical prob
lems which it produces. In doing so, I 
make no pretense of having discovered a 
uniquely efficacious method. 

Analytic philosophers of this persuasion 
cheerfully admit that ordinary language 
does not meet all of the philosopher's 
needs. To express the results of philosoph
ical inquiry, we shall need to modify ordi
nary language, and fill the gaps which it 
leaves by introducing new terminology to 
serve our special philosophical purposes 
(just as the physicist introduces new ter
minology to serve his purposes). For ex
ample, one will invent such technical terms 
as "language game." But this is not to say 
that the inadequacy of ordinary language 
is an important source of philosophical 
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difficulties. Formalized languages, there
fore, despite their interest for the logician, 
are without much interest for the philoso
pher. For once we have properly under
stood the logical function of a given con
cept, it ceases to be problematic, and thus 
we have no need to resort to an artificial 
language. We cannot, after all, construct 
an ideal model of a concept before under
standing that concept. 

It is often said that philosophers of this 
stripe have an exaggerated respect for 
common usage, a superstitious belief in 
familiar idioms and linguistic conventions. 
This criticism rests upon a misunderstand
ing. They study ordinary language care
fully only because they believe that ordi
nary usage offers precious hints about the 
functions of the concepts used in non
technical thinking, and because they be
lieve that the principal philosophical prob
lems concern these concepts. There are 
problems about matter, mind, time, and 
space; there is a general problem about 
inference to non-observable entities; but 
there are no special philosophical prob
lems about protons, mesons, or neutrons. 

This conception of philosophical anal
ysis - of analysis as the resolution of con
ceptual enigmas - has sometimes been 
condescendingly called "therapeutic posi
tivism." One finds it formulated as early 
as 1932 in Ryle's "Systematically Mis
leading Expressions" (Proceedings of the 
Aristotelian Society, 1931-2; reprinted in 
Logic and Language, First Series, edited 
by Anthony Flew). Ryle presented a new 
formulation in his Dilemmas (Cambridge: 
Cambridge University Press, 1954). Witt
genstein's version of this conception will 
be found in his Philosophical Investiga
tions (Philosophische Untersuchungen). 
Anyone who wishes to understand this 
conception of analysis should also read 
the works of John Wisdom and of Fried
rich Waismann. 

But the sort of analytic philosophy 
which we have just described is not the 
same, I believe, as that which is character
istic of Oxford Philosophy, in the form 

which this movement has taken since the 
Second World War. Oxford analysis and 
Wittgensteinian analysis are not incom
patible, and may join hands for the 
achievement of common purposes. But 
they should not be confused with one 
another. The fourth method of analysis, 
which I shall now discuss, is that of Ox
ford Philosophy. (It goes without saying 
that few of the philosophers at Oxford 
would assent without qualification to ev
erything which I am going to say about 
the characteristic methods of this school.) 

The analytic philosophers of the Cam
bridge School - for example, Russell and 
Wittgenstein - came to philosophy after 
considerable work in the sciences and \n 
mathematics. Philosophy of mathematics 
was the first topic to which Russell applied 
his classical method of analysis. But the 
Oxford philosophers came to their subject, 
almost without exception, after extensive 
study of classics. Thus they were naturally 
interested in words, in syntax, and in idi
oms. They did not wish to use linguistic 
analysis simply to resolve philosophical 
problems; they were interested in the study 
of language for its own sake. Therefore 
these philosophers are, perhaps, both more 
given to makiag linguistic distinctions, and 
better at finding such distinctions, than 
most. 

For them, natural languages, which phi
losophers had often stigmatized as awk
ward and inadequate for exact thought, 
appeared rather to contain an extraordi
nary wealth of concepts and of subtle 
distinctions - concepts which fulfilled a 
vast variety of functions to which philoso
phers had usually closed their eyes. Fur
thermore, since these languages were de
veloped to meet the needs of those who 
used them, Oxford philosophers thought 
it likely that only those concepts would 
have been retained which had proved use
ful, and that the distinctions which were 
retained would be adequate - that they 
would be precise when precision was re
quired, and vague when it was not. All 
those who speak a natural language have, 
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no doubt, an implicit understanding of its 
concepts and its nuances. But, Oxford 
philosophers say, the philosophers who 
have attempted to describe these concepts 
and distinctions have either misunderstood 
them or vastly oversimplified them. In any 
case, they gave them only superficial study, 
and thus the true richness of natural lan
guages remained hidden. 

This is why Oxford Philosophy is de
voted to very detailed and minute studies 
of ordinary language - studies through 
which, it is hoped, this richness may 
be revealed by making explicit the dis
tinctions of which we usually have only a 
confused knowledge, and by describing the 
disparate functions of many sorts of lin
guistic expressions. It is difficult for. me to 
describe the method used in these studies 
in any general terms. Often, for example, 
one studies two or three expressions which 
are at first sight synonymous, and discovers 
that they cannot, in fact, be used inter
changeably. One then scrutinizes the con
texts in which each is employed, in order 
to bring to light the principle which im
plicitly determines our choice of which 
expression to use. The best way of seeing 
how this discipline is practiced is to look 
to its undoubted master - J. L. Austin -
and in particular to two of his articles: (1) 
his study of the concept of "knowing," in 
"Other Minds" (Proceedings of the Aris
totelian Society, Supplementary Volume 
XX, reprinted in Logic and Language, 
Second Series, edited by Anthony Flew 
[Oxford: Blackwell, 1953]); (2) "A Plea 
for Excuses" (Proceedings of the A risto
telian Society, 1957), in which Austin 
discusses the closely related terms "mis
take," "accident," "inadvertence," etc., 
and their function in formulating judg
ments of responsibility. 

If one asks these philosophers what such 
minute description is good for, and why 
they attempt so close a study of the nu
ances of ordinary language, they will an
swer, first of all, that they consider it 
interesting in itself and useful for discover
ing the conceptual resources of our Ian-

guage. They will add that one thereby gains 
a better understanding of the world to 
whicb these concepts are applied. To the 

. frequently-posed question "Are these stud
ies really philosophical?," they will answer 
that, if they are useful, it does not matter 
what one calls them. Neither philosophers 
nor lexicographers have previously studied 
language from this point of view. Witt
genstein, of course, regarded his own 
method as the heir of traditfonal philoso
phy. His method of analysis was the true 
method of philosophy, in that its principal 
aim was to help us solve the traditional 
problems. The Oxford school has no such 
audacious pretensions. They hold that phi
losophy is large enough to contain many 
diverse projects. Their modesty does not, 
however, prevent them from granting that 
their linguistic studies may have impor
tance for traditional philosophy, for to 
undertake a philosophical inquiry without 
having studied the resources of the rele~ 
vant parts of our language is folly. The 
shipwreck of most philosophical schemes, 
they say, is largely due to this fo,lly. Fur
thermore, after such analysis many prob
lems simply vanish (as Wittgenstein had 
suggested), and many more are shown to 
have been badly framed. As Austin said, 
if such analysis is not the end-all of phi
losophy, it is at least the begin-all. 

There is nothing revolutionary about 
this view. All the great philosophers (or 
almost all) have demanded a scrutiny. 
of the words we use, and have recognized 
that one can be blinded by a misinterpre
tation of a· word. But, according to the 
Oxford philosophers, only now have we 
recognized the importance and the neces
sary -complexity of such preliminary in
quiries. They devote whole articles, and 
indeed entire books, to an inquiry which 
was previously disposed of in a few sen
tences. (However, one can find good ex
amples of Oxonian analysis in Aristotle -
for example, his analysis of "chance" in 
the Physics.) 

Wittgensteinian analysis and Oxford 
analysis, as I have described them, over-
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lap at many points and complement each 
other elsewhere. Many English philoso
phers (including many who owe allegiance 
to Oxford Philosophy) would place them
selves at a position between that of Witt
genstein and the view I have just sketched. 
It may therefore be in point to indicate 
briefly the principal differences between 
the two schools: 

(1) Wittgensteinian analysis has, for its 
sole end, the resolution of philosophical 
enigmas. 1f there were no such enigmas, 
there would be no need for analysis. For 
Oxford, on the other hand, analysis has 
an intrinsic value. 

(2) According to Wittgenstein and his 
disciples, all that is necessary is to exhibit 
the generic character of the concepts which 
we analyze. For Oxford, a minute analysis 

. is indispensable. 

(3) For Wittgenstein, analysis is the 
only useful method in philosophy. For 
Oxford, it is only one among others, and 
no one claims that it is sufficient, by itself, 
to resolve all philosophical problems. 

Obviously, however, the resemblances 
between the two schools are important. 
Both abandon the fundamental thesis of 
classical analysis, namely, that there is a 
hierarchy of concepts and of propositions~ 
stretching from the ultimately simple to 
the highly complex, and that the principal 
job of analysis is to reformulate complex 
propositions in order to understand their 
meaning better, and to reduce the complex 
to the simple. Both deny that a language 
can be considered a homogeneous calcu
lus. Both would say that, for philosophical 
purposes, it is rarely in point to define a 
concept in terms of another; it is much 
more often a matter of distinguishing the 
function of one concept from the very 
different function of another. 

The type of analysis which involves the 

construction of artificial languages, on the 
other hand, differs only slightly from clas
sical analysis - and indeed it is often diffi
cult to distinguish the two. In Wittgen
stein's earlier thought, everything is clear. 
The propositions of ordinary language give 
a perfect picture of the facts which they 
describe. The propositions of an ideal 
language are simply more perspicuous. 
Often, however, in reading Russell, it is 
not clear whether the analyses offered are 
simply more perspicuous reformulations 
of the analysanda, or whether Russell is 
trying to say in precise terms what can 
only be said imperfectly in ordinary lan
guage. Nevertheless, classical analysis 
must be cij.stinguished in principle from 
ideal-language analysis, even when clas
sical analysis makes use of symbolic logic. 
For the construction of artificial languages 
may be seen simply as an auxiliary tech
nique, which leaves the methodological 
program of classical reductive analysis un
changed. However, if one believes that the 
construction of an artificial language is in 
itself a philosophical success, because it is 
intrinsically a better formulation (rather 
than a reduction of ordinary formulations), 
then one goes beyond classical analysis 
and adopts a disguised form of speculative 
metaphysics. 

We have tr;lced the development of 
three new methods of philosophical anal
ysis which have replaced classical analysis. 
w~ have not attempted a complete picture, 
but only to sketch outlines. I hope none
theless that these outlines may aid our 
approach to analytic philosophy by help
ing us to avoid mixing up the various 
forms which analysis has recently taken. 
It is not sensible to ask for the method of 
making one's fortune (or of ruining one
self); there are many. It is no more sensible 
to ask "What is the analytical method?" 
There is not one "analytic philosophy." 
There are several. 
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DISCUSSION OP URMSON'S "THE HISTORY OP ANALYSIS" 

(Chaired by L. J. Beck) 

Mr. H. B. Acton: I am well aware of 
the traps and dangers of an attempt of the 
sort which Mr. Urmson has made. He 
could hardly be expected to have given us, 
in the brief sketch of the history of the 
analytic movement which be presented, 
details on each of the philosophers con
nected with that movement. Nevertheless, 
there is one omission which I regret: he 
made no mention of Moore. I regret it 
the more because I think that Mr. Urmson 
tends to attribute to Wittgenstein certain 
widely-held views which actually derive 
from Moore. Without taking up too much 
time, I should like at least to cite, by way 
of illustration, Moore's article "The Con
ception of Reality," which appeared in 
1917-18-a date well before the begin
ning of the twenty-five years which, as I 
understand him, Mr. Urmson bas taken to 
cover the recent history of this movement. 

I should like to note certain interesting 
points in this article. In the first place, 
Moore sets out to discover what lurks 
behind the various contradictions which 
he believed himself to have found in cer
tain theses contained in Bradley's Appear
ance and Reality. The first of these is that 
time is · unreal. The second is that time 
exists. Moore asked himself how Bradley 
had been able to arrive at these two prima 
f acie contradictory views. How does be 
set about bis analysis? He begins by noting 
that if someone, in the course of an ordi
nary conversation, remarked that time was 
unreal, we would take him to mean that 

nothing happened before, during, or after 
anything else. But this is not what Bradley 
means. The second step of Moore's anal
ysis led him to ask "But how, then, was 
Bradley able to write both that time was 
unreal and that time existed- or, more 
precisely, how could he suppose both that 
time was unreal and that some things did 
happen before, during or after certain 
other things happened?" I shall not now 
try to enumerate the reasons which Moore 
offers in order to explicate this apparent 
contradiction of Bradley's. I wish only to 
focus attention on the fact that Moore 
applies to these two Bradleian proposi
tions one of the techniques which is fa
miliar to the analytic philosophers of to
day. Anticipating Wittgenstein's metaphor, 
we can say that Moore here "shows the 
fly the way out of the fly-bottle." Appear
ance and Reality is the fly-bottle, and 
Bradley is the fly. 
Mr. Urmson: I quite agree with Profes
sor Acton that Moore had a very great 
influence at the beginning of the analytic 
movement. No doubt I should have men
tioned this influence, which was probably 
as important as that of Wittgenstein. The 
reason why I thought I might be able to 
leave Moore out of the story is that Moore 
devoted little attention (in bis writings, at 
least, if not in bis lectures) to theoretical 
discussions of the analytic method. He 
practiced analysis, but he did not care to 
discuss the nature of the analysis which 
he practiced. This is why I preferred to 
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concentrate on such philosophers as Rus
sell and Wittgenstein, who spent a good 
deal of time trying to lay down a theory 
of analysis, rather than to talk about some
one like Moore, whose influence was of 
a different sort. Moore approached prob
lems from whatever angle seemed most 
likely to lead to their solution, and his 
practice interests us more than the theo
retical aspect of bis thinking about method, 
which he never made explicit. So if (doubt
less mistakenly) I have omitted reference 
to him, it is because I see him as a prac
titioner of the art of analysis, rather than 
as a theoretician of the analytic method. 
Mr. W. v. 0. Quine: I have only two 
short questions to ask Mr. Urmson. The 
first concerns a phrase which appears to
wards the end of his paper: "For Witt
genstein, analysis is the only useful method 
in philosophy. For Oxford, it is only one 
among others . . . " If, according to Mr. 
Urmson, there are other useful methods 
which are practiced by Oxford philoso
phers, can he tell us what they are? 

My second question bears upon the dis
tinction which he draws between "prac
tical" analysis and "metaphysical" specu
lation. I should simply like to ask if he 
could give us the name of a single philoso
pher who practices the sort of analysis he 
calls "practical" who is not at the same 
time a speculative philosopher, in the 
metaphysical sense of the term "specula
tive." 
Mr. Urrnson: If I were to speak in the 
name of all analytic philosophers, Pro
fessor Quine, I should find it very difficult 
to answer your first question. Speaking for 
myself alone, (if I may, for the sake of 
argument, count myself among the ana
lysts), I should point to certain moral phi
losophers, such as John Stuart Mill, who 
have formulated certain rules of conduct, 
or certain ways of envisaging the proper 
approach to moral problems, and who 
seem to me to have employed a useful 
method. I have in mind only very general 
views, such as those which Mill puts for
ward in his Utilitarianism, where he pro-

poses utility as the general criterion of the 
worth of actions. I do not wish to suggest 
that I would subscribe without qualifica
tions to Mill's views, but simply to say that 
he is an example of someone who prac
tices a method which is not analysis (al
though it often resembles it), .and which I 
should not like to say is useless. I think! 
that it is pedectly legitimate for a philoso
pher to try to give a general account, in 
a rational way, of the way in which he 
proposes to approach the study of the facts 
of morality. 

That is one of the examples I would 
cite. I think also that nothing prevents a 
philosopher looking for, and discovering, 
a new meth~ of envisaging the world. 
This search seems to me pedectly legiti
mate. I would simply, as an analyst, re
serve the privilege of examining all the 
other ways of envisaging the world, side
by-side with his. 

About the distinction that I drew be
tween philosophy and speculative meta
physics: I shall not try to give the name of 
an analytical philosopher who has com
pletely succeeded in maintaining this dis
tinction, but I think that they all try to do 
so. To take the example of Moore, whom 
we were just discussing, I should place 
him among the· practitioners of classical 
analysis, but I am quite certain that he 
had no intention whatever of establishing 
a metaphysical system. I think that Rus
sell, on the other hand, at certain periods 
in his career quite consciously practiced 
speculative metaphysics. At other periods, 
however, for example when he adopted 
"logical atomism," I think that he was 
simply trying to express the accumulated 
experience of science and of every-day life, 
and that he tried to say nothing which 
would be incomprehensible to a non-phi
losopher. (I do not say that he succeeded; 
that is a separate question.) Moore is prob
ably the best example I can offer of some
one who constantly tried to steer clear of 
all metaphysical speculation, and who 
came close to succeeding. In this matter, 
it seems to me that it is the intention which 
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counts, since the intention suggests a deep 
mistrust of the value of any sort of specu
lation. 
Mr. Bernard Williams: I should like to 
ask Mr. Urmson for a clarification of the 
passage in his paper where he alludes to 
Ryle's notion of "category mistakes." He 
seems to suggest that one can assimilate 
the method which Ryle proposes for diag
nosing such mistakes to the method prac
ticed by the later Wittgenstein. 

Now it seems to me that it is precisely 
here that we need to make a distinction. 
I do not wish to pre-empt Professor Ryle's 
right to his own exegesis of his position 
on this question, but I think that (or, at 
least, the method which he actually em
ploys in The Concept of Mind suggests to 
me that) the categories whose existence 
he presupposes are more than simply a 
classification of linguistic expressions, and 
are intended to correspond to true onto
logical categories, the differences between 
which are revealed precisely by the exam
ination of the expressions of ordinary us
age. (Professor Ryle will tell me if I am 
wrong on this point.) They are categories 
such as "tendencies," "events," and the 
like, and which correspond to certain ways 
of being-in-the-world. 

Such a notion is, I think, in no way im
plied by the methods which Wittgenstein 
practiced towards the end of his life, and 
I think that one can highlight the difference 
by saying that Ryle's method implies the 
existence of philosophical truths which 
permit us to discern which are the true 
categories, and thus to clear up the philo
sophical confusions which led us to con
fuse categories with one another. It seems 
to me that for Wittgenstein, on the other 
hand, there is no such thing as a philo
sophical truth, but that there are perfectly 
banal truths about matters of fact which 
we all know, and that we can be cured of 
our philosophical mistakes simply by re
minding ourselves of these truths. 

It seems to me that this distinction is 
related to the method which Mr. Urmson 
attributes to the post-classical analysts of 

the third type - "the method of Oxford" 
- a method practiced by philosophers 
who regard the analysis of linguistic facts 
as an end in itself. (I am not, of course, 
saying that Mr. Urmson would deny that 
there are plenty of philosophers at Oxford 
who are in no way connected with what 
he has called "Oxford Philosophy." I say 
this in order to avoid the suggestion that 
all the philosophers at Oxford devote • 
themselves to studying linguistic facts and 
pass their time discussing fine points of 
philology.) But I think that the method of 
analysis which certain philosophers at Ox
ford do practice is equivocal on a certain 
point: these philosophers do not make 
clear whether they take Professor Ryle's 
point of view (which was also Aristotle's), 
the point of view according to which there 
are ontological categories which can be 
discovered by looking at linguistic expres
sions, or whether they take Wittgenstein's 
view that there are only philosophical 
problems, which trouble the mind when 
they are first encountered but which are 
capable of a simple resolution, by a sort 
of psychoanalytic method, through bring
ing these troublesome problems face to 
face with the solid truths of common sense, 
a11d comparing them with plain fact. It 
seems to me (though I do not dare to lay 
this down flatly) that the Oxford school, if 
there is such a thing, still wobbles between 
these two alternatives. 
Mr. Urmson: Very well, let us ask our
selves whether Professor Ryle's method is 
or is not the same as Wittgenstein's. But 
you will agree that there is something a · 
little odd about debating this question in 
Professor Ryle's presence. Turning to him, 
I would say that he strikes me as having 
made a certain amount of progress as he 
has grown older. I think that in the first 
articles in which he discussed these ques
tions - such as "Systematically Mislead
ing Expressions" - one gathers that there 
exist "logical forms" which we need to 
discover and which he takes to correspond 
to what is fundamentally real. But as his 
thought developed, this notion seemed to 



r 

DISCUSSION 305 

disappear, and if you look at his discus
sion of the nature of philosophy in his 
Dilemmas (although, even there, his view 
is different from Wittgenstein's in several 
important respects), the differences do not 
seem to me to lead to the firm distinction 
which Mr. Williams wished to draw. 

As for what I called (for the sake of 
simplicity) "Oxford Philosophy," it is ob
vious that the description I gave was highly 
schematic, and I think it corresponds only 
in a very general way to the tactics of each 
of the philosophers whom I would place 
under this heading. I think I have already 
said, and for the sake of clarity I shall 
now repeat, that if you read the works of 
these philosophers, you will find the per
vasive influence of Wittgenstein much 
more easily than you will find any rigorous 
employment of the method which I de
scribed summarily in order to characterize 
them as a group. If I have stuck to the 
term "the Oxford method," it is because 
it seems to me to represent something dis
tinctive which I regard as Oxford's orig
inal contribution to the notion of analysis. 
Mr. L. J. Beck: It seems to me that we 
might usefully consult the original sources, 
and I should like to ask Professor Ryle to 
offer a gloss on his own text. 
Mr. Gilbert Ryle: It is rare that one can 
witness one's own autopsy. The experience 
is not without charm. I shall say this to 
begin with: when I was much younger
! was much younge_r. This is not a tautol
ogy-. 

It is certain that when I wrote "System
atically Misleading Expressions" I was still 
under the direct influence of the notion of 
an "ideal language" - a doctrine accord
ing to which there were a certain number 
uf logical forms which one could somehow 
dig up by scratching away at the earth 
which covered them. I no longer think, 
especially not today, that this is a good 
method. I do not regret having traveled 
that road, but I am happy to have left it 
behind me. 

As far as the differences and similarities 
between Ryle and the later Wittgenstein 

go, I think that the essential difference is 
this: I come from a medical background, 
where I picked up the habit of distinguish
ing sharply between diseases, which make 
you sick, and other states of health, which 
do not. Wittgenstein talks as if philosophi
cal problems were symptoms of a sickness 
of which the patient must be cured. I think, 
for myself, that not finding these problems 
troublesome would be a sign of remarkable 
stupidity. Therefore I use a language which 
is, so to speak, less clinical than Wittgen
stein's, and I am less inclined than he to 
practice surgery. In paI1 for that reasoq, 
and in part for others, I have no compunc
tion about saying that some of the things 
which philosophers have said are true, 
and that others are false. The latter, to be 
sure, are the vast majority. 

Wittgenstein did not like using words 
such as "true" or "false" because he 
wanted to avoid blurring the line of de
marcation between philosophy and sci
ence, as had been done in the past. For 
reasons which seemed to him sufficient, 
he thought the word "true" belonged, or 
at least should belong, to the scientist. For 
myself, I do not see any good reason why 
the use of the word should be restricted 
in this way. I think that to say that a 
philosophical proposition is true, and to 
say that a scientific proposition is true, 
does not entail that the two propositions 
are of the same order. And I see no reason 
for not using the word "true" - or, more 
often, the word "false" - in both cases. 

For the rest, I agree. 
Mr. Leon Apostel: My first question 
concerns the criteria of adequacy for, or 
the criteria for correcting, a specimen of 
linguistic .analysis in the "fourth manner" 
- that is, a pure case of the manner of 
Oxford Philosophy. 

I understand what counts as a good 
analysis in the classical sense: analysis is 
a reduction to what is metaphysically 
basic. I understand what counts as good 
analysis in the logistic sense: analysis is 
reconstruction in a more perspicuous lan
guage. I also understand what counts as 
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a good analysis in the sense given to "anal
ysis" by therapeutic positivism: the crite
rion here is the therapeutic efficacy of the 
analysis. But I have not understood the 
criterion for a good analysis in the fourth 
manner - that of the Oxford School. 

l ought to explain why this question 
seems important to me. If I have under
stood what has been said, then I would 
wish to put forward the hypothesis that the 
criterion of a good 11nalysis in this school 
is simply the same criterion of adequacy 
which the lexicographer would use. For 
now one is simply interested in language 
as it is, and engages in this study for its 
own sake. One wishes to construct a se
iitantics, and to do so without bothering 
about philosophical positions. If this is so, 
then I do not see why the Oxford School 
persists in using its present method. Why 
not simply do for semantics what phonol
ogy does for sounds? One does not formal
ize, if one simply constructs a formal 
model. One does not formalize crystals by 
developing a science of crystallography. 
Nor does one formali:; ~ the system of 
sounds by developing phonology. Now the 
goal of the semantical portion of the sci
ence of linguistics seems to me to be the 
construction of a model -- just as in the 
case of any other respectable science. This 
will be a formal model of the data, of all 
relevant material. If my hypothesis is 
sound, I do not see why one should con
tinue to use a method which prohibits the 
construction of such a model. Since one 
in fact does continue to use this method, 
I suppose that my hypothesis must be false. 
But if it is false, I need further clarifica
tion, since I do not see what alternative 
hypothesis might be true. 

My second question is about the passage 
in Mr. Urmson's paper which reads as fol
lows: "If one asks these philosophers what 
such minute description is good for, and 
why they attempt so close a study of the 
nuances of ordinary language, they will 
answer . . ." I am not at the moment in
terested in what they will answer, but in 
what they add to their answer. Mr. Urm-

son tells us that "they will add that one 
thereby gains a better understanding of 
the world to which these concepts are ap
plied." Now to pose my question: what 
is the relation between the structure of 
language and the structure of the world, 
and how does one get from the former 
to the latter? Could you give us some 
examples? 

A final request: could someone give' 
us an example of a good analysis, of the 
"Oxford School" type, and of a bad one, 
so that we can see what the difference is 
supposed to be? 
Mr. Urmson: These are the most difficult 
questions which I have been asked so far. 
I confess my embarrassment. Neverthe
less, I do not think that one can say that 
the end which, according to my account, 
analytical philosophers have had in view 
is the same as that of lexicographers and 
semanticists who have used the traditional 
methods of their disciplines. I willingly· 
grant, however, that anything the lexi
cographer or the semanticist can offer will 
~e of the greatest interest for the analytic 
philosopher. 

I think that the analysts of the contem
porary Oxford School are less interested 
in giving a general empirical description 
of how people talk than in discovering (if 
I dare use this phrase) the logical rules 
which govern the use we make of words 
and of turns of phrase. Thus, for example, 
they are not particularly concerned with 
the history of the language, although they 
may be led, in the course of their investi
gations, to certain views in this area. 

If I may go on for a moment to your 
second question before ·having finished 
answering your first, I do not think that 
there is any real agreement among ana,. 
lysts on the problem of knowing to what , 
extent, and in what way, the practice of 
philosophical analysis can help us in ac
quiring a deeper understanding of the 
world. I may perhaps suggest how it might 
help by taking an example. Consider two 
concepts which are near neighbors, and 
have generally been confused with one ' I 
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another in the usual course of philosophi
cal discussion. Suppose that by applying 
our method we discover differences be
tween them which have escaped the atten
tion of those who have carelessly man
handled them - differences, let us say, 
between the circumstances or the contexts 
in which we would choose to use one of 
the two concepts in preference to the other. 
We will thereby have laid bare a distinc
tion to which we had hitherto been blind, 
a distinction between two types of circum
stances which will be revealed by the dis
criminations which we have found our
selves making between different linguistic 
expressions. Our contribution will consist 
precisely in having revealed a nuance at 
a point where a confused usage had pre
vented philosophers from realizing that a 
distinction existed. 

Let us see what actual example of such 
a procedure I can find. I do not wish to 
invent one out of my head, but Professor 
Austin will doubtless excuse me for bor
rowing one from him. When he undertook 
to study the concept of "mistake" and that 
of "accident," he looked over a whole 
series of expressions in connection with 
which the two notions arise - "I didn't 
do it on purpose," "I was mistaken," "It 
was a mistake," "Wrong number," - and 
many others. (He. also considered other 
notions, but let us restrict ourselves to 
these two.) It seems to me that most phi
losophers have either not tried hard 
enough to distinguish these two notions, 
or have not succeeded in doing so. Aris
totle is a good example (despite the fact 
that I greatly admire him). A false dis
tinction, such as that between "voluntary 
mistake". and "involuntary mistake," 
which' gives rise to so many confusions, 
is no great help to us. If, on the other 
hand, we put forward every employment 
of these expressions, the circumstances in 
which we should say that we have done 
something by mistake, and those in which 
we would say that we had done it by acci
dent, then we shaTI have indicated, by 
looking at what goes on in the world, two 

of the things which may occur in the 
world. We will have helped ourselves to 
get clear about the difference which sepa
rates, in the area of human activity, two 
notions which philosophy had not previ
ously succeeded in distinguishing. 

You have asked me for an example of 
a bad analysis. Very well, I shall take one 
from Ryle's Concept of Mind. When he 
says that "to believe something, is to mani
fest a disposition," I think that he has 
produced a typically defective analysis. He 
assimilates a proposition about what peo
ple believe to a proposition about what 
they are disposed to do in certain circum
stances. In choosing_ this example, I am 
deliberately treading on dangerous ground 
(and Professor Ryle will excuse me), but 
I would repeat that this seems to me a typi
cal example of a bad analysis, just because 
when we say "I believe that . . . " we do 
not say that we are thereby manifesting 
any profound dispositions. For instance, 
"I think that it will rain" is an answer to 
a question about what the weather will be 
like, not a question which directly con
cerns· me. lt is not dispositions which are 
in question here, but simply rain or good 
weather. This example will show you, per
haps, in what direction we look when we 
are constrained to lay down criteria for 
a good analysis. 1 We could go on like this 
for a long time. But I do not wish to try 
the audience's patience. 
Mr. Charles Perelman: Philosophical anal
ysis, as you understand it, differs sharply 
from lexicographical analysis, for it pro
poses to exhibit logical rules which are im
plicit in linguistic usage. 

w.e all know that judges, for example, 
also interpret and analyze language. But 
they would not, I think, claim to be dis
cerning the logical rules implicit in the 
use of judicial language. What is it that 

' I fail here utterly to answer Mr. Apostel's 
first question. The criterion of a satisfactory ac
count of the use of certain expressions can only 
be the failure of philosophers to find counter
examples. 

Editor's Note: Footnote added later ( 1965) 
by Mr. Urmson. 
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characterizes your own activity, and what 
sense is given to "logical rules" in philo
sophical analysis? How does this analysis 
differ from what men normally do when 
they interpret the terms used in the prac
tice of their respective professions? 
Mr. Urrnson: I think my reply would be 
that the difference between the judge who 
undertakes to discuss ·the use of the terms 
he employs when he tries to interpret a 
law so as to give it a practical applica
tion, and the philosophical analyst, is prin
cipally a matter of degree. In the first 
place, the judge will bring in some fac
tors which are irrelevant for the philo
sophical analyst: for instance, legal prece
dents (if the context is one in which 
precedents help to determine what judg
ment will be rendered). This boils down 
to saying that his understanding of the 
circumstances to which the law is to be 
applied will be determined by what his 
predecessors have said. It is certainly not 
the case that the remarks of his predeces
sors will determine the results reached by 
the philosophical analyst. In the first place, 
therefore, the judge relies upon certain cri
teria which are irrelevant for the analyst. 

In the second place, the difference con
sists in the fact that the analyst will persist 
in his inquiry, no matter what concept he 
is trying to analyze, as far as he believes 
it possible to go. The judge, on the other 
hand, will limit himself to what is neces
~ary for the study of the particular case 
which he is called upon to adjudicate. 

I should grant that one can glean from 
the writings of some judges passages which 
can be incorporated, almost without 
change, in a work of analytical philoso
phy. And on this point, I am entirely in 
agreement with you. 

However, you pose a very difficult ques
tion when you ask me to specify exactly 
the field of application of the "implicit 
logical rules" which we look for in lin
guistic usage. I shall not try to give a com
plete answer in a few words, but shall 
simply suggest where, in my own think
ing, I see a line of demarcation between 

the area of application of philosophical 
analysis and that of philology. It some
times happens that the philologist who is 
interested in semantics will appeal to usage 
in order to clear up a disputed etymological 
point, for example, or a stylistic question 
(such as the classical problem, in Eng
lish of the use of terms of Latin origin 
and those of Anglo-Saxon origin). This 
sort of inquiry seems not directly relevant' 
to the analytic philosopher's concerns. But 
who can say where the divide comes? I 
think that no one knows exactly. For 
this reason, it is very hard to say just what 
we mean when we use such an expression 
as "implicit logical rules." I only used this 
notion for the sake of self-defense in the 
course of discussion, and I do not find it 
very clear myself. 
Mr. Jean Wahl: I will make two brief 
remarks: the first, perhaps, in defense, 
of Aristotle, and the second in defense of 
Bradley. 

I think that if_ yve look in Aristotle, we 
shall find the possibility of seeing a dis
tinction between "faults" and "accidents" 
- just as Greek tragedy is, in a general 
way, a reflection on the distinction which 
it is necessary to make between these two. 
Perhaps in Sophocles' Oedipus we can 
find suggestions of such a distinction. 

But I especially want to say something 
in favor of Bradley. Before doing so, I 
want to mention one of Moore's seminars 
at Columbia University (at which I was 
present), where the subject, for two hours, 
was one which we might well discuss here: 
the question of whether "It is true that 
there are two ashtrays on that table" is 
the same as "There are two ashtrays on 
that table." For two hours, Moore was a 
veritable Socrates, and no conclusion w~s 
reached. I think that he thought that "It 
is true that ... " was useless, and that it 
sufficed to say "There are . . . " That 
was the entire content of the discussion. 

Coming back to Bradley: for him, time 
is an appearance. Now if one says that it 
is an appearance, is this to say that it does 
not exist? Remember that we still discuss 
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the question of the relation between the 
two parts of Parmenides' poem. A similar 
question arises here, and I do not think 
that there is any contradiction. Finally 
when Bradley wrote his book, he must 
have had some such thought as "This book 
will be printed." So he knew very well that 
time existed. Nevertheless, it lay in the 
domain of appearance. 
Mr. Unnson: The last thing I want to do 
is to launch an attack against Aristotle. 
All I meant, when I said that he did not 
distinguish between an accident and a mis
take, is that the examples he gives us 
confuse the two. I am thinking specifically 
of a passage in which he cites, as examples 
of the same thing, the case of a man who 
thinks that a certain bottle, which actu
ally contains poison, contains an innocu
ous medicine (which, for me, is the arch
type of a mistake) and that of a man who, 
throwing a javelin, misses the target and 
hits a spectator (which seems to me a clear 
case of an accident). It was this passage 
which I had in mind when I alluded to 
Aristotle. But it is quite likely that he noted 
the distinction elsewhere. 

As to Bradley, I am well aware that he 
repeated over and over again that what 
he had to say on this subject was contra
dictory, absurd, and unthinkable, and yet 
nevertheless expressed the essence of what 
we all say all the time, when we are not 
philosophizing. I still find it mysterious 
that he could attach so much importance 
to what ,was, by his own admission, irre
deemably absurd, contradictory, and un
thinkable, and still seemep to merit keep
ing in mind for twenty-three hours out of 
every twenty-four. 
Mr. Jean Brun: What I am going to say 
may perhaps suggest a historical back
ground for our problem. I wa:; very happy 
to learn that Aristotle was - so early
an Oxonian. But can one say the same of 
Aeschylus? You may reply that he was a 
poet rather than a philosopher. But that 
is just the issue. Is the analytical philoso
pher, in studying language as he does, 
attempting to exhaust the problem of Ian-

guage? I may sound like a metaphysician, 
but still, isn't there a more important di
mension of language, one which lies quite 
outside the sphere of the conceptual in
quiry you are conducting? Is not language 
an attempt to translate a lived experi
ence - one which is not entirely subjec
tive, in the sense that its validity or mean
ing is not simply limited to one subject? 
When we read Aeschylus, or any other 
poet, and are interested in what we read, 
it is not exclusively or even chiefly be
cause his language is a simple autobio
graphical language, pertaining only to 
a particular individual who lived at a cer
tain point in time and space. Does the 
study of language to which you devote 
yourself simply dismiss this function of 
language as a translation of Jived experi
ence - recognizing it, but putting it off to 
one side? Does not etymology give us, 
through studying the history of a word, 
the chance of seeing different aspects of 
the vicissitudes of life, and of avatars of 
human experience? 

To put it briefly, what I am asking comes 
down to this: is an aesthetics possible in 
the framework of analytical philosophy? 
Or does analytical philosophy think that 
the aesthetic problems are not philosophi
cal problems? 
Mr. Urmson: I think that the problem of 
the relations between language and lived 
experience (if you mean by this the sort 
of experience that can be exteriorized in 
expressions intelligible to a group), or 
more generally the problem of the rela
tions between experience and communi
cation, has preoccupied a great number 
of analytic philosophers for a long time. 
One could cite a whole series of articles, 
and even books, on this topic. I refer you, 
for example, to Professor Wisdom's series 
of articles on "Other Minds," or, once 
again, to Wittgenstein's Philosophical In
vestigations, in which he discusses the 
question of the "personal" language which 
we use to express our intimate experiences. 
From one point of view, then, one can 
say that this question of the relations be-
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tween language and lived experience has 
been examined attentively by analytic 
philosophers. 

In the second place, one finds in many 
of these philosophers a constant concern 
to consider language as a mode of ex
pression, rather than simply as an instru
ment of conceptual thought or as princi
pally concerned with the description of 
facts. They would insist, for example, on 
the differences between an expression such 
as "I am in pain" and some medical propo
sition about the state of a patient's nerves 
or about the beneficial affects of aspirin. 
For them, the first expression is a way of 
exteriorizing what you call a "lived ex
perience." The other two are of a wholly 
different logical order. 

About aesthetics, I think that it may 
fall within the sphere of analytic philoso
phy, as long as one sticks to the rules of 
the game. An analytic philosopher tries, 
according to the criteria set by his own 
method, to distinguish the circumstances 
in which we apply expressions which mani
fest enthusiasm or disapproval. Take for 
example such expressions as "God, how 
beautiful!" or "It is simply sublime!," or 
the classical distinction between the "beau
tiful" and the "sublime." The only dif
ference that I can see between analytical 
aesthetics and other parts of analytic phi
losophy is in the words which are stud
ied: instead of studying words like "true" 
or "false," we shall be studying words 
like "beautiful," "sublime," "marvelous," 
"ugly," "horrible," etc. But, here as else
where, we shall be trying to find out in 
what contexts and in which situations we 
use one of these words in preference to 
others. 

Insofar as you wish to justify philo
sophical inquiry of a different sort, which 
extends into areas beyond the reach of 
the analytic method (and I think that this 
is the import of your remarks), all I can 
say is that analytic philosophy, as it is 
understood at Oxford, is quite willing to 
Jet you try. If you conclude that there are 
indeed types of philosophical inquiry 

which transcend the analytic method, I 
think that an analytic philosopher would 
simply say: that is entirely possible. There 
are important problems which we simply 
leave alone, and we make no pretense of 
doing everything. Nor do we try to im
pose our method on the rest of the world. 
We only urge that what we, on our side, 
are doing is well worth doing. Further, we 
hold that ours is an aspect of philosophy 
which one puts aside only at considerable 
risk when one wishes to look at another 
aspect. I am speaking now, of course, in 
the name of the characteristic attitudes (as 
I have tried to define them) of the group 
of analytic philosophers at Oxford, not 
for myself. 
Mr. Beck: I think that we should close the 
discussion with one more question - Pro
fessor Leroy's. 
Mr. Georges Leroy: My question con
cerns pure methodology. Although one 
can hardly talk about method without 
touching upon ultimate problems, I shall 
leave these alone. To go that far would 
raise further questions, which I shall save 
until later. 

It is obvious, and here I agree with the 
linguistic philosophers, that a word has 
more than one sense, and that its sense is 
determined by context. Consequently, one 
can say that a single word corresponds to 
what we would call different concepts (not 
just in technical or literary language, but 
especially in every-day language). There
fore, we can only know what a word means 
if we know what the phrase containing it 
means. This is a vitally important point. 
The meanings of a word which are inferred 
from knowledge of the meaning of a phrase 
may vary for a single man, even in a rapid 
conversation, even in a very short time. 
Thus we find the same word suddenly ex
pressing very different meanings, and this 
I think, is why foreign languages are so 
difficult. 

Furthermore, the concepts which cor
respond to phonemes are concepts which 
themselves change with the passage of 
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time. As we go through history, we find 
considerable variations. 

Now, despite the great sympathy I feel 
for the Oxford philosophers, I am em
barrassed by this problem. If we can only 
define the meaning of a word in a long 
historical perspective, stretching beyond 
a single generation, must we wait until 
the analysis of language is finished before 
we have the right to begin philosophizing? 
I am well aware, remembering what has 
just been said, that one can philosophize 
about other matters, and that analytical 
philosophers (fortunately, perhaps) do not 
pretend to include everything. But these 
reassuring remarks do not diminish my 
'!mbarrassment. So I ask: just when is it 
legitimate to begin philosophizing? 
Mr. Unnson: I quite agree with Professor 
Leroy, and I admit that there is a real, 
and serious, difficulty here. Perhaps, how
ever, we can distinguish between what 
might be called systematic evolutions, 
which are observable in the meaning of a 
word, on the one hand, and what might 
be called aberrant variations on the other. 
The first are found in a single period when 
a single word is employed in several differ
ent contexts. The others are seen in his
torical perspective, as when we see a word 
shifting little by little away from its primi
tive meaning into a new context - for 

example, the evolution of a word like 
"nice" in English and its present diversity 
of senses (so that it sometimes means "ex
act" or "precise" and sometimes some
thing like "good" or "pleasing"). In my 
view, the latter sort of difference presents 
no real philosophical difficulty. It is purely 
and simply a matter of etymology or of 
lexicography. But, on the other hand, I 
agree with you that the analysis of lan
guage, practiced according to the pure 
"Oxford method" which I have attempted 
to define,,can never be thought to have 
been completed. Were it completed for 
English, we should still have to decide how 
far its conclusions applied to other lan
guages, such as French, or classical Greek. 
Now it is obvious that such an extrapola
tion would encounter enormous difficul
ties. (It is, notably, quite impossible in 
the case of Greek.) I should be willing to 
say that it is impossible to have a proper 
appreciation of a piece of research in ana
lytical philosophy, conducted according to 
the principles of this method, if one does 
not have an intimate knowledge of the 
conventions of the language and of the 
technical procedures of the small circle 
of initiates who practice the method. I 
grant that this is a very troublesome fact. 
But, given the present degree of specializa
tion, it may be inevitable. 
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ANALYSIS, SCIENCE, AND METAPHYSICS 

It has been said, rightly, that English 
philosophy between the wars was domi
nated by the notion of analysis. One might 
say the same of English and American 
philosophy after the Second World War, 
but then one would have to add that the 
conception of analysis was entirely differ
ent from that held earlier. It is true, of 
course, that even before the Second World 
War, the word "analysis" was given sev
eral different interpretations. Nevertheless, 
I think that a certain central idea was 
never far from the minds of all those who 
praised, or claimed to practice, the analytic 
method during this earlier period. This was 
the idea of translation, of an ideal para
phrase as the proper goal of philosophical 
analysis - even though this goal might it
self be a mere ideal. On this conception 
of analysis, the principal philosophical 
problems would be resolved if one could 
translate sentences of ordinary language 
which contained problematic concepts by 
means of other sentences - expressions 
which would exhibit clearly the underly-

A translation of a paper, and the ensuing dis
cussion, presented at the Royaumont Colloquium 
of 1961, printed in the proceedings of the col
loquium (La philosophie analytique [Paris: Edi
tions de Minuit, 1962], pp. 105-38). Translated 
and printed by permission of the author and the 
publisher. (Copyright 1962 by Les Editions de 
Minuit.) 

Editor's note: Mr. Strawson's paper contains 
many sentences and paragraphs which occur. in 

· English, in his essay in The Philosophy of Ru
dolf Carnap (Strawson [I]). At these points, I 
have followed the wording of the latter essay in 
my translation. 
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ing complexities of these concepts; or if 
one could transpose ordinary sentences 
whose grammatical structure was mislead
ing into a form which would exhibit clearly 
the true structure of the thoughts they ex
pressed or of the facts they signified. Some 
among those who held this view thought 
that the new formal logic offered by Prin
cipia Mathematica would supply the gen
eral structure of the language of para
phrase, the general forms of the clarifying 
sentences. Some philosophers even thought 
they knew what the ultimate elements of 
analysis would tum out to be - what kind 
of terms would provide the content for 
these general forms. These primitive terms, 
they thought, would denote what was im
mediately presented to the senses - those 
ephemeral "givens" beloved of British 
empiricists from the seventeenth century 
down to the present. Still other philoso
phers remained skeptical or neutral about 
these points, while nevertheless accepting 
the general notion that clarifying para
phrases were, ideally, what analysis should 
produce. 

Toward the end of this earlier period, 
a sense of disillusion began to be felt by 
the analysts of this persuasion. On the 
one hand, Wittgenstein had begun to give 
lectures of a quite new sort at Cambridge. 
His ideas, as they spread beyond the small 
circle of his auditors, made it possible to 
envisage a more flexible and more fruit
ful philosophical method. On the other 
hand, the results of actual attempts to 
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apply the method of analysis were disap
pointing. The sentences of ordinary lan
guage seemed to resist being forced into 
the molds which had been shaped by men 
who had preconceived ideas about the 
proper form or the proper content of the 
clarifying paraphrases. Even translations 
which had, at first, seemed obviously suc
cessful began to be hedged about with 
doubts and qualifications, and were often 
in the end repudiated altogether. In the 
end, analysts began to feel a pervasive 
doubt about what they were doing. It 
seemed that one could only achieve a 
translation by sacrificing all or part of the 
meaning of the expression which one was 
trying to analyze. What was intended as 
analysis turned out to be falsification; or, 
if the original meaning was successfully 
conserved, fidelity was secured only at the 
cost of circularity. 

If translation, as a philosophical method, 
cannot produce any sound results, it seems 
clearly necessary to abandon it. But it 
is possible, in abandoning it, to preserve 
something of what the analysts had origi
nally intended. This can be done in either 
of two, apparently opposed, ways. Sen
tences of ordinary language fulfill our 
ordinary needs. In general, they leave 
nothing to be desired in the way of clarity 
for practical purposes, even though they 
leave much to be desired from the point 
of view of philosophical clarity. Thus the 
attempt to replace these sentences with 
clarifying paraphrases - clarifying in the 
sense that their form and their content 
would meet our need for philosophical 
understanding - was very natural. But 
since ordinary sentences resisted such 
translation, a choice had to be made. One 
could either retain the construction of 
clarifying paraphrases as one's goal, while 
admitting that these paraphrases could 
never have precisely the same meaning as 
the ordinary sentences they replaced, or 
else one could retain the goal of explain
ing the precise meaning of these expres
sions, while admitting that the construc
tion of paraphrases in an ideal language 

would not produce this result. The first 
choice gives rise to the program of lin
guistic constructionism, the second to that 
of description of linguistic usage. If one 
adopts the most rigorous and most highly 
developed form of the first program, one 
will construct a formal system which uses, 
generally, the apparatus of modern logic 
and in which the concepts forming the sub
ject-matter of the system are introduced 
by means of axioms and definitions. The 
construction of the system will generally 
be accompanied by extra-systematic re
marks in some way relating the concepts 
of the system to concepts which we already 
use in an unsystematic way. This is the 
method of "rational reconstruction"; and 
indeed the system of elementary logic it
self, which provides the general form of 
the system as a whole, can be regarded 
as a reconstruction of the set of concepts 
expressed by the logical constants of daily 
life. Following the other method seems 
very different. For it consists in the at
tempt to describe the complex patterns of 
logical behavior which the concepts of 
daily life exhibit. It is not a matter of pre
scribing the model conduct of model 
words, but of describing the actual con
duct of actual words; not a matter of mak
ing rules, but of noting customs. Obviously 
the first method has certain advantages. 
The nature and the powers· of the appa
ratus to be used are clear. Its users know 
in advance what sort of thing they are 
going to make with it. The practitioner of 
the second method is not so well placed. 
Unless he is to be content with the pro
duction and juxtaposition of particular ex
amples, he needs some metavocabulary in 
which to describe the features he finds. 
Ex hypothesi, the well-regulated metavo
cabulary of the first method is inadequate 
for his purposes. So he has to make his 
own tools; and, too often, hastily impro
vised, overweighted with analogy and as
sociation, they prove clumsy, lose their 
edge after one operation and serve only 
to mutilate where they should dissect. 

I wish to examine in more detail these 

( 
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two apparently opposed methods. I shall 
compare their merits in respect of that 
philosophical clarification which they both 
hope to achieve. Obviously, the result of 
such a comparison will depend in part on 
the sense one gives to the notion of "clari
fication." One could interpret this word in 
such a way that there was· no interesting 
question as to which of the two methods 
would be better for this purpose. Such a 
result would ensue, for example, from 
taking "clarification" in the sense which 
Carnap seems to give it in the first chap
ter of Logical Foundations of Probability. 
A prescientific concept is clarified in this 
sense if it is supplanted or succeeded by 
one which is more exact and more fruit
ful. The criterion of fruitfulness, according 
to Carnap, is that the concept should be 
useful in the formulation of many logical 
theorems or empirical scientific laws. The 
criterion of exactness is that the rules of 
the use of the concept should be such as 
to give it a clear place "in a well-connected 
system of scientific concepts." Such a well
connected system, it seems, is a formal 
system which incorporates them. If one 
agrees with Carnap on all these points, 
then clearly the thesis that clarification can 
be best achieved by system-construction 
appears as an understatement. 

Even if we abjure this last step, and 
think of clarification more vaguely as the 
introduction, for scientific purposes, of sci
entifically exact and fruitful concepts in 
place of some of those we use for all the 
other ordinary and extraordinary purposes 
of life, the issue between the two methods 
remains less than exciting. I am not com
petent to discuss the extent to which theo
retical scientists either examine minutely 
the behavior of words in ordinary lan
guage or construct axiom systems. It seems 
to me extremely improbable that they do 
much of the first; and I suspect (but may 
be quite wrong) that logicians exaggerate 
the extent to which they do, or ought to 
do, the second. But my incompetence in 
this area troubles me not at all. For how
ever much or little the constructionist tech-

nique is the right means of getting an idea 
into shape for use in the sciences, it seems 
prima f acie evident that to offer formal 
explanations of key terms of scientific 
theories to one who seeks philosophical 
illumination of essential concepts of non
scientific discourse is to do something ut
terly irrelevant - is a sheer misunder
standing, like offering a text-book on 
physiology to someone who says (with a 
sigh) that he wished he understood the 
workings of the human heart. In the case 
of many a philosophically troubling con
cept, indeed, it is hard to know in what 
direction to look for a scientifically satis
factory concept which stands to it in the 
required relation of correspondence or 
similarity. But the general conclusion 
holds even for those cases where there is 
a clear correlation. I may mention, for 
example, Carnap's own example of the 
clarification of the prescientific concept of 
warmth by the introduction of the exact 
and scientifically fruitful concept of tem
perature. Sensory concepts in general have 
been a rich source of philosophical per
plexity. How are the look, the sound, the 
feel of a material object related to each 
other aad to the object itself? Does it fol
low from the fact that the same object can 
feel warm to one man and cold to another 
that the object really is neither cold nor 
warm nor has any such property? These 
questions can be answered, or the facts 
and difficulties that lead to our asking them 
can be made plain; but not by means of 
formal exercises in the scientic use of the 
related concepts of temperature, wave
length, and frequency. Indeed the intro
duction of the scientific concepts may .it
self produce a further crop of puzzles, 
arising from an unclarity over the relations 
between two ways of using language to 
talk about the physical world, the rela
tions between the quantitative and the 
sensory vocabularies. This unclarity is an
other which will scarcely be removed by 
exhibiting the formal workings of the 
quantitative concepts. 

It is possible, however, to understand 



ANALYSIS, SCIENCE, AND METAPHYSICS 315 

the idea of clarification, and of the con
tribution which system-construction may 
make to it, in a different and more philo
sophical way; in such a way, in fact, that 
the issue stated at the outset remains open, 
requires to be argued further. The parti
san of constructionism may well concede 
that introducing exact concepts for scien
tic purposes is one thing, and clarifying 
ordinary concepts is another. He may also 
concede that the latter task is the peculi
arly philosophical one. Conceding all this, 
he may still maintain that the latter task 
will be best fulfilled by system-construc
tion. He can maintain that attempts to 
analyze the forms of ordinary discourse 
are inevitably futile, because of the untidi
ness, the instability, the disorder, and the 
complexity of ordinary language. In place 
of undertaking such an analysis, he may 
say, let us construct perspicuous models 
of this language (or at least of some parts of 
this language) in which all the essential 
logical relations between our ordinary con
cepts are evident, because they will have 
been freed from the incidental ambigui
ties of every-day speech. Such a model of 
language has the following features. First, 
it is intrinsically clear, in that its key con
cepts are related in precise and determi
nate ways, whereas, ex hypothesi, the 
ordinary concepts to be clarified do not 
have such precise and determinate. rela
tions to each other or to the other ordinary 
concepts in terms of which we might seek 
to explain them. Second, at least some of 
the key concepts of the system are, in im
portant respects, very close to the ordi
nary concepts which are to be clarified. 
The system as a whole then appears as 
a precise and rigid structure to which our 
ordinary conceptual equipment is a loose 
and untidy approximation. 

The way in which the debate could once 
more reach an uninteresting deadlock is 
the following. It could be maintained dog
matically on the one hand that nothing but 
the mastery of such a system would really 
be understanding in a philosophical sense, 
of the concepts to be clarified. Or it might 

be maintained dogmatically on the other 
hand that since, ex hypothesi, the ordinary 
concepts to be examined do not behave in 
the well-regulated way in which the model 
concepts of the system are made to behave, 
there can be no real understanding of the 
former except such as may be gained by 
a detailed consideration of the way they 
do behave, i.e. by an investigation of the 
ordinary uses of the linguistic expressions 
concerned. Here the deadlock is reached 
by each party, refusing to count as under
standing a condition which is not reached 
by the method he advocates. 

There may be something final about this 
deadlock. For there may here be some
thing which is in part a matter simply of 
preference, of choice. Nevertheless, there 
are considerations which may infiuence 
choice. For surely, in deciding what to 
count as philosophical understanding, it is 
reasonable to remind ourselves what philo
sophical problems and unclarities are like. 
Such a reminder I shall briefiy attempt 
later. But I shall partly anticipate it now, 
in mentioning some general difficulties 
which arise for the constructionist in the 
position he is now assumed to occupy. 

The constructionist would of course 
agree that it is necessary to supply an 
interpretation for the linguistic expressions 
of his theory. This is not secured merely 
by the formal relationships between the 
constructed concepts which the theory ex
hibits. At some point it is necessary also 
to explain the meaning of the linguistic 
expressions for the constructed concepts 
in terms which do not belong to the theory 
and the meaning of which is taken as al
ready known. So some extra-systematic re
marks are essential. This point need not in 
itself raise any particular difficulty. So long 
as a small number of extra-systematic 
points of contact are clearly made, the 
meaning of the remaining elements follows 
from their clearly defined relationships 
within the system to those to which life 
has been given by the extra-systematic re
marks. But if the constructionist claim to 
achieve clarification is to be vindicated, it 
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is not sufficient, though it is necessary, that 
the interpretation of the linguistic expres
sions of his theory should be determined. 
For the claim to clarify will seem empty, 
unless the results achieved have some 
bearing on the typical philosophical prob
lems and difficulties which arise concern
ing the concepts to be clarified. Now these 
problems and difficulties (it will be ad
mitted) have their roots in ordinary, un
constructed concepts, in the elusive, decep
tive modes of functioning of unformalized 
linguistic expressions. It is precisely the 
purpose of the reconstruction (we are 
now supposing) to solve or dispel problems 
and difficulties so rooted. But how can this 
purpose be achieved unless extra-system
atic points of contact are made, not just 
at the one or two points necessary to fix 
the interpretation of the constructed con
cepts, but at every point where the rele
vant problems and difficulties concerning 
the unconstructed concepts arise? That is 
to say, if the clear mode of functioning of 
the constructed concepts is to cast light 
on problems and difficulties rooted in the 
unclear mode of functioning of the uncon
structed concepts, then precisely the ways 
in which the constru::ted concepts are con
nected with and depart from the uncon
structed concepts must be plainly shown. 
And how can this result be achieved with
out accurately describing the modes of 
functioning of the unconstructed concepts? 
But this task is precisely the task of de
scribing the logical behavior of the lin
guistic expressions of natural languages; 
and may by itself achieve the sought-for 
resolution of the problems and difficulties 
rooted in the elusive, deceptive mode of 
functioning of unconstructed concepts. I 
should not want to deny that in the dis
charge of this task, the construction of a 
model object of linguistic comparison may 
sometimes be of great help. But I do want 
to deny that the construction and contem
nlation of such a model object can take 
the place of the discharge of this task; 
and I want also to suggest that one thinks 
that it can only if one is led away from 

the purpose of achieving philosophical un
derstanding by the fascination of other 
purposes, such as that of getting on with 
science. 

Moreover, the general usefulness of sys
tems of constructed concepts as objects 
of comparison with the unconstructed con
cepts in which our problems are rooted is 
necessarily limited. For the types or modes 
of logical behavior which ordinary con
cepts exhibit are extremely diverse. To 
detect and distinguish them is a task in 
which one may well be hindered rather 
than helped by fixing one's eye too firmly 
on the limited range of types of logical be
havior which the concepts occurring in 
a formal system can there be shown to 
display. Such a system can only offer us 
relations between constructed concepts 
which have been fixed by stipulative defi
nition. In this respect, system-construction 
reproduces the limitations and the narrow
ness of the original conception of analy
sis. Like it, it simply puts to one side a 
great number of widely different features 
of the functioning of our language - fea
tures which it is important to observe and 
describe with precision, if one wishes to 
resolve philosophical problems. One might 
put the point metaphorically as follows: 
living, linguistic beings have an enormous 
diversity of functions, only some of which 
can be reproduced by the computer-like 
machines which the constructionist can 
build. 

It is still, however, too soon for us to 
say that we have reached a definitive judg
ment concerning the relative merits of the 
two methods. It is, in fact, impossible to 
make such a judgment without attempting 
a general description of philosophical 
problems, difficulties, and questions. It is 
rash to attempt such a general description, 
but at any rate this much will be broadly 
agreed: that they are problems, difficul
ties and questions about the concepts we 
use in various fields, and not problems, 
difficulties and questions which arise 
within the fields of their use. To say more 
is to risk the loss of general agreement. 
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Nevertheless, I think it is possible roughly 
to distinguish, though not to separate, cer
tain strands or elements in the treatment 
of this diverse mass of conceptual ques
tions. First, and very centrally, we find 
the necessity of dealing with paradox and 
perplexity. For it often happens that some
one refiecting on a certain set of concepts 
finds himself driven to adopt views which 
seem to others paradoxical or unaccept
ably strange, or to have consequences 
which are paradoxical or unacceptably 
strange. Or - the obverse of this - it may 
happen that someone so refiecting becomes 
unable to see how something that he knows 
very well to be the case can possibly be 
the case. In this situation the critical phi
losopher must not only restore the con
ceptual balance which has somehow been 
upset; he must also diagnose the particu
lar sources of the loss of balance, show 
just how it has been upset. And these 
achievements are not independent of each 
other. It also seems to me possible to say 
in general what kind of thing the source 
of conceptual unbalance is. Such unbal
ance results from a kind of temporary one
sidedness of vision, a kind of selective 
blindness which cuts out most of the field, 
but leaves one part of it standing out with 
a peculiar brilliance. This condition may 
take many different, though intercon
nected forms. The producer of philo
sophical paradox, or the sufferer from 
philosophical perplexity, is temporarily 
dominated by one logical mode of opera
tion of expressions, or by one way of using 
language, or by one logical type or cate
gory of objects, or by one sort of explana
tion, or by one set of cases of the applica
tion of a given concept; and attempts to 
see, to explain, something which is differ
ent in terms of, or on analogy with, his 
favored model. The distortions which re
sult from such attempts are of equally 
many kinds. To correct the distortions, one 
must make plain the actual modes of op
eration of the distorted concepts or types 
of discourse; and, in doing this, one must 
make plain the differences between their 

modes of operation and those of the model 
concepts or types of discourse; and, in 
doing this, one must, if one can, make 
plain the sources of the blinding obsession 
with the model cases. 

This, then, is one strand in the treat
ment of philosophical problems - one 
which is in itself quite complex. I call it 
central, partly because the need for it has 
in fact provided so strong an impetus to 
the whole activity. From it can be distin
guished, though not separated, certain 
other strands. One is the attempt to ex
plain, not just how our concepts and types 
of discourse operate, but why it is that 
we have such concepts and types of dis
course as we do; and what alternatives 
there might be. This is not a historical 
enquiry. It attempts to show the natural 
foundations of our logical, conceptual ap
paratus, in the way things happen in the 
world, and in our own natures. A form 
which propositions exemplifying this 
strand in philosophy may often take is the 
following: if things (or we) were differ
ent in such-and-such ways, then we might 
lack such-and-such concepts or types of 
discourse; or have such-and-such others; 
or might accord a subordinate place 
to some which are now central, and a 
central place to others; or the concepts 
we have might be different in such
and-such ways. It might reasonably be 
maintained, or ruled, that full understand
ing of a concept is not achieved until this 
kind of enquiry is added to the activities 
of comparing, contrasting and distinguish
ing which I mentioned first. Of course 
speculations of this kind are restricted in 
certain ways: they are limited by the kinds 
of experience and the conceptual appara
tus we in fact have. But this is only the 
restriction to intelligibility; it leaves a wide 
field open to philosophical imagination. 

The distinction I used above between the 
way things happen in the world, and our 
own natures, is here, though vague, im
portant. For it is a part of our nature that, 
things other than ourselves being as they 
are, it is natural for us to have the con-
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ceptual apparatus that we do have. But 
human nature is diverse enough to allow 
of another, though related, use of philo
sophical imagination. This consists in im
agining ways in which, without things 
other than ourselves being different from 
what they are, we might view them through 
the medium of a different conceptual ap
paratus. Here, then, is a third strand. Some 
metaphysics is best, or most charitably, 
seen as consisting in part in exercises of 
this sort. Of course, even when it can be 
so interpreted, it is not presented as a 
conceptual or structural revision by means 
of which we might see things differently; 
it is presented as a picture of things as they 
really are, instead of as they delusively 
seem. And this presentation, with its con
trast between esoteric reality and daily de
lusion, involves and is the consequence of 
the unconscious distortion of ordinary con
cepts, i.e. of the ordinary use of linguistic 
expressions. So metaphysics, though it can 
sometimes be charitably interpreted in the 
way I suggest, in fact always involves para
dox and perplexities of the kind I first 
mention; and sometimes embodies no rudi
mentary vision, but merely rudimentary 
mistakes. 

Still other strands need to be distin
guished. That examination of current con
cepts and types of discourse to which para
dox and perplexity so commonly give the 
initial impulse, can be pursued with no 
particular therapeutic purpose, but for its 
own sake. This is not to say that puzzle
ment is not in question Lere. One can, 
without feeling any particular temptation 
to mistaken assimilations, simply be aware 
that one does not clearly understand how 
some type of expression functions, in com
parison with others. Or, having noticed, 
or had one's attention drawn to, a certain 
logico-linguistic feature appearing in one 
particular area of discourse, one may sim
ply wish to discover how extensive is the 
range of this feature, and what other com
parable features are to be found. Of 
course, the resulting enquiries may well 
pay therapeutic dividends. But this need 

not be the purpose for which they are un
dertaken. Here, then, is a fourth strand. 

I think that there is a fifth philosophical 
aim to which those which I have so far 
sketched should be subordinated. So far, 
I have spoken of metaphysics as if its prin
ciple aim were the reformation of con
cepts, and its most frequent achievement 
their deformation. I have contrasted re
forming metaphysics with descriptive anal
ysis. However, we should recognize the 
existence of another sort of metaphysics, 
one which shares the descriptive aim of 
analysis. The descriptive metaphysician 
resembles the descriptive analyst in that 
he wishes to make clear the actual be
havior of our concepts, rather than to 
change them. His enterprise differs from 
that of the analyst only in scope and in 
level of generality. But this difference is 
important. An analytical examination of 
a certain area of human thought - an 
analysis, say, of the concept of memory, 
or of cause, or of logical necessity -
may, and should, take a great deal for 
granted, presuppose a great deal. To clar
ify a particular part of our conceptual 
apparatus, there is no need to make a pro
found study of the general structure of 
that apparatus. But the goal of descriptive 
metaphysics will consist precisely in the 
exhibition of that structure. It will try to 
show how the fundamental categories of 
our thought hang together and how they 
relate, in tum, to those formal notions 
(such as existence, identity, and unity) 
which range through all categories. Ob
viously the conclusions which descriptive 
metaphysics reaches must not conflict with 
those arrived at by a careful descriptive 
analysis. Still, it is not evident that the 
tools and the method of descriptive analy
sis can suffice by themselvos to do the job 
which descriptive metaphysics attempts. 

If these are the tasks of philosophy, 
what can we now say about the preten
sions of the two heirs of the classical pro
gram of analysis - the two contrasting 
methods of philosophical clarification 
which we have been examining? It seems 
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to me that the roles of these two methods 
become clear when we consider the first 
and the fourth objectives of philosophical 
inquiry which I have distinguished. The 
description of the modes of functioning of 
actually employed linguistic expressions is 
of the essence of the fourth aim; and it is 
simply the least clouded form of a pro
cedure which is essential to the achieve
ment of the first Here the arguments put 
forward above apply. To observe our con
cepts in action is necessarily the only way 
of finding out what they can and cannot 
do. The right kind of attention to the ordi
nary use of expressions provides a means 
of refutation of theories founded on mis
taken assimilations; it provides a descrip
tion of the actual functioning of the prob-
1ematic concepts, to take the place of the 
mistaken theory; and, finally, it helps, or 
may help, with the diagnosis of the tempta
tions to the mistakes. This last it may do 
because the analogies which seduce the 
philosopher are not, in general, private 
fantasies; they have their roots in our or
dinary thinking, and show themselves in 
practically harmless, but detectable ways, 
in ordinary language - both in its syn
tactical structure and in the buried meta
phors which individual words and phrases 
contain. I have already acknowledged that 
system-construction may have an ancillary 
role in achieving these two types of aim, 
and given reasons for thinking that it must 
remain ancillary - and limited. Model ob
jects of linguistic comparison may help us 
to understand the given objects; but it 
is dogmatism to maintain that the con
struction of model objects is the best 
or the only means of achieving such under
standing. 

In the case of those exercises of philo
sophical imagination which I have referred 
to as the second and third strands, the 
case is somewhat different. To understand 
the foundation of our concepts in natural 
facts, and to envisage alternative possi
bilities, it is not enough to have a sharp 
eye for linguistic actualities. Nor is system
construction a direct contribution to the 

achievement of the first of these two, 
i.e. to seeing why we talk as we do. But 
it may be to the second, i.e. to imagining 
how else we might talk. The construction
ist may perhaps be seen as an enlightened 
reforming meta physician - one who, per
haps wistfully, envisages the possibility of 
our situation and our need for communi
cation so changed and simplified that such 
a well-regulated system of concepts as he 
supplies is well adapted to both. It is only 
when the claim to exclusiveness is made 
on behalf of the constructionist method, 
and of particular constructions, that one 
must begin to query the enlightenment. 
But, again, this claim may be softened to 
the expression of a preference - which 
leaves one no more to say. 

There remains the fifth strand in the 
philosophical enterprise. It is obviously 
interlaced with the others, and cannot be 
detached from them. Still, it imposes its 
own demands. It is possible to stick to the 
scrupulous examination of the actual be
havior of words, and to claim that this is 
the only sure path in descriptive philoso
phy. But it seems to me that if we do no 
more than this, then the relations and the 
structures which we shall discover will not 
be sufficiently general, or sufficiently far
reaching, to satisfy our urge for full meta
physical understanding. For when we ask 
ourselves questions about the use of a cer
tain expression, the answers we give our
selves, revealing as they are at a certain 
level, presuppose, rather than exhibit, the 
general structural elements which the 
metaphysician wishes to discover. This 
does not mean that the metaphysician can 
ignore either the conclusions or the meth
ods of descriptive analysis. On the con
trary, these methods and conclusions serve 
as an indispensable control in the work
ing-out of properly metaphysical solutions. 
But neither do these methods suffice, of 
themselves, to arrive at such properly 
metaphysical conclusions. For myself, I 
can offer no general recipe for achieving 
the sort of comprehension I have in mind 
here. It would indeed be the vainest of 
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dreams to imagine that the structure which 
descriptive metaphysics wishes to discover 
could be crystallized in any formal system. 

To conclude, then. There is not just 
one thing which is legitimately required of 
the philosopher who would increase our 
conceptual understanding. In particular, 
it is certainly not enough to say that he 
should describe the functioning of actu
ally employed linguistic expressions. For 
simply to say this would not be to give any 
indication of the sort of description he 
should provide. That indication is given 
when it is shown how description of the 
right sort may bear upon our conceptual 
confusions and problems. Next we see 
how more may be required of him than 
the resolution of these confusions with the 
help of those descriptions; how a more 
systematic classification and ordering of 
the types of discourse and concept we em
ploy may be sought; how a fuller under
standing of both may be gained by enquir
ing into their foundation in natural facts; 

how room may here be found for the en
visaging of other possibilities; how he may, 
in the end, strive for the goal of a descrip
tive metaphysics. If the philosopher is to 
do all or only some of these things, it is 
true that he cannot stop short at the literal 
description, and illustration, of the be
havior of actually used linguistic expres
sions. Nevertheless, the actual use of lin
guistic expressions remains his sole and 
essential point of contact with the reality 
which he wishes to understand, conceptual 
reality; for this is the only point from 
which the actual mode of operation of con
cepts can be observed. If he severs this 
vital connection, all his ingenuity and 
imagination will not save him from lapses 
into the arid or the absurd. 

Editor's note: For comment on the notion 
of "descriptive metaphysics" which Strawson 
presents here, see the items cited in footnote 74 
of the Introduction. For comment on his criti
cism of "constructionism" see the article by 
Maxwell and Feig! reprinted above at pp. 193-
200; and also Carnap [7]. 
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DISCUSSION OF STRAWSON'S 

"ANALYSIS, SCIENCE, AND METAPHYSICS" 

(Chaired by Jean Wahl) 

Mr. Jean Wahl: I will give the floor first cisely, that our capacity to dispose phe
to Mr. Taylor, who, I think, has a question nomena in an objective temporal order) 
on a very particular point. depends necessarily on the use we make of 
Mr. Charles Taylor: The question which the concept of causality in relating a phe-
1 should like to ask bears, I think, on the nomenon to its cause, he then undertakes 
content of your paper rather than simply an enterprise which, if successful, would 
on its form. I am puzzled about what sort establish that a fundamental relation ex
of proposition one would end up with isted between two general concepts - that 
after following out the "fifth strand of the of an objective temporal order, and that 
philosophical enterprise" which you have of causality. To establish this, if such a 
discussed. Would it be simply a sort of ab- thing could be established, would be a 
breviated synthesis of the results obtained part of descriptive metaphysics as I con
along the other four routes (particularly ceive it. 
the first and fourth)? Would it be a system- I can offer another example. If one sets 
atization of the results which one gets one's face against the empiricist tradition, 
from following the second route-namely, which tries to reduce everything to the 
a set of reflections on the world and on experiences of an individual subject, then 
human nature, taking their point of de- one will try to demonstrate that such sub
parture from facts about language? If the jective experiences can only be fitted into 
latter, would not following out the fifth an ontology which includes such entities 
strand lead one to a sort of conceptual as persons and animals (since these ex
structure? I do not know whether I have periences can only be identified if one 
followed your train of thought properly, can identify such entities). This latter 
but I would like to know more about the thesis, which I personally think is true, is 
sort of propositions which might emerge another example of descriptive metaphys
along this fifth route. ics. It relates two very general types of 
Mr. Strawson: Perhaps I can answer Mr. entity -two clearly identifiable catego
Taylor by putting forward one or two ries - and makes manifest the subordi
examples of what I have in mind. These nation of the one to the other within a 
may be ill-chosen, but if they are sound, general conceptual scheme. 
they represent what I mean by "descrip- Do these two examples seem sufficient 
tive metaphysics." to illustrate what I mean by descriptive 

Let us first take the case of Kant. When metaphysics? 
he tries to prove that the existence of an Mr. Taylor: Yes, except that they strike 
objective temporal order (or, more pre- me as simply prolongations of your second 
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type of philosophical inquiry. They are 
very close to the classical forms of on
tology. 
Mr. Strawson: No doubt. But when I de
scribed what I called the second effort of 
the philosophical imagination, I said that 
the propositions at which it aimed would 
have the following form: "If things were 
different from what they are in such-and
such respects, then our conceptual struc
ture would also differ in certain respects." 
Now it seems to me that one can cite many 
cases of such possible differences, and 
that in these cases we can ask ourselves 
just how our conceptual structure would 
be modified. On the other hand, when we 
reach that higher level on which I have 
placed descriptive metaphysics (although 
I concede that it is very difficult to mark 
off such levels of inquiry from one an
other), we often encounter the fact that 
it is almost impossible to describe what 
an alternative conceptual structure might 
look like. At this higher level, we attempt 
something more general and more funda
mental than was attempted in the second 
approach, although obviously closely re
lated to it. 
Mr. Leon Apostel: My first question bears 
upon the following phrase of Mr. Straw
son's: "If things were different than they 
are in certain respects, then we might lack 
a certain way of speaking ... " If the 
world were different, then our language 
would be different. I am curious to know 
how one could demonstrate such a propo
sition. While refiecting on this point, an 
example has occurred to me. Consider that 
we are familiar with two languages: L 1 
and L2. In the first, the verb agrees with 
the subject. In the second, it agrees 
with the object. (I am, of course, using 
"subject" and "object" in the ordinary 
sense which the grammarian gives them.) 
Cail Mr. Strawson describe a possible 
world in which Lt would be applicable, 
and another in which L2 would be appli
cable? I have tried, in refiecting on this 
model, to imagine what he might propose. 
I came up with the following: if we imag-

ine a world where the causes, movers, 
forces, and agents were extremely diverse 
and almost completely determined their 
effects, whereas the matter upon which they 
acted was homogenous and, so to speak, 
amorphorus, playing no role in causal in
teraction, then I can see that a language in 
which the verb agreed with the subject 
would be possible, whereas one in which 
it agreed with the object would be hardly 
conceivable. Is this the sort of thing Mr. 
Strawson has in mind? I doubt it, but if 
not, then I would like to know what would 
be an illustration of the situation expressed 
by the phrase I have quoted from his 
paper. 

My second question bears on the no
tion of "descriptive metaphysics." What is 
the method of the discipline? Is it, for Mr. 
Strawson, similar to or different from the 
inquiries conducted by Benjamin Whorl? 
You will remember that when Whorf 
studied certain primitive languages, he 
claimed that they contained many more 
modalities than ours, that they had no 
names for objects, that they placed a much 
greater emphasis upon action, etc. He in
ferred from this the existence of an enor
mous number of modes and degrees of 
existence, the primacy of becoming over 
being, and of events over things. Is this 
the sort of method you envisage for de
scriptive metaphysics, or is there another? 
Mr. Strawson: In the first place, I should 
say that even if I could form no such pic
ture of the world as you speak of, this 
would make no difference to the topic un
der discussion. The question is not really 
about our being able to say what changes 
in our vision of the world would produce 
such-and-such profound modifications in 
the structure of our language, but rather 
about being able to say what changes might 
enter our language as a result of such
and-such profound changes in our vision 
of the world. However that may be, I 
think that the first part of your question 
had a more general import, and that you 
were really asking me about how one 
could hope to demonstrate this sort of 
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proposition. I must answer that I do not 
think there is any way of demonstrating 
that an answer to this sort of question is 
correct. This is an important point of dif
ference between descriptive metaphysics 
and analysis as currently practiced, for in 
the latter we can always provide a demon
stration by reference to the current usage 
of language. Such an appeal is pointless, 
however, when we want to know what 
changes of current usage would be brought 
about by changes in our vision of the 
world. All I dare to say, on a question as 
delicate as this, is that one may hope for 
something like a demonstration - namely, 
an agreement among those who are par
ticularly aware of, and sensitive to, all the 
nuances of linguistic expression, about 
what modifications of language would 
probably be entailed by such changes in 
our vision of the world. I do not say that 
such agreement would meet our ideal 
standards of proof, but I do not think that 
we are going to get anything better. One 
sign of the probative value of such agree
ment seems to be that it is, in fact, rela
tively easy to achieve on certain points. 
If you wish, I shall modify the schema for 
the sort of proposition I would hope might 
be formulated into the following: "It 
seems to us extremely probable, in the 
present circumstances, that our language 
might adapt itself in such-and-such a way 
to such-and-such modifications in the way 
things happen ... " In this limited form, 
such propositions seem to me quite plau
sible, and even demonstrable. 
Mr. Apostel: If you don't mind, I should 
like to add something to suggest why I 
asked my original question. Propositions 
from which one can infer certain conclu
sions concerning unrealized possibilities 
seem to me to be properly characterized 
as laws. It therefore seems to me that one 
would first have to lay down the laws which 
govern the relations between the world of 
language and the world of things, before 
one could say anything useful about the 
possible effects upon one world of a change 
in the other. If this is so, I think it follows 

that you would have to construct a formal 
model of language before you were in a 
position to put forward any counter
factual proposition. 
Mr. Strawson: Yes, but now you are ap
pealing to a certain view about counter
factual conditionals which one can refute 
by invoking certain propositions which are 
themselves counter-factual conditionals. 
(Laughter from the audience). The exam
ples which would help to defend this view 
are probably borrowed from contexts very 
different from those with which I am con
cerned. It does not seem proper to ex
trapolate conclusions drawn from such 
examples to cover theses of the type we 
have just been discussing, which seem ob
viously to belong in a very special context. 
I would add also that when we are con
cerned with purely descriptive analyses of 
languages, we do not appeal to the results 
of the statistical methods currently prac
ticed in empirical linguistics. Rather, we 
appeal to our own experience, our own 
intimate acquaintance with the language 
which we are studying. This practice seems 
legitimate as regards the descriptive as
pect of linguistic analysis, and I think it 
may also be applied in descriptive meta
physics. For myself, I see no reason why 
it should be linked to empirical and statis
tical methods. 

As I have gone along, I have partially 
anticipated my answer to your second 
question, for I have admitted that I can
not cite any features which are peculiar 
to the method of descriptive metaphysics. 
Still, I have said that the conclusions 
reached by the descriptive metaphysician 
cannot confiict with those reached by the 
other methods practiced within analytic 
philosophy, and so whatever one can say 
about these other methods will also ap
ply to descriptive metaphysics. I cannot 
offer anything more precise than that. 
Mr. Wahl: I think that Professor Leroy 
has a question on a related problem. 
Mr. Georges Leroy: I have collected some 
passages (taken, unfortunately, from the 
translation of your paper) which may per-
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haps undermine your position. You can 
tell me whether in fact they do. First, you 
say that "We try to uncover the natural 
foundations of our logical and conceptual 
apparatus." This will of course, on your 
view, be achieved by a method which is 
distinct from a simple historical inquiry. 
(By "logical" I take it you mean "what 
concerns language" rather than "what con
cerns the logical structure of discourse," 
but we need more precision on this 
point.) You continue the previous pas
sage by saying " ... by finding them in 
the way things happen in the world, and 
in our own natures." This passage, which 
is not the only one of its kind, seems to 
say that language can express, in a rather 
precise way, not only how things happen 
in the world, but also how they happen in 
our own natures. I find confirmation of 
this interpretation in a passage at the end 
of your paper where you say that "The 
actual use of linguistic expressions remains 
his sole and essential point of contact with 
the reality which he wishes to understand; 
conceptual reality." This is the first point 
which I find troublesome. It becomes still 
more troublesome when you add "for this 
is the only point from which the actual 
mode of operation of concepts can be 
observed. If he severs this vital connection, 
all his ingenuity and imagination will not 
save him from lapses into the arid or the 
absurd." 

I understand from this that you hold 
that our concepts must always correspond 
to a certain concrete reality, and that lan
guage has no value except insofar as it ex
presses this reality. Language, then, in its 
normal usage, as well as the logic which 
is manifested in this normal usage, proceed 
directly from the concrete subject - are 
somehow engendered by life itself. Do we 
agree on this point? If so, then a question 
comes to mind at once: Does logic really 
express the foundation of things, their nat
ural foundation? Does language really ex
press this foundation? If it does, then it is 
not a descriptive, but an explicative, meta
physics which you are proposing. Such a 

metaphysics would describe the foundation 
of things, and not only the way our lan
guage functions. I confess that I find it 
very difficult to follow you here, for I 
regard language as expressing hypotheses 
and inferences about the foundation of 
things. This is why our language continues 
to evolve, in order to adapt itself to what 
we know about things. Here we have two 
quite different views of the matter, and 
it seems to me that you tend, at times, to 
veer toward the second - as when you 
say "It would indeed be the vainest of 
dreams to imagine that the structure which 
descriptive metaphysics wishes to discover 
could be crystallized in any formal sys
tem." I find myself caught in a dilemma 
here, and I should simply like you to clear 
up your own position on the topic. 
Mr. Strawson: You have raised several 
points here. In the first place, I should de
fend the passage which you quoted from 
the conclusion of my paper by saying that 
the philosopher's principal task is the un
derstanding of how our thought about 
things works, and that we cannot find out 
about these workings except by looking at 
how we use words. To put it another way, 
linguistic usage is the only experimental 
datum which we possess that is relevant 
to inquiry about the behavior of our con
cepts. It seems to me to follow that if we 
want to understand these concepts, we 
should look to the way in which they 
are articulately manifested - namely, to 
language. 

You point out that if I adopt the view 
that our conceptual apparatus depends, in 
a certain way, on how things happen in 
the world, then it follows that a descrip
tion of that apparatus is simultaneously a 
description of how the world goes. You 
support this point by citing the passage 
where I say that part of our job consists 
precisely in laying bare the foundations 
of our conceptual structure, and that these 
foundations will be found by looking to 
how things happen in the world. 

It does not seem to me that there is a 
real difficulty here. All that we can say 
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about how things happen in the world boils 
down to a few very general and very com
monplace propositions. The relation be
tween how things happen and the nature 
of our conceptual apparatus only appears 
clearly when we ask how that apparatus 
would be affected if the world were to 
behave differently. Only thus can we get at 
those particular features of the behavior 
of things in the world which directly affect 
the conceptual structures we use. The 
analyst's first job, nonetheless, remains 
that of describing the existing conceptual 
apparatus, and I do not think that from 
such an analysis one can get any interest
ing new information whatsoever about the 
nature of things. This admission does not 
prevent me from saying, as I have, that 
the behavior of things is the foundation of 
our conceptual structure. It does not fol
low from this thesis that language can 
tell us anything new about the world. I 
hold to this thesis simply because I think 
that if things were different, then our lan
guage would be different, and this fact 
seems to me a valid indication, if not 
a decisive proof, of the interaction in 
question. 
Father H. l. Van Breda: I had at first 
thought that I would hold off my questions 
until later, but I am concerned to keep in 
focus the important point which Profes
sor Leroy has raised concerning the pas
sage in which you say: "The actual use of 
linguistic expressions remains the philoso
pher's sole and essential point of contact 
with the reality he wishes to understand, 
conceptual reality; for this is the only point 
from which the actual mode of operation 
of concepts can be observed." 

This thesis, which you have put forward 
in a very sweeping way, has led me into 
a certain train of thought. I hope that Mr. 
Strawson will pardon me for summarizing 
these refiections. For some years, I have 
watched the development of the analytic 
movement in philosophy - not from very 
near at hand, perhaps, but nonetheless 
fairly closely. The failure of communica
tion between all (or most) Continental phi-

losophers on the one hand and Anglo
American philosophers on the other is 
really striking. The sentence I have cited 
from Mr. Strawson's paper has provided 
me with an occasion to formulate two or 
three problems which, I think, are at the 
bottom of this failure. 

I myself, as many of you know, am a 
representative of the phenomenological 
movement, rather than of any of the other 
philosophical traditions which my cleri
cal costume might suggest. For the phe
nomenologist, or the philosopher who 
takes his point of departure from the phe
nomenological movement, the thesis that 
the sole point of contact with that reality 
which philosophy wishes to understand is 
language is entirely inadmissable. To say 
that the reality we wish to understand is 
conceptual reality is still more objection
able. Here we have a first, and very im
portant, point of difference between the 
two schools. To the question "What does 
the philosopher want to understand?" Con
tinental philosophers would firmly reply 
that it is not conceptual reality, but the 
world in which we live, in all its complexity. 

In the second place, you claim that lan
guage is the only point of contact with 
reality. I see no good argument for this 
whatever, especially if I adopt a purely 
descriptive attitude of the sort which the 
analytic method recommends. The simple 
description of my own consciousness, and 
of all that of which I am conscious, shows 
me that there are a great many ways of 
being-in-the-world, and thus shows me 
that I have the ability to understand, to 
find intelligible, what happens in the world. 
Such a description in no way suggests that 
language has the privileged status you 
claim for it. 

Finally, there is a third point of differ
ence which needs emphasis. (I am sorry 
to restrict myself to pointing out differ
ences between us, but doing so will help 
us in the ensuing discussion.) For me, the 
essential philosophical question about lan
guage is this: what is language for man? 
I am not sure I know the answer to this 
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I cannot be satisfied simply to say, for 
example, that language in general is that 
phenomenon which exteriorizes itself in 
this or that particular language (English, 
French, etc.). I just do not know what 
to say. I am still trying to find out what 
language is. We have already had to drop 
the traditional view that language is an 
epiphenomon of the process of compre
hension. It seems probable that language is 
something absolutely essential to compre
hension, something at the very heart of 
consciousness. But I am not willing to take 
any theses about language for granted, and 
I leave myself open. I fear (but this is the 
confession of an adept at phenomenologi
cal analysis) that one over-simplifies too 
much in saying that language is a phenom
enon which can more or less be identified 
with the ensemble of particular languages, 
or in saying that language is the only path 
to an understanding of the conceptual 
world, or in saying that the only goal of 
philosophy is an understanding of that 
world. 
Mr. Strawson: I think that I can reformu
late your point by saying that, for you, 
philosophy is not a matter of understand
ing conceptual reality through under
standing language (in the sense in which 
one arrives at this latter understanding by 
studying observable facts about particular 
languages), but that its goal is to under
stand the world. 

I think that your second point is 
entailed by your first, in the sense that if 
one tries to envisage the world as a whole 
without direct and precise reference to 
language one will feel no compulsion or 
desire to examine our every-day ways of 
talking about the world. I do not think 
we can discuss the two questions sepa
rately. You have not, however, contested 
my claim that if what we want to do is to 
elucidate the conceptual structure which 
regulates our usual ways of thinking about 
the world - ways which are revealed in 
everyday speech - then our essential (if 
not unique) point of contact is through lan
guage, in which our concepts take on an 

articulate form. I do not think, then, that 
I have to defend this claim. 

The essential issue between us comes 
up in connection with your first question, 
about whether the proper end of philoso
phy is to understand the conceptual struc
ture which the analysis of language re
veals. or is rather to undertake that 
marginal activity which consists in trying 
to understand the world and our existence 
in the world. 
Father Van Breda: Let us say simply: our 
relation with the world. When you say 
"our existence in the world" you are adopt
ing a different philosophical jargon. 
Mr. Strawson: I have to confess that nei
ther the concept of a relation with the 
world, nor that of existence in the world, 
strikes me as very clear. Can't we simply 
leave all that to the psychologists? 
Father Van Breda: I do not believe that 
that is their job at all. 
Mr. Strawson: I should like to be more 
confident that I grasp what it is that we 
are supposed to understand. It seems to be 
neither something which falls within the 
province of experimental science, nor 
something to which the methods I de
scribed in my paper are relevant. If it is 
not a conceptual structure, I do not know 
what it is. 
Father Van Breda: You seem at least to 
be familiar with one of the ways of being
in-the-world - viz., the mode of appre
hending the world through the use of con
cepts. But I am not quite sure I know 
what your conception of this mode is. You 
seem quite sure that you know what it is 
to be with things, to be in touch with them. 
when speaking about them in conceptual 
terms. I am still trying to find out what this 
is. For me, there are still problems about 
language, and in particular there is the 
problem of the nature of conceptual lan
guage. For you, it seems that apprehen
sion of the world through concepts is the 
only, or the essential, mode of being-in
the-world. For me, it is only one among a 
great many others. I might mention, as 
examples of these others, love, religion, 
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and emotion. Each of these are ways of 
being with things, of grasping things, and 
none of them is blind. 
Mr. Strawson: I am aware of many ways 
of standing in relation to things in addi
tion to that particular way which makes 
use of conceptual structures. But it seems 
to me that the study of these other rela
tionships belongs elsewhere - in history, 
the social sciences, scientific research, the 
practice of the arts and skills which we 
use in daily life, in the experience of the 
individual . . . 
Father Van Breda: But you have to dis
tinguish what you are doing from what 
the philologist does! I am putting these 
questions to you as a philosopher. Surely 
there remains something to do after the his
torian or the scientist has had his say! 
Mr. Strawson: After history has had its 
say, there will remain problems about, for 
example, the idea of causality as it is used 
in the historian's explanations. This is just 
the sort of probiem which leads us to con
ceptual inquiry, to philosophy as I con
ceive it. But I don't see what else there is 
for philosophy to do than to conduct in
quiry of this type concerning the under
lying conceptual schemes, either of par
ticular disciplines or of daily speech. 
Father Van Breda: Let me take up the 
cudgels once again, briefiy. To take your 
example of history, I should say that his
torical being is not a concept. It is a reality. 
The concept of a historical being is a poor 
thing in comparison with the reality of 
that being. What I wish, myself, to try 
to discover through reflection, and to ex
press, is the totality of that historical be
ing. To be sure, I shall have to express 
myself using concepts; I have the greatest 
respect for conceptual thought. But the 
reality that I shall thus express will always 
transcend whatever I am able to say. Fur
ther, I grasp this reality in my conscious
ness, apart from my poor concepts. I do 
not retain all of it when I reduce it to con
cepts. If I stuck to concepts alone, I should 
simply impoverish myself. Why, as a phi
losopher, should I abjure the right to try 

to discover something more, by any other 
method which seems good to me? You 
will tell me that this "something more" 
will simply be one more concept, since 
this is how we think. But despite all that, 
it will be that which I wish to express in 
concepts - not my concept of a historical 
being, but historical being itself. If I can
not do this, prove to me that I cannot. You 
have not done so yet. 
Mr. Wahl: May I take the 6.oor for a min
ute? I should like to complement what 
Father Van Breda has just said. Although 
I agree with him at bottom, I Wish to 
disagree with part of what he has said, in 
an attempt to reinterpret Mr. Strawson's 
remarks. 

We are, after all, talking to each other. 
Thus, at this moment, we are forced back 
on normal linquistic usage. It is because 
we trust language to some extent that a 
conversation like this is possible. 

Consider the term "conceptual reality." 
I should like to ask Mr. Strawson if he 
intends this term to signify a reality which 
is purely and strictly conceptual. Does 
not the term really denote, at bottom, 
reality itself? Being human, we must, un
fortunately, (as father Van Breda would, 
I think, agree) see reality more or less 
in conceptual terms. Thus the passages 
which Father Van Breda has used to indi
cate his disagreement with Mr. Strawson 
may also be used to suggest how they 
might be brought to agree. Since, alas, we 
are men, our reality is by necessity con
ceptual, and therefore we must have con
fidence in normal linguistic usage (with
out, however, trusting it entirely). 
Father Van Breda: I could easily accept 
what Professor Wahl has just said, but I 
fear that this topic takes us far away from 
anything relating to the goal or the method 
of analytical philosophy. 
Mr. Wahl: But surely the whole question 
is to find out whether the analysts them
selves are not sometimes forced to take 
positions which they do not reach by 
applying the methods of analysis. It is quite 
possible that they are, and if so, then there 
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may be more agreement between them and 
us than would at first appear. 
Mr. Strawson: I think that the term "con
ceptual reality" is ambiguous, and was an 
unhappy choice. All that I meant by it was 
"the facts about our concepts." Given this 
interpretation, my talk about "conceptual 
reality" can hardly be construed as an in
siduous attempt to reduce reality to con
cepts. 
Mr. Wah/: Out of sheer curiosity, I should 
like to ask you another question. Once 
there were two philosophers who collabo
rated - Russell and Whitehead, when 
they wrote Principia Mathematica. White• 
head attempted a sort of descriptive phi
losophy. Is his the path you would have 
us foilow? Or rather Nicolai Hartmann's? 
Or Husserl's? I am not sure which one you 
have in mind, but there would seem to be 
many possible paths. 
Mr. Strawson: For the descriptive meta
physician to follow? 
Mr. Wahl: Yes. 
Mr. Strawson: Well, I should think the 
most illustrious example he could set him
self would be Kant. 
Mr. Wahl: Or Aristotle? Kant did not de
scribe. Kant looked for conditions. 
Mr. Strawson: He looked for conditions, 
but he described the relations between the 
fundamental categories of thought. 
Mr. Wahl: I should not take up more time. 
Professor Perelman has asked for the floor. 
Mr. Charles Perelman: I should like to 
take up two sentences which occur near 
the beginning of your paper: "Sentences 
of ordinary language fulfill our ordinary 
needs. In general, they leave nothing to be 
desired in the way of clarity for practical 
purposes, even though they leave much to 
be desired from the point of view of philo
sophical clarity." Later on, you repeat 
several times that the philosopher ought 
to concern himself with a specifically philo
sophical sort of understanding. Unless I 
am mistaken, you thus adopt an attitude 
quite different from that of therapeutic 
positivism. You seem to take philosophical 
problems to be real problems, rather than 

assuming that they will somehow be dis
solved by the analysis of our every-day 
use of ordinary language. I take it that an 
alternative account of analytic philosophy 
would be that philosophical problems arise 
from a careless reading of ordinary lan
guage, or from a misuse of it, or from its 
extension beyond its proper domain. If 
this were the case, the search for philo
sophical clarity which you propose would 
hardly be a respectable enterprise. Philo
sophical problems would be mere pseu
do-problems. But if we take philosophical 
problems seriously, if we do not regard 
them as simply the fruits of a misuse of 
language, and if we try to solve them, must 
we not then be prepared to modify ordi
nary language in order to provide such 
solutions? In that case, can we still say, 
as you did towards the end of your paper, 
that we are not justified in breaking the 
links which bind ordinary language to 
reality? 

Let me sum up my point in a dilemma. 
I may, on the one hand, respect ordinary 
language, say that philosophers have mis
used it, and then claim that there are no 
real philosophical problems - that all so
called philosophical problems are merely 
results of misunderstanding the language. 
On the other hand, I may respect the per
plexity which philosophers feel, admit that 
their problems are real, and thus be driven 
to modify ordinary language in certain 
respects in order to solve these problems. 
In the latter case, I cannot be entirely re
spectful towards ordinary language. 
Mr. Strawson: I am not sure why you 
think that there is a dilemma here. I can 
quite well say that there are real philo
sophical problems, and still add that they 
result, usually if not always, from a mis
understanding, from a mishandling of ordi
nary language. And I can say that they are 
not dissolved, but rather are correctly 
solved, by appealing to a more rigorous 
analysis of usage. Thus I can manifest a 
decent respect for ordinary language, while 
also trying to resolve philosophical prob
lems (treated as quite genuine problems) 
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through analytic methods. I see no absolute 
opposition between the attitude which re
spects ordinary language and attempts to 
dissolve philosophical problems on the 
one hand, and the attitude which wishes 
to solve them by modifying language on 
the other. 
Mr. Perelman: I think, then, that what 
you call "philosophical understanding" 
boils down to nothing but an understand
ing of the fact that philosophers have mis
understood ordinary linguistic usage. But 
in that case the problems are problems 
arising from misunderstanding- not real 
problems. 
Mr. Strawson: Perhaps we need to distin
guish between two sorts of problems. Some 
problems result from a misunderstanding 
of ordinary language. Others . . . Of 
course, the misunderstanding which is in 
question here cannot be reduced to a 
simple violation of rules of correct usage. 
One philosopher may express himself 
loosely, while another may write with 
scrupulous care, though still failing to 
grasp the use he is making of certain ex
pressions. The first may be a better phi
losopher than the second. 
Mr. Perelman: But if the philosopher, who 
understands ordinary language in prac
tical situations, misuses it when he philoso
phizes, then on your view, his philosophiz
ing cannot be taken seriously. So we have 
really come back to what has been called 
therapeutic positivism. It is a matter of 
curing a defect of language, not of seri
ously studying a genuine philosophical 
issue. Whenever we encounter a philo
sophical problem, we must set to work to 
understand our language better, trusting 
that the problem will then disappear. I 
need not emphasize once again that if we 
take this view, "philosophical understand
ing" is merely the result of a mistake, or 
of a faulty knowledge of how our language 
works. 
Mr. Strawson: But not all philosophical 
problems stem from theses which philoso
phers have advanced as result of distor
tions of ordinary language! Some may 

arise from questions which we ask our
selves about a particular array of concepts 
and about how these concepts work. They 
do not all take the form of mistakes . . . 
Mr. Perelman: If I do not understand how 
certain concepts work, I do not thereby 
encounter a philosophical problem, but 
only a philological one. A philosophical 
problem arises from encountering a diffi
culty, a contradiction, not just from simple 
ignorance. 
Mr. Strawson: It does, indeed, often arise

1 
out of a contradiction or a paradox. But 
it may also arise simply out of something 
which, in the course of our study, pro
vokes our curiosity. 
Mr. Perelman: But the instinct of curi
osity which directs inquiry is not spe
cifically philosophical. It underlies all 
intellectual disciplines, not philosophy 
alone. Personally, I should say that if the 
use of familiar notions leads me into diffi
culties, then I have a genuine philosoph
ical problem, and I should proceed to 
adopt new notions in order to avoid these 
difficulties. This is why taking philosophy 
seriously means admitting that philoso
phers may sometimes change ordinary lan
guage in order to solve their problems. 
Mr. Wahl: We shall have to close the dis
cussion shortly, but I see that Professor 
Ayer wishes to speak. We should all be 
happy that he has chosen to do so. 
Mr. A. J. Ayer: I simply wish to make a 
suggestion which occurred to me as the 
discussion progressed, and also to put for
ward a slight reservation about Mr. Straw
son 's paper. 

My suggestion is that you go too far 
(and needlessly provoke Father Van Breda 
and his friends) when you put so much 
stress on the differences between analysis 
on the facts of language and analysis of 
the facts which language describes. For 
after all, these two kinds of analysis come 
down to the same thing. Take, for example, 
belief - the fact of believing this or that. 
One may ask what belief is, or one may 
ask what one is saying when one says "I 
believe . . . " For practical purposes, the 
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difference is not great; the only point in 
emphasizing the "linguistic" aspect so 
strongly is to avoid confusion between the 
inquiry philosophers conduct and that 
conducted in such sciences as ethnology, 
psychology, or history. In stressing this 
aspect, however, you have laid a snare into 
which Father Van Breda and others have 
fallen only too easily. I think it pointless 
to set such traps. 

I should like to express some reserva
tions, and bring in some further considera
tions, on another point. To hear you tell it, 
analytic philosophy sounds like a strange 
sort of omnium gatherum, taking in every 
sort of study, technique, and preoccupa
tion. And yet, your inventory is incom
plete: your five strands do not account for 
everything that happens in analytic phi
losophy. In particular, it seems to me that 
you have left out the epistemological prob
lems which Carnap made so much of and 
which have given rise to so many discus
sions and so many lines of inquiry. In the 
recent history of the discussion of these 
problems, I do not think that the urge to 
describe has been particularly important. 
Rather, a polemical urge has been domi
nant- the urge to impose one's own point 
of view, and to answer one's opponents' 
arguments one by one. This is a very im
portant point, and one which your paper 
passes over - namely, that analytic phi-
1 osophers spend their time arguing, refut
ing each other, and trying to impose their 
competing descriptions of "underlying 
co11ceptual schemes" upon each other. 
Again, I am not sure whether the sort of 
discussions which you find in, for example, 
Ryle's Concept of Mind, would fall under 
any of your five headings. I shall not try 
to classify these discussions. But I think 
one should emphasize that they exist, and 
that a deeper study of the sorts of argu
ments which are employed in pursuing 
them would be fruitful. 
Mr. Strawson: I think that I am prepared 
to agree with Mr. Ayer on both points. I 
certainly had no polemical intention in 
underlining the distinction between anal-

ysis of language and analysis of facts. I 
would not have wished it to be a distinc
tion at which one could take umbrage. 

On your second point, it is of course 
quite obvious that philosophers never 
agree. Since the philosopher is concerned, 
among other things, with the logical rela
tions between concepts which his col
leagues are also discussing, it is quite 
logical and natural that description and 
argument should go hand-in-hand. 
Mr. Gilbert Ryle: You say "among other 
things." What other things do you have in 
mind? 
Mr. Strawson: I said "among other things" 
because it seemed to me that concepts 
which actually function have various fac
ets, and that one can study them in other 
ways than by noting their logical incom
patibility with other concepts. 
Mr. Ryle: Such as? 
Mr. Strawson: For example, what Pro
fessor Austin has called the "performative 
aspect" of certain concepts does not seem 
to me to have much to do with the logical 
aspect of these concepts. (Professor Aus
tin will correct me if I am wrong.) One 
might also cite the study of presupposi
tions, which one cannot easily assimilate 
to the study of relations of logical incom
patibility. 

Still, it goes without saying that the 
logical relations between concepts are an 
important aspect, perhaps the essential 
aspect, of what we call their "behavior in 
speech." This is why every description 
of these concepts will tend to take the form 
of an argument about the validity (or lack 
of validity) of these relations. All that one 
can say by way of opposing description 
and argument is to say that there are bad 
descriptions and arguments that do not 
prove very much. 
Mr. Ayer: It seems to me that the part 
played by description is so slight, and 
that played by argumentation so great, in 
certain cases, that your use of "descriptive" 
is hardly justified. But I do not want to in
sist too much on this point. 
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MAX BLACK 

LANGUAGE AND REALITY 

Bertrand Russell once said, "The study 
of grammar, in my opinion, is capable of 
throwing far more light on philosophical 
questions than is commonly supposed by 
philosophers. Although a grammatical dis
tinction cannot be uncritically assumed to 
correspond to a genuine philosophical dif
ference, yet the one is prima f acie evidence 
of the other, and may often be most use
fully employed as a source of discovery" 
(The Principles of Mathematics, Cam
bridge, 1903, p. 42). 

The grammatical distinctions that Rus
sell proceeds to use as guides to philo
sophical discoveries are the familiar ones 
between nouns, adjectives, and verbs. But 
he says that he hopes for a "classification, 
not of word'!, but of ideas" (loc. cit.) and 
adds, "I shall therefore call adjectives or 
predicates all notions which are capable 
of being such, even in a form in which 
grammar would call them substantives" 
(ibid.). If we are ready to call adjectives 
nouns, in defiance of grammar, we can 
hardly expect the grammatical distinction 
between the two parts of speech to guide 
us toward what Russell calls a "correct 
logic" (ibid.). H grammar is to teach us 
anything of philosophical importance, it 
must be treated with more respect. 

Reprinted from Models and Metaphors (Itha
ca, New York: Cornell University Press, 1962), 
pp. 1-16, by permission of the author and the 
publisher. (Copyright 1962 by Cornell Univer
sity.) 

First published in Proceedings of the Ameri
can Philosophical AslfOCiation, XXXIl (1959), 
5-17. 

My object in this paper is to clarify the 
character of philosophical inferences from 
grammar. By "grammar" I shall under
stand a classification of meaningful units 
of speech (i.e., "morphology"), together 
with rules for the correct arrangement of 
such units in sentences (i.e., "syntax"). 
The conclusions of the kinds of inferences 
I have in mind will be propositions com
monly called "ontological"; they will be 
metaphysical statements about "the ulti
mate nature of reality," like "Relations 
exist," or "The World is the totality of 
facts, not of things," or "There exists one 
and only one substance." 

I 

In seeking ontological conclusions from 
linguistic premises, our starting point must 
be the grammar of some actuai language, 
whether living or dead. From the stand
point of a language's capacity to express 
what is or what might be the case, it con
tains much that is superfluous, in grammar 
as well as in vocabulary. Grammatical pro
priety requires a German child to be indi
cated by a neuter expression ("das Kind''), 
a liability from which French children are 
exempt. If we are willing to speak un
grammatical German or. French, so long as 
the fact-stating resources of the languages 
are unimpaired, we can dispense with in
dications of gender. For to be told that 
the word "Kind" is neuter is to be told 
nothing about children that would have 
been the case had the German language 
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never existed. The indifference of the Eng
lish language to the gender of nouns suffi
ciently demonstrates the superfluity of this 
particular grammatical feature. For the 
purpose of eventual metaphysical infer
ence, gender is an accidental, a nonessen
tial, grammatical category. 

In order to have any prospects of va
lidity, positive philosophical inferences 
from grammar must be based upon es
sential, nonaccidental, grammatical fea
tures, that is to say on features whose dele
tion would impair or render impossible 
the fact-stating functions of language. The 
essential grammatical features, if there are 
any, must therefore be present in all actual 
or possible languages that have the same 
fact-stating powers. They must be invari
ant under all possible transformations of 
given language that conserve fact-stating 
resources. The system of all such invariant 
grammatical features would constitute a 
universal or philosophical grammar. Meta
physical inferences from grammar must 
be founded upon the constitution of a 
hypothetical universal grammar, in ab
straction from the idiomatic peculiarities 
of the grammars of given languages. 

There is little reason to suppose that 
the universal grammar, if there is such a 
thing, will closely resemble any conven
tional grammar. Contemporary linguists 
have made plain the "formal" character of 
conventional grammatical classifications 
and the "arbitrariness" of conventional 
rules of syntax. We shall need something 
other than grammarians' tools to uncover 
the universal grammar. 

I assume, however, that philosophical 
grammar will still resemble conventional 
grammar in consisting of a morphology 
together with a syntax. I shall suppose 
throughout that we are considering the 
prospects of a certain kind of classifica
tion, coupled with a system of rules for 
admissible combinations of the things 
classified. I shall use the conveniently non
committal expression, "linguistic features," 
to refer to the things classified. 

Were it possible to construct a philo
sophical grammar, or any fragment of it, 
it would be very tempting to say that 
something would thereby have been re
vealed about the nature of ultimate reality. 
For what could be the reason for the 
presence of some grammatical feaure in 
all conceivable fact-stating languages ex
cept the correspondence of every such 
language with reality? There is an inclina
tion to say with the author of the Tractatus 
that the essence of language must be "the 
essence of the World" (Tractatus, 5.4711). 
Or, with a more recent writer, "The uni
verse is not a vain capricious customer 
of ours. If the shoe fits, this is a good clue 
to the size of the foot. If a language is 
adequate to describe it, this indicates 
something about its structure" (I. M. Copi, 
in The Review of Metaphysics, vol. 4 
[1951], p. 436). 

Of course, if metaphysical inferences 
from grammar are not to be circular, the 
construction of a universal grammar must 
proceed without prior ontological commit
ments. We shall need to consider whether 
the search for a universal grammar can be 
undertaken from a position of ontological 
neutrality. 

It is obviously easier to show that some 
linguistic feature does not belong to uni
versal grammar than the reverse; most 
of the examples I shall consider will have 
this negative character, that is to say, will 
be instances in which we argue that some 
feature of a given language is not essential 
to the fact-stating powers of the language. 
The corresponding ontological inference is 
the negative one that nothing in ultimate 
reality corresponds to the rejected lin
guistic feature. 

II 

In the Tractatus, Wittgenstein says, "In 
the proposition there must be exactly as 
much distinguishable (gleich soviel zu un
terscheiden) as in the state of affairs that 
it represents" (4.04). Let us read this to 
mean: "In the particular utterance, there 
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must be exactly as many different symbols 
as there are constituents in the state of 
affairs represented." Following Wittgen
stein, I shall assign two physically similar 
word-tokens to different symbols, when 
they have different senses or references. 

Let us try to apply this plausible prin
ciple of invariance of the number of con
stituents to a concrete instance. Suppose 
I am riding in an automobile with some
body who is learning to drive, and I need 
some pre-arranged signals to tell him to 
start the car or to stop it. It is natural, and 
adequate, to use the words "Stop" and 
"Go"; but, of course, a tap on the shoulder 
would do just as well. Here we have a 
system of orders, not statements of fact; 
but similar considerations will apply in 
both cases, since the logical structure of 
the orders will be the same as that of the 
factual statements specifying the actions 
performed in response to those orders. An 
adherent of Wittgenstein's principle of 
isomorphism might point out that here the 
two actions to be performed are repre
sented by exactly the same number of 
distinct symbols, "Stop" and "Go." He 
might add that it would be logically im
possible for the learner-driver to under
stand the two different orders, unless he 
were supplied with different and distinct 
symbols for the two cases. And he might 
add that every set of symbols that could 
serve the same purpose would necessarily 
exhibit the same duality. Whether the in
structor spoke German, or Swahili, or 
anything else, he must necessarily use two 
symbols: here seems to be a perfect ex
ample of an essential feature, necessarily 
manifested in all the mutually equivalent 
notations. 

But suppose the instructor used a whistle 
to signal "Start" as well as to signal "Stop." 
This device would be just as effective as 
the conventional words, and we need not 
suppose the whistle blasts to be substitutes 
for the English sounds: their meanings 
might have been taught directly, by dem
onstration and training. Have we not here 
an exception to Wittgenstein's principle -

one symbol (the blown whistle), but two 
represented actions? 

The retort is obvious: A whistle blown 
when the car is at rest means one thing 
("Go"), but means another ("Stop") when 
the car is in motion. So the full symbol is 
whistle-plus-condition-of-car: there are 
two relevant states of the car, hence two 
symbols after all. But is this conclusive? 
Surely it would be just as easy to argue 
as follows: The whistle is one symbol, not 
two; but it also represents one action, not 
two: each time it means a change-of-state, 
whether from motion to rest or vice versa. 
To be consistent, an advocate of this view 
must be willing to say that the familiar 
orders "Stop" and "Go" mean one and 
the same thing; but a determined searcher 
for a depth grammar must accept conse
quences at least as strange as this. 

In order to determine whether Wittgen
stein's principle applies to the case in 
hand, we need criteria of identity for ac
tions and criteria of identity for the cor
responding symbols. We have to say 
whether starting the car and stopping it 
are to count as the same or as different 
actions; and we have to say whether blow
ing the whistle is to count as having the 
same or different meanings on various oc
casions. There are no definite criteria for 
identity in these cases. In ordinary life, in 
a particular setting, we might understand 
sufficiently well a request to say something 
different, or to do something different; but 
here we are not in an ordinary setting. We 
want to know whether there are really 
two actions and two symbols, and have 
no way of finding out. We are free to de
cide whether the symbols are the same or 
different; the relevant fragment of philo
sophical grammar must. be stipulated. The 
philosophical questions lack determinate 
sense ancl depend for their answers upon 
how we choose to describe the relevant ut
terances. 

It may be said that this disappointing 
outcome arises from the artificiality of the 
example. I shall therefore tum to other 
cases having greater intrinsic interest. 
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III 
Nowadays, it is often said that the 

copula, that figures so prominently in tra
ditional logic, is superfluous. Listen to 
this, for instance: "There might certainly 
be various relations that the copula stood 
for, if it stood for any relation at all. But 
in fact no link is needed to join subject 
and predicate. . . . The grammatical 
copula is logically significant only when it 
serves as a sign of tense" (P. T. Geach, in 
Mind, vol. 59 (1950], p. 464). 

But here is a traditionalist speaking: 
The mode of connection of the subject 
and the predicate is symbolized in the 
standard formulation by the word 'is', 
which is called the 'copula' because it 
links subject and predicate together; . . . 
some mode of connection requires symbol
ization, and this function is pedormed by 
the copula" (C. A. Mace, The Principles 
of Logic, London, 1933, pp. 77-78). 

The dispute is clearly about philosoph
ical grammar: the question is whether the 
copula is, or is not, an essential feature 
of language. On the one side, a strong case 
can be presented for the dispensability of 
the copula. There are languages, like He
brew or Japanese, which manage very 
well without a copula; and we ourselves 
do without it in such constructions as 
"Peter loves Mary," in which the predi
cate, "Loves Mary," is attached to its 
subject, "Peter," without benefit of any 
verbal link. Strongest of all is the argument 
that we could jettison the copula without 
in any way impairing the fact-stating re
sources of our language. Were we to say 
"Peter happy" as the Chinese are said to 
do, we would lose nothing in expressive 
and descriptive power. In any case, some 
words and expressions must be able to 
"hang together" in a sentence without a 
symbolic link, for otherwise no completed 
sentence would be possible. So why not 
dispense with the copula altogether? 

A defender of the copula's significance 
might reply as follows: "You are right in 
claiming that we don't need the word 'is' or 
any other word between the subject and the 

predicate of a sentence. But this is trivial 
and was never in dispute. Consider the 
pidgin English sentence 'Peter happy', that 
you offered as an adequate substitute for 
the conventional form. What is significant 
in this sentence is not merely the occur
rence of the word-tokens 'Peter' and 
'happy', but the relationship between them. 
Separating the two words by others or by 
a sufficiently wide interval will disintegrate 
your sentence. It is the relationship of 
juxtaposition that here pedorms the func
tion of linking subject and predicate. Simi
larly, in the conventional form, 'Peter is 
happy', the union is effected by a rela
tionship generated by writing the three 
words in correct order and in sufficiently 
close proximity. What is essential to the 
copula is not at all deleted by the transla
tion into pidgin English. Floreat copula!" 

What are we to say of this rebuttal? Its 
plausibility is undeniable, yet once again 
nothing compels us to accept it. For one 
thing, we may feel some reluctance to 
recognize "juxtaposition" as a genuine re
lation. Do we really need to bring the 
words into any relationship? Isn't it enough 
that we use them both in making the state
'!1ent in question? Here again, considera
bon of some nonverbal notation might rid 
us of certain initial prejudices. Could we 
not, perhaps, use a red disk to mean that 
Peter is happy, with the disk standing for 
the man and its color for his condition of 
felicity? And what then would become of 
the alleged relationship between subject 
and predicate? Somebody might still in
sist, like A. E. Johnson in his Logic, that 
there would have to be a characterizing 
relation between the disk and its color. 
B~t anybody who can confidently assert 
this must already be in a position to ana
lyze reality directly, and has no need of 
the detour through language. 

But indeed, an advocate of the no
copula view can reaffirm his position with
out invoking a hypothetical notation of 
qualified objects. His analysis of the sen
tence-fact "Peter happy" might well be in 
terms of an "object," the word-token 
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"Peter" qualified by a certain property, 
that of having the word-token "happy" in 
immediate proximity. If he conceives of 
properties as "incomplete," i.e., as having 
the power to unite with objects without 
need of intermediaries, he will see the lin
guistic predicate in the same light. For 
such a neo-Fregean, learning how to use a 
predicate is learning how to attach it to 
subjects in complete statements, and there 
is no separate rule to be learned about the 
symbolic significance of the alleged rela
tion of juxtaposition. For such a philoso
pher, a question about the relationship 
between subject and predicate of a state
ment is as otiose as a question about the 
relationship between a hand and the ob
ject it points at. Specification of the hand 
and the object indicated defines the ges
ture, without need for further specifica
tion; similarly, choice of a subject and 
an appropriate predicate uniquely deter
mines a statement, without need for a 
further choice of a relationship between 
them. 

Once again, we have a dispute which 
is inconclusive and threatens to be unde
cidable. What turns on the outcome? What 
difference will it make whether or not we 
recognize a characterizing relation? Well, 
a relation is conceived to hold between 
terms, so the traditional recognition of 
the copula goes with a classification of 
properties as special kinds of things. Ad
mission of a characterizing relation allows 
questions to be asked about properties, 
so that predicates or their surrogates are 
sometimes permitted to function as sub
jects. The opposite point of view, that 
·treats properties and their representing 
predicates as incomplete, forbids questi~ns 
and assertions to be made about properties 
as subjects. The dispute about the copula, 
trifling as it may seem at first sight, is a 
focus of contention for full-blown alterna
tive grammars. 

JV 

I pass on now to consider wh~ther the 
ancient distinction between subiect and 

predicate should be regarded as an essen
tial feature of language that belongs to 
universal grammar. 

How do we identify the subject and 
predicate of a given statement? A contem
porary answers as follows: "A predicate 
is an expression that gives us an assertion 
about something if we attach it to another 
expression that stands for what we are 
making the assertion about" (P. T. Geach, 
Mind, vol. 59 (1950), pp. 461-462). 

In order to apply this prescription to a 
particular instance, we have first to deter
mine what a given assertion is "about." 
Should the assertion contain an expression 
standing for what the assertion is about, 
that expression will be the subject. Accord
ing to the prescription, the remainder of 
the sentence will be the attached predicate. 

This works well when applied to such 
a sentence as "Peter is happy," in which 
there is reference to a person. It is natural 
to say that a statement using that sentence 
is about Peter; hence the word "Peter" 
may be said to be a subject standing for 
Peter, and the remainder of the sentence, 
the expression "is happy," counts as the 
predicate. 

But even in this paradigm case of the 
application of the distinction, an objection 
can be lodged. It may be plausibly argued 
that the statement in question is about 
happiness, no less than about Peter: the 
assertion, some would say, can be under
stood as a claim that happiness is instan
tiated in Peter. If it is permissible to say 
that the word "happy" stands for hap
piness, the rule we have adopted would 
lead us to say that "happy" is the subject 
and "Peter is" the predicate. The philoso
pher who formulated the rule I have cited 
would want to reject this inference. 

Or take the case of the statement "Hap
pines~ is desired by all men." Here, it is 
still more plausible to say that the state
ment is about happiness, referred to by the 
word "happiness." But the author of our 
rule refuses to recognize "happiness" as a 
subject, preferring to construe the sen-
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tence in question as being composed of 
two predicates. 

I do not wish to suggest that a prefer
ence for this mode of analysis is willful or 
capricious; yet I believe there is no ra
tional method for persuading somebody 
who rejects it. The dispute, like others 
already reported in this paper, can be re
solved only by fiat. It is an error to suppose 
that we can determine what a statement is 
"about" by inspection of some extralin
guistic realm. No amount of observation 
or reflection about nonverbal "things" will 
show whether a given statement is about 
a person or about a quality. The answer 
must be sought in language itself. 

We know that the statement "Peter is 
happy" is about Peter, because we recog
nize "Peter" as a proper name, without 
knowing whether there is such a person as 
Peter. The starting point of the intended 
philosophical distinction between subject 
and predicate is conventional grammar, 
relying only upon formal criteria. But con
ventional gramm:u leaves us in the lurch 
as soon as we are asked to decide whether 
a statement using the word "happiness" is 
really about happiness. 

v 
I propose now to test the thesis of the 

universality of the subject-predicate form, 
by applying it to the report of a move in 
chess. The case may be thought to have 
special peculiarities, but will serve to re
veal the chief points in dispute. 

A full verbal report of a chess move, 
such as might be found in nineteenth
century manuals, has the form "The King's 
pawn moved to the King's fourth square." 
Here, there is no difficulty in identifying 
the grammatical subject, i.e., the expres
sion "The King's pawn." Hence, the re
mainder of the formula, the expression 
"moved to the King's fourth square" must 
be the predicate, and the report can be 
certified as being of the subject-predicate 
form. 

Nowadays, English-speaking chess play
ers commonly use the concise notation, 

"P-K4." Reading this as a conventional 
abbreviation of the full English sentence 
previously cited, it is easy enough to dis
cern a subject and a predicate in this frag
ment of symbolism: we might say that in 
"P-K4" the "P" is the subject, and the 
rest of the formula the predicate. 

But other and equally adequate nota
tions are in common use. In the so-called 
"Continental notation," a move is specified 
by giving only co-ordinates of the initial 
and terminal squares; thus the move al
ready cited would be reported as "e2-e4." 
In this version, there is no component ho
mologous with the subject recognized in 
the other form of report. A last-ditch de
fender and the omnipresence of the subject
predicate form might still argue that in the 
formula "e2-e4" the first complex symbol, 
"e2," indirectly specifies the chessman 
moved. However, it would be equally cor
rect to treat the initial symbol, "P ," of 
the English notation as being really an 
indirect specification of the square from 
which the move started. Somebody familiar 
only with the Continental notation can 
treat the English notations as having the 
square-to-square structure of his own para
digm; while a devotee of the English nota
tion can treat the alternative symbolism as 
a disguised version of his own. 

It becomes progressively harder to per
ceive the subject-predicate form in every 
conceivable chess notation as alternative 
notations are imagined. A given chess 
move might be represented by drawing a 
line on a square divided into 64 compart
ments, or by a set of two integers between 
1 and 64, or by a single number less than 
than 4096 (= 642), or by Morse code, or 
by suitably modulated electrical waves. 
Some of these possibilities might be han
dled by human beings, others might per
haps serve only to inform chess-playing 
computers; but all alike would have the 
requisite structure for representing every 
possible move in a game of chess. All of 
them, to use Wittgenstein's word, would 
have the same "multiplicity" (Tractatus, 
4.04). Now a determination to view all of 
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these equivalent symbolic forms as having 
the subject-predicate structure would be 
quixotic in the extreme. Absurd loyalty to 
a preconception about logical form would 
be needed in order to view a line drawn on 
a chessboard as having a subject and a 
predicate. Long before this point was 
reached, most of us would prefer to aban
don the dogma of the omnipresence of 
subject-predicate form. 

The example may prepare us to expect 
similar conclusions about languages that 
are not restricted to the representation of 
an invented game. We are told, on good 
authority, that "Chinese, which is fully 
equipped for every sort of civilized com
munication, makes no use of the formal 
categories devised for the Inda-European 
languages" (W. J. Entwistle, Aspects of 
Language, London, 1953, p. 162). An
other writer, after surveying the variety of 
grammars known to contemporary lin
guists, concludes that "no grammatical 
concept seems to be per se sacred or uni
versal, far less indispensable" (Mario Pei, 
The Story of Language, New York, 1949, 
p. 129). In some languages, we are told, 
"An isolated word is a sentence; a sequence 
of such sentence words is like a compound 
sentence . . . [and] the terms verb and 
noun in such a language are meaningless" 
(B. L. Whorl, Language, Thought and 
Reality, Boston, 1956, p. 98-99). If Whorl 
was right, the hope of finding the subject
predicate distinction exemplified in such 
"polysynthetic" languages is doomed to 
frustration. For that distinction presup
poses a way of distinguishing between 
nouns and other parts of speech. Yet, 
"polysynthetic" languages may be just as 
rich in fact-stating resources as our own 
relatively analytical English. I conclude 
that the subject-predicate distinction, valu
able as it may be for analyzing Inda-Euro
pean languages, ought to find no place in 
a universal philosophical grammar. 

VI 

The three examples I have discussed 
sufficiently illustrate the difficulties that 

beset any serious effort to construct a uni
versal grammar. We are now in a position 
to diagnose the source of these difficulties. 
In each case, we were assuming that the 
logical structure of certain statements 
("Stop," "Go," "Peter is happy") must be 
identical with the structure of the situa
tions or states of affairs represented. The 
search for what is presumed to be invariant 
in all statements having the same meaning, 
that is to say, those representing the same 
state of affairs, is a search for some way 
of presenting the common logical struc
ture. In order to do this, we must be able 
to do at least the following: decide which 
perceptible features of words or other 
signs can be treated as nonsignificant, rec
ognize one and the same symbol behind 
its alternative manifestations (that is to 
say, recognize when signs mean the same 
thing), and assign different symbols to 
the same logical category or type, on the 
basis of identity of function. In order for 
the procedure to provide any ground for 
ontological inference, such recognition, in
dividuation, and classification of symbols 
must be performed without recourse to 
ontological premises, or to methods as
suming the truth of such premises. 

The chief difficulty arose from the need 
to count nonlinguistic contextual features 
of statements as significant. So long as we 
confine ourselves to analysis of conven
tional verbal statements, in isolation from 
their settings, traditional grammar provides 
us with means of segmentation and classi
fication that can subsequently be elabo
rated and refined in the service of philo
sophical insight. There is no question but 
that "Stop" and "Go" are different words; 
"Peter" is clearly a noun and a grammati
cal subject in "Peter is happy." But im
mediately we recognize the nonverbal set
ting in which the words are pronounced as 
significant, we face formidable difficulties 
in identifying, distinguishing, counting and 
classifying the symbols that interest us. 
Are the situations in which a car is at 
rest and in motion to count as the same 
or as different? Are the actions of stopping 
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and starting a car the same or different? 
These are not questions to be answered 
by looking at cars or their drivers. They 
are questions of philosophical grammar 
for which there are no decision procedures. 
We have criteria for deciding whether 
words are to be treated as the same or 
different; for rules to this end (superficial 
rules of grammar) are part of the language 
we speak and understand. But there are 
no adequate criteria for deciding whether 
contextual situations are to be counted as 
the same or different, for the purpose of 
determining identities and differences of 
meaning. It might be thought that we ought 
to examine the semantical rules governing 
the sounds and written marks in question. 
But this maneuver achieves nothing. Were 
we assured that the rule governing "Stop" 
must count as different from the rule gov
erning "Go," we would be entitled to con
clude that there were indeed two symbols 
in question. But since the words "Stop" 
and "Go" or their synonyms will appear 
in expressions of those semantical rules, 
individuation of the rules will raise the 
same troublesome questions. Nor will the 
case be altered by speaking about "uses" 
instead of about "rules." For the purposes 
of philosophical grammar, descriptions in 
terms of "symbols," "rules," and "uses" 
are mutually equivalent and generate the 
same problems. We can choose as we 
please, and our decisions about the points 
of philosophical grammar at issue will be 
determined by the choices we have made, 
not by any imposed analysis of the state
ments inspected. 

Similarly in our illustrations of the 
copula and the subject-predicate form. At 
the level of surface grammar, there are 
crude criteria for deciding whether an ex
pression is expendable without loss of 
meaning. But when we try to push on to 
a would-be "deeper" level of analysis, we 
are embarrassed again by lack of criteria. 
In the relation between "Peter" and 
"happy" really significant? Is there really 
a relationship there at all? It all depends 
upon how you choose to look at the state-

ment. Nothing imposes an answer except 
the determination of the philosophical 
analyst to adhere to one mode of logical 
parsing rather than another. Seen through 
one pair of grammatical spectacles, there 
plainly is a significant relation of juxtapo
sition between subject and predicate; but 
we can wear another pair of lenses and see 
nothing but subject and predicate, "hang
ing in one another like the Jinks of a 
chain." 

When we recognize that the fact-stating 
functions of language can be adequately 
performed by nonverbal symbolisms, the 
problems of detecting invariant logical 
structure become insuperable. If we rep
resent states of affairs by configurations of 
physical objects, the task of discerning 
logical structure demands a capacity to 
determine the logical structure of certain 
physical facts. But if we can ever do this, 
we don't need the detour via language. 
If we can analyze a fact, we can in prin
ciple discover the logical structure of 
reality without prior recourse to language. 
On the other hand, if we face some ob
stacle of principle in dissecting reality, we 
shall meet the very same difficulties in try
ing to dissect language. For language, 
though it represents reality, is also a part 
of reality. 

VII 

In the light of the foregoing considera
tions, the prospects for a universal philo
sophical grammar seem most unpromising. 
I believe the hope of finding the essential 
grammar to be as illusory as that of finding 
the single true co-ordinate system for the 
representation of space. We can pass from 
one systematic mode of spatial representa
tion to another by means of rules for trans
forming co-ordinates, and we can pass from 
one language to another having the same 
fact-stating resources by means of rules 
of translation. But rules for transformation 
of co-ordinates yield no information about 
space; and translation rules for sets of lan
guages tell us nothing about the ultimate 
nature of reality. 
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It might perhaps be said that common 
logical structure is shown in an invariant 
web of entailment relations. It is certainly 
part of our concept of synonymity that 
statements of the same meaning shall have 
parallel consequences: if one statement has 
an entailment that is not synonymous with 
some entailment of a second statement, 
that proves that the two original statements 
have different meanings. To put the mat
ter differently, we shall not regard two 
languages as having the same fact-stating 
resources unless we can trace correspond
ing patterns of transformation rules in 
both. But we shall never arrive at a philo
sophical grammar by this road: corre
spondence of sets of entailments is com
patible with the widest divergences of 
morphology and of syntax. 

H we abandon the vain hope of finding 
the true philosophical grammar, we may 
still hope to use its by-products. School
room grammar is coarse-grained for philo
sophical purposes, and the refinements of 
latter-day linguists are impressive without 
being philosophically useful. We shall do 
well to continue classifying words and ex
pressions according to their us<:::s and func
tions, inventing whatever labels will help 
us to remember our discoveries. It is not 
my intention to deprecate the received 

grammatical categories of "quality," "rela
tion," "function," "class," and the rest, or 
the finer classifications invented by con
temporaries. I would urge, however, that 
our attitude to such grammatical sieves 
should be pragmatic. If reality leaves us 
free to choose our grammar as conveni
ence and utility dictate, we shall properly 
regard them as speculative instruments to 
be sharpened, improved, and, where nec
essary, discarded when they have served 
their tum. 

To anybody who still feels that there 
must be an identity of logical form between 
language and reality, I can only plead that 
the conception of language as a mirror of 
reality is radically mistaken. We find out 
soon enough that the universe is not capri
cious: the child who learns that fire 
bums and knife-edges cut knows that there 
are inexorable limits set upon his desires. 
Language must conform to the discovered 
regularities and irregularities of experience. 
But in order to do so, it is enough that it 
should be apt for the expression of every
thing that is or might be the case. To be 
content with less would be to be satisfied 
to be inarticulate; to ask for more is to 
desire the impossible. No roads lead from 
grammar to metaphysics. 
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JERROLD J. KATZ 

THE PHILOSOPHICAL RELEVANCE OF LINGUISTIC THEORY1 

1. INTRODUCTION 

This paper defends the relevance of lin
guistics to philosophy on the grounds that 
linguistic theory incorporates solutions to 
significant philosophical problems. The 
particular thesis to be defended here is 
that certain philosophical problems can 
be represented correctly as questions about 
the nature of language, and that, so rep
resented, they can be solved on the basis 
of theoretical constructions that appear in 
linguistic theory.2 

Synchronic linguistics involves two dis
tinct b~t ~terrelated studies: a study 
of the d1vers1ty in forms of linguistic com
munication and a study of the limits of 
such diversity. In the former, linguists in
vestigate what is unique about individual 
natural languages and formulate such facts 
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'In the final section of this paper, I will indi
cate a_nother sort of relevance of linguistic theory 
to philosophy. 

in what are called linguistic descriptinns 
(or generative grammars). In the lf .ter, 
linguists investigate what is coilll!.lon to 
all natural languages and formulate these 
more general facts about language in lin
guistic theory. Linguistic theory, therefore, 
is a specification of the universals of lan
guage. Given this notion of linguistic the
ory, the thesis of this paper asserts that 
theoretical constructions initially devised 
by linguists to enable linguistic theory to 
systematically state uniformities across 
natural languages also fulfill the condi
tions on solutions to certain philosophi-. 
cal problems, owing to the nature of those 
problems. This thesis should not be in
terpreted as asserting that the linguist's 
descriptions of natural languages reveal 
philosophical insights that somehow must 
escape philosophers looking at the same 
languages. This thesis does not concern 
either a philosopher's or a linguist's ac
count of the facts about a natural lan
guage, but rather concerns the more ab
stract matters that are dealt with in an 
account of the facts about language in 
general. 

If the defense of this thesis is success
ful, then linguistics is not incidentally 
pertinent to philosophy, in the way that 
philosophy of science bears upon the 
clarification of methodology and theory 
construction in linguistics, but is directly 
relevant in the same way that philosophi
cal theories themselves are. Since I have 
no a priori notions about the a priori char-

340 
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acter of philosophical investigations, I 
am in no way disturbed by the fact that 
we might have to know quite a lot about 
extra-logical matters in order to solve cer
tain philosophical problems. 

Within the confines of a paper of this 
sort it is, of course, impossible to present 
all the arguments on behalf of this thesis, 
nor is it possible to formulate those that 
are presented in their full form. The pres
ent paper, then, is best regarded as a pres
entation of the thesis itself, with a sketch 
of some of the arguments that can be given 
for it. 

2. THE RATIONALE FOR APPEALING 

TO LINGUISTICS 

At the outset, it is appropriate to ask 
why an appeal to linguistics is necessary; 
why, that is, we find it necessary to go 
outside the boundaries of contemporary 
philosophy to search for the solutions to 
philosophical problems. The answer is 
simply that the approaches to the philo
sophical problems concerned that are 
available in contemporary philosophy have 
not dealt successfully with these problems 
and, moreover, that these approaches con
tain inherent difficulties which make it 
quite unlikely that they can deal success
fully with them. In other publications, par-
icularly "What's Wrong with the Philoso
b.y of Language?" and The Philosophy of 

i-anguage,3 I tried to show in some detail 
why the two major approaches in contem
porary philosophy, Logical Empiricism 
(Logical Positivism) and Ordinary Lan
guage Philosophy, are inherently incapa
ble of providing adequate, well-motivated 
solutions to the major philosophical prob
lems they tackled. It is neither necessary 
nor possible to repeat my criticisms here. 
The general character of the difficulties, 
however, is this. Logical empiricism con
fined its efforts to the construction of highly 

• J. J. Katz and J. A. Fodor, "What's Wrong 
with the Philosophy of Language?" Inquiry, 
V ( 1962), 197-237, and J. J. Katz, The Philoso
phy of Language (New York: Harper & Row, 
1966). 

arbitrary and conceptually impoverished 
theories about a class of artificial languages 
whose structure bears little similarity to 
that of natural languages. Ordinary lan
guage philosophy preoccupied itself with 
unearthing the most minute and detailed 
facts about the use of English locutions 
to the almost complete neglect of any con
cern with theory. Thus, while the former 
offered us philosophically irrelevant the
ories, the latter failed to give us any theory. 
Of course, both approaches prided them
selves on their shortcomings, turning their 
vices into alleged virtues. Logical empir
icism prided itself on its exclusive concern 
with artificial languages, claiming that nat
ural languages are too irregular, amor
phous, and vague to provide a basis for 
the solution to philosophical problems. 
Ordinary language philosophy prided itself 
on. it~ avoidance of theory construction, 
clamung that theories cause the very philo
sophical perplexities that philosophy seeks 
to resolve by examination of the use of 
particular linguistic constructions. But the 
claim of the logical empiricists was never 
submitted to empirical investigation, nor, 
on the other hand, did logical empiricism 
provide an alternative standard for justi
fying a theory of artificial languages that 
might serve as a replacement for the stand
ard of conformity to the facts of language 
that had been eliminated. Ordinary lan
guage philosophers never established that 
the theories in which they located the 
source of certain philosophical problems 
were not just bad theories, and so never 
seriously asked what a good theory would 
be able to do toward supplying a concep
tual systematization of the facts of language 
that might offer solutions for the philo
sophical problems that arise in the course 
of ordinary, theoretically unsophisticated, 
uses of language. Accordingly, the solu
tions that these approaches presented were 
based either on unmotivated, and hence 
arbitrary, principles or on particularistic 
analyses of locutions whose bearing on 
philosophical problems were neither estab
lished nor made fully clear. 
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This unsatisfactory situation led a num
ber of philosophers - with Quine as the 
most notable example - to turn some of 
their attention to empirical linguistics. 
Though, of course, I endorse this concern, 
I differ with them on a number of funda
mental points. One is the question of what 
it is in linguistics for which philosophical 
relevance ought to be claimed, and an
other is the nature and extent of the rele
vance of linguistics to philosophy. 

3. LINGUISTIC THEORY 

I have claimed that the part of linguis
tics that is relevant to philosophy is lin
guistic theory. In this section, I will try 
to explain what this part of linguistics is. 

As mentioned above, linguistic theory 
is a specification of the universals of lan
guage, the principles of organization and 
interpretation that are invariant from nat
ural language to natural language. Lin
guistic theory expresses such invariants in 
the form of a model of a linguistic descrip
tion, of which each empirically successful 
linguistic description must be an instance, 
exemplifying every aspect of the model. 
Particular linguistic descriptions account 
for the diverse ways in which different nat
ural languages realize the abstract struc
tural pattern displayed in the model, while 
the model itself describes the form of a sys
tem of empirical generalizations capable of 
expressing and organizing the facts about 
a natural language. 

Accordingly, the construction of lin
guistic theory and linguistic descriptions 
are strongly interdependent. Linguists can 
abstract out the common features from a 
set of linguistic descriptions and so gen
erlilize from them to hypotheses about lin
guistic universals. Alternatively, linguists 
can facilitate their task of describing a lan
guage by using the model provided by lin
guistic theory as a pattern for their sys
tematization of the facts they uncover in 
field work. As a consequence, the justifica
tion of both linguistic theory and individ
ual linguistic descriptions have a common 

basis, viz. the facts from natural languages 
on which linguistic descriptions depend for 
on which linguistic descriptions depend 
for their empirical support. Since putative 
linguistic universals are inductively ex
trapolated generalizations, projected from 
known regularities cutting across the set 
of already constructed linguistic descrip
tions, their empirical adequacy is thus a 
matter of whether further facts, upon 
which newly constructed linguistic descrip
tions will eventually be based, continue to 
support these generalizations. Thus, the 
same facts that confirm or disconfirm par
ticular linguistic descriptions also confirm 
or disconfirm a linguistic theory. Notice, 
finally, that if the general form of a par
ticular linguistic description can be de
duced from linguistic theory, then that 
linguistic description will be far better con
firmed than were it to derive its support 
solely from the facts about the language 
it describes, since it will also be supported 
by a wealth of evidence from many natural 
languages via the connection through lin
guistic theory between their linguistic de
scriptions and this one. 

Linguistic theory consists of three sub-· 
theories, each corresponding to one of the 
three components of a linguistic descrip
tion. The terms "phonological theory," syn
tactic theory," and "semantic theory" refer 
to these subtheories, and "phonological 
component," "syntactic component," and 
"semantic component" refer to the corre
sponding parts of a linguistic description. 
The phonological, syntactic, and semantic 
components are rule-formulated descrip
tions of knowledge that a speaker has ac
quired in attaining fluency. The first states 
the rules determining the phonetic struc
ture of speech sounds in a language; the 
second states the rules determining how 
speech sounds with a fixed phonetic shape 
are organized into sentential structures; the 
third states the rules determining how such 
sentential structures are interpreted as 
meaningful messages. At the level of lin
guistic theory, phonological, syntactic, and 
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semantic theory, jointly, characterize the 
form of the rules in a linguistic description, 
specify the theoretical constructs utilized 
in writing actual rules in appropriate forms, 
and determine the relations between rules 
within each component. 

Linguistic theory also specifies the rela
tions between these components that weld 
them into an integrated linguistic descrip
tion. The fundamental problem to which 
a linguistic description addresses itself is 
that of explicating the common system of 
rules on the basis of which different speak
ers of the same language can correlate the 
same speech signal with the same meaning
ful message. The ability of speakers to 
transmit their thoughts and ideas to one 
another through the vehicle of articulated 
speech sounds presupposes that each 
speaker has mastered a common system 
of rules within which each well-formed 
utterance receives a fixed semantic inter
pretation. Linguistic communication takes 
place when the same associations between 
sounds and meaning are made by differ
ent speakers in verbal interaction. Since 
the linguistic description must formally 
simulate the sound-meaning correlations 
made by speakers, its components must be 
related to one another in such a manner 
that the representations given by the pho
nological and syntactic components of the 
phonetic and syntactic character of a 
sentence are formally connected with the 
representation given by the semantic com
ponent of its meaning. The model of a 
linguistic description offered by linguistic 
theory must show that the various schemes 
for making such correlations that are found 
in different natural languages are instances 
of a general formula which is the same for 
all natural languages. 

On the current model of a linguistic 
description,4 this formula is embodied in 

'Cf. J. J. Katz and P. Postal, An Integrated 
Theory of Linguistic Descriptions (Cambridge: 
Massachusetts Institute of Technology Press, 
1964) and N. Chomsky, Aspects of the Theory 
of Syntax (Cambridge: Massachusetts Institute 
of Technology Press, 1965). 

the following organizational pattern for lin
guistic descriptions. The syntactic compo
nent is the generative source of the linguis
tic description. It generates abstract formal 
objects which are the input to the phono
logical .illd semantic components. Their 
outputs, are respectively, phonetic repre
sentations and semantic interpretations. 
Both these components are, therefore, 
purely interpretive systems. The output of 
the syntactic component is a syntactic de
scription of each sentence of the language 
which consists of a set of phrase markers, 
where a phrase marker can be thought of as 
a labeled bracketing of the constituents of 
a sentence. The bracketing tells us that the 
elements enclosed within a single bracket 
form a constituent and the labeling tells 
us the syntactic category to which the con
stituent belongs. Thus, two words, phrases, 
or clauses are constituents of the same type 
if and only if they receive the same label. 
Now, the set of phrase markers which con
stitutes the syntactic description of a sen
tence consists of a subset of underlying 
phrase markers and a single superfi
cial phrase marker; the number of underly
ing phrase markers in the syntactic de
scription of a sentence indicates its degree 
of syntactic ambiguity (so that each under
lying phrase marker represents a syntac
tical unique sentence). An underlying 
phrase marker describes that aspect of 
the syntax of a sentence of which its mean
ing is a function, while a superficial phrase 
marker describes that aspect which deter
mines its phonetic shape. Accordingly, the 
rules of the semantic component operate 
on the underlying phrase markers of a 
sentence to provide its semantic interpre
tation, and the rules of the phonological 
component operate on the superficial 
phrase marker to provide its phonetic rep
resentation. The underlying phrase mark
ers in a syntactic description are related 
to the superficial phrase marker by virtue 
of the fact that this same superficial phrase 
marker is transformationally derived from 
each of them. That is, transformations are 
syntactic rules that generate superficial 



344 JERROLD J. KATZ 

phrase markers from underlying phrase 
markers. Thus, the set of underlying 
phrase markers in a given syntactic de
scription is automatically connected with 
the superficial phrase marker in that 
description because the latter is obtained 
from each of the former by a specifiable 
(but in each case different) sequence of 
transformations and this superficial phrase 
marker is not transformationally obtain
able from any underlying phrase marker 
outside this set. Thus, the linguistic des
cription will correlate the phonetic rep
resentation of a sentence with its semantic 
interpretation as desired, the correlation 
being effected by the tranformations in 
the syntactic component and the manner 
in which the phonological and semantic 
components are organized to operate, re
spectively, on a superficial phrase marker 
and the underlying phrase marker from 
which it was transformationally derived. 

4. ADVANTAGES OF LINGUISTIC THEORY 

AS A STARTING POINT 

The advantages of starting with lin
guistic theory as a basis for the treatment 
of philosophical problems are strictly com
plementary to the previously mentioned 
disadvantages of the logical empiricist and 
ordinary language philosophy approaches. 
First, instead of having to content ourselves 
with philosophical solutions that rest on the 
arbitrary principles of some artificial lan
guage or on an assortment of comments 
on the use of certain words or expressions 
from some natural language, if we base 
our solutions to philosophical problems 
on linguistic theory we have a straightfor
ward empirical basis on which to justify 
such solutions in terms of the empirical 
evidence that provides the support for suc
cessful linguistic descriptions. For the jus
tification of the theoretical constructs used 
in the solutions is provided by the very 
same evidence that empirically warrants 
their introduction into linguistic theory. 
Hence, we avoid the difficulties that stem 
from the absence of any empirical con-

trols on a solution to a philosophical prob
lem and from the failure to clarify the 
relation between facts about the uses of 
words and expressions and the solutions 
on behalf of which they are adduced. 
Second, instead of having to resort to 
oversimplified and largely unexplained 
concepts from a theory about artificial lan
guages or having no theory at all to ap
peal to, we can utilize the rich stock of 
concepts that express the common struc
ture of natural languages, explicitly de
fined in a formalized theory of linguistic 
universals, in order to obtain solutions to 
philosophical problems. 

There is a further advantage of this start
ing point. Basing a solution to a philosoph
ical problem on linguistically universal 
principles avoids relativizing that solution 
to one or another particular natural lan
guage. Plato and Aristotle wrote in Greek, 
Descartes in French, Kant in German, and 
Hume in English. But the philosophical 
problems about which they wrote were 
language-independent questions about a 
common conceptual structure. According
ly, if it is these problems, rather than some 
specialized ones having to do exclusively 
with one language, for which philosophers 
seek solutions, then we cannot narrow the 
scope of solutions to philosophical prob
lem. It is just as absurd to say that the 
solution to a certain philosophical prob
lem is such-and-such in English as it is 
to say that a broken back is such-and-such 
a condition among Chinese. By starting 
with linguistic theory, we can argue from 
the concepts that underlie language in 
general to the solution of a philosophical 
problem, instead of having to argue from 
concepts that, for all we can say, might 
underlie only one or another particular 
language. Furthermore, we can better 
justify the solution to a philosophical prob
lem because we can adduce far stronger 
evidence than if we were restricted to the 
data from one or another particular lan
guage (cf. § 3, the concluding remarks of 
paragraph 3 ) . 
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5. THE EPISTEMOLOGICAL AND 

THE PSYCHOLOGICAL 

Given that linguistic theory is a formal 
recon~truction of the universal principles 
by w~1ch speakers relate speech signals and 
me'.111mgful messages, it is clearly an expli
cat10n ~f ~ facet of a human ability. This 
makes 1t m some sense a psychological 
theory. A philosophical problem, on the 
other hand, concerns the structure of con
cepts and the grounds for the validity of 
cognitive and evaluative principles which 
makes it epistemological in the' broad 
sense, not psychological. How, then can 
lingui~tic theory offer solutions to 'phil
osoph1cal problems when the "solutions" 
are apparently not even addressed to the 
right type of problem? 

This criticism rests on a failure to dis
tinguish two senses of the term "psycho
logical." The distinction depends on the 
difference between a speaker's linguistic 
competence, what he tacitly knows about 
the structure of his language, and his lin
guistic performance, what he does with 
this knowledge. A theory in linguistics ex
~licates linguistic competence, not linguis
tic performance. It seeks to reconstruct the 
logical structure of the principles that 
speakers have mastered in attaining flu
ency. On the other hand, a theory of per
formance seeks to discover the contribu
tion of each of the factors that interplay 
to produce natural speech with its various 
and sundry deviations from ideal linguis
tic forms. Thus, it must consider such lin
guistically extraneous factors as memory 
span, perceptual and motor limitations 
lapses of attention, pauses, level of motiva~ 
tion, interest, idiosyncratic and random 
errors, etc. The linguist, whose aim is to 
provide a statement of ideal linguistic form 
unadulterated by the influence of such ex
traneous factors, can be compared to the 
logician, whose aim is to provide a state
ment of ideal implicational form unadul
terated by extraneous factors that influence 
actual inferences men draw. 

Hence, there are two senses of "psy
chological": on one, the subject of a 

psychological theory is a competence, and 
in the other, a performance. The criticism 
cited above applies to a proposed solution 
for a philosophical problem extracted from 
a theory that is psychological in the latter 
sense. But it does not apply to one ex
tracted from a theory in linguistics that is 
psychological in the former. A theory of 
performance cannot solve a philosophical 
problem such as that of formulating an 
inductive logic that is a valid codification 
of the principles of nondemonstrative in
ference in science and daily life. People 
can be quite consistent in drawing non
demonstrative inferences according to in
valid principles, and be inconsistent in their 
practice of using valid ones. Because a 
theory of performance must accept such 
behavior at face value, it has no means of 
correcting for the acceptance of invalid 
principles and the rejection of valid ones. 
In contrast, however, a theory of compe
tence does. Since it regards performance 
only as evidence for the construction of 
an idealization, it sifts the facts about be
havior, factoring out the distorting influ
ences of variables that are extraneous to 
the logical structure of the competence. 
Such a theory has built in a means for 
correcting itself in cases where invalid 
principles were accepted or valid ones re
jected. Therefore, linguistic theory can
not be criticized as irrelevant to the solu
tion of philosophical problems. 

6. GRAMMATICAL FORM AND 

LOGICAL FORM 

But to establish the relevance of lin
guistic theory, it must be shown to offer 
solutions to significant philosophical prob
lems. One of the pervasive problems of 
modern philosophy is that of distinguish
ing between the grammatical and logical 
forms of sentences. It has long been recog
nized that the phonetic or orthographic 
realization of many sentences is such that 
no analysis of them in terms of traditional 
taxonomic grammar can reveal the true 
conceptual structure of the proposition(s) 
that they express. Almost invariably, how-
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ever, this recogmt1on has led twentieth 
century philosophers - Russell, the early 
Wittgenstein, Carnap, and Ryle, to men
tion some notable examples - to seek a 
philosophical theory about the logical form 
of propositions. They assumed that gram
mar had done what it could but that its 
best is not good enough, so that a philo
sophical theory of one sort or another 
is needed to exhibit the conceptual rela
tions unmarked in grammatical analysis. 

This assumption is open to a serious 
challenge, even aside from the fact that 
such philosophical theories have not 
achieved much success. From the same 
cases where grammatical form and logical 
form do not coincide, one can conclude 
instead that the traditional taxonomic the
ory of grammar, on which these philoso
phers' conception of grammatical form is 
based, is too limited to reveal the under
lying conceptual structure of a sentence. 
Suitably extended, grammar might well 
reveal the facts about logical form, too. 
Philosophers who accepted this assump
tion simply overlooked the possibility that 
traditional taxonomic grammar might not 
be the last word on grammar. 

The alternative to a philosophical the
ory about logical form is thus a linguistic 
theory about logical form. Support for this 
alternative has come recently from Chom
sky's work on syntactic theory which shows 
that traditional taxonomic grammar is too 
limited and revises it accordingly.~ The 
feasibility of this alternative rest~ on 
whether Chomsky's criticism is directed 
at just the features of traditional taxonomic 
grammar that make it incapable of han
dling logical form and on whether the re
vision provides the theoretical machinery 
to handle it. 

The traditional taxonomic description 
of an utterance type is a single labeled 
bracketing that segments it into continuous 

•Cf. N. Chomsky, Syntactic Structures (The 
Hague: Mouton & Co., 1957) and P. Postal, 
Constituent Structure, Publication Thirty of the 
Indiana Universily Research Center in Anthro
pology, Folklore, and Linguistics (Blooming
ton, 1964). 

phonetic stretches and classifies them as 
constituents of one, or another sort. Chom
sky's basic criticism is that such descrip
tion cannot mark a variety of syntactic fea
tures because it fails to go below the surface 
structure of sentences. Consider the sen
tences: (i) "John is easy to leave" and 
(ii) "John is eager to leave." In a tradi
tional taxonomic description, both receive 
the same syntactic analysis: 
((John)NP ((is)([::;;, ])A(to leave)v)yp)s 
This analysis, which, on the terminology 
introduced in Section 3, is the superficial 
phrase marker for (i) and (ii), does not 
mark the logical difference that in (i) 
"John" is the object of the verb "leave" 
whereas in (ii) "John" is its subject. Con
sider, further, a sentence like: (iii) "John 
knows a kinder person than Bill." The syn
tactic ambiguity of (iii) cannot be repre
sented in its taxonomic description because 
a single (superficial) phrase marker can
not explicate the different propositional 
structures underlying the terms of its am
biguity. Finally, consider a normal impera
tive such as: (iv) "help him!" Ellipsis, 
which in such cases absents the subject and 
future tense auxiliary constituent, cannot 
be handled by a traditional taxonomic de
scription because it deals only with the 
phonetically or orthographically realized 
constituents of a sentence. 6 

These difficulties cannot be remedied by 
enriching the complexity of superficial 
phrase markers. More elaborate segmenta
tion and subclassification cannot overcome 
the inherent inability of this form of de
scription to represent relational informa
tion. Rather, the superficial phrase marker, 
as it stands, has a proper role to play in 
syntactic description, viz. that of provid
ing the most compact representation of the 
syntatic information required to determine 
the phonetic shape of a sentence. What is 
wrong is that the superficial phrase marker, 

• For the syntactic motivation behind the 
claim that there are such phonetically uureal
ized constitutents in normal imperatives, cf. 
P. Postal, "Underlying and Superficial Linguistic 
Structures," The Harvard Educational Review, 
XXXIV ( 1964). 
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because it is the only type of description 
sanctioned by the traditional taxonomic 
theory of grammar, is made to do work 
that, in principle, it cannot do so long as 
it must still play its proper role. To right 
this wrong, Chomsky introduced the con
ception of a grammar as a generative, 
transformational system to supersede the 
conception of a grammar as a set of seg
mentation and classification procedures. 
Within this new conception, Chomsky and 
others developed the concept of an under
lying phrase marker,7 a form of syntactic 
description in which semantically signifi
cant grammatical relations can be ade
quately represented and shown to underlie 
the phonetic form of sentences on the 
basis of transformational rules that derive 
superficial phrase markers from appropri
ate underlying phrase markers by formally 
specified operations. 

The logical difference between (i) and 
(ii) noted above can be indicated with the 
underlying phrase markers.8 

(I) (((it) ((one)NP ((leaves)v (John)NP)VP) 
s)NP((is)( easy))vP )s 
(II) ((John)NP ((is)( (eager)((John)NP 
(leaves)yp)s)A)VP)s 
The grammatical relations subject of and 
object of are defined in syntactic theory 
in terms of subconfigurations of symbols 
in underlying phrase markers. A simplified 
version of their definitions is as follows. 

Given a configuration of the form ((X)Nr 
(Y)yp)s or ((X)NP ((Y)v (Z)NP)vp)s, X is 
the subject of the verb Y and Z is the 
object of the verb Y.9 

'J. J. Katz and P. Postal, op. cit., and N. 
Chomsky, Aspects of the Theory of Syntax. The 
notion of an underlying phrase marker used 
here is the same as Chomsky's notion of a deep 
phrase marker. 

•For further discussion, cf. G. A. Miller and 
N. Chomsky, "Finitary Models of Language 
Users," Handbook of Mathematical Psychology, 
Volume II. ed. D. R. Luce, R. R. Bush, and E. 
Galanter (New York: John Wiley & Sons, 1963 ), 
pp. 476-80. 

•Note that this definition reconstruc1s the 
intuitive notion that the subject is the noun 
phrase preceding the verb in a simple sentence 
and that the object is the noun phrase follow
ing it. Restricting the definition to underlying 
phrase markers makes it possible to have a 

By this definition, "John" in (i) is marked 
as the object of the verb "leaves" because 
it occupies the Z-position and "leaves" 
occupies the Y-position in the appropriate 
subconfiguration of (I), and "John" in (ii) 
is marked as the subject of "leaves" be
cause it occupies the X-position and 
"leaves" occupies the Y-position in the 
appropriate subconfiguration of (II). 

Further, since a sentence can be as
signed more than one underlying phrase 
marker in a transformational syntactic 
component, syntactic ambiguities like 
those in (iii) can be represented in terms of 
appropriately different underlying phrase 
markers transformationally associated with 
the same superficial phrase marker. Thus, 
the superficial phrase marker for (iii), viz. 

((John)NP ((knows)v ( ( a)(kinder) (per
son)(than )(Bill))NP )vp )s 
is associated with two underlying phrase 
markers both of which have the general 
form,'o 

((John)NP ((knows)v ((a)(. . . )a(per
son))sr)VP)s 
but where in one . . . is 

(the person)NP((is)(more)(than)((Bill)NP 
((is)(kind)A)vP )s(kind)A)vp 
while in the other . . . is 

(the person)NP((is)(more)(than)((the) 
(Bill)Np((knows)v(the person)NP)vp)s (per
son))NP((is)(kind)A)vp)s(kind)A)vp 
The former case underlies the term of the 
ambiguity on which the person that John 
knows is kinder than Bill is, and the latter 
case underlies the term on which the per
son that John knows is kinder than the 
person Bill knows. 

Finally, in ellipsis phonetically unreal
ized constituents can be specified in under
lying phrase markers and deleted in the 
transformational derivation of the super
ficial phrase marker. This enables us to 
account for their syntactic relations and 
their semantic contribution without falsely 

single definilion because complex sentences are 
then handled in terms of the simple sentences 
from which they are constructed. 

10 For further discussion, cf. C. S. Smith, "A 
Class of Complex Modifiers in English," Lan
guage, xxxvn (1961), 342-65. 
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characterizing the phonetic shape of the 
sentence, as would be required if we modi
fied the superficial phrase marker to ac
count for them. 

But, although it is clear from these 
examples that the distinction between un
derlying and superficial syntactic structure 
is a significant step toward the philoso
pher's distinction between logical form and 
grammatical form, even a fully devel
oped transformational syntactic compo
nent would not provide all the theoretical 
machinery necessary to deal adequately 
with logical form. Philosophers have 
rightly held that an analysis of the logical 
form of a sentence should not only tell us 
about the formal relations between its 
constituents, but should also tell us about 
the semantic properties and relations of 
the proposition(s) expressed by it. In par
ticular, an account of the logical form of 
a sentence should specify whether it is 
(I) semantically anomalous (i.e. whether 
it expresses any proposition at all), (2) se
mantically ambiguous (i.e. whether it ex
presses more than one proposition, and if 
so, how many), (3) a paraphrase of a given 
sentence (i.e. whether the two sentences 
express the same proposition), (4) analytic, 
(5) contradictory, (6) synthetic, (7) incon
sistent with a given sentence, (8) entails 
or is entailed by a given sentence, (9) a 
presupposition of a given sentence, and 
so on. 

The fact that a transformational syntac
tic component does not suffice, by itself, 
to determine such semantic properties and 
relations has brought about the formula
tion of a conception of a semantic compo
nent designed to determine them.11 This 
conception is based on the idea that a 
speaker's ability to produce and under
stand sentences he has never before spoken 

11 J. J. Katz and J. A. Fodor, "The Structure 
of a Semantic Theory," Language, XXXIX 
(1963), 170-210; reprinted in The Structurei of 
Language: Readings in the Philosophy of Lan
f?Ua!fe, ed. J. A. Fodor and J. J. Katz (Engelwood 
Cliffs: Prentice-Hall, Inc., 1964), pp. 479-518; 
J. J. Katz, "Recent Issues in Semantic Theory," 
Foundations of Language, in press. 

or heard depends on his mastery of prin
ciples according to which the meaning of 
new and unfamiliar sentences can be ob
tained by a process in which the meaning 
of syntactically compound constituents is 
composed out of the meanings of their 
parts. The semantic component formally 
reconstructs these compositional prin
ciples. It has a dictionary that contains an 
account of the meaning of each syntacti
cally atomic constituent in the language, 
i.e. representations of the senses of lexical 
items, and a set of projection rules that 
provide the combinatorial machinery for 
representing the senses of compound con
stituents on the basis of representations of 
the senses of the lexical items that make 
them up. The dictionary is a list of entries, 
each of which consists of a lexical item 
written in phonological form, a set of syn
tactic features, and a set of lexical read
ings. A lexical reading, which represents 
one sense of a lexical item, consists of a 
set of semantic markers and a selection 
restriction. 

A semantic marker is a theoretical term 
representing a class of equivalent concepts. 
For example, the semantic marker (Physi
cal Object) represents the class of con
cepts of a material entity whose parts are 
spatially and temporally contiguous and 
move in unison each of us has in mind 
when we distinguish the meanings of words 
like "chair," "stone," "man," "building," 
etc., from the meanings of words like 
"virtue,'' "togetherness," "shadow," "after
image," etc. Semantic markers enable us 
to state empirical generalizations about the 
senses of words (expressions, and sen
tences), for, by including the semantic 
marker (Physical Object) in a lexical read
ing for each of the words in the former 
group and excluding it from the lexical 
readings for words in the latter, we thereby 
express the generalization that the former 
words are similar in meaning in this respect 
but that the latter are not. A selection re
striction states a condition - framed in 
terms of a requirement about the presence 
or absence of certain semantic markers -
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under which a reading of a constituent can 
combine with readings of other constitu
ents to form derived readings representing 
conceptually congruous senses of syn
tactically compound constituents. 

The semantic component operates on 
underlying phrase markers, converting 
them into semantically interpreted under
lying phrase markers, which formally rep
resent all the information about the mean
ing of the sentences to which they are 
assigned. Initially, each of the lexical items 
in an underlying phrase marker receives a 
subset of the lexical readings that it has 
in its dictionary entry. Then, the projec
tion rules combine lexical readings from 
sets assigned to different lexical items to 
form derived readings, and these are com
bined to form further derived readings, and 
so on. Each derived reading is assigned to 
the compound constituent whose parts are 
the constituents whose readings were com
bined to form the derived reading. In this 
way each constituent in the underlying 
phrase marker, including the w~ole sen
tence is assigned a set of readmgs that 
repre~ents its senses. Thus, a semantically 
interpreted underlying phrase marker is an 
underlying phrase marker each of whose 
brackets is assigned a maximal set of 
readings (where by "maximal" is meant 
that the set contains every reading that can 
be formed by the projection rules without 
violating a selection restriction). 

We are now in a position to define the 
notions "logical form" and "grammatic~ 
form": The logical form of a sentence 1s 
the set of its semantically interpreted un
derlying phrase markers; the grammatical 
form of a sentence is its superficial ph~ase 
marker with its phonetic representation. 
Accordingly, the syntactic and se~antic 
components for a language compnse a 
theory of logical form for that language, 
while the syntactic and phonological com
ponents for the language co~pris.e ~ the
ory of grammatical form to; it. S1mdarly, 
syntactic theory and s.emant1c t~eory com
prise a theory of logical form m gene~al, 
while syntactic theory and phonological 

theory comprise a theory of grammatical 
form in general. 

7. SEMANTIC PROPERTIES AND RELATIONS 

However, semantic theory does much 
more than complete the account of the 
distinction between logical form and gram
matical form. It also provides solutions 
to the philosophical problems of explicat
ing concepts such as (I) through (9). J?efi
nitions of these concepts thus constitute 
further support for the relevance of the 
thesis that I am defending. 

Restricting our attention to syntactically 
unambiguous sentences, we can provide a 
general idea of such definitions. First, a 
sentence is semantically anomalous just in 
case the set of readings assigned to it is 
empty. This explicates the notion that what 
prevents a sentence from having a mean
ingful interpretation are conceptual incon
gruities between senses of its parts that 
keep these senses from compositionally 
forming a sense for the whole sentence. 
Second, a sentence is semantically unique, 
i.e. expresses exactly one proposition, just 
in case the set of readings assigned to it 
contains one member. Third, a sentence 
is semantically ambiguous just in case the 
set of readings assigned to it contains 
n members, for n> 1. Fourth, a sentence 
is a paraphrase of another sentence just in 
case the set of readings assigned to them 
have a member in common. Fifth, two sen
tences are full paraphrases just in case 
each is assigned the same set of readings. 
Sixth, a sentence is analytic if there is a 
reading assigned to it that is derived from 
a reading for its subject and a reading for 
its verb phrase such that the latter con
tains no semantic markers not already in 
the former. 12 Finally, a sentence entails 

12 This is a simplified version of the definition 
of analyticity given in J. J. Katz, "Analyticity 
and Contradiction in Natural Language," The 
Structure of Language: Readings in the Philoso
phy of Language, and in J. J. Katz, The !'~i
losophy of Language. This concept of analyt1c1ty 
may be regarded as a linguistically sy~t7matiz.ed 
version of Kant's concept of analyuc1ty, with 
two refinements: one, that Kant's somewhat 
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another sentence if each semantic warker 
in the reading for the latter's subject is 
already contained in the reading for the 
former's subject and each semantic marker 
in the reading for the latter's verb phrase 
is already contained in the reading for the 
former's verb phrase. 1s 

The adequacy of these definitions as 
solutions to the philosophical problems to 
which they are addressed is entirely a 
matter of their empirical justification. Since 
such definitions are part of semantic the
ory, which, in turn, is part of linguistic 
theory, they must be justified on the same 
evidential basis as any other linguistic uni
versal. Thus, their empirical evaluation 
consists in verifying the predictions to 
which they lead about the semantic prop
erties and relations of sentences from nat
ural languages. Given the semantically in
terpreted underlying phrase marker for a 
sentence S in a language L and the defini
tion of a semantic property P or relation 
R, we can deduce a prediction about 
whether S has P or bears R to some other 
sentence. This deduction is merely a mat
ter of determining whether or not the se
mantically interpreted underlying phrase 
marker(s) of S possess the formal features 
required by the definition of P or R. Such 
predictions can be checked against the 
ways that fluent speakers of L sort sen
tences in terms of their naive linguistic 
intuitions. Hence, the justification of these 
definitions depends on whether such pre
dictions accord with the judgments of 
iluent speakers about clear cases from L. 

To remove from these definitions the 

vague and restricted notions of subject and pred
icate are replaced by the formally defined 
grammatical relations subject of S and verb 
phrase of S, and two, that Kant's metaphorical 
notions of concept and of containment are re
placed by the formal analogues of a reading and 
the inclusion of a set of semantic markers iu 
another set. The semantic properties of contra
diction and syntheticity can also be defined, as 
can inconsistency and other related cases; their 
definitions, however, involve too mauy techni
calities to be given here. 

11 A conditional sentence is analytic just in 
case its antecedent entails its consequent. 

stigma that automatically attaches to defi
nitions of semantic properties and relations 
since Quine's attack on the analytic-syn
thetic distinction, I will show how the 
above definition of analyticity avoids the 
criticism he leveled against Carnap's ex
plication of analyticity. 14 This case is 
chosen as our example because of its 
prominence in the literature, but what I 
am going to say by way of a defense against 
Quine's criticism of this concept will apply 
directly to similar criticisms of any of the 
other semantic properties and relations. 

One of Quine's major criticisms was 
that Carnap's explication of analyticity, 
contradiction, and related concepts merely 
defines one of these concepts in terms of 
others, whose own definition quickly brings 
us back to the original one without offering 
a genuine analysis of any of them. The 
above definition of analyticity, however, 
cannot be criticized on grounds of such cir
cularity because it is not the case that any 
of these related terms, or any others for 
that matter, were used to define it. The 
unique feature of the above definitions is 
that the defining condition in each is stated 
exclusively in terms of a different set of 
formal features in semantically illterpreted 
underlying phrase markers. Moreover, no 
appeal to such definitions is made in the 
process whereby a semantically interpreted 
underlying phrase marker obtains the for
mal features by virtue of which it satisfies 
such a defining condition. Further, Quine 
criticizes Carnap for merely labeling sen
tences as analytic without ever indicating 
just what is attributed to a sentence so 
labeled. On Carnap's account, the term 
"analytic" is just an unexplained label. 
But, on our account, labeling a sentence 
as analytic depends on its semantic struc
ture, as determined by its semantically 
interpreted underlying phrase marker. 
Thus, labeling a sentence as analytic at
tributes to it that semantic structure for-

"W. V. Quine, "Two Dogmas of Empiri
cism," From a Logical Point of View (Cam
bridge: Harvard University Press, 1953 ). 
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malized in the definition that introduces 
"analytic" into linguistic theory. Lastly, 
the definition of "analytic," as well as that 
of any of the other semantic properties 
and relations defined in semantic theory, 
cannot be criticized for being too particu
laristic because, as Quine requires, they 
are formulated for variable S and L. This 
language-independent generality is guar
anteed by the fact that they are given in 
linguistic theory and that their defining 
conditions are formulated exclusively in 
terms of semantically interpreted under
lying phrase markers, which are associ
ated with each sentence in any linguistic 
description. 15 

8. SEMANTIC CATEGORIES 

The last philosophical problem whose 
solution I here want to treat within lin
guistic theory is that of semantic cate
gories, the most general classes into which 
the concepts from all fields of knowledge 
divide. The most influential treatment of 
semantic categories was certainly Aris
totle's. Aristotelian categories claim to be 
the most abstract classificational divisions 
under which ideas of any sort can be sub
sumed. They are the ultimate, unanalyz
able, maximally general set of natural 
kinds that are given in natural languages. 
Aristotle enumerated ten (perhaps eight) 
such categories: substance, quantity, qual
ity, relation, place, time, posture, posses
sion, action, and passivity (with the last 
two of somewhat questionable status). But 
he did not explain how he chose these cate
gories nor how he decided that no others 
belong to the list. The criterion he men
tions falls far short of providing a satis
factory principle for categoryhood. 

Aristotle's criterion comes to this: each 
category is the most general answer to 
a question of the form "What is X?." Thus, 
substance qualifies as a category because 

"For a more detailed and complete account 
of how my explication of analyticity avoids 
Quine's criticisms of Carnap's explication, see 
J. J. Katz, "Some Remarks on Quine on Analy
ticity," in press, The Journal of Philosophy. 

"a substance" is the most general answer 
to such questions as "What is Socrates?." 
Likewise, quality is a category because "a 
quality" is the most general answer to such 
questions as "What is green?." There is, of 
course, much room for doubt about these 
answers, but, even if this criterion were 
fairly successful in picking out cases that 
we would intuitively regard as among the 
most abstract classificational divisions in 
our conceptual system, it would tell us 
nothing about the nature of the categories 
it sorted out. Its application relies on in
tuitive judgments about what are and 
what are not the most general answers to 
the test questions, without clarifying either 
for ourselves or our informants just what 
makes these judgments appropriate judg
ments about the concepts concerned. Con
sequently, assuming that those things that 
are proper answers to such questions are 
just those things that are the most general 
genera for classifying concepts, still, we 
know no more about the idea of a category 
than we did before having obtained its 
extension in this manner. The criterion 
itself presupposes our intuitive understand
ing of the notion maximal generality in 
the domain of possible concepts as a con
dition for its application, but it does not 
provide any analysis of this notion. 

H we can embed the theory of semantic 
categories into linguistic theory, we can 
obtain an analysis of this notion and 
thereby arrive at a clearer understanding 
of semantic categories. To do this, we have 
to ask by what means can we distinguish 
two sets of semantic markers: first, the 
subset of the set of semantic markers ap
pearing in the dictionary of a linguistic 
description of some particular language 
whose members represent concepts having 
the required degree of generality in that 
language, and, second, the subset of the 
set of universal semantic markers (as given 
in semantic theory) whose members rep
resent concepts having the required de
gree of generality for language in general. 
Thus, we must provide some empirically 
motivated way for determining the se-



352 JERROLD J. KATZ 

mantic categories of a particular language 
and the semantic categories of natural 
language. 

As we have characterized the entries for 
lexical items in the dictionary of a seman
tic component, lexical readings contain a 
semantic marker for each independent 
conceptual component of the sense that 
they represent. Formulated in this way, 
almost every lexical reading would exhibit 
a high degree of redundancy in the man
ner in wt.ich it specifies the semantic in
formation in a sense. For example, the 
semantic markers (Physical Object) and 
(Human) that appear in the lexical read
ings for the words "bachelor," "man," 
"spinster," "child," etc., are subject to a 
regularity governing their occurrence with 
respect to one another in the dictionary, 
viz. whenever (Human) occurs in a lexical 
reading, so does (Physical Object). Hence, 
the occurrence of (Physical Object) in 
lexical readings that contain (Human) is 
actually redundant, by virtue of the gen
eralization that the occurrence of (Physi
cal Object) is determined by the oc
currence of (Human). However, as we 
have so far described the dictionary, we 
have made no provision for the formula
tion of such generalizations. That is, at 
present, we have no way to express this 
regularity in the formalism of semantic 
theory so that the redundancy of (Physi
cal Object) for these cases is forced on 
us in order that we be able to fully 
represent the senses of these words. With
out a means for expressing such regulari
ties, linguistic descriptions that are written 
in accord with semantic theory, as so far 
formulated, can be correctly criticized for 
having missed an important generaliza
tion about their languages. With a means 
of representing such regularities, the 
actual occurrence of the semantic marker 
(Physical Object) is dispensible because 
its occurrence in the lexical readings 
for "bachelor," "man," "spinster, etc., 
is predictable from the occurrence of 
(Human) in these lexical readings and the 
generalization that says that (Human) 

never occurs in a lexical reading unless 
(Physical Object) occurs. Moreover, this 
case is not an isolated one. Not only is 
there a broader regularity covering the 
occurrence of (Physical Object), viz., 
whenever (Human), (Animal), (Artifact), 
(Plant), etc., occurs in a lexical reading, 
so does (Physical Object), but other se
mantic markers besides (Physical Object) 
are redundant in the same way, and are 
similarly predictable from generalizations 
expressing the appropriate regularities, 
viz., (Animal) occurs whenever (Mammal) 
does. Hence, from the viewpoint of the 
whole dictionary with its thousands of 
entries, there will be an incredible amount 
of redundancy in the specification of the 
senses of lexical items unless we provide 
some way to eliminate such unnecessary 
occurrences of semantic markers by find
ing some formalism to express these lexi
cal generalizations. 

The obvious way to make dictionary 
entries more economical and to provide a 
means of expressing these regularities is 
to extend the conception of the dictionary 
presented in Section 6 so that the diction
ary includes rules which state the appro
priate generalizations and thereby enable 
us to exclude redundant semantic markers 
from lexical readings. In general, these 
rules will be of the form 

(M1) v (M2) v ... v (M,.) --+ (Mk) 
where (Mk) is distinct from each (Mi), 
1 L i L n and where v is the symbol for 
disjunction. In the case discussed above, 
we have an example of a rule of this type. 

(M1) v (M2) v ... v (Human) v (Ani
mal) v (Artifact) v (Plant) v . . . v 
(M,,)--+ (Physical Object) 

Adding this rule to the dictionary enables 
us to capitalize on the regularity noted 
above and economize lexical readings that 
contain one of the semantic markers (M1), 
(M2), ... , (Human), (Animal), (Arti
fact), (Plant) ... , (M,,) by dropping 
the occurrence of the semantic marker 
(Physical Object) from those lexical read
ings. Such rules will comprise a new com
ponent of the dictionary, whose list of 
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entries can now contain only lexical read
ings in maximally reduced form. These 
rules thus function to compress the read
ings in dictionary entries, making the dic
tionary a more economical formulation of 
the lexical information in the language. 

So much for the formalism. The redun
dancy rules not only simplify the state
ment of the dictionary and state significant 
lexical generalizations, they also represent 
inclusion relations among the concepts 
represented by semantic markers. For such 
rules can be interpreted as saying that the 
concepts represented by the semantic 
markers on the left-hand side of the ar
row are included in, or subsumed under, 
the concept represented by the semantic 
marker on the right-hand side. Here, then, 
is where the application of this formalism 
to the question of semantic categories 
comes in. Using the redundancy rules in 
the dictionary of a linguistic description 
for a language L, we can formally deter
mine which of the semantic markers in that 
linguistic description represents the seman
tic categories of L. We define a semantic 
category of L to be any concept repre
sented by a semantic marker that occurs 
on the right-hand side of some rule in the 
redundancy rules in the dictionary of 
the linguistic description of L, but does 
not occur on the left-hand side of any rule 
in that set of redundancy rules. Thus, to 
find the semantic categories of a particular 
language, we simply check over the list of 
redundancy rules in the linguistic descrip
tion of L and pick each semantic marker 
for which there is a rule that says that 
that marker subsumes other markers, and 
for which there is no rule that says that 
that marker is subsumed under other 
markers. The significance of this defini
tion is two-fold. First, it makes it possible 
for us to formally determine the semantic 
categories for a given language with re
spect to a linguistic description for it. Sec
ond, it makes it possible to justify empiri
cal claims to the effect that such-and-such 
concepts are the semantic categories for 
a given language. Such justification for a 

set of putative semantic categories is a 
matter of empirically establishing that no 
simpler formulation of the lexical readings 
in the dictionary of the language is pro
vided by redundancy rules other than those 
which, by the above definition of semantic 
categories of L, yield the set of putative 
semantic categories in question. This is 
the same sort of empirical justification ap
pealed to in other branches of science 
when it is claimed that some theoretical 
account is best because it employs the 
simplest laws for describing the phenom
ena under study. 

On the basis of these considerations, we 
can also formally determine the semantic 
markers that represent semantic categories 
of language in general, i.e. the semantic 
categories for all natural languages as op
posed to the semantic categories of some 
particular natural language. We define the 
semantic categories of language to be those 
concepts represented by the semantic 
markers belonging to the intersection of 
the sets of semantic categories for each 
particular natural language L1, L:!, . . . , 
Ln, as obtained from the redundancy rules 
in the dictionaries of the linguistic descrip
tions for L1, J,,2 , • • • , Ln in the manner 
just described. That is, a semantic category 
of language is a concept represented by a 
semantic marker that is found in each and 
every set of semantic categories for par
ticular natural languages. The significance 
of this definition is parallel to that of the 
previous one. First, it provides us with a 
formal means to determine the categories 
of language, and second, it provides us 
with a clear-cut empirical basis for decid
ing what is a semantic category of lan
guage. The justification for a claim that 
some concept is a semantic category of 
language can be given on the basis of the 
same evidence that warrants the claims 
that that concept is a semantic category 
of Li, L2, . . . , Ln. 

Notice, finally, that the unexp)icated no
tion of maximal generality on which the 
Aristotelian notion of categories is based 
is here explicated formally, in terms of 
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membership in the set of semantic markers 
that comprises the intersection of the sets 
of semantic markers that are semantic 
categories for the natural languages, where 
each of the semantic markers in these lat
ter sets is obtained by the condition that 
it appears on the right-hand side of a re
dundancy rule but not on the left-hand 
side of any. 

9. THE SCOPE OF PHILOSOPHICAL 

RELEVANCE 

If the considerations put forth in this 
paper on behalf of the thesis that linguistic 
theory is relevant to the solution of philo
sophical problems are convincing, then it 
is quite natural to ask to what philosophi
cal problems is linguistic theory irrelevant. 
That there are problems to which linguis
tic theory is irrelevant need not be ques
tioned, for the philosophy of mathematics 
and the philosophy of science provide 
abundant examples. Consequently, it 
would be highly desirable to have some 
handy criterion by which to decide whether 
a philosophical problem is essentially about 
the underlying conceptual structure of 
natural languages or about something else. 
But I find it hard to believe that we can 
have such a criterion, for not only do 
philosophical problems not come to us 
ear-marked as either linguistic or non
linguistic but, even given a fully developed 
linguistic theory, it would require consid
erable further inquiry to discover whether 
some portion of that theory is relevant to 
some particular philosophical problem and 
much further argument to establish that 
the relevance is such that linguistic the
ory provides an authentic solution for it. 

We have so far considered only one 
sense in which linguistic theory can be 
relevant to philosophical questions. In con
clusion, I would like to con.sider another 
way in which it can have philosophical 
relevance, one that does not depend on the 
theory offering us the concepts that answer 
the philosophical question. 

The problem of innate ideas, the crux 
of the controversy between empiricists and 

rationalists, is a case to which linguistic 
theory has a significant application in a 
somewhat different way than the one in 
which it applies to the problems discussed 
above.18 This problem can be recast as 
the question of whether the acquisition of 
a natural language can be explained better 
on the basis of the empiricist hypothesis 
that the mind starts out as a tabula rasa, 
or on the basis of the rationalist hypothesis 
that the mind starts out with a rich stock 
of innately fixed principles which deter
mine the general form of the rules for a 
natural language. Given that the child ob
tains his inner representation of the rules 
of a language from the linguistic data to 
which he is exposed during his formative 
years, we may consider the child's mind 
to be a black box whose input is such lin
guistic data and whose output is an inter
nalization of the linguistic description of 
the language. Accordingly, we ask whether 
the empiricist hypothesis that this internal
ization is obtained by processing sensory 
data on the basis of principles of associa
tive learning, or the rationalist hypothesis 
that this internalization is obtained by a 
specialization of the innate system of prin
ciples when they are activated by appro
priate sensory stimulation, is the better 
account of how the black box converts its 
input into its output. We have a fairly 
clear idea of the associative principles with 
which the empiricist is willing to credit the 
child's mind prior to experience, but it is 
by no means clear what are the innately 
fixed principles concerning the general 
form of language on the rationalist's ac
count. Here the relevance of linguistic the
ory is, then, that it provides a statement of 
the principles required to formulate the ra
tionalist hypothesis in specific terms. The 
question is, therefore, whether we must as
sume as rich a conception of innate struc
ture as is given by linguistic theory's 
account of the universals of language in 
order to explain language acquisition. 

1
• For a more complete discussion of the 

problem of innate ideas, cf. Chapter 5 of my 
book, The Philosophy of Language. 
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Notice, however, that although this 
question, which reformulates the problem 
of innate ideas, can only be raised in an 
explicit form when linguistic theory sup
plies the conception of innate structure 
for the ration.alist hypothesis, its answer 
is not given by linguistic theory. Linguistic 
theory does not validate the rationalist 
position in its controversy with the empiri
cist position, since it is outside the scope 
of linguistic theory to decide which of 
these two positions is best supported by 
the facts about the linguistic information 
available to the child and about how he 
copes with them. 

This case was introduced not only to 
show that the relevance of linguistic theory 
to philosophy goes beyond solving philo-

sophical problems, but also to show that 
it can be relevant in the specific sense of 
providing the means by which a philosoph
ical problem can be reformulated in a 
manner that makes it more susceptible to 
solution. Whether linguistic theory is rele
vant to philosophical investigation in still 
other ways must remain a matter for fur
ther philosophical and linguistic inquiry. 

Editor's note: For replies to this essay, see 
the abstracts of the comments read by Neil Wil
son and Zeno Vendler at the symposium in 
which Katz first presented this paper (Journal 
of Philosophy, LXII [1965), 602-08). 

Author's note: For replies to the replies of 
Wilson and Vendler, see my contribution to the 
forthcoming Harper Guide to Philosophy, ed. 
Arthur Danto (New York: Harper & Row) titled 
''The Underlying Reality of Language and its 
Philosophical Import." 
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YEHOSHUA BAR-HILLEL 

A PREREQUISITE FOR RATIONAL PHILOSOPHICAL DISCUSSION 

Communication between philosophers 
has been deteriorating during the last dec
ades. Logical empiricists and British lin
guistic philosophers have been branding 
large parts of the output of their specula
tive colleagues as 'nonsense' and 'literally 
unintelligible'. Speculative metaphysicians, 
after having recovered from the first shock, 
either just disregard these declarations, or 
else declare, on their part, that the stand
ards of intelligibility employed by the 
critics are arbitrary. 

The breakdown of communication is 
not always as radical as the situation just 
described might lead one to believe. An 
analytic philosopher (let us use this term to 
cover both logical empiricists and linguistic 
philosophers) might often try to suggest 
one or more reinterpretations of his col
league's original formulati0ns, thereby 
making them intelligible to himself. (This, 
of course, indicates that he does 'under
stand' the original formulation; thereby his 
behavior is not made absurd since this 
kind of understanding is clearly different 
from the one he professes not to have.) 
Unfortunately, this conciliatory action sel
dom does much good. The reinterpreta
tions have a tendency to become either 
flagrant truisms or flagrant falsities. Even 
in case they do neither, more often than 

Reprinted from Logic and Language: Studies 
Dedicated to Professor Rudolf Carnap (Dor
drecht: D. Reidel Publishing Company, 1962), 
pp. 1-5, by permission of the author and the 
publisher. (Copyright 1962 by the D. Reidel 
Publishing Company.) 
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not the speculative philosopher will reject 
them as completely missing the point of 
his intentions, perhaps adding that this 
failure could have been foreseen, since 
there is no reason why his deep insights. 
should be formulable in the analytic philos
opher's shallow and arbitrarily-restricted 
language. 

One might have expected that another 
development would arrest and reverse this 
trend of deteriorating communication. I 
refer to the well-known fact that the stand
ards of intelligibility of the late twenties 
and early thirties - 'whatever can be said 
at all, can be said in ordinary (thing-, ob
servational) language' - have been under
going a process of continuous liberaliza
tion, the history of which has been told 
many times. In one of the latest attempts 
at explicating the empiricist's standard of 
intelligibility, 1 a discourse is regarded as 
intelligible, not only if it is formulated 
wholly in observational language, but also 
if it is formulated in theoretical or mixed 
language, if only the theoretical terms oc
curring in it are connected via theoretical 
postulates and rules of correspondence 
with the observational terms. True enough, 
the degree of intelligibility of such dis
course is deemed to be inferior to that of 
a purely observational one. However, 

1 R. Carnap, "The methodological character of 
theoretical concepts," The Foundations of Sci
ence and the Concepts of Psychology and Psy
choanalysis, Minnesota Studies in the Philosophy 
of Science, Volume I (Minneapolis: University 
of Minnesota Press, 1956), pp. 38-76. 
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thereby such discourse is not disqualified 
nor is one entitled to draw the consequence 
that it is somehow less important or scien
tific than fully intelligible observational 
discourse. Clearly, a treatise in theoretical 
physics, psychology or linguistics is not 
the worse off because of the fact that its 
theoretical terms are only partially and 
indirectly interpretable. 

It is nevertheless rather doubtful 
whether this liberalization will bring about 
a reunion in philosophy. Though the ana
lytic philosopher may be willing to regard 
the specifically metaphysical terms used 
by his colleague as theoretical terms of 
which he is quite ready not to require more 
than partial and indirect interpretation in 
observational terms, he will continue to 
ask his colleague to supply him this inter
pretation, at least in sufficient outline. But 
the speculative philosopher will quite often 
refuse to do this, just as he refused to 
comply with the earlier demand to supply 
full and direct interpretation by operational 
definitions. He might even point out that 
just as the empiricist will now agree that 
his earlier demands were unjustified, so 
he will come to realize in due time that 
his present demands are still unduly re
strictive. 

This may indeed tum out to be the 
case. Most analytic philosophers are today 
aware that the whole conception of an 
observational language is rather vague, 
that the line of demarcation between ob
servational and theoretical terms is blurred, 
elastic and even to a considerable degree 
arbitrary, and will therefore be rather 
careful with their use of the epithets 
'meaningless', 'nonsensical', or 'unintel
ligible'. But they will continue refusing 
to exert themselves overly in order to sup
ply for their own benefit all those theo
retical postulates and rules of correspond
ence, or at least a sufficiently large outline 
of these, which they regard as necessary 
in principle for ensuring a modicum of 
intelligibility. If an analytic philosopher 
finds that a certain philosophical text is 
underinterpreted, he may or may not at-

tempt to suggest to the reader of this text 
one or more ways of supplementing the 
missing links, but if the author refuses to 
follow suit, the analytic philosopher will 
still know no more rational reaction than 
to count himself out. The possibility that 
he himself twenty years hence, or the next 
generation of analytic philosophers, might 
conceivably liberalize the standards of in
telligibility still further and then rejoin the 
metaphysical game, will be more or less 
cheerfully acknowledged but will not in
fluence the present breakdown of com
munication. 

Is this then the end of the conversation? 
I am not convinced that it must be so. 
Though I myself, for instance, as an ana
lytic philosopher, see no way of joining 
many metaphysical discussions because of 
the hopelessness of remedying their state 
of underinterpretedness. I am ready to ex
plain why I regard the language of these 
discussions as underinterpreted, what are 
my present standards of intelligibility, why 
I believe that a discussion that does not 
comply with them holds little or no promise 
of being fruitful, etc. And I am ready to 
listen, and listen attentively, if my colleague 
will challenge my evaluation, criticize my 
standards of intelligibility and try to per
suade me that the language of this or that 
speculative philosopher, or of all specula
tive philosophers, is one which it is worth
while to adopt, at least for certain pur
poses. But I am ready to listen and argue 
with him only if the (meta-) language, in 
which he explains to me his reasons for 
challenging my standards, itself complies 
with these standards. 

This may sound preposterous, but I 
don't see how it can be helped. My insist
ence is due to the fact that the situation is 
objectively asymmetrical. One cannot ex
pect that the analytic philosopher, while 
endeavoring to persuade by rational means 
his speculative colleague of the cognitive 
poverty of his ways of philosophizing, 
should himself use speculative discourse 
for this purpose. This type of discourse is 
unintelligible to him in any capacity, in-
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eluding that of a metadiscourse. This does 
not mean that he is unable to intelligently 
manipulate such discourse for other pur
poses, should the occasion require it. On 
the other hand, no similar scruples could 
prevent the speculative philosopher from 
using scientific (observational plus theo
retical) metalanguage to impress his ana
lytical colleagues with the importance of 
using metaphysical object-language. 

Here then, it seems, the final conditio 
sine qua non of continued philosophical 
discussion has been reached. Those specu
lative philosophers who are interested in 
having analytic philosophers discuss their 
theses couched in metaphysical language 
must use a scientific metalanguage as their 
rational tool of persuasion. (I shall not dis
cuss here, for obvious reasons, the possible 
use of extra-rational tools.) The analytic 
philosopher who is interested in hav
ing speculative philosophers stop formulat
ing their theses the way they do, need do 
nothing beyond stretching his standards of 
intelligibility to the limit and offering con
stant reinterpretations in scientific language 
of the original metaphysical formulations. 
This includes occasionally reformulating 
these theses as proposals, comments, ex
hortations, etc. As I am using the term 
'scientific language' now, such languages 
contain not only declarative sentences but 
also question sentences, etc. 

I am under no illusions as to the effects 
of my proposal. Even if speculative phi
losophers should accept it in principle, 
there is little likelihood that agreement 
could be reached as to the extent of the 
index verborum prohibitorum for the com
mon philosophical metalanguage. Differ
ences will arise as to which terms of ordi
nary language are entitled to be considered 
directly intelligible. As to the theoretical 
terms, it is only with regard to rigorously
constructed language systems that it is 
precisely, though not necessarily effec
tively, determined whether they are or are 
not empirically significant, relative to the 
given observational language and after a 
certain criterion of significance has been 

adopted. Since nobody, and certainly not 
myself, seriously requires that a theoretical 
term of ordinary language should be ad
mitted into philosophical metadiscourse 
only after this discourse has been com
pletely formalized, it cannot be assumed 
that agreement would be reached on the 
admissibility of all candidates, in antici
pation of future formalization. It is notori
ous that no such agreement has been 
reached as to the status of, say, certain 
psychoanalytical terms, and this among 
methodologists who would all of them be 
regarded as adherents of analytic philoso
phy. Similar disagreements exist as to the 
character of such terms in theoretical se
mantics as 'class', 'proposition' and the 
like, which some analytic philosophers 
simply claim not to understand. Add to 
this that a given term may doubtless be 
intelligible, perhaps even straight observa
tional, in some of its uses (meanings) but 
of doubtful status in other uses (meanings), 
and this even in the discourse of one and 
the same author - think of what theolo
gians call 'analogical use', for instance -
and the very great difficulties of agreeing 
upon a common metalanguage in which to 
discuss the relative merits of the various 
object-languages used by philosophers 
should be clear. Nevertheless, I think that 
an agreement in principle to use for this 
purpose a language of about the same 
structure the analytic philosophers believe 
that the object-language of science has, 
should have its beneficial impact. One can 
only wish that prestige considerations 
('having to talk the other fellow's lan
guage') will not blind the speculative phi
losophers in this context. I see no rational 
reason why they should refuse a priori to 
use a scientific metalanguage in order to 
justify their conviction that the scientific 
object-language is not adequate for certain 
philosophical purposes. Should they con
tend, however, that for intrinsic reasons 
such a metalanguage is not up to its pur
pose, then this would now indeed mean 
either the end of the conversation, or else 
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the whole issue will just be pushed one 
step higher in the hierarchy of philosoph
ical metalanguages. The simple argument 
that a scientific metalanguage is unsuitable 
for the philosopher's use for the same rea
son for which a scientific object-language 
is unsuitable for this purpose would surely 
be a rather weak one, as can be shown by 
innumerable analogies. One can and does 
show in ordinary non-symbolic (meta-) 
language that ordinary non-symbolic (ob
ject-)language is unsuitable for algebraic 
purposes. Any contention that a discussion 
of the relative merits of various proposed 
notational systems for chemistry should be 
held in a metalanguage in which these no
tations are not only mentioned (which they 
clearly must be) but also used would meet 
with very strong initial disbelief. Though 
philosophy is neither chemistry nor alge
bra, this by itself is not a sufficient reason 

for rejecting the analogy. My plea is nec
essarily of a general and vague nature. No 
recipe follows from what I said. Any single 
word which the analytical philosopher pro
fesses not to understand (sufficiently) in an 
initial stage of a discussion can be made 
(sufficiently) intelligible by supplementing 
a few suitable sentences (though there con
stantly lurks the danger of obscurum ob
scurior in such situations). However, as to 
those notorious types of metadiscourse 
which analytic philosophers tend to regard 
as definitely underinterpreted in toto, it 
might be simpler to omit them altogether 
rather than to try giving a sketch of the 
theory behind them, which would at the 
best tend to become a very complex and 
time-consuming affair. But clearly no hard 
and fast rules of thumb can be expected. 
Goodwill helps. But unfortunately, though 
necessary, it is not sufficient. 

.. 





TEN YEARS AFTER* 

The title of Ian Hacking's Why Does Lan
guage Matter to Philosophy? raises a good 
question. The question would have found 
prompt and pat answers thirty, or even ten, 
years ago. But there has been little consider
ation of it recently; no one likes any of the old 
answers, and nobody has thought of any new 
ones. In the course of the last decade, people 
who used to accept the description "linguistic 
philosopher" with equanimity have become in
clined to resent and reject it. There is, it is now 
said, no particular philosophical method called 
"Iinguistic"-but it is often added that philoso
phy of language is at the center of philosophy. 
In explanation, some view like this of Michael 
Dummett's is offered: 

Because philosophy has, as its first if not its only 
task, the analysis of meanings, and because, the 
deeper such analysis goes, the more it is depen
dent upon a correct general account of meaning, a 
model for what the understanding of an expression 
consists in, the theory of meaning, which is the 
search for such a model, is the foundation of all 
philosophy, and not epistemology as Descartes 
misled us into believing. 1 

This explanation, however, raises more ques
tions than it answers. It is true that a couple of 
generations of Anglo-American philosophers, 
when asked what they did for a living, might 
have replied "We analyze meanings." But, since 

*"Ten Years After" was first published as a review 
of Ian Hacking's Why Does Language Matter to Phi
losophy? in The Journal of Philosophy, LXXXIV, No. 
7 (1977), 416-32. (©Copyright 1977 by The Journal 
of Philosophy, Inc.) Reprinted by permission. 

1 Frege: Philosophy of Language (London: Duck
worth, 1973), p. 669. 

Quine's "Two Dogmas" and Wittgenstein's 
Investigations, philosophers have been increas
ingly hesitant even to mention meanings, much 
less formulate a job description in terms of them. 
Work in philosophy of language in recent years 
has produced little that helps the metaphilosoph
ically puzzled analyst of meanings to know 
when he has done his job properly. Indeed, the 
vigor of that field seems due in some measure 
to its new-found freedom from such metaphilo
sophical concerns. 

However, this freedom frommetaphilosophy 
has not clarified the objectives of philosophy of 
language. Back in 1962, Jerry Fodor and Jerrold 
Katz were already suggesting that philosophy of 
language had suffered too long from the meta
philosophical presuppositions of positivism and 
Oxford analysis. Their solution was that it 
should hereafter conceive of itself as "the phi
losophy of linguistics, a discipline analogous in 
every respect to the philosophy of physics, the 
philosophy of mathematics, the philosophy of 
psychology, and the like. "2 Such a conception 
seems to offer no support of Dummett's claim 
that philosophy of language is "first philoso
phy." Yet the seeming modesty of their claim is 
misleading. It did not prevent Fodor and Katz 
from thinking that the philosophy of language 

2 "Introduction" to The Structure of Language 
(Englewood Cliffs: Prentice-Hall, 1964), p. 18. This 
piece is a revised version oftheir"What's Wrong with 
the Philosophy of Language?," Inquiry, v. 3 (Autumn 
1962): 197-237. For Katz's later repudiation of this 
view, see his The Philosophy of Language (New 
York: Harper and Row, 1966), p. 4. Chapter I of that 
book develops a view of philosophy of language as 
First Philosophy which, as Hugh Wilder has pointed 
out to me, has difficulty reconciling its priority and 
universality with its empirical character. 
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could do a lot toward clearing up traditional phil
osophical problems. They thought this because 
they thought that Chomskian linguistics had 
light to shed on these problems; had they not had 
this confident view they might have been less 
ready to assign the philosophy of language a pa
rochial rolej In the intervening years, however, 
skepticism about the relevance of linguistics 
to traditional philosophical problems has in
creased. Many of the leading research programs 
in the philosophy of language (e.g., those of 
Davidson, Kripke, Putnam, and Dummett him
self) have come to have less and less to do with 
the details of work in linguistics. For better or 
worse, Fodor and Katz's modest proposal did 
not prosper. 

In this situation, philosophers who sympa
thize with Quine's attack on the notion of mean
ing and who suspect that the notion of"analysis" 
is as disreputable as that of "analyticity" have 
tried to find a Quinean way of stating the im
portance of language for philosophy without 
resorting to the notion of"the philosophy of lin
guistics. "Quine himself, in the section on "Se
mantic Ascent" in Word and Object, 3 made a 
halfhearted stab at this. He said there that one 
could still put forward the Carnapian claim that 
philosophical questions were questions of lan
guage if one tre<1ted language not as a matter of 
meaning~ but just as a part of the world in which 
agreement was more likely to be obtained than 
elsewhere: 

The strategy of semantic ascent [i.e., "moving 
from talking in certain terms to talking about 
them"] is that it carries the discussion into a do
main where both parties are better agreed on the 
objects (viz., words) and on the main terms con
cerning them. Words, or their inscriptions, unlike 
points, miles, classes, and the rest, -are tangible 
objects of the size so popular in the marketplace, 
where men of unlike conceptual schemes com
municate best. The strategy is one of ascending to 
a common part of two fundamentally disparate 
conceptual schemes, the better to discuss the dis
parate foundations. No wonder it helps in philoso
phy. <?72) 

This claim that words, or their inscriptions, are 
tangible objects about which men of different 
philosophical persuasions can fairly readily 

3 Cambridge, Mass.: MIT Press, 1960. 

agree seems trivial when one thinks of inscrip
tions and dubious when one thinks of the use of 
inscriptions. Only the inscriptions themselves 
are tangible, and it is doubtful whether agree
ment on the identification and explanation of 
inscriptions has ever offered any aid to philoso
phers. As for the uses of those inscriptions, 
they are not only intangible but presumably not 
a "common part of . . . disparate conceptual 
schemes." Rather, they are just where disparity 
comes to a head. 

Presumably what Quine has in mind as ex
amples of the success of semantic ascent are the 
discovery that we need not ask what a sake is 
because the transcription of "He did it for the 
sake of his wife" into canonical notation need 
not include anything like "There is an x such 
thatx is a sake and is his wife's and he did it for 
x," and, more significant, the discovery that we 
need not have intensional contexts in canonical 
notation because (e.g.) we can construe "S be
lieves that p" as "S is in the believing-that-p 
state" where "believing-that-p" is a single un
analyzable predicate. But this last example, 
and the principled rejection of this treatment of 
opacity by such philosophers as Davidson, 
shows that the criteria for taking a notation as 
canonical are at least as obscure as the criteria 
for deciding issues in the philosophy of mind
and one cannot get much more obscure than 
that. Quine's own refusal to countenance a dis
tinction between languages and theories helps 
one see why suggestions in the formal mode of 
speech about how to talk will rarely be less con
troversial than suggestions in the material mode 
about what to say. Only an ordinary-language 
philosopher, who had no canonical notation to 
recommend, would be in a position to say that 
language (as the study of"what we would say") 
was less controversial than metaphysics. But 
such a philosopher would be in no better a posi
tion than Quine to recommend semantic ascent, 
for inspection of what we would say about X's 
is no more about the use of the word 'X' than it 
is about X's themselves. There is point in put
ting philosophical theses in the form of linguis
tic recommendations only if one intends to 
suggest changing what we would say; if one 
wants to leave what we say alone, then there is 
no reason to be self-consciously linguistic and 
no reason to distinguish between the essence of 
X, the concept of X, and the use of the term 
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"X. ''. In sum: on an ideal-language view, se
mantic ascent does not help in reaching agree
ment, whereas on an ordinary-language view it 
is a pointless detour. 

Despite all this, I think we all have some in
clination to agree with Quine that semantic as
cent does, somehow, "help in philosophy." 
There is a general belief that philosophers have 
got clearer about what they are doing since the 
"linguistic tum." So even if Quine has not ex
plained why the tum was worth taking, it does 
seem that there is a real phenomenon that does 
need explaining. Hilary Putnam, who shares 
Quine's distrust of the notion that philosophers 
"analyze meanings," has attempted to show 
that although both positivists and Oxonians 
have exaggerated the successes produced by the 
use of linguistic methods, nevertheless "even if 
we have not discovered 'linguistic solutions' to 
these problems, we have ... acquired a great 
deal of new knowledge about them. "4 He offers 
two grounds for this opinion. The first is an 
improved version of Dummett's claim that 
philosophy's primary job is the analysis of 
meanings. 5 Putnam says that the discovery by 
Wittgenstein and others that "concepts cannot 
be identical with mental objects of any kind" 
(7) was a consideration which "led naturally to 
the idea that a great deal of philosophy should 
be reconstructed as about language, even if the 
authors in question did not think they were talk
ing about language" (9). So, he says, "one rea
son for upgrading the importance of language 
in philosophy" was that 

concepts and ideas were always thought impor
tant; language was unimportant, because it was 
considered to be merely a system of conventional 
signs for concepts and ideas (considered as mental 
entities of some kind ... ). But if having a con
cept is being able to use signs in particular ways, 
or if this is even a major part of the story, then all 
the attention that was traditionally accorded to 
matters of introspective psychology more prop-

4 Mind, Language, and Reality (New York: Cam
bridge University Press, 1975), p. 2. All subsequent 
page references to Putnam in the text are to this 
volume. 

5 The second, which I shall not discuss, is that lin
guistic philosophy helped us kill off phenomenalism, 
and thus idealism. I think this claim is misleading; but 
explaining why would require a full-scale alternative 
account of the role of idealism in recent philosophy. 

erly belongs to the ways in which we use signs. 
(14) 

This first reason for upgrading language is 
certainly an accurate description of the rationale 
with which many linguistic philosophers have. 
provided themselves. But, put thus baldly, it is 
not obviously a good reason. It would be a good 
reason only if (a) we agree that concepts and 
ideas are important to philosophy, and if (b) the 
importance attached to concepts can survive the 
realization that concepts are not things which 
stand behind the use of words but are reducible to 
those uses, and if ( c) the constellation of meta
philosophical strategies that revolved around in
trospectionist psychology could be transferred 
more or less whole to a study of the use of signs. 
Unless these lemmata hold. Putnam's argument 
is as shaky as the following parody of it: "Gods 
were always thought to be of importance to the
ology; now that we have discovered that beliefs 
in gods are internalizations of images of parents, 
we can see that depth psychology becomes 
central to theology and that much traditional the
ology should be reconstrued as about child 
development." 

Putnam's claim that a set of problems which 
revolved around concepts and ideas can be made 
to revolve around the use of signs requires some
thing stronger than the discovery that having a 
concept is being able to use a word. It requires 
the notion that one can do something to words
analyze them, perhaps-like what we thought 
we used to do to concepts. When we thought 
of "meanings" as what replaced concepts, the 
historical continuity between pre-Kantian es
sences, Kantian concepts, and the positivists' 
meanings seemed clear enough. In all three 
cases, philosophers attempted to separate the 
necessary truths found by looking to essence, 
concept, or meaning from the contingent truths 
that scientists found by looking to the contexts in 
which instantiations of these essences, con
cepts, or meanings were embedded. But once 
we become dubious about the necessary/con
tingent and structure/content distinction~ it 
becomes hard to say what methodological con
tinuity links Kant to Wittgenstein or Davidson. 
To complicate things further, the tum away from 
mental entities as philosophical data produces 
doubt about whether Cartesian subjectivism
the tum toward ideas and concepts-was a good 
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idea in the first place. 6 So the assurance that lan
guage replaces concepts seems to leave open the 
question of whether concepts should ever have 
been especially important to philosophy. 

Hacking, like Putnam, makes much of the 
way in which words have come to seem capable 
of doing the methodological work that concepts 
seemed to do for seventeenth-century philoso
phers. But Hacking, unlike Putnam, distin
guishes carefully between what he calls "the 
heyday of meanings"-the pre-Quinean period 
of analytic philosophy, roughly speaking-and 
the "heyday of sentences." The former period, 
he says, originated the notion of philosophical 
questions as questions of language, but the lat
ter period has made it difficult to preserve this 
notion. Hacking's book is distinctive among re
cent metaphilosophical writings by analytic 
philosophers in that it treats its topic in con
siderable historical detail. It is written, as is his 
The Emergence of Probability, under the influ
ence of Foucault. Hacking's willingness to 
grant that the materials as well as the tools of 
philosophy may change gives his discussion a 
depth that previous attempts to answer his title 
question have lacked. In the end, however, I 
think that he is less radical than his data suggest 
he should be. Thus, I shall argue, he misses the 
moral of his own history. 

One important virtue of Hacking's book is 
that he is not tempted to answer his title ques
tion by suggesting that old philosophical prob
lems and theories are the result of errors about 
the nature of language. This sort of view
typified by Austin's remark that "Plato thought 
all general terms were proper names, and Leib
niz that all proper names were general terms" -
was briefly exhilarating in the heyday of Oxford 
philosophy, but now has come to seem jejune. 
One can argue that false assumptions about 
language have been strengthened by various 
philosophical interests and systems, and that 
these assumptions have in tum lent plausibility 
to the systems that nurtured them, but it no 
longer seems plausible to rewrite the history of 

6 Cf. Hiram Caton, The Origin of Subjectivity: An 
Essay on Descartes (New Haven, Conn.: Yale, 
1973), p. 53f.: "The great difference between the Ar
istotelian and Cartesian methodology is that for 
Descartes mind is a principle of science." Much of 
the best contemporary philosophy, both Anglo-Saxon 
and Continental, is self-consciously Aristotelian in 
this respect. 

European philosophy in terms of various con
fused theories about meaning. That attempt 
was one more instance of the phenomenon of 
philosophers rewriting history so as to make all 
their predecessors hold half-baked theories 
about topics of current interest. (Thus, for ex
ample, we get a lot of writing these days about 
Aristotle's views on reference, just as we used 
to get a lot, a hundred years ago, on Aristotle's 
treatment of the concrete universals.) It is re
freshing to find Hacking saying: 

There is a proper sense of "theory of meaning", 
which I shall now elucidate, in which none of our 
early empiricists undertook to provide well
worked-out theories of meaning at all. They did 
make many remarks which can variously be con
strued as supporting ideational, referential, or be
havioural theories of meaning. But what modem 
philosophers call the theory of meaning did not 
matter much to them. Language did, avowedly, 
matter, but not necessarily in the ways that it has 
mattered of late. ( 43) 

He elucidates the "proper sense" in question as 
explaining "the essentially public features of 
language, with whatever it is that is common to 
you and me, in respect of the word 'violet', 
which makes it possible for us to talk about the 
flowers in Knapwell wood" (50). The differ
ence between Locke as paradigmatic philoso
pher centering philosophy in the theory of ideas 
and Frege as paradigmatic philosopher center
ing philosophy in the theory of meaning is ex
plained by Hacking as follows: 

Frege, like all his contemporaries, saw that public 
communication cannot be well explained by what 
he called private associated ideas. Locke, and his 
contemporaries, did not see this at all clearly. Nor 
did Locke and his friends care .... Locke did not 
have a theory of public di~course. He had a theory 
of ideas. That is a theory of mental discourse .... 
When mental discourse was taken for granted, 
ideas were the interface between the Cartesian ego 
and reality. We have displaced mental discourse by 
public discourse, and "ideas" have become unin
telligible. Something in the domain of public dis
course now serves as the interface between the 
knowing subject and the world. Thus in my opin
ion the seventeenth-century writers do not help us 
answer the question "Why does language matter to 
philosophy?" by what they say about theory of 
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meaning. On the contrary, I shall take the absence 
of a theory of meaning as part of the data for under
standing why language matters to philosophers 
today. (52-53) 

Thinking of the matter in this way should, it 
seems to me, suggest the following sort of 
question: "Given that we no longer take the 
'idea' seriously, why need we assume that 
there is any 'interface' between the knowing 
subject and the world?" Why not say that the 
relation between the two is as unproblematic 
as that between the ball and the socket, the 
dove and the light air it cleaves? Why must 
there be something "in the domain of public 
discourse" for philosophers to vex themselves 
over as they once vexed themselves over "pri
vate associated ideas"? Hacking, however, 
does not raise such doubts. Instead, after the 
passage just cited, he drops his title question 
almost completely from sight and gives us five 
chapters covering "The Heyday of Meanings." 
These chapters (on Chomsky, Russell, Witt
genstein, Ayer, and Malcolm) run through 
various of the difficulties encountered when 
one substitutes meanings for ideas and lead 
one toward Quinean doubts about the myth of 
meaning, but offer no clear pointers toward 
an answer to the title question. We find such 
pointers only when we reach the final section 
("The Heyday of Sentences") and find chap
ters on Feyerabend and Davidson, whose place 
in the story is described as follows: 

In Part B of this book, which I have called "The 
Heyday of Meanings," there was always some 
theory of meaning in the offing. It was regularly 
assumed that there was something below the level 
of what is said: there is, in addition, what is meant. 
Feyerabend is one representative of a new and bra
zen positivism. There is nothing to language over 
and above what is said. Here comes the death of 
meaning. As is often the case when assassins have 
a common object, they have different motives and 
different styles. IfFeyerabend is the Cassius of the 
present plot, then Davidson of the next chapter is 
its Brutus. (128) 

The view that "there is nothing to language over 
and above what is said" suggests once again 
that we might answer the title question by say
ing that language doesn't particularly matter to 
philosophy. Reading these ~wo chapters on the 

death of meaning leads one to think that 
Hacking's final chapter (which bears the same 
title as the book itself) will conclude that al
though language was bound to matter to phi
losophy once ideas began to look bad, it now 
doesn't have to matter any more. 

This is not what happens. The final chapter 
of the book says something much odder and 
more complicated. Having said in his first 
chapter that language has always mattered to 
philosophy, even though the theory of meaning 
has not, and having promised that he will tell us 
at the end of the book "why there will be a phil
osophical labyrinth with language at its center," 
Hacking startles his reader by beginning his last 
chapter with the remark "there need not be any 
true and interesting general answer to my [title] 
question" (157). He does, however, offer an an
swer to a more limited question. Here is the 
final paragraph of the book: 

At any rate, I have one answer to the question of 
why language matters to philosophy now. It mat
ters for the reason that idea~ mattered in sev
enteenth-century philosophy, because ideas then, 
and sentences now, serve as the interface between 
the knowing subject and what is known. The sen-

. tence matters even more if we begin to dispense 
with the fiction of a knowing subject and regard 
"discourse" as autonomous. Language matters to 
philosophy because of what knowledge has be
come. The topics of this or that school, of "lin
guistic philosophy", "structuralism", or whatever, 
will prove ephemeral and will appear as some of 
the brief recent episodes by which discourse itself 
has tried to recognize the historical situation in 
which it finds itself, no longer merely a tool by 
which experiences are shared, no longer even the 
interface between the knower and the known, but 
as that which constitutes human know ledge. (187) 

The point seems to be that philosophy will 
always circle around the question "What is hu
man know ledge?" or "How is human know ledge 
possible?" and thus will always be asking about 
either an "interface" or something enough like 
an interface that it can be recognized as "con
stituting" knowledge. To draw his conclusion 
Hacking needs both the claim that "knowledge 
has become" something different from what 
it was in the heyday of ideas and some further 
metaphilosophical premises-premises which 
wo4ld explain why knowledge should be of 
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central philosophical interest even after the veil 
of ideas has been rent. 

I shall first say something about Hacking 's 
claim that knowledge itself has changed since 
the seventeenth century and then suggest some 
candidates for the implicit premises he needs to 
justify the passage I just cited. Hacking wants 
to say that the period of philosophizing of 
which Locke and Berkeley were typical, as 
compared with that represented by Feyerabend 
or Davidson, has "the same structure but differ
ent content" (158). The content has changed 
because 

ideas were once the objects of all philosophizing, 
and were the link between the Cartesian ego and the 
world external to it. ... In today's discussions, 
public discourse has replaced mental discourse. An 
unquestioned ingredient of all public discourse is 
the sentence .... Quine has said that "the lore of 
our fathers is a fabric of sentences". The sentences 
in this fabric of public discourse are an artifact of 
the knowing subjec;t. Perhaps, as I shall soon sug
gest, they actually constitute this "knowing sub
ject." At any rate, they are responsible for the 
representation of reality in a bodyofknowledge. So 
sentences appear to have replaced ideas .... The 
very nature of know ledge has changed. Our present 
situation in philosophy is a consequence of what 
knowledge has become .... A Descartes would 
no more have thought a theory to be a system of 
statements than a Quine would acknowledge that a 
theory is a scheme of seventeenth-century ideas. 
(159-60) 

Hacking represents the structure within which 
this change has occurred in a pair of diagrams, 
showing a quadrilateral of"nodes" connected by 
arrows: Two of the nodes-"experience" and 
"reality"-stay the same, but the "Cartesian 
ego" of the diagram representing seventeenth
century philosophizing is replaced by "the 
knowing subject" (surmounted with a question 
mark), and "ideas (mental discourse)" is re
placed by "sentences (public discourse)." In the 
diagrams for both periods, the arrows running 
from "ideas" and "sentences" to "reality" are 
marked with a question mark, as is that running 
from "reality" to "experience." The point seems 
to be that a continuing structure of philosophiz
ing is given by "the relation between knowledge 
and reality," so that, though knowledge may 

have changed, it still raises problems about "in
terfacing." Hacking speculates that his second 
diagram is probably 

... an anachronism ... shared by Strawson, 
Quine, and other individualists, in which our state 
of knowledge is still mapped on to the philosoph
ical position of the nascent bourgeoisie of the sev
enteenth century. Knowledge, once possessed by 
individuals, is now the property of corporations. 

And he directs our attention, in his closing pages, 
to Popper, Althusser, Hegel, and Foucault. But 
this suggestion of an improved diagram in which 
the knowing subject is dropped, or replaced by 
something more Hegelian, does not, he thinks, 
matter for his answer to his title question. For 
"the sentence matters even more . . . if we re
gard discourse as autonomous." (187) 

We can get a better sense of what Hacking is 
up to here if we consider his The Emergence of 
Probability, in which he shows us how even so 
basic a philosophical notion as that of "evi
dence" has a datable beginning, emerging out 
of a period of intellectual ferment. He gives us 
reason in that book for thinking that it is prob
ably pointless to try to talk about conceptions of 
the relation between theory and evidence prior 
to 1600, just as it is pointless to talk about theo
ries of meaning circa I 300 or 1800. The point is 
that what you can have philosophical views 
about depends upon what is going on in the rest 
of the culture. There is no way to isolate topics 
of such generality ("evidence," "meaning," 
"truth," "society," "virtue," "science") that re
flective intellects of all ages must necessarily 
have had theories about them. This Foucault
like point can be accepted in full, however, 
while still leaving one dubious about the claim 
that knowledge has recently changed in such a 
way that notions that were applicable once are 
no longer applicable. We tend to think that 
Quine's way of looking at knowledge is less 
problematic than Descartes's, but I do not know 
how to decide between saying this and saying 
that they were talking about different phenom
ena. One can agree that if Descartes were con
fronted by our culture rather than his own he 
might see less use for the notion of cogitatio 
than he did, and that if Quine had lived earlier 
he would have been bothered less by singular 
terms and more by secondary qualities. But it 
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would be hard to argue that scientific inquiry 
(or culture generally) is so different from what 
it was in the days of Kant, or even of Russell, 
that philosophers are confronted by different 
data (as a philosopher who took Galileo as a 
paradigm of our knowledge of nature might be 
said to be confronted by a different datum for 
epistemological reflection from that faced by 
one who took Paracelsus as a model). 

However that may be, unless we can get 
some better way of distinguishing between phi
losophers' descriptions of what scientists do 
and what scientists actually do than we have 
now-a way which will give us a clear-cut dis
tinction between philosophical data and philo
sophical theories-I think we should not adopt 
Hacking's "knowledge has changed" formula
tion. Hacking writes as if philosophical revolu
tions must be seen as responses to what is going 
on in some less dubious area of culture, now 
that Foucault-like considerations have shown 
that philosophy is not a self-sustaining disci
pline with a permanent and autonomous prob
lematic. But these are not the only alternatives. 
Some philosophical revolutions (Hegel's, for 
example) originate primarily within philosophy 
and spread to the rest of culture. Other philo
sophical revolutions are primarily reactive-as 
Hacking thinks the rise of empiricism was, or 
as the secularization of moral philosophy was a 
reaction to the intellectuals' reading novels 
rather than sermons. The notion of philosophy 
as "an 'under-labourer' to the best speculative 
and creative thought of the time" (a phrase 
which Hacking uses at page 162) needs to make 
room for the possibility that the best speculative 
and creative thought is sometimes done by phi
losophers themselves (as in early nineteenth
century Germany). Foucault's and Hacking's 
demonstrations of the historical character of 
philosophical problems need to be comple
mented by Dewey's and Oakeshott 's picture of 
philosophy as an intermittent voice in a com
plicated conversation, rather than a discipline 
that stands in determinate relationships to other 
disciplines. 

Turning now from the questions of whether 
knowledge has changed to the question of why 
we should think that philosophy has something 
special to do with knowledge, we may get some 
light on Hacking's attitude toward the latter 

issue by noting a remark in The Emergence of 
Probability. 7 He said there (47) that "the dis
covery that all names are conventional thunders 
us into modern philosophy." I take Hacking to 
be saying here that the discovery that there are 
no true signs (in the sense in which he describes 
Paracelsus as thinking that "the [true] names of 
stars are signs in exactly the way in which the 
points on a stag's antlers signify the animals' 
age") gives rise to a set of questions about the 
truth of statements which make epistemology 
of interest. This discovery creates an intellec
tual climate in which the notion of "evidence" 
both makes sense and is puzzling, and thus 
one in which (given Descartes's novel use of 
cogitatio to develop a special philosophical no
tion of "experience") we can make sense of the 
quadrilaterals that Hacking draws to portray the 
modern philosophical problematic. But these 
quadrilaterals are not (as Hacking would agree) 
particularly useful for understanding what 
Plato and Aristotle, or the Church Fathers, or 
the Stoics, were worried about. Nor, as far as I 
can see, are they of much use for portraying 
what philosophers have been worrying about 
lately (with the exception of a few thousand of 
us parochial and hidebound Anglo-Saxons). 
So, to return to the queries I raised earlier, 
Hacking will be in a position to say that the 
quadrilateral that portrays "public discourse" or 
"the fabric of sentences" as interface is a de
scription of what philosophy is about now only 
ifhe explains why we should still be concerned 
about skepticism, the gap between theory and 
evidence, and the like. 

The puzzling thing is that Hacking does not 
attempt an explanation of why philosophy-as
study-of-interfacing should survive the heyday 
of meanings. His claim that "the sentence mat
ters even more . . . if we regard discourse as 
autonomous" sidesteps the issue, since sen
tences do not matter in the way in which mean
ings were thought to matter-that is, they do 
not matter as problematic interfaces. To say that 
they matter more because they now constitute 
human knowledge either means that the objects 
the sentences are about are now deemed inex
istent (which Hacking certainly does not in
tend) or that the relation between sentence and 

7 New York: Cambridge, 1975. 
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object is not subject to the puzzles to which the 
relations between ideas and meanings and their 
objects were subject. The latter seems to me the 
right move for Hacking to make, but making it 
would lead him to deny that language does mat
ter to philosophy. He is not willing to do this, 
and so he seems to me to fall between two 
stools-saying on the one hand that epistemol
ogy is pretty well over with and urging on the 
other that something like epistemology ("phi
losophy of language"?) will remain central to 
philosophy. 

To see this ambivalence from another per
spective, consider Hacking's attitude toward 
Dummett. He views Dummett's book on Frege's 
philosophy of language as an attempt to revive 
meaning after the friends of sentences have 
killed it off (cf. 180), and he might well view 
Dummett's premise, that philosophy's "first 
task" is "analysis of meanings," as just a ritual 
incantation for raising the dead. Still, he seems 
to want to adopt Dummett's conclusion-that 
at the middle of the philosophical labyrinth 
there will be questions about "what the under
standing of an expression consists in." It is dif
ficult, however, to feel that we need such a 
model when the expression in question is a sen
tence. We may, for Davidsonian reasons, want 
an account of how we manage to understand in
direct quotations, sentences with adverbs, and 
a lot of other cases in which we do not see how 
the mastery of parts of the sentence can produce 
a mastery of the sentence as a whole. 8 But this 
is not a question about the relation between lan
guage and the world, nor does it ca!l for a gen
eral model of "understanding expressions." To 
have such a general model we should have to 
have something that answered the question 
"How does 'Snow is white' manage to repre
sent the fact that snow is white?"-something 
more enlightening than simply correlating 
"snow" with snow and "white" with white. A 
truth theory for English would indeed be en
lightening about more complex sentences, but 
it is hard to see how it could be enlightening 
about representation in general-the "tie be
tween language and the world" as opposed 
to the tie between small bits of language and 

8 Cf. the concluding paragraphs of Donald David
son, "Truth and Meaning," Synthese, xvu, 3 (Sep
tember 1967): 304-23. 

larger bits of language. 9 A Davidsonian truth 
theory can answer the questions "How can we 
get from knowledge of how to use a small num
ber of short strings of phonemes to a know ledge 
of how to construct a potentially infinite num
ber of such strings of a potentially infinite 
length?" and "What must we quantify over to 
understand the inferential relationships of En
glish?" But these questions are, respectively, 
para!lel to "How can we get from simple to 
complex ideas?" and "What kinds of ideas do 
we have?" Nothing in Davidson looks much 
like a parallel to "How do we know that any of 
our ideas have anything to do with reality?" 10 It 
was the latter question, and the epistemological 
skepticism made possible by thinking of ideas 
as a veil between the subject and the object, 
which made ideas-as-interface a topic for philo
sophical reflection in the seventeenth and eigh
teenth centuries. But unless we can come to see 
sentences as a veil, and thus raise the question 
"How do we know that any sentence can repre
sent anything?" it will be hard to get exercised 
about sentences-as-interface. 

To sum up this point, one cannot be Davidso
nian about language and sti!l think of language 
as an interface, nor as itself having an interface 
with what it "represents." For the behaviorism 
that Davidson shares with Quine, with or with
out the Hegelian modifications that Hacking 
suggests (some of which Sellars and Rosenberg 
have already adumbrated), makes language 
into something people do, rather than some
thing standing between them and something 
else. It can, to be sure, also be viewed as a 
system of representations-but then so can 

9 See Davidson's distinction between "uncover
ing the logical grammar or form of sentences (which 
is in the province of a theory of meaning as I construe 
it) and the analysis of individual words or expressions 
(which are treated as primitive by the theory)," "Truth 
and Meaning," p. 316. The latter task is the one 
which inspired most of the philosophers who took 
"the linguistic tum." 

10 Note Davidson's rejection of "the third, and 
perhaps the last, dogma of empiricism"-the distinc
tion between scheme and content-in "The Very Idea 
of a Conceptual Scheme," Proceedings of the Ameri
can Philosophical Association, XL vn (1973-74 ): 11. 
See also his scorn for those who think that " 'Snow is 
white' iff . . . " expresses "a relation between sen
tences and what they are about" "True to the Facts," 
Journal of Philosophy, LXVI, 21(Nov.6, 1969): 748-
64, p. 761. 
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anything-the rings in trees or the grooves on 
phonograph records. 1 1 We cannot see represen
tation and knowledge as posing philosophical 
problems unless we can reinvent something 
like the seventeenth-century gap between two 
kinds of reality, and thus reinvent an interface. 
Hacking's own suggestion in the last words of 
his book: that discourse is "no longer even the 
interface between the knower and that known, 
but ... constitutes human knowledge" throws 
away the ladder he has climbed up. If there is no 
longer an interface, then, if language now mat
ters to philosophy, it is not "for the reason that 
ideas mattered in seventeenth-century philoso
phy," for ideas were an interface. 

I would suggest, therefore, that Hacking is 
not being historical enough and thus not being 
radical enough. There are all sorts of reasons 
(connected with the Reformation, the New 
Science, and various other overdetermining 
factors) which could have motivated the con
cern with epistemological skepticism and the 
problem of justifying our beliefs which is 
characteristic of the seventeenth and eigh
teenth centuries. As the methods and results 
of modem science have come to replace the 
religious outlook in the common conscious
ness, skepticism has become more and more 
the parochial concern of the professional phi
losopher. Hacking's picture of the philosophi
cal problematic that survives the heyday of 
ideas suggests that skepticism is a permanent 
and important possibility for thought, and that 
there is a permanent problem of how to cross 
some interface or other-if not the veil of 

11 For an explanation of how language can be 
seen bifocally, as system of representations and as 
social practice, without engendering interface prob
lems, see David Lewis, "Languages and Language," 
in Keith Gunderson, ed., Language, Mind and 
Knowledge, Minnesota Studies in the Philosophy of 
Language, vol. vu (Minneapolis: Univ. of Min
nesota Press, 1975), pp. 3-35, and Robert Brandom, 
"Truth and Assertibility," Journal of Philosophy, 
LXxm, 6 (March 25, 1976): 137-49. The latter 
paper, it seems to me, effectively dissolves the issue 
that Dummett (op. cit. , p. 671) calls "the funda
mental question of metaphysics ... the dispute be
tween realism and idealism" when it is seen as 
Dummett sees it, "as a dispute between a theory in 
which the notions of truth and falsity play the central 
roles, as in Frege's theory, and one in which these 
roles are taken by the quite different notions of ver
ification and falsification." 

ideas, then something else which gives the 
skeptic a chance to suggest that we don't know 
as much as we think. But once we adopt some
thing like the Neurath-Quine picture of knowl
edge, something which leads pretty shortly to 
Feyerabend's "brazen positivism," we are not 
going to make sense of epistemological skepti
cism. Unless we can develop some new form 
of skepticism, problems about the relation be
tween language and reality are not going to seem 
particularly philosophical, or, at least, will not 
seem continuous with the old epistemological 
problematic. If one is to see sentences as fill
ing a place once filled by ideas, then one has to 
explain why it is representation in geraeral, not 
just the representation of the physical by the 
mental or the pub)ic by the private, which is 
philosophically problematic. 

Despite Hacking 's recognition that represen
tation became crucial to philosophy only a few 
hundred years back, the final pages of his book 
seem to depend on the tacit assumption that phi
losophy just is the "study of representing." This 
premise seems to me widely shared, though 
rarely articulated. In the heyday of meanings it 
did seem as if we could be skeptical about how 
language got in contact with the world, and 
could produce plausible answers. The Trac
tatus, for example, is dominated by the convic
tion that, if one can only explain how language 
manages to represent, then "all the problems of 
philosophy are solved." In the light of the In
vestigations, however, it is hard to reconstruct 
the problems that Wittgenstein thought he had 
solved in the Tractatus, and it is significant that 
Wittgenstein diagnosed the source of his earlier 
concerns as the same picture that had held phi
losophers captive in the heyday of ideas: the 
picture of certain privileged representations 
having a natural, rather than a conventional, re
lation to what they represent. If philosophy of 
language as foundational philosophy is to make 
sense, then we have to reconstruct the problem
atic of the Tractatus in a way that disproves 
Wittgenstein's diagnosis. We have to show that 
some question of the form "How is it possible 
that language should represent?" makes as 
much sense as the seventeenth-century ques
tion "How is it possible that the contents of my 
mind should be known by me to represent 
something outside my mind?," not just that it is 
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the closest analogue formulable in current phil
osophical jargon. We have to say that the con
cern with skepticism that loomed up in the 
seventeenth century was even more overdeter
mined than we had realized: that some perma
nent problem about representation was being 
shadowed forth by the transitory intellectual 
crises of those times. 

The reason why skepticism is so hard to for
mulate for language is that asking how lan
guages manage to represent reality seems a bit 
like asking how it is possible for wrenches to 
wrench. That is what we made them to do, we 
are tempted to answer. So it is easier to under
stand biological or sociological questions about 
how we managed to make the particular lan
guage we have made, or how we teach it to our 
young, than transcendental questions about 
how anything could do what we have made lan
guage do. That is why Davidsonian questions 
about the logical form of action sentences do 
not have the resonance of Tractarian questions 
about the logical forms of any possible sen
tence. We know what would count as answer
ing Davidson's questions, and we do not feel in 
suspense about our activity of attributing re
sponsibility for actions until the question is an
swered. Nor are we tempted to wonder whether 
the "ontology of English" gradually disclosed 
by successive answers to Davidsonian ques
tions is the right ontology. Wittgenstein came 
to think the former sort of resonance a result 
of hollowness rather than depth. If we want to 
use Hacking's parallel quadrilateral structures 
to illuminate the contemporary philosophical 
scene, we shall have to give Tractatus-like 
questions a new depth. 

Hacking ends by wavering between two an
swers to his title question-the one in which 
sentences are construed as the interface be
tween knower and known, and a more daring 
Hegelian conception in which discourse becomes 
"autonomous," constitutes human knowledge 
rather than serves as an interface for it, and in 

which we think of human inquiry as "a process 
without a subject." (This last phrase is Al
thusser's description of Hegel's contribution to 
philosophy, quoted approvingly by Hacking.) 
If we adopt the second sort of answer, in which 
the various quadrilateral diagrams Hacking of
fers are replaced by a simple confrontation of a 
squirming mass of sentences with the world 
they are about, then we certainly have a reason 
for thinking language important, but not a rea
son for thinking it important to philosophy. Or, 
to put it another way, we have a reason for 
thinking that philosophy is going to have to be 
something very different from anything we 
have known since Descartes. We also have rea
son for doubting that we know enough about 
what it will be like to be confident about what 
will matter to it. If the notion of representation 
goes, as philosophers like Derrida want it to, 
then philosophy cannot be conceived of as cen
tering around the study ofrepresentation. What 
it might be, and what else it might center 
around, are hardly clear. But it is possible that it 
might not have a center, that it might not have 
an architectonic structure at all. It may be that 
what Hacking calls the death of meaning at the 
hands of Quine, Wittgenstein, Davidson, and 
Feyerabend brings with it the death of philoso
phy as a discipline with a method of its own. If 
there are no meanings to analyze, ifthere is just 
a wriggling mass of intertwined sentences, if 
there are no reductionisms to advocate as the re
sult of analyzing meanings, then perhaps there 
are no central or foundational questions in phi
losophy. There may remain only philosophy as 
kibitzing-philosophy in the style of Aristotle, 
Dewey, and the later Wittgenstein. If we make 
a virtue of necessity by embracing this alterna
tive, we can answer the question "Why Does 
Language Matter to Philosophy?" by saying 
"because everything does, but it does not mat
ter more than anything else." 

-Richard M. Rorty 
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I wrote "Metaphilosophical Difficulties of 
Linguistic Philosophy" in 1965. In 1975 I took 
up some of the same topics in a review of Ian 
Hacking;s Why Does Language Matter to 
Philosophy?-the piece which is translated 
above under the title "Ten Years After." It is 
now 1990, and I have taken the occasion of the 
translation of these two earlier essays into 
Spanish to reread them. 

What I find most striking about my 1965 es
say is how seriously I took the phenomenon of 
the "linguistic tum," how portentous it then 
seemed to me. I am startled, embarrassed, and 
amused to reread the following passage: 

Linguistic philosophy, over the last thirty years, 
has succeeded in putting the entire philosophical 
tradition, from Parmenides through Descartes and 
Hume to Bradley and Whitehead, on the defen
sive. It has done so by a careful and thorough scru
tiny of the ways in which traditional philosophers 
have used language in the formulation of their 
problems. This achievement is sufficient to place 
this period among the great ages of the history of 
philosophy. 

That last sentence now strikes me as merely the 
attempt of a thirty-three-year-old philosopher to 
convince himself that he had had the luck to be 
born at the right time-to persuade himself that 
the disciplinary matrix in which he happened to 
find himself (philosophy as taught in most 
English-speaking universities in the 1960s) was 
more than just one more philosophical school, 
one more tempest in an academic teapot. 

It now seems to me to have been little more 

quaint in 1975. By now they _seem positively 
antique. The most eminent of the philosophers 
now teaching at Oxford, Bernard Williams, 
writes of" 'linguistic analysis', that now distant 
philosophical style ... " 1 The slogan that "the 
problems of philosophy are problems of lan
guage" now strikes me as confused, for two 
reasons. The first is that I am no longer inclined 
to view "the problems of philosophy" as nam
ing a natural kind-no longer inclined to think 
of "philosophy" as (in the words I quoted from 
Stuart Hampshire at the end of my 1965 essay) 
"one of man's recognizable activities." The 
second is that I am no longer inclined to think 
that there is such a thing as "language" in any 
sense which makes it possible to speak of 
"problems of language." In what follows, I 
shall briefly discuss each of these two reasons. 

The only natural kind which might usefully 
be designated by the term "the problems of phi
losophy" is, I think, the set of interlinked prob
lems posed by representationalist theories of 
knowledge-the problems co~cted with 
what Hacking called "interfacing." These are 
problems about the relation betwee mind and 
reality, or language and reality, viewed as the 
relation between a medium of representation 

. and what is purportedly represented. In my re
view of Hacking, I suggested that the Quine
Davidson assault on the distinctions between 
analytic and synthetic judgments, conceptual 
questions and empirical questions, language 
and fact, had made it difficult to formulate such 
problems-difficult to think of the relation be-

than that. The controversies which I discussed 1 Williams, "The Need to Be Sceptical," Times 
with such earnestness in 1965 already seemed Literary Supplement, February 16-22, 1990, 163. 
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tween sentences and the world as a representa
tional one. 2 But at that time (1975) I had not yet 
realized how radical Davidson's attack on tradi
tional conceptions of language was-even 
though Davidson had by then published his re
markable paper "On the Very Idea of a Concep
tual Scheme."3 

In that seminal paper, Davidson urged that 
we give up the "dualism of scheme and world," 
and thus the idea that different languages repre
sent the world from different perspectives. In 
later papers, he has made his attack on repre
sentationalism more explicit-saying, for 
example: 

Beliefs are true or false, but they represent noth
ing. It is good to be rid of representations, and 
with them the correspondence theory of truth, for 
it is thinking that there are representations that en
genders thoughts of relativism. 4 

If one gives up thinking that there are repre
sentations, then one will have little interest in 
the relation between mind and the world or lan
guage and the world. So one will lack interest 
in either the old disputes between realists and 
idealists or the contemporary quarrels within 
analytic philosophy about "realism" and "anti
realism." For the latter quarrels presuppose that 
bits of the world "make sentences true," and 
that these sentences in tum represent those bits. 
Without these presuppositions, we would not 
be interested in trying to distinguish between 
those true sentences which correspond to "facts 
of the matter" and those which do not (the dis
tinction around which realist-vs.-antirealist 
controversies revolve). 5 

2 In this piece, however, I was still representation
alist enough to say that "we made languages to repre
sent reality." This was a mistake. I should not have said 
that the notion of language representing reality was 
unproblematic, but rather that it was unnecessary. 

3 This essay was published in Proceedings and 
Addresses of the American Philosophical Association 
47 (1974), and reprinted in Davidson's Inquiries into 
Truth and Interpretation (Oxford, Clarendon Press, 
1984). 

4 Davidson, "The Myth of the Subjective," in Rel
ativism: Interpretation and Corifrontation, ed. Mi
chael Krausz (Notre Dame: University of Notre 
Dame Press, 1989), 165-66. 

5 I discuss the relations between representational
ism and the realist-vs.-antirealistcontroversies which 
dominate contemporary analytic philosophy in more 
detail in the Introduction to my Objectivity, Relativ-

Davidson shows us how to give up the notion 
of"truth-makers" as well as the notion ofrepre
sentation.6 He has shown how to escape from 
one of the pictures which, as Wittgenstein put it, 
"hold us captive"-where "us" means "most 
philosophers from Descartes to the present." 
But the problems produced by the notion that 
true sentences are representations of reality and 
are made true by reality cannot be identified with 
"the problems of philosophy." They are, at best, 
the majority of the problems of philosophy dis
cussed by the nineteenth-century philosophy 
textbooks. There are lots of thinkers-e.g., 
Plato, Aristotle, Vico, Hegel, Marx, Nietzsche, 
Heidegger-who have discussed lots of problems 
which can be only tenuously and tangentially 
connected with representationalist problems. 
There is, I think, no way to bring all these 
thinkers together with Descartes, Kant, and Frege 
into a common enterprise called "philosophy"-a 
"recognizable human activity" with a con
tinuous history. 

If there was ever any truth in the slogan "the 
problems of philosophy are problems of lan
guage"' it was that the particular problems about 
representation which philosophers have dis
cussed were pseudo-problems, created by a bad 
description of human knowledge, one that 
turned out to be optional and replaceable. I 
argued in my Philosophy and the Mirror of 
Nature (1979) that these problems were charac
teristic of post-Cartesian rather than of pre
Cartesian philosophy, and that it was only after 
Kant that they achieved sufficient prominence 
to be taken as central to an autonomous aca
demic discipline called "philosophy." Though 
Heidegger is certainly right that the Greeks 
paved the way for Descartes, nevertheless what 
Heidegger calls "the transformation of man into 
a subiectum" is a distinctively Cartesian ac
complishment, and only with that transforma
tion do problems of representation come to 
seem central. 

I should now want to argue that the philos-

ism and Truth (Cambridge: Cambridge University 
Press, 1990), and also in my Introduction to Joseph 
Murphy, Pragmatism: From Peirce to Davidson 
(Boulder: Westview Press, 1990). 

6 I try to spell out the way in which he has done 
this in various essays included in Objectivity, Relativ
ism and Truth, in particular in "Non-Reductive Phys
ical ism" and "Pragmatism, Davidson and Truth." 
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ophers of the twentieth century-Dewey, 
Heidegger, and Wittgenstein above all, but also 
Quine, Sellars, and Davidson-have shown us 
how to avoid representationalism. But they did 
so not by "dissolving" old problems, not by 
showing that they rested upon "conceptual con- · 
fusions" or upon a "misunderstanding of lan
guage," but rather by suggesting a new way of 
describing knowledge and inquiry. The only 
sense in which this suggestion was "linguistic" 
is the sense in which the change from a Ptolemaic
Aristotelian cosmology to a Copemican
Newtonian one was a change in "language." 
This sense is very attenuated, for in both cases 
one could as easily speak of a change in theory as 
of a change in language. (Indeed, it is central to 
Davidson's position that it does not matter which 
of the two one says-that it is a matter of indif
ference whether one speaks of"a better theory" 
or of "a more perspicuous language.") 

The idea that philosophical problems can be 
dissolved by detecting the "logic of our lan
guage" already seemed to me, in 1965, unten
able. But I was still, alas, attached to the idea 
that there was something called "linguistic 
method in philosophy." I now find it impossible 
to isolate such a method-to specify a pro
cedure of inquiry (a "logical" or "linguistic" as 
opposed to a "phenomenological" or "ontolog
ical" procedure) which distinguishes late 
Wittgenstein from early Heidegger, or David
son's Inquiries into Truth and Interpretation 
from Dewey's Experience and Nature. Nev
ertheless, I should claim that Davidson largely 
succeeds where Dewey largely failed-succeeds 
in the attempt to replace a representationalist 
picture of knowledge and inquiry with a non
representationalist one. 

So, insofar as the linguistic tum made a dis
tinctive contribution to philosophy I think that 
it was not a metaphilosophical one at all. Its 
contribution was, instead, to have helped shift 
from talk about experience as a medium of rep
resentation to talk of language as such a 
medium-a shift which, as it turned out, made 
it easier to set aside the notion of representation 
itself. Dewey's attempt to set aside the prob
lematic of realism and idealism had involved 
him in an obscure and dubious attempt to see 
"experience" and "nature" as two descriptions 
of the same events and in the idea that "experi
ence become true." But philosophers like 

Davidson, who speak of sentences instead of 
experiences, have an easier time. 

The term "experience," as used by philoso
phers such as Kant and Dewey, was, like Locke's 
term "idea," ambiguous between "sense
impression" and "belief." The term "sentence," 
used by philosophers in the Fregean tradition, 
lacks this ambiguity. Once the philosophy of 
language was freed from what Quine and 
Davidson call "the dogmas of empiricism" with 
which Russell, Carnap, and Ayer (though not 
Frege) had entangled it, sentences were no 
longer thought of as expressions of experience 
nor as representations of extra-experiential re
ality. Rather, they were thought of as strings of 
marks and noises used by human beings in the 
development and pursuit of social practices
practices which enabled people to achieve their 
ends, ends which do not include "representing 
reality as it is in itself. "7 

Developing this picture of the role which 
sentences and sentential attitudes play in hu
man life leads Davidson to say that 

We have erased the boundary between knowing a 
language and knowing our way around in the 
world generally. 

... there is no such thing as a language, not if 
a language is anything like what many philoso
phers and linguists have supposed. . . . We must 
give up the idea of a clearly defined shared struc
ture to which language-users appeal and then 
apply to cases .... We should give up the attempt 
to illuminate how we communicate by appeal to 
conventions. s 

Davidson here brings to its logical conclusion 
the naturalism, the holism, and the antidualism 
characteristic of both Dewey and Quine. He 
gives up the idea of"a language" as a structured 
medium of representation, capable of standing 
in determinate relations to a distinct entity 

7 On the relation between representationalist and 
social-practice theories of truth and knowledge, see 
Robert Brandom, "Truth and Assertibility," Journal 
of Philosophy 73 (1976), and "Heidegger's Catego
ries in Being and Time," The Monist 66 (1983), as 
well as my "Representation, Social Practise, and 
Truth," Philosophical Studies 54 ( 1988) (reprinted in 
my Objectivity, Relativism and Truth ). 

8 Davidson, "A Nice Derangement of Epitaphs," 
in Truth and Interpretation: Perspective on the Phi
losophy of Donald Davidson, ed. Ernest LePore (Ox
ford, Blackwell, 1986), 445-46. 
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called "the world." He thereby shows that the 
basic idea of linguistic philosophy as I defined 
it in 1965-the idea that philosophy could be 
advanced by studying a topic called "language" 
or "our language" -was deeply flawed, deeply 
implicated in a non-naturalistic picture of hu
man knowledge and inquiry, one which still in
corporated a "scheme-content" distinction, the 
distinction which Davidson calls the "third, and 
perhaps the last, dogma of empiricism." 

This completes my sketch of my reasons for 
believing that neither "philosophy" nor "lan
guage" names anything unified, continuous, or 
structured, and thus of why I should now resist 
talk of "the problems of philosophy" or of "lin
guistic problems." I am often accused of being 
an "end of philosophy" thinker, and I should 
like to take this occasion to reemphasize (as I 
tried to do on the final page of Philosophy and 
the Mirror of Nature) that philosophy is just not 
the sort of thing that can have an end-it is too 
vague and amorphous a term to bear the weight 
of predications like "beginning" or "end." 
What does have a beginning, and may now be 
coming to an end, is three hundred years' worth 
of attempts to bridge the gap which the Carte
sian, representationalist picture of knowledge 
and inquiry led us to imagine existed. 

I said in my review of Hacking: 

It may be that what Hacking calls the death of 
meaning at the hands of Quine, Wittgenstein, 
Davidson and Feyerabend brings with it the death 
of philosophy as a discipline with a method of its 
own. 

I still believe something like this. Though I do 
not think that philosophy can end, centuries-old 
philosophical research programs can end, and 
have in the past. (Think of Thomism.) So might 
the idea that philosophy is a special field of in
quiry distinguished by a special method. The 
end of this latter idea would, as far as I can see, 
do culture no harm. If "philosophy" comes to 
be viewed as continuous with science (as Quine 
wishes it to be) on the one hand and as con
tinuous with poetry (as Heidegger and Derrida 
often suggest it is) on the other, then our de
scendants will be less concerned with questions 
about "the method of philosophy" or about "the 
nature of philosophical problems." The fifty
year history of linguistic philosophy, a history 
which is now behind us, suggests that such 
questions are likely to prove unprofitable. 9 

-Richard M. Rorty 

~ To say that linguistic philosophy is now behind 
us 1s ~f course not to say that analytic philosophy 
is behmd us, but only to say that most of those 
who can themselves "analytic philosophers" would 
now re1ect the e.pithet "linguistic philosophers" and 
would not descnbe themselves as "applying linguis
tic methods." Analytic philosophy is now the name 
not of the application of such methods to philosophi
cal prob~ems, _but simply of th~ particular set of prob
lems. bemg discussed by philosophy professors in 
cert am parts of the world. These problems, at the mo
ment, center around problems of "realism" and 
"antirealism"-a fact which we Davidsonians of 
course, deplore. What they will center around a' de
cade from _now, I should not wish to predict. Since 
analy!1c ph1losoph~rs are typically trained to pay little 
attention to the history of thought, and since their 
own sense of the function and cultural role of their 
discipline therefore lacks an anchor to windward the 
direction of their inquiries tends to shift from de~ade 
to decade. 

I 

,I 
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OF WRITINGS IN ENGLISH ON LINGUISTIC 

METHOD IN PHILOSOPHY AND RELATED ISSUES 

1930-1965 

COMPILED BY JEROME NEU AND RICHARD RORTY 

The title of this bibliography is not an exact 
description. A few items published earlier 
than 1930, and a few items in languages other 
than English, are included. Furthermore, the 
phrase "related issues" has been broadly 
construed, in order to include important dis
cussions of, for example, analyticity and 
ontological commitment, even when these 
discussions do not explicitly bear on prob
lems of philosophical method. Discussions of 
phenomenological and other philosophical 
methods have been included in cases in which 
useful comparisons with linguistic methods 
are made. No attempt has been made to in
clude items which provide case studies of the 
practice of linguistic methods. 

The compilers have attempted to provide 
sufficient cross-references to enable the user 
of the bibliography to work his way down the 
chains of reply, rebuttal, surrebuttal, etc., 
which make up some of the debates on the 
more important issues. It is not pretended, 
however, that every appropriate cross-refer
ence has been included. Where a cross-ref
erence contains "etc." (as in See: Langford 
[3], etc.), the "etc." refers to the cross-refer
ences listed under the item in question. 

It may be helpful to list here certain entries 
which provide rather full cross-referencing, 
and which may be used as capsule bibliog
raphies of certain topics. The reader inter
ested in the "paradox of analysis" should 
consult the entry for Langford [3]; in the 
"paradigm-case argument," Watkins [3]; in 
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the slogan that "ordinary language is correct 
language," Malcolm [5]; in the notion of 
"categories," Ryle [1]; in the problem of an
alyticity, Quine [7]; in the verifiability cri
terion of empirical meaningfulness, Hempel 
[1]; in Austin's metaphilosophical views, Aus
tin [1]; in Wittgenstein's metaphilosophical 
views, Wittgenstein [l]. 

An asterisk indicates items which are re
printed, in whole or in part, in this volume. 

The reader who finds this bibliography 
useful may wish to consult the following: the 
very extensive bibliography on positivism and 
linguistic philosophy in Logical Positivism, 
ed. A. J. Ayer (New York: Free Press, 1959), 
381-446; Copi and Beard's bibliography of 
secondary material on Wittgenstein's Trac
tatus in their Essays on Wittgenstein's Tracta
tus (London: Routledge Kegan Paul, 1966), 
393-405; Pitcher's bibliography of second
ary material on Wittgenstein's later philoso
phy in his Wittgenstein: The Philosophical 
Investigations: A Collection of Critical Es
says (New York: Doubleday, 1966), 497-
510; Roland Hall's "Analytic-Synthetic -
A Bibliography" in Philosophical Quarterly 
XVI (1966), 178-81. 
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