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Foreword

It would be unthinkable for American undergraduates to be offered courses in
the economic history of their own state, rather than the United States as a
whole. In sharp contrast, most existing textbooks on European economic
history are country-specific, implying the risk that students will misinterpret
continent-wide phenomena as having been purely national in scope, and as
having had purely national causes. The time has come for a textbook on
European economic history that takes an explicitly pan-European approach,
with the material organized by topic rather than by country.
This project thus aims to provide a unified economic history of modern

Europe, explicitly modeled on R. Floud and D. McCloskey’s (1981) path-
breaking Cambridge Economic History of Britain. Each chapter has been writ-
ten by two or three leading experts in the field, who between them have been
able to cover all of the three major European regions (northern Europe, south-
ern Europe, and central and eastern Europe). Following the pattern established
by Floud and McCloskey, we have broken down the project into two volumes
covering the periods 1700–1870 and 1870–2000. Each volume contains chap-
ters based on the dominant themes of modern economic history: aggregate
growth and cycles; sectoral analysis; and living standards. The approach is
quantitative and makes explicit use of economic analysis, but in a manner that
is accessible to undergraduates.
This is a project that would have been simply unthinkable two decades ago.

That there has always been a tradition of pan-European economic history is
evident from a glance at the earlier volumes of the Cambridge Economic
History of Europe, and many of the giants in the discipline represented there
have provided us with sweeping accounts of the economic development of the
continent as a whole. It is striking, however, that the later volumes in that
series, from the Industrial Revolution onwards, tend to comprise a series of
national histories, with a highly selective coverage of both countries and topics.
Meanwhile, the quantitative economic history that was beginning to be written
in European economics departments from the 1970s onwards was more often
than not purely national in scope – which was perhaps inevitable, as economic
historians started using their countries’ national statistics to quantify eco-
nomic growth over the long run. Furthermore, the number of cliometricians
working outside of the British Isles remained comparatively small. The result
was a European economic history profession that was both small and
fragmented, especially when compared with our colleagues in North America.



How things have changed! A crucially important turning point came with
the founding in 1991 of the European Historical Economics Society, which
aimed to bring together quantitative economic historians from across Europe
working in both economics and history departments. In 1997, the society
launched the European Economic History Review, which has provided a com-
mon forum for economic historians across the continent. Another major
breakthrough was the launching in 2003 of an Economic History Initiative at
the Centre for Economic Policy Research in London, Europe’s largest econom-
ics research network. In combination with EU funding for pan-European
research initiatives, the result has been the development of a vibrant economic
history profession in Europe, which can genuinely describe itself as
“European.”
We put our contributors through two grueling conferences at which we

discussed chapter drafts: in Lund in 2006, and at the CEPR in 2007. We are
naturally extremely grateful to the local organizers of both events. We would
also like to thank all the contributors for the enthusiasm and stamina which
they displayed on both occasions, and also for delivering their chapters in a
timely fashion.
This project is an outgrowth of the EU-funded Marie Curie Research

Training Network “Unifying the European Experience: Historical Lessons of
pan-European Development,” Contract no. MRTN-CT-2004–512439. It goes
without saying that we are extremely grateful to the European Commission for
their very generous financial support, without which this project could never
have gotten off the ground.We are also grateful to the CEPR staff who provided
such expert assistance in applying for the grant and administering this project.
Much of the work on this book took place while Kevin H.O’Rourke was a
Government of Ireland Senior Research Fellow, and he thanks the Irish
Research Council for the Humanities and Social Sciences for their generous
support.
Our training network was struck by tragedy in 2007, when one of our most

respected and well-liked members, Stephan (Larry) Epstein, died suddenly, at
the age of just forty-six. Larry is an enormous loss to our profession, and we will
miss him greatly. These volumes are dedicated to him.

Stephen N. Broadberry
Kevin H. O’Rourke
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Introduction to Volume 2

Stephen Broadberry and Kevin H. O’Rourke

The economic history of Europe since 1870 can be divided into three phases.
The first, which lasted until the First World War, was an age of globalization,
and of European economic and political dominance worldwide. The Industrial
Revolution, which was covered in Volume 1, led to the introduction of new
steam-based technologies such as the steamship and railroad, which dramati-
cally lowered transport costs, while the telegraph speeded the transmission of
information. The Industrial Revolution also produced a dramatically asym-
metric world, in which industrial output became increasingly concentrated in
Europe and its overseas offshoots. Europe used the military power which
flowed from this fact to dominate Asia and Africa politically, either through
overt imperialism or in more indirect ways. The net result was a dramatic
economic integration of Europe with itself and the rest of the world, despite
trade policies which occasionally attempted to shield European farmers from
overseas competition.
The promises which the Industrial Revolution had held out to ordinary workers

were increasingly being realized across Europe during this period. According to
the figures in Chapter 2, growth averaged a little over 2 percent per annum
between 1870 and 1913. Real wages grew, and ordinary people lived longer,
healthier and better-educated lives. While the period was certainly marked by
business cycle fluctuations, governments on average found that the constraints
imposed upon them by the gold standard were not excessively onerous.
The second era, which lasted from 1914 to 1945, was one of war, deglobal-

ization, and depression: a “second thirty years war” during which Europe tore
itself apart, and after which it would never regain its previous pre-eminence in
world affairs. The period is a dismal confirmation of the cliché that “history
matters”: the roots of the interwar economic debacle, and therefore of the
Second World War, can largely be traced back to the many national and
international dislocations caused by the war of 1914–1918. The gold standard
became unsustainable, although policy makers were slow to realize this, and the



conflict created a host of protectionist pressures, as well as new borders along
which these could be manifested. Meanwhile, the poisonous legacy of war debts
and reparations would make international cooperation much more difficult,
while the Russian Revolution of 1917 was an anti-globalization shock that
continued to influence the world until the 1990s.
Economically, the period saw slow and extremely volatile growth, hyper-

inflation, and mass unemployment, despite continuing technological progress
and structural change. The economic misery of the period, and in particular the
Great Depression, was a man-made event, and a testament to the power of
economic policies to influence people’s lives for better or for worse. The two-
way interaction between politics and economics is a constant feature of the
period: not only did bad policies create the Great Depression, but the unem-
ployment of the period was directly responsible for the election of Adolf Hitler.
Those who escaped the period’s conflicts saw improvements in life expectancy
and education, but war and genocide destroyed millions of lives.
The Europe which emerged from the ruins of the Second World War was

overshadowed by the two main victors in that conflict, the United States and the
Soviet Union, each with their own sphere of influence in the continent. The
economic history of Europe from 1950 through the 1980s is one of a divided
continent, characterized by two very different economic systems: communism in
theeast, andamixedsystemcombiningmarketsandmoreor lessactivist states in the
west. The post-war period saw a gradual rebuilding of international economic links
between the non-communist industrial countries, and western Europe participated
in this broader trend,while experiencing deeper regional integration of its own. This
regional integration would come to include most of eastern Europe in the 1990s.
Both western and eastern Europe experienced rapid economic growth dur-

ing the 1950s and 1960s: 1950–1973 was western Europe’s golden age, and (as
Chapter 12 puts it) eastern Europe’s silver age. Both periods also experienced a
subsequent slowdown, which in the case of eastern Europe was sufficiently
destabilizing to lead to the collapse of the communist system at the end of the
1980s. The period after 1973 saw the oil shocks, stagflation, and the gradual
emergence of a period of low volatility and steady growth which is now at an
end (and which may, with the benefit of enough hindsight, eventually come to
be regarded as one long, unsustainable boom).
The organization of Volume 2 reflects this globalization–deglobalization–

reglobalization periodization, with one section devoted to each of these three
epochs. So as to maintain comparability between periods, there are five chap-
ters in each section. The first sets the scene, by discussing the globalization or
deglobalization trends that characterized the era. There then follow chapters on
economic growth, business cycles, sectoral developments, and population and
living standards.

2 Stephen Broadberry and Kevin H. O’Rourke
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Documenting globalization

Introduction

The period from 1870 to 1914 represented the high-water mark of nineteenth-
century globalization, which, as Chapter 4 in Volume 1 showed, had been
developing since the end of the Napoleonic Wars. This chapter will explore
several dimensions of this globalization, as well as its effects on the European
economy. Since the topic is vast, our focus will be on the links between Europe
and the rest of the world, rather than on the growing integration of the
European economy itself, although that will be alluded to.
Nineteenth-century globalization involved increasing transfers of com-

modities, people, capital, and ideas between and within continents. The
most straightforward measure of integration is simply the growing volume
of these international flows, perhaps scaled by measures of economic activity
more generally: for example, the ratio of commodity trade to GDP, or the
number of migrants per head of population. Another measure is the cost of
moving goods or factors of production across borders, and this cost will show
up in international price gaps. Because it is less easy to measure integration in
the international “markets” for ideas and technology, these flows are often
not discussed in economists’ accounts of globalization, but they are suffi-
ciently important to be briefly considered here, problems of quantification
notwithstanding.
Having documented the increasing integration of international markets in

the late nineteenth century, we then discuss some of the effects of this unpre-
cedented globalization. Finally, we turn to the question of how sustainable the
relatively liberal nineteenth century world economy was: could globalization
have continued unabated after 1914, had the First World War not intervened,
or were there forces that would have undermined open markets even had that
cataclysm not occurred?

Trade, 1870–1914

European international trade in current values grew at 4.1 percent a year
between 1870 and 1913, as against 16.1 percent a year between 1830 and
1870.1 In 1990 prices, European international trade grew at 6.8 percent a year
(Maddison 2001, p. 362), with growth being particularly high in Belgium,
Germany, Switzerland, and Finland (Table 1.1). The European trade to GDP

1 Bairoch 1976, p. 77; Prados de la Escosura 2000 and personal communication with the author.

6 Guillaume Daudin, Matthias Morys, and Kevin H. O’Rourke



ratio, including intra-European trade, increased from 29.9 percent to 36.9
percent, while excluding intra-European trade it increased from 9.2 percent
to 13.5 percent (Table 1.2), slightly more than the United States figure (12
percent in 1913).
Price evidence also shows impressive international integration during this

period. Between 1870 and 1913, the wheat price gap between Liverpool and
Chicago fell from 57.6 percent to 15.6 percent, and the London–Cincinnati bacon
price gap fell from 92.5 percent to 17.9 percent. The period also saw US–British
price gaps for industrial goods such as cotton textiles, iron bars, pig iron and
copper falling from 13.7 percent to −3.6 percent, 75 percent to 20.6 percent, 85.2
percent to 19.3 percent, and 32.7 percent to −0.1 percent, respectively (O’Rourke
andWilliamson 1994). Prices also converged between Europe and Asia, with the
London–Rangoon rice price gap falling from 93 percent to 26 percent, and the
Liverpool–Bombay cotton price gap falling from 57 percent to 20 percent
(Findlay and O’Rourke 2007, pp. 404–5). However, both Federico and Persson
(2007) and Jacks (2005) point out that grain price convergence was if anything
more impressive between 1830 or 1840 and 1870 than between 1870 and 1913.
International trade grew for many reasons. International freight rates

declined steadily as a result of constant technical improvements and the growth
in the use of faster and more regular steamships, especially after the opening in
1869 of the Suez Canal (which could only be used by steamships). However, as
overland transport wasmuchmore expensive thanwater transport, the reduction

Table 1.1 European real trade 1870–1913

1870 (million 1990 $) Growth 1870–1913

Austria 467 +333%

Belgium 1237 +492%

Denmark 314 +376%

Finland 310 +415%

France 3512 +222%

Germany 6761 +465%

Italy 1788 +158%

Netherlands 1727 +151%

Norway 223 +283%

Spain 850 +335%

Sweden 713 +274%

Switzerland 1107 +418%

UK 12237 +222%

Weighted average +294%

Weighted average, rest of the world +379%

Source: Maddison 2001. Includes intra-European trade.
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of internal transport costs through the development of railroads was crucial
(Figure 1.1). As a percentage of the Chicago wheat price, the cost of shipping
wheat to New York declined from 17.2 percent to 5.5 percent, while the cost of
shipping it from New York to Liverpool fell from 11.6 percent to 4.7 percent
(Findlay and O’Rourke 2007, p. 382). Railroads were particularly important in
large countries such as Russia (Metzer 1974).
In addition, peace between the main powers between 1871 and 1914 pro-

moted trade (Jacks 2006). The development of European formal and informal
empires increased extra-European trade through the reduction of trade bar-
riers, the inclusion of colonies in currency unions, and the better protection of
(European) property rights (Mitchener andWeidenmier 2007). Meanwhile, the
gradual spread of the gold standard dampened exchange rate fluctuations and
reduced uncertainty in trade. Whether international currency arrangements
such as the Latin Monetary Union (LMU) and Scandinavian Monetary Union
(SMU) had an additional positive effect on trade is a matter of controversy
(Estevadeordal, Frantz, and Persson 2003; López-Córdova and Meissner 2003;
Flandreau and Maurel 2005).
Falling transport costs implied increasing potential market integration, but

politicians always had the option of muting or even reversing this via protectionist

Table 1.2 Exports plus imports as share of GDP

1870 1880 1890 1900 1913

Austria 29.0% 25.5% 25.2% 26.8% 24.1%

Belgium 35.6% 53.2% 55.6% 65.4% 101.4%

Denmark 35.7% 45.8% 48.0% 52.8% 61.5%

Finland 31.7% 50.8% 39.3% 47.6% 56.2%

France 23.6% 33.5% 28.2% 26.8% 30.8%

Germany 36.8% 32.1% 30.1% 30.5% 37.2%

Greece 45.6% 42.3% 39.4% 42.3% 29.4%

Hungary 19.4% 23.7% 22.1% 22.3% 20.8%

Italy 18.3% 18.3% 15.9% 19.0% 23.9%

Netherlands 115.4% 100.5% 112.3% 124.1% 179.6%

Norway 33.9% 36.1% 43.6% 43.4% 50.9%

Portugal 33.7% 43.8% 45.3% 48.9% 57.4%

Russia 14.4% 15.0% 11.4% 13.8%

Spain 12.1% 14.8% 18.8% 22.6% 22.3%

Sweden 29.4% 37.3% 44.9% 39.4% 34.7%

Switzerland 78.2% 81.9% 67.2% 64.5%

UK 43.6% 46.0% 46.6% 42.4% 51.2%

Best guess, European trade to GDP ratio 29.9% 33.4% 32.5% 31.9% 36.9%

Idem, net of intra-European trade 9.2% 10.7% 10.8% 11.1% 13.4%

Note: Ottoman Empire, Bulgaria, Romania, and Serbia not included.

Source: Bairoch 1976, and data kindly provided by Leandro Prados de la Escosura.
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policies. Beginning in the 1870s Continental European countries raised barriers to
trade in grain and other commodities (Bairoch 1989). Thus, Federico and Persson
(2007) show that while grain prices converged among free trade countries during
our period, this was more than counterbalanced by a substantial increase in price
dispersion between free trade and protectionist countries.
As regards the pattern of trade, Europe as a whole was a net exporter of

manufactures and a net importer of primary products, although this masks impor-
tant differences among regions. At one extreme lay theUnitedKingdom,massively
dependent on imported food and raw materials paid for with exports of manufac-
tures and services. The rest of northwest Europe had a similar but less extreme
specialization. Eastern and southern Europe, however, despite growing industrial-
ization, still exported primary products and imported manufactures, net. The
overall European deficit in commodity trade was partly balanced by net exports
of services. To give an idea of their magnitude, the United Kingdom surplus in
business services trade averaged over $800 million during 1911–13, as compared
with a figure for total European exports of $11 billion in 1913 (Imlah 1952).

Capital flows, 1870–1914

International capital market integration was extremely impressive during this
period. Europe was the world’s banker (Feis 1930), and those regions with good
access to European capital and abundant resources such as the USA, Canada,
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Figure 1.1 Transport infrastructure, 1870–1913 (index numbers, 1870= 100).
Source: Bairoch 1976, pp. 32, 34
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Argentina, and Australia prospered most between 1870 and 1913. There was also
a smaller, but still important, transfer of capital from thewestern European core to
the more peripheral economies of south, central, and eastern Europe.
For the UK, Edelstein (2004, p. 193) estimates that 32 percent of net national

wealth was held overseas in 1913. This reflects four decades in which foreign
investment as a percentage of (domestic) savings averaged roughly one third
(Table 1.3). The UK committed, on average, some 4 percent of its GDP to
capital formation abroad over a period of more than 40 years, an unprece-
dented phenomenon. Europe as a whole dominated foreign investment. In
1914, England (42 percent), France (20 percent) and Germany (13 percent),
Belgium, the Netherlands, and Switzerland combined accounted for 87 percent
of total foreign investment (Maddison 1995, p. 65).
Capital market integration has traced out a U-shape over the past 150 years

(Obstfeld and Taylor 2004), with late nineteenth-century integration being
followed by interwar disintegration and a slow move towards reintegration in
the late twentieth century. According to Obstfeld and Taylor (2004, p. 55),
foreign assets accounted for 7 percent of world GDP in 1870, but for nearly 20
percent from 1900 to 1914. The figure was only 8 percent in 1930, 5 percent in
1945, and still only 6 percent in 1960. However, it then shot up to 25 percent in
1980, 49 percent in 1990, and 92 percent in 2000. On this measure it was not
until some time in the 1970s that the pre-1914 level of integration was

Table 1.3 Foreign investment by England, France, and Germany, 1870–1913

England France Germany

Saving /

GDP

Foreign

investment /

GDP

Foreign

investment as

% of saving

Foreign

investment as

% of saving

Foreign

investment as

% of saving

1870–79 12.3% 4.0% 32.5% 23.9% 10.2%

1880–89 12.2% 4.7% 38.5% 5.1% 18.8%

1890–99 11.0% 3.4% 30.9% 16.5% 12.1%

1900–4 12.6% 3.7% 29.4% 19.1% 8.3%

1905–14 13.1% 6.5% 49.6% 17.3% 7.5%

Net national wealth

held overseas in

1914

32.1%

Share of global

foreign

investment

41.8% 19.8% 12.8%

Sources: Feis 1930; Edelstein 1982, 2004; Maddison 1995, 2003; Lévy-Leboyer and Bourguignon 1990;

Jones and Obstfeld 2001.
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recouped. Another measure of integration was suggested by Feldstein and
Horioka (1980). International capital mobility breaks the link between domes-
tic savings and domestic investment, as domestic savings can be invested
abroad and domestic investment can be financed externally. Consequently,
the weaker the relationship between domestic savings and domestic invest-
ment, the higher is international capital mobility. The U-shaped pattern
emerges yet again from the data. A third measure looks at bond spreads.
Bond spreads between peripheral economies, whether in Europe or elsewhere,
and England, France, and Germany fell, on average, from some 5 percent in
1870 to only 1 percent in 1914 (Flandreau and Zumer 2004). Mauro, Sussman,
and Yafeh (2002) have shown that emerging market bond spreads then were,
on average, less than half of what they were in the 1990s, which demonstrates
just how safe investors perceived foreign investment to be at the time.
Capital market integration was not a continuous process. As is true today,

there were reversals which subjected capital-receiving countries to “sudden
stops” (Calvo 1998). A first wave of financial integration came to an end with
the Baring crisis of 1891. Capital receded dramatically for roughly a decade
before massive foreign lending resumed again around the turn of the century.
What explains late nineteenth-century capital market integration? The

absence of military conflict among the main lending countries between the
Franco-Prussian War and the First World War certainly helped create and
stabilize an atmosphere conducive to foreign lending. Another political explan-
ation, by contrast, has been highly controversial. Marxists have long argued that
late nineteenth-century capital exports and imperialism are only two sides of
the same coin: excessive saving at home, generated by a highly unequal
distribution of income, required outlets in underdeveloped countries, as
domestic investment would have been subject to Marx’s law of the falling rate
of profit. This idea (associated with J. A. Hobson) prompted Lenin to declare
imperialism to be the highest stage of capitalism. The contention of a con-
nection between empire and capital exports was subsequently discredited, to be
resuscitated recently by revisionist historians arguing for a more benign inter-
pretation of imperialism. For example, Ferguson and Schularick (2006) argue
that countries in the British Empire benefited from their colonial status through
substantially reduced interest rates, presumably as a result of more secure
property rights. But Table 1.4 raises doubts as to whether colonial affiliation
mattered for the size and the direction of capital flows. All English colonies
combined (excluding Canada, Australia, and New Zealand) received a paltry
16.9 percent of English capital exports, which is less than what the USA alone
received (20.5 percent). The French and German experiences suggest the same,
with colonies receiving only 8.9 percent and 2.6 percent, respectively, of the
overall capital exports of their respective mother countries.
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Turning to economic institutions and policies, a great deal of attention has
been devoted to the gold standard (Bordo and Rockoff 1996) and, more
recently, to sound fiscal policies (Flandreau and Zumer 2004). Adherence to
gold is seen as having promoted global financial integration in two ways. First,

Table 1.4 Destination of English, French, and German foreign investment, 1870–1913

England France Germany

Europe

Russia 3.4% 25.1% 7.7%

Ottoman Empire 1.0% 7.3% 7.7%

Austria–Hungary 1.0% 4.9% 12.8%

Spain and Portugal 0.8% 8.7% 7.2%

Italy 1.0% 2.9% 17.9%

Other countries 2.5% 12.2%

Total (Europe) 9.7% 61.1% 53.3%

Areas of recent settlement (outside Latin America)

USA 20.5% 4.4% 15.7%

Canada 10.1%

Australia 8.3%

New Zealand 2.1%

Total 41.0% 4.4% 15.7%

Latin America: Areas of recent settlement

Argentina 8.6%

Brazil 4.2%

Total 12.8%

Total (areas of recent settlement) 53.8%

Other countries

Mexico 2.0%

Chile 1.5%

Uruguay 0.8%

Cuba 0.6%

Total (Latin America) 17.7% 13.3% 16.2%

Africa 9.1% 7.3% 8.5%

Asia

India 7.8% 4.9% 4.3%

Japan 1.9%

China 1.8%

Total (Asia) 11.5% 4.9% 4.3%

Rest 11.0% 9% 2%

Total 100.0% 100.0% 100.0%

Colonies 16.9% 8.9% 2.6%

Note: numbers for Russia and the Ottoman Empire include Asia. “Colonies” does not include

Australia, Canada, or New Zealand.

Sources: Feis 1930; Stone 1999; Esteves 2007.
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it eliminated exchange rate risk. Second, it signaled that the government
concerned would pursue conservative fiscal and monetary policies, which
assured potential investors that returns were reasonably safe.
While economic institutions and policies can facilitate capital imports, they can

never attract them if there is no genuine interest on the part of investors in what a
specific country has to offer. This brings us to economic fundamentals as themain
determinant in explaining the size and direction of flows. Over 50 percent of
British capital exports went to areas of recent settlement (Table 1.4) where natural
resources could be exploited, not to where labor was cheap (Africa and Asia). If
NewWorld land was to produce food for European consumers and rawmaterials
for factories, railroads had to make it accessible, land had to be improved, and
housing and infrastructure had to be provided for the new frontier communities.
Clemens and Williamson (2004) provide econometric evidence in favor of
this view, showing that British capital exports went to countries with abundant
supplies of natural resources, immigrants, and young, educated, urban popula-
tions. While they also find that the gold standard and empire promoted foreign
investment, supply and demand, rather than the presence or absence of frictions
leading to price gaps between markets, were what was really crucial. The French
and the German cases appear somewhat different and await further investigation.
While foreign investment in Africa and Asia was rather unpopular in all three
countries, France andGermany sent 61.1 percent and 53.3 percent, respectively, of
their capital exports to other European countries. Investment in areas of recent
settlement, by contrast, played a substantially reduced role for both countries.

Migration, 1870–1914

It is in the area of migration that the late nineteenth century was most
impressively globalized, even compared with today. At the beginning of the
century, intercontinental migration was still dominated by slavery: during the
1820s, free immigration into the Americas averaged only 15,380 per annum,
about a quarter of the annual slave inflow. Twenty years later, the free inflow
was more than four times as high as the slave flow, at 178,530 per annum
(Chiswick and Hatton 2003, p. 68), and the numbers rose to more than a
million per annum after 1900 (Figure 1.2), with Italians and eastern Europeans
adding to the traditional outflow from northwest Europe. Some of the country-
specific migration rates were enormous (Table 1.5): during the 1880s, the
decadal emigration rate per thousand was 141.7 in Ireland, and 95.2 in
Norway, while an emigration rate of 107.7 per thousand was recorded in Italy
in the first decade of the nineteenth century. It should be noted that these
figures are gross, not net, and that the extent of return migration varied over
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Table 1.5 Migration rates by decade (per 1,000 mean population)

Country 1851–60 1861–70 1871–80 1881–90 1891–1900 1901–10

European emigration rates

Austria–Hungary 2.9 10.6 16.1 47.6

Belgium 8.6 3.5 6.1

British Isles 58.0 51.8 50.4 70.2 43.8 65.3

Denmark 20.6 39.4 22.3 28.2

Finland 13.2 23.2 54.5

France 1.1 1.2 1.5 3.1 1.3 1.4

Germany 14.7 28.7 10.1 4.5

Ireland 66.1 141.7 88.5 69.8

Italy 10.5 33.6 50.2 107.7

Netherlands 5.0 5.9 4.6 12.3 5.0 5.1

Norway 24.2 57.6 47.3 95.2 44.9 83.3

Portugal 19.0 28.9 38.0 50.8 56.9

Spain 36.2 43.8 56.6

Sweden 4.6 30.5 23.5 70.1 41.2 42.0

Switzerland 13.0 32.0 14.1 13.9

Source: Hatton and Williamson 1998, Table 2.1.
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time and across countries, rising from about 10 percent of the outflow initially
to around 30 percent at the turn of the century (ibid, p. 70). While return
migration was significant among Italians and Greeks, for example, it was very
low among other groups, such as the Irish or eastern European Jews. In
addition to these transoceanic migrations, there were significant migrations
within Europe, for example from Italy to France, and from Ireland to mainland
Britain. The average western European annual outmigration rate was 2.2 per
thousand in the 1870s and 5.4 per thousand in the 1900s.
The causes of this mass migration are by now well understood (Hatton and

Williamson 1998, 2005). On one level, the causes are obvious: the New World
was endowed with a higher land–labor ratio than Europe, and hence American
and Australian workers earned higher wages than their European counterparts.
British real wages in 1870 were less than 60 percent of wages in the NewWorld
destinations relevant to British workers, whereas the equivalent figure for Irish
workers was just 44 percent, and for Norwegian workers just 26 percent
(Hatton and Williamson 2005, p. 55). The gains from migration were thus
potentially enormous, and once the new steam technologies had lowered the
cost of travel sufficiently, mass emigration became inevitable. This was partic-
ularly so because nineteenth-century immigration policy was relatively liberal,
notwithstanding the policy developments which we will note later on.
On another level, there is the issue of what determined the timing of

emigration streams from different European countries: why did emigration
from relatively rich countries such as Britain take off before emigration from
poorer countries such as Italy, where the gains to migrants were presumably
higher? What explains the fact that so few French emigrated, while so many
Irish and Italians did? What explains the initial rise, and subsequent decline, of
emigration rates in several countries, documented in Table 1.5? Hatton and
Williamson provide a simple explanation for all these questions, which can be
represented in Figure 1.3. EM is a downward-sloping function relating emi-
gration rates from a given European economy to home wage rates: as home
wages rise, emigration rates should fall, ceteris paribus. The initial rise in
emigration rates experienced in the typical economy (say from e0 to e1)
must then have been due to rightward shifts in the emigration function, from
EM to EM’, since wages were rising (say from w0 to w1), not falling, in late
nineteenth-century Europe. In turn, such rightward shifts were caused by a
variety of factors. First, would-be emigrants were initially constrained by the
cost of transoceanic transport, but as transport costs fell, more migrants were
able to leave their homelands. Second, these poverty traps could also be over-
come by previous emigrants sending home remittances or pre-paid tickets, thus
directly financing the cost of travel. Emigration rates thus tended to increase as
countries built up stocks of emigrants overseas, the so-called “friends and
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relatives” effect. Third, fertility rates were on the rise throughout Europe during
this period, leading to an increase in the supply of young, mobile adults. And
finally, it has often been argued that the industrialization documented in
Chapter 3 of this volume led to workers being detached from the land, again
increasing their mobility.
Rising fertility, structural transformation and falling transport costs thus

increased emigration rates, initially in the richer economies whose workers
could best afford the cost of transport, and then in poorer economies as living
standards rose across the continent. This emigration was initially self-
reinforcing, as a result of the friends and relatives effect: all these factors led
to EM shifting rightwards. But eventually, the emigration function stabilized,
and when this happened, emigration became self-limiting: by lowering labor
supply at home, it pushed up real wages (say from w1 to w2), and economies
thus moved up their EM schedules, experiencing lower emigration rates (e2).
Hatton and Williamson show that low French and high Irish emigration rates

Stylized Emigration Responses

EM’
EM

e0 e2 e1 Emigration rate

w0

w1

w2

Home
wage

Figure 1.3 A stylized model of emigration. Source: Hatton and Williamson 1988, p. 36.
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can be explained on economic grounds alone without appealing to cultural
behavior in either country, since this one-size-fits-all European model explains
most countries satisfactorily. Thus, high Irish emigration rates can be explained
by the famine of the 1840s, which created a large Irish migrant stock in the New
World, while low French rates can be explained by such factors as a precocious
fertility transition. Economic rationality turns out to do a pretty good job of
explaining European emigration during this period.

Trade in knowledge, 1870–1914

Economic globalization is not simply about the movement of goods or factors
of production. It also includes technological transfers and the deepening of
other intellectual exchanges.
Technology circulated relatively freely in the late nineteenth century. In

Europe and in the Atlantic world, despite laws forbidding the emigration of skilled
workers (repealed in the United Kingdom in 1825) and machinery exports
(repealed there in 1842), technologies had been circulating for a long time.
Textile mills around the world used similar machines, often imported from
Britain (Clark 1987). Ship building, iron and steel, telegraph and telephone
technologies transferred quickly, unless slowed by adaptation issues. Europe was
internally exchanging new technologies, diffusing them – both to European off-
shoots and to the rest of the world – and receiving new technologies, mainly from
the United States. Japan was an especially keen learner (Jeremy 1991).
Several new factors increased the speed and the reach of technological

transfers. Migration was easy. Imperialism allowed European entrepreneurs
to invest overseas, taking advantage of low wages, with no fear of expropriation
by hostile governments. The decline in transport and communication costs
helped the diffusion of ideas, new goods, and machines. This last effect was
especially important because more and more technology was embedded in
machines rather than in individual know-how, even if training was still neces-
sary. Firms could now export capital goods on a large scale. For example, Platt,
a Lancashire firm, exported at least 50 percent of their cotton-spinning
machines between 1845 and 1870 (Clark and Feenstra 2003). Explicit policies
aiming at import substitution encouraged domestic technological emulation,
with mixed success. Japan was able to replace its English suppliers of textile
machinery, but France had difficulties in replacing its American telephone
suppliers, and had to postpone the diffusion of this important technology.
To circumvent these restrictions and better protect their intellectual prop-

erty, several firms set up production in foreign countries and transformed
themselves into multinationals during this period. Sometimes the idea was to
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produce inside protected markets: for example, by 1911 International Harvester
was producing harvesting machines in France, Germany, Russia, and Sweden as a
result of those countries’ protectionist policies (Wilkins 1970, pp. 102–3).
Ericsson, a Swedish firm, and Western Electrics, an American firm, both had to
establish overseas plants in order to win telephone contracts in various European
countries (Foreman-Peck 1991). Sometimes direct foreign investment arose sim-
ply because, as the theory of the firm predicts, it proved difficult or impossible to
transfer intangible assets such as new technologies abroad at “arm’s length,” via
the market: thus Singer’s attempts to profit from its invention of the sewing
machine by licencing the technology to a French merchant proved a complete
disaster, the latter refusing to pay what he owed, or even disclose how many
sewing machines he was producing (Wilkins 1970, pp. 38–9).
The diffusion of technologies was also helped by the creation of international

scientific and technical organizations. The Institution of Naval Architects was
founded in 1860 in the United Kingdom, but organized meetings in different
countries and through its membership created an international network of
professional and learned bodies (Ville 1991). The number of international
scientific conferences and organizations increased dramatically (Figure 1.4).
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Paradoxically however, at the same time, science was seen as one of the weapons
in the struggle between European nations. Besides straightforward military appli-
cations, academic activity was used as a diplomatic weapon. Inviting foreign
scientists and participating in scientific congresses was part and parcel of the
rivalry between France and Germany, as each hoped to tighten its links with allied
and neutral countries, especially the United States (Charle 1994, ch. 8).

Governments increased formal technical cooperation. The International
Telegraph Union was founded in 1865 and the Universal Postal Union in
1874. Humanitarian cooperation was expanded as well: the Red Cross was
founded in 1863 and the first Geneva Convention signed in 1864. Most
sovereign states, both European and non-European, joined these global insti-
tutions. Another form of rising globalization was the growing number of
international exchanges and competitions. TheWorld Fairs were official show-
cases for the technical prowess of each nation. The 1876 World Fair in
Philadelphia was the first not to take place in Europe, and included official
exhibitions from Japan and China. The first Venice Biennale took place in 1895.
The modern Olympics began in 1896. The first five Nobel prizes were awarded
in 1901.
Labor movements were increasingly globalized as well. Socialist ideals

rejected nationalism and advocated the international defense of the interests
of labor. The first International was founded in 1864 and the second in 1889,
the latter having Japanese and Turkish members. The significance of these
events is difficult to assess. International, especially pan-European, scientific
and cultural cooperation among individuals had existed for a long time. De
facto agreements about the rules of war and the management of public goods –
e.g., the high seas – pre-dated the first globalization. To some extent, the heyday
of elite cultural globalization was before 1870. Nationalist cultural identities
gained in importance in the second half of the nineteenth century, leading to
the fragmentation of cultural activities as they became more popular. The
formalization of international cultural and scientific cooperation can be seen
as an attempt to counteract the rise of nationalism, but in the end it was too
weak for the task.

The effects of globalization

Globalization and factor price convergence

As we have seen, the late nineteenth century was characterized by booming
commodity trade andmassmigration from the OldWorld to the New. How did
this influence income distribution within and between countries?
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Let us begin with trade. According to Heckscher–Ohlin logic, the land-
abundant and labor-scarce New World should have exchanged food and raw
materials for European manufactured goods, and trade should have led to the
wage–rental ratio, w/r, converging internationally. In New World economies,
where w/r was high, w/r should have declined as farmers exported more, and
manufacturing suffered from foreign competition. In land-scarce European
economies, where w/r was low, it should have increased, as workers were hired
by expanding manufacturing industries, and land rents were undermined by
cheap food imports. Furthermore, trade should have led to absolute factor price
convergence, with low European wages catching up on high NewWorld wages,
and expensive European land falling in price relative to cheap NewWorld land.
By and large, these predictions hold good for the late nineteenth century

(O’Rourke and Williamson 1999). Between 1870 and 1910, real land prices fell in
countries such asBritain, France, and Sweden– inBritain by over 50percent–while
land prices soared in the New World. Furthermore, the forty years after 1870 saw
substantial relative factorpriceconvergence,withwage–rental ratios rising inEurope
and falling in theNewWorld (Williamson 2002a, Table 4, p. 74). Between 1870 and
1910, the ratio increasedbya factorof2.7 inBritain, 5.6 in Ireland,2.6 inSweden, and
3.1 in Denmark. The increase was less pronounced in protectionist economies: the
ratio increased by a factor of 2.0 in France, 1.4 in Germany, and not at all in Spain.
Thissuggestsa linkbetweentradeandfactorprice trends,which isconfirmedbyboth
econometric evidence andCGE simulations. In turn, these wage–rental ratio trends
implied that the European income distribution was becoming more equal, since
landowners were typically better off than unskilled workers.
In addition to these Heckscher–Ohlin predictions, there was a more mundane

reason why declining transport costs were good for European workers. In an era
where a large proportion of laborers’ incomes was still spent on food, cheaper
transport meant cheaper food, and thus higher real wages. What was bad for
farmers was directly beneficial to urban workers, then as now, which explains
why, by and large, socialist parties tended to support free trade in Europe. British
workers should have particularly benefited from free trade: not only did it lower
the price of food, but any negative impact on agricultural labor demand would
have had only a small effect on the overall labor market, given agriculture’s small
share in overall employment in Britain (just 22.6 percent in 1871). O’Rourke and
Williamson (1994) estimate that British real wages rose by 43 percent between
1870 and 1913, and that no fewer than twenty percentage points of this increase
can be directly attributed to declining transport costs. On the other hand, in more
agricultural economies the net impact of cheap grain on wages could have been
negative, if it sufficiently depressed agricultural employment and wages.
Migration was the dimension of globalization that had the greatest impact on

European workers’ living standards during this period. Figure 1.5 shows the
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(PPP-adjusted) wages of unskilled male urban workers in three countries of
mass emigration, Ireland, Italy, and Norway, relative to wages in the leading
European economy of the day, Britain. Between 1870 and 1910, emigration
lowered the labor force by 45 percent in Ireland, 39 percent in Italy, and 24
percent in Norway (O’Rourke and Williamson 1999, Table 8.1). The figure
shows that living standards in these three economies rose more rapidly than in
Britain. In Ireland, real wages rose from 73 percent to 92 percent of the British
level during this period, while Norwegian wages rose from 48 percent to 95
percent. In Italy there was no convergence until the turn of the century, which is
when Italian emigration rates exploded; thereafter, Italian real wages rose from
40 percent of British wages in 1900 to 56 percent in 1913. Similarly, Norwegian
wages continually converged on US wages, while Italian wages converged after
1900; Irish wages converged over the period as a whole, although very rapid US
growth in the final two decades of the period implied Irish divergence after
about 1895.
Both econometric and simulation studies show that emigration was an impor-

tant source of living standard convergence for countries such as Ireland. To what
extent can these findings be generalized? Taylor andWilliamson (1997) calculate
the labor market impact of migration in seventeen Atlantic economy countries
between 1870 and 1910. They find that emigration raised Irish wages by 32
percent, Italian by 28 percent and Norwegian by 10 percent. International real
wage dispersion fell by 28 percent between 1870 and 1910, reflecting a conver-
gence of poorer countries on the rich, but in the absence of the mass migrations
international real wage dispersion would have increased by 7 percent. Wage gaps
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Figure 1.5 Wages relative to Britain, 1870–1913. Source: database underlying O’Rourke
and Williamson 1999.
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between NewWorld and Old in fact declined from 108 to 85 percent during the
period, but in the absence of the mass migrations they would have risen to 128
percent in 1910. The results suggest that more than all (125 percent) of the real
wage convergence between 1870 and 1910 was attributable to migration. Even
when allowance is made for the possibility that capital may have chased labor,
lowering the impact of migration on capital–labor ratios, migration emerges as a
major determinant of living standard convergence, explaining about 70 percent
of it. Mass migration accounted for all of Ireland’s and Italy’s convergence on the
United States, and for 65–87 percent of their convergence on Britain. The biggest
lesson of nineteenth-century migration history is that emigration is of major
benefit to poor economies (Williamson 2002b).

Capital flows, peripheral development, and core welfare

Assuming identical production functions with capital and labor as the only
inputs, lower wages in the European periphery should have been due to lower
capital-to-labor ratios, which in turn should have implied higher returns to
capital. Did the European periphery attract capital imports as this logic sug-
gests, and if so, did these capital imports have the desired effect of raising the
capital-to-labor ratio and hence wages?
We shall start with Sweden, one of the few cases for which we have relatively

reliable data. Capital imports after 1870 served to make the Swedish capital
stock 50 percent bigger than it would have been in their absence, increasing
Swedish real wages by 25 percent (O’Rourke and Williamson 1999). Sweden
may have been the European country that benefited most from capital imports
before the First World War. Denmark and Norway also benefited, albeit on a
reduced scale as capital imports were substantially smaller.
These results cannot be easily replicated for other countries in the European

periphery, owing to poor or contradictory data. This may be illustrated with
reference to Austria–Hungary, by far the largest peripheral economy in pre-
1914 Europe bar Russia. Looking from the “outside,” i.e., considering the
foreign investment of the European core countries, the dual monarchy seems
to have enjoyed substantial capital imports (Table 1.4). A recent reconstruction
of the Austro-Hungarian balance of payments, by contrast, concluded that,
over the period 1880–1913, Austria–Hungary exported rather than imported
capital (Morys 2006). Similar uncertainty surrounds the Italian, Spanish, and
Portuguese cases, while there are indications that Ireland, another peripheral
economy, also exported capital after 1870.
Even if some of the peripheral economies may turn out on closer examina-

tion to have imported capital, the general question remains: Why was the
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European periphery not able to attract more capital from the European core?
This is the nineteenth-century equivalent of the Lucas paradox: capital usually
flows to rich rather than to poor countries today, despite the fact that wages are
lower in poor countries (Lucas 1990). Three explanations have been offered for
late nineteenth century Europe. First, lower labor productivity in the European
periphery can potentially explain why capital did not flow there (Clark 1987).
However, this only begs the question as to why labor productivity was lower in
the European periphery. Second, non-adherence to gold may have dissuaded
foreign investors. In support of the latter theory, the Scandinavian countries
had the best record of adherence to gold among the peripheral economies. And
finally, it may simply be that these countries were not as attractive to investors
as the land-abundant New World.
We now turn to the capital-exporting core countries and ask what were the

effects of capital flows on welfare levels there. Superficially, the answer seems
straightforward. As investors preferred foreign investment opportunities to
domestic ones based on their relative profitability, capital exports should have
been beneficial to the core countries, lowering GDP (output) but raising GNP
(income). However, some have argued that channeling funds abroad could
have harmed the domestic economy. The 1931 Macmillan Report claimed that
the City of London systematically discriminated against domestic borrowers,
preferring instead to invest overseas. British industry, starved of capital, grew
more slowly than it would otherwise have done. In other words, to the long-
debated question why late Victorian Britain failed (as measured by its growth
performance relative to the USA and Germany, its main economic rivals at the
time) another debate was added: Did late Victorian capital markets fail?
In a monumental study, Edelstein (1982) showed that overseas portfolio invest-

ments yielded a higher realized return than domestic portfolio investments
between 1870 and 1913. This result held true even when adjusting for risk.
While this finding exculpated late Victorian and Edwardian investors (see also
Goetzmann and Ukhov 2006), the question still lingered whether Britain could
have done better by retaining more savings in the domestic economy, for example
by imposing a tax on capital exports (Temin 1987). But here one must ask what
were the real constraints facing the British economy at the time. Research has
shown that entrepreneurs had strong internal sources of funding and easy access to
local, provincial financing. Rather, what was missing was the highly skilled work-
force required to take full advantage of the opportunities offered by the Second
Industrial Revolution. Restrictions on overseas capital exports almost certainly
would not have been the best way to encourage domestic, scientifically based
industry; publicly supported general and technical education might have been.
The debate on the alleged trade-off between capital exports and domestic

industry has also frequently neglected the positive externalities of European
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overseas investments benefiting European consumers. Since much of the
investment went into the construction of railroads and other social overhead
projects, it implied cheaper imports of foodstuffs and raw materials, which
represented a major contribution to European core welfare.

Imperialism and European welfare

In 1880, European colonies (not including any part of Russia) ranged over 24.5
million square kilometers and had 312 million inhabitants. In 1913, they
totalled 52.5 million square kilometers, more than a third of the earth’s land
surface, and had 525 million inhabitants. The United Kingdom, France, the
Netherlands, Spain, and Portugal had been colonial powers for a long time.
Belgium, Germany, and Italy now joined them. The United Kingdom con-
trolled 93 percent of the surface and 87 percent of the population of these
colonized territories (including dominions) in 1880, and 61 percent and 71
percent of the surface and population respectively in 1913 (Etemad 2006).
As noted earlier, Lenin, inspired by Hobson and others, suggested that the

mature European economic system could only be sustained through imperial-
ism. This argument has been discredited. Capital exports to colonies were
important, but not dominant. Europe was self-sufficient in coal and nearly
self-sufficient in iron ore and other minerals. Textile raw materials were more
of an issue as cotton, for example, could not be produced in Europe in great
quantities; but it was largely supplied by the United States. Colonial empires did
not represent vital outlets for European goods either, absorbing less than 15
percent of all western European exports (Bairoch 1993).
Yet it is true that one of the driving forces behind imperialism was the

influence of European traders, who saw in political control a way to facilitate
their economic exchanges with African and Asian producers and consumers.
Some industrialists also believed that the creation of a reserved market would
be a suitable answer to international competition, and they managed to con-
vince certain politicians, like Joseph Chamberlain (British Colonial Secretary
from 1895 to 1903), Jules Ferry (French Prime Minister from 1880 to 1881 and
from 1883 to 1885) and Francesco Crispi (Italian Prime Minister from 1887 to
1891 and from 1893 to 1896).
It is not certain that empires represented a net benefit for the European powers.

The debate has centered on the British Empire, as it was by far the largest, and was
the only empire controlling economically advanced settler colonies. According to
Davis and Huttenback (1986, p. 107), private British investment in the empire
after 1880 yielded higher returns than investment in the domestic economy, but
smaller returns than investment in foreign countries. The direct cost of empires
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was limited, as the United Kingdom, like the other colonizers, tried to make its
colonies pay for themselves and provided mainly disaster relief, funds for military
campaigns, and shipping and cable subsidies. The indirect military cost was more
important since, India excepted, the British Empire contributed very little to
general military spending. While all these points have been extensively debated,
the final word must go to Avner Offer (1993), who makes the obviously correct
point that the military “debts” of the French and British empires were paid in full
during the First World War.
To determine the effect of empire on European economic welfare, it is crucial

to decide on the appropriate counterfactual (Edelstein 2004). Without formal
imperialism, would Africa, Canada, South Asia, and Oceania have been as
developed as they actually were, but with the ability to erect high tariff barriers
against European exports, as did the United States? Or would they have been
substantially less developed and less involved with the world economy?Was the
alternative to a British Canada the United States, or Argentina? In the absence
of empire, would the African states (as some imperialists feared) have remained
independent backward territories, mostly closed to foreign trade, like Ethiopia?
Depending on the answer to such questions, Edelstein has shown that the
benefits of empire for the United Kingdommay have been somewhere between
0.4 percent and 6.8 percent of its GDP in 1913, up from −0.2 percent to 4.5
percent in 1870. These figures probably overestimate the benefits of imperial
trade, as Edelstein assumes that there would have been no redirection of trade
to compensate for lower imperial demand, but they do not take into account
any impact of empire in facilitating emigration from the United Kingdom,
especially to Oceania. No such calculation has been made for other European
countries. Their empires were much smaller, but, as they were not committed
to free trade, they could manipulate the terms of trade to maximize their
commercial profits. For example, Portugal gained foreign currency from re-
exporting African products through Lisbon. The net result was different for
each country, but on the whole, whether positive or negative, it was probably
small compared to the size of domestic economies (O’Brien and Prados de la
Escosura 1998).
Even if the global economic effect of empires was small, they may have had

an important redistributive role. Certainly the military and state apparatus
benefited everywhere, while there was an obvious cost to taxpayers. In the
United Kingdom, Cain and Hopkins (2002) have argued that the economic
benefits of imperialism accrued mainly to “gentlemanly capitalists,” the finan-
cial and rentier interests of London and south-east England, to the detriment of
more “modern” forces in the country such as industrial entrepreneurs.
Elsewhere, some industrial exporting groups certainly benefited as well. On
the whole, the European benefits from imperialism were small and uncertain.
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More importantly, they were probably smaller than the costs of imperialism for
colonized countries, although this remains an underexplored field of research.

Globalization backlash

Trade

While nineteenth-century European trade policy trends initially reinforced the
impact of falling transport costs (Volume 1, Chapter 4), this changed after the
1870s as a result of the growing impact of intercontinental trade on factor
prices. As we have seen, trade hurt European landed interests, and wherever
these were powerful enough, the legislative reaction was predictable. In
Germany, Bismarck protected both agriculture and industry in 1879; in
France, tariffs were raised in the 1880s and again in 1892; in Sweden, agricul-
tural protection was reimposed in 1888 and industrial protection was increased
in 1892; in Italy, moderate tariffs were imposed in 1878, followed by more
severe tariffs in 1887. As a grain exporter, Russia hardly feared free trade in
agricultural products, but it was the first to backtrack from what had in any
event been a rather half-hearted liberalization, increasing industrial tariffs
substantially in 1877, 1885, and again in 1891. The purpose was to stimulate
industrialization, and tariffs were combined with export subsidies for cotton
textile producers. Austria–Hungary and Spain also sharply increased protec-
tionism in the 1870s or 1880s. The Balkan countries had inherited liberal tariff
policies from their Ottoman masters, but they too gradually moved towards
higher protection, albeit at a slower pace than the Germans or Russians. The
Ottomans themselves were allowed to slowly raise their tariffs, which reached
11 percent on the eve of the Great War (Bairoch 1989).
Some small countries remained relatively liberal: the Netherlands, Belgium,

Switzerland, and Denmark, which transformed itself from a grain exporter to a
grain-importing exporter of animal products. The United Kingdom also main-
tained free trade, despite the efforts of Joseph Chamberlain. What explains these
exceptions? Economic considerations were surely important: countries such as
Denmark and the United Kingdom, which retained agricultural free trade, were
less vulnerable to the price and rent reductions which globalization implied. In the
Danish case grain prices had been low to begin with, while the country was
exceptionally well suited to meet the growing British demand for butter, eggs, and
bacon, in part due to the success of its cooperative societies. In the British case,
agriculture had already shrunk significantly, and further decline had little impact
on the overall economy. Elsewhere, globalization undermined itself. Moreover,
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this switch towards agricultural protectionism would turn out to be permanent,
the precursor of today’s Common Agricultural Policy.

Immigration

While emigration benefited European workers, mass immigration hurt their
counterparts overseas. Hatton and Williamson (1998) show that immigration
lowered unskilled wages in the United States, although this is a ceteris paribus
finding, since economic growth was raising living standards generally during
this period. Nonetheless, the effects were large. Relative to what they would
have been in its absence, immigration lowered unskilled real wages by 8 percent
in the USA, 15 percent in Canada, and 21 percent in Argentina (Taylor and
Williamson 1997). Counterfactual or not, such impacts did not go unnoticed,
and the result was a political backlash, resulting in gradually tightening restric-
tions on immigration in the main destination countries (Timmer and
Williamson 1998). For example, in 1888 the United States banned all Chinese
immigration for twenty years, while in 1891 it banned the immigration of
persons “likely to become public charges” as well as those “assisted” in passage
(ibid., p. 765). The screw continued to be tightened on immigration until 1917,
when a literacy test was imposed on would-be migrants, effectively blocking
much of the low-skilled immigration of the day. Very similar trends can be
discerned in Canada and Argentina. This shift away from a relatively laissez-
faire immigration policy implied that interwar European economies no longer
had the emigration safety valve that had helped sustain living standards during
the population boom and slow transition to modern growth of the late nine-
teenth century.

Democracy, the gold standard, and capital flows

Global financial integration collapsed virtually overnight in the summer of
1914. Does it follow that pre-war levels of capital market integration would
necessarily have been sustained in the absence of war?
Widespread – by 1913 almost universal – adherence to the gold standard was

a central pillar of the pre-First-World War financial system. This implied a
commitment to a policy of external balance, even when that coexisted with
domestic economic imbalances, notably unemployment. According to
Eichengreen (1992), one of the factors undermining attempts to reinstate the
gold standard after 1918 was the fact that the war had given a boost to the
extension of the franchise, and thus to workers’ political power: it was no longer
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clear that gold standard discipline – i.e., raising the discount rate when needed –
would be adhered to if this conflicted with domestic policy objectives. However,
Eichengreen also notes that the franchise was already being extended before the
war in many countries, and that unemployment was becoming a growing social
issue. One can therefore speculate that, even in the absence of war, democra-
tization would have ultimately succeeded in undermining the gold standard,
and with it the foundations of the pre-war international financial system.
Indeed, one could even interpret the extension of franchise as being in part a
consequence of late nineteenth-century globalization, which gave rise to coun-
tervailing calls to regulate the market (Polanyi 1944). To this extent, one might
yet again see globalization – the extension of the market – as having under-
mined itself.
Several objections could be raised against such reasoning, however. First, the

single largest push for universal suffrage and democratization came, as
Eichengreen says, in the wake of the First World War, not as a result of
globalization. Second, even if the gold standard had proved unsustainable,
this would not necessarily have implied the end of global financial integration.
Today, most capital circulates among rich countries which are (with the notable
exception of the Eurozone) no longer connected by fixed exchange rates.
Indeed, as Obstfeld and Taylor (2004) point out, abandoning fixed exchange
rates makes it possible for countries to pursue both independent monetary
policies and a commitment to open capital markets. It was the attempt to
combine fixed exchange rates with Keynesian macroeconomic policies which,
in their view, condemned Bretton Woods capital markets.

Domestic policy responses

There were thus powerful political forces undermining late nineteenth-century
globalization. However, European governments of this period did not just face
a binary choice between open and closed international markets, between
resisting or giving in to protectionist anti-globalization backlashes. Rather,
there was a range of complementary domestic policies which governments
could – and did – put in place during this period in order to shore up support
for liberal international policies. Thus, Huberman and Lewchuk (2003) show
that there was extensive government intervention in European labor markets in
the late nineteenth century, a period that also saw a sustained rise in social
transfers and the beginnings of what eventually evolved into the modern
welfare state (Lindert 2004). A range of labor market regulations was intro-
duced across the continent, for example prohibiting night work for women and
children, prohibiting child labor below certain ages, and introducing factory
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inspections. The period also saw the widespread introduction of old-age, sick-
ness, and unemployment insurance schemes. Moreover, this “labor compact”
was more widespread in the more open European economies. Huberman and
Lewchuk use this evidence to argue that unions were persuaded to back free
trade, or openness more generally, in return for pro-labor domestic policies. In
related work, Huberman (2004) finds that working hours in Europe and her
offshoots declined between 1870 and 1913 as a result of labor legislation and
union pressure, and that the decline was greatest in small open economies such
as Belgium, where the Labor Party supported free trade after 1885 (Huberman
2008). Not only did governments not indulge in a race to the bottom during the
late nineteenth-century globalization boom: in some cases governments coop-
erated so as to ensure a general raising of standards. Such was the case, for
example, with the Franco-Italian labor accord of 1904, which raised labor
standards in Italy as a quid pro quo for granting Italian workers in France
benefits which their French colleagues already enjoyed.
To some extent, therefore, late nineteenth-century governments successfully

managed the political challenges posed by globalization, sometimes defusing
protectionist demands by means of domestic legislation, and sometimes giving
in to them. World trade might have grown more slowly after 1914 than it did
before, even had war not intervened, and the political challenges facing govern-
ments might have been exacerbated; but the 1920s and 1930s would have been
utterly different had it not been for the Great War.
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Introduction: from Marx to Marshall – and Lenin

Dominant views of the performance of the British and European economies
during the first half of the nineteenth century were quite pessimistic. Growth
was considered difficult to achieve. Conflict over distribution was perceived as
fundamental, be it between landowners and the rest of the society, or between
factory owners and workers. In his famousDas Kapital, as well as inmany other
writings, Karl Marx insisted on the inevitable decline of real wages. The
discussions over what was to become known as the Industrial Revolution and
the decline or fall of real wages were heated during those years, and have been
so ever since. They constitute, in many ways, the permanent appeal of the
phenomenon across disciplines and sensitivities: is economic growth worth the
increase in inequality?
Sometime during the 1860s, there was a change in intellectual mood. Social

conflict, polarization, and the fight over income distribution were no longer the
only possible outcomes of economic life. There were cases of countries – nearly
all the developed world – that were able to provide increased incomes to the
entire population. There was economic growth without any single individual
(or social group) paying a penalty for it. Growth was being diffused throughout
the national economy. An increasing number of economies were enjoying this
kind of growth. The world that Stanley Jevons, Karl Menger, Léon Walras and,
a bit later on, Alfred Marshall were describing was the world whose economic
performance we are now going to present. It was a growing world. For the first
time in history, continuous and sustained economic growth was being diffused
over most of Europe and also other parts of the world.
At the commanding heights of the European system of nation states welfare

considerations were mixed with – and often secondary to – power goals.1 The
period from 1870 to 1914 starts with the Franco-Prussian war and finishes with
the outbreak of the Great War – which later on came to be known as the First
World War. Two major European wars define the period, and are not inde-
pendent of what happens in between. The economic and social conflict view
heralded by Marx was expanded into a view of conflict among imperial – i.e.,
European – nations by Lenin in his Imperialism, The Highest Stage of
Capitalism. The switch from Marx to Lenin is still very present in the histor-
iography on the period. But what must not be forgotten is the incredible amount
of economic progress that happened during the period. The view of an expand-
ing economy providing increasing welfare to everybody was very present
among contemporaries, but it is only starting to be accepted among our
contemporaries. We will focus on the amazing growth that was experienced,

1 See Kennedy 1989.
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its diffusion and its sources, in the context of the permanent competition
among European nation states.

European growth performance: overall assessment

The period 1870–1914 is the classical era of European dominance. If we
consider Europe in its wider definition (see below), European GDP was
46 percent of world GDP by 1870, and increased to 47 percent by 1913.
European population jumped from 27 to 29 percent of world population.
Average per capita GDP was 171 percent of the world average by 1870, and
was still 165 percent by 1913. The only parts of the world that were challenging
this hegemonic position were all settled by Europeans – the Americas,
Australia, and New Zealand. They grew faster than Europe – increasing their
share from 13 percent to 26 percent of world GDP, from 6.8 to 10.7 percent
of world population, and from 184 to 240 percent of world per capita GDP.
There was a more successful Europe outside Europe, epitomized by the United
States of America. In what follows we will focus on European developments,
but without losing sight of what happened in the United States.
The view of a continent made up of nation states fiercely competing among

themselves for world supremacy has strong foundations. Countries compared
their armed forces. Their strength depended both on the number of people that
could be recruited into the army, and on the industrial capacity that allowed for
better armaments. The combination of population and economic prosperity
was starting to be assessed during those same years. What we now call Gross
Domestic (or National) Product was a concept that started to be fully grasped at
the turn of the century.2 Its first label was “wealth,” but we will refer to it as
“product,” “output,” or “income.”
Indeed, GDP was a very good proxy for national power – or military

strength. From this perspective, Germany was catching up with the UK, and
it did so in the early years of the new century. By 1908, German GDPwas bigger
than the UK’s. Even Russia, thanks to rapid population growth, was catching up
with Britain in terms of national power. Its growth from the early 1890s was
spectacular. France was very worried because its welfare did not at all match
with its power. Its destiny was increasingly closer to Austria–Hungary than to

2 Domestic if we only account for incomes obtained within the country. National if we account for incomes obtained by

nationals all over the world and spent within the country. The largest empires, such as the United Kingdom, had Gross

National Products significantly higher than their Gross Domestic Products. Developing economies, like Spain or Sweden,

with huge foreign direct investment and a lot of emigration, had GDPs significantly higher than their GNPs. In the

following we will use only GDP; we do not have a database of homogeneous GNPs for all the European countries.
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Germany. It comes as no surprise that Italy lay well below all the others. This
was common knowledge at the time.
Figure 2.1 captures the core of the economic background of European

political relations. But the Great War showed that there were two other big
players: the Ottoman Empire and the United States. While we know a lot about
the United States, our knowledge of the Ottoman Empire’s real economic
dimensions is much weaker.3 Table 2.1 provides a comparison of the GDP of
all these major powers. The USA overtook the major European power – the
UK – shortly after 1870. By 1913 it was more than twice the size of the UK and
almost double the size of Germany and Russia. By contrast, the Ottoman
Empire, despite its huge territorial extension, was sparsely populated and
quite backward.
Table 2.1 is informative with regard to another major element: the imperial

factor. The major European powers had colonies. Most of the world was
colonized by Europeans. Almost all of Africa and most of Asia consisted of
European colonies. When the Great War came, the size of empires mattered.
The UK with its Commonwealth succeeded in getting support from the
colonies that were directly managed by the Colonial Office, such as India,
and from the more autonomous, quasi independent, white-settled dominions,
such as Canada and Australia.4
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Figure 2.1 GDP of six major powers in 1990 international dollars, 1870–1914. Sources: see
Appendix.

3 Pamuk 2006.
4 This mattered not only for food imports, as has been very well argued by Offer (1989). The human factor – soldiers – and

financial support were also fundamental. For a summary see Ferguson 1991, and for a detailed economic analysis

Broadberry and Harrison 2005a.
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With the incomplete information that we have, the power of the United
Kingdom appears very impressive: there were 440 million inhabitants under
the British Crown. The GDP of the British Empire was probably much larger
than the German or Russian, and bigger even than that of the USA. The French
Empire was also very large, but not enough to make France as powerful as
Germany, while the Dutch Empire almost trebled the economic size of the
Netherlands.
The main topic of this chapter is not the change in the overall size of the

European economies – although this is a very interesting and related issue – but
their growth performance, i.e., their increase in per capita GDP. From this point
of view, the period was one of sustained growth for all of Europe. Growth was
more widespread and more intense than in any previous recorded period.
According to Maddison’s (2007) data, the per capita growth rate for the
continent was 0.12 percent between 1700 and 1820; it accelerated to 0.86
percent between 1820 and 1870, and accelerated still further to 1.22 percent
between 1870 and 1913. By contrast, in the following period, across the two
world wars, Europe performed worse, at 0.96 percent. Indeed, it was between
the end of the Napoleonic Wars and the start of our period that Europe built
up its economic leadership over the rest of the world; but the period from
1870 to 1913 displayed a sustained economic predominance that quickly
expanded into political dominance – what was called imperialism.

Table 2.1 Size of major European powers and world empires in 1913 (in billions of 1990
international (G–K) dollars and in million inhabitants

Country GDP

metropolis

Population

metropolis

Population

colonies

GDP colonies

(in % of

metropolis)

Estimated

imperial

GDP

United States 517.4 97.6 10.0 2 528

Germany 280.0 67.0 12.5 3 288

Russia 265.1 170.9 – – 265

United Kingdom 229.6 45.7 394.4 146 565

France 129.0 39.8 47.6 23 159

Austria–Hungary 122.4 47.5 – – 122

Italy 96.4 35.4 1.9 1 97

Spain 41.6 20.2 0.9 1 42

Belgium 32.4 7.6 11.0 20 39

Netherlands 22.0 6.2 49.9 181 62

Turkey/Ottoman

Empire

18.3 13.0 12.3 40 26

Portugal 7.5 6.0 5.6 43 11

Sources: Broadberry and Klein 2008, cols. 1, 2; Etémad 2000, col. 3; Carreras 2006 (based

on Maddison 2001, col. 4), but United States and Turkey/Ottoman Empire based on

Maddison 2007.
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Broadberry and Klein (2008) propose a wide definition of Europe that
includes the Russian Empire (i.e., going beyond the Urals) and present-day
Turkey. They find that European GDP (in constant 1990 dollars) grew at an
annual rate of 2.15 percent, while population grew at 1.06 percent and per
capita GDP at 1.08 percent. If we exclude Turkey, since most of its territory was
in Asia (thinking in terms of the actual borders of the Ottoman Empire), almost
nothing changes in terms of growth rates (0.01 percent in GDP and population,
and nothing at all in GDP per capita). Exactly the same happens if we exclude
the Balkan countries with poor yearly data (Bulgaria, Romania and Serbia). But
if we exclude both Russia and Turkey, in order to focus on the countries that
have only European territory, the changes are significant. The GDP growth rate
is reduced by 0.05 percent and the population growth rate by 0.25 percent, but
the GDP per capita growth rate increases by 0.21 percent.
The conventions are only conventions, and one could argue in favor of

including the colonies of all the European empires. In that case, Russia beyond
the Urals, the whole Ottoman Empire, and the British, French, German, Dutch,
Belgian, Italian, Portuguese, Spanish, and Danish colonies would qualify – as in
our exercise in Table 2.1.
In what follows we will normally restrict the definition of Europe to the

countries that provide us with yearly historical national accounts, unless
otherwise specified. This obliges us to leave out most of the Balkan countries:
Turkey, Bulgaria, Romania, and Serbia, as well as Bosnia–Herzegovina. This
means that we have quite reliable figures for Austria–Hungary, Russia, and
Greece, but not for the countries south or east of these three.
In order to get a feel for the growth rates in all the countries that could qualify as

European and the impact of excluding some countries, let us consider Table 2.2.
There is quite a narrow range of experience for the growth rate of GDP, with the
coefficient of variation being 0.24. The slowest growing economy was Portugal, at
1.20 percent per year, and the fastest was Serbia at 3.34 percent. The second
slowest growing economy was Turkey at 1.48 percent and the second fastest was
Germany at 2.90 percent. Among the larger economies, it is worth noting the 1.63
percent growth rate of France, the 1.86 percent of the UK, the 1.93 percent of
Austria–Hungary and the 2.40 percent of Russia. The changes, even if they seemed
spectacular to contemporaries, are not particularly impressive by modern stand-
ards. As is to be expected, the major contrast is between France and Germany.
In population growth, the range of experience was also quite small, although

larger than for GDP growth, with a coefficient of variation of 0.42. The French case
was exceptional, with an annual growth rate of 0.18 percent. At the other extreme,
Serbian population grew at a rate of 1.99 percent. Far more important, the Russian
population was growing at 1.60 percent, i.e., nine times faster than that of France.
The second slowest growing population was in Spain, at 0.51 percent. The other
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major powers shared quite similar population growth rates: Austria–Hungary,
0.79 percent; the UK, 0.88 percent; and Germany, 1.16 percent.
Per capita GDP growth was even more similar across Europe. The slowest

growing country was Portugal at 0.48 percent, a little less than half the
European average. The fastest growing economy was Sweden, at 1.90 percent,
less than double the European average but four times the Portuguese growth
rate. The large economies were much closer together: Russia at 0.81 percent; the
UK 0.97 percent; Austria–Hungary at 1.14 percent; France at 1.45 percent; and
Germany at 1.72 percent. It is worth noting the good French performance and
the poor Russian performance.
Was there any convergence among European countries during this period?

Plotting initial (1870) GDP per capita against 1870–1914 GDP per capita
growth rates suggests that there was no convergence at all. The correlation
coefficient between both sets of data is as low as 4 percent. The data on yearly
evolution do not change this view.

Table 2.2 Growth rates of GDP, population, and per capita GDP in Europe,
1870–1913 (%)

Country GDP growth Population growth Per capita GDP growth

Austria–Hungary 1.93 0.79 1.14

Belgium 2.01 0.95 1.05

Bulgaria 2.84 1.45 1.37

Denmark 2.66 1.07 1.57

Finland 2.66 1.30 1.34

France 1.63 0.18 1.45

Germany 2.90 1.16 1.72

Greece 2.32 1.40 0.91

Italy 1.66 0.73 0.92

Netherlands 2.16 1.26 0.89

Norway 2.19 0.81 1.36

Portugal 1.20 0.71 0.48

Romania 2.20 1.25 0.93

Russia 2.40 1.65 0.81

Serbia 3.34 1.99 1.34

Spain 1.81 0.51 1.28

Sweden 2.62 0.70 1.90

Switzerland 2.50 0.87 1.67

Turkey 1.48 0.56 0.91

United Kingdom 1.86 0.88 0.97

EUROPE 2.15 1.06 1.08

Standard deviation 0.54 0.43 0.36

Coefficient of variation 0.24 0.42 0.30

Source: own calculations based on Broadberry and Klein (2008). Countries without yearly

estimates between 1870 and 1913 are in italics.
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GDP growth rates were not at all stable. The 2.15 percent European average for
thewhole of the period concealsmany differences across countries and over time.
When we aggregate all these experiences into a European average we realize that
there were some years of negative growth: 1871, 1875, 1879, 1885, and 1891. The
year 1879 was the worst, with a decline in GDP of 2.5 percent. It was a very bad
year in Russia and France, with GDP falling by more than 6.0 percent in both
countries. It is worthmentioning that these extreme cases were not repeated after
1891 until 1913. GDP fluctuations became increasingly smaller. During the ten
years before the outbreak of theGreatWar, growth rates becamemore stable, and
positive. The contrast with the first decade of the period under consideration is
striking. Economic progress brought about a more stable growth pattern.
Population growth is not the focus of this chapter. Nevertheless, it is neces-

sary to emphasize that the 1.06 percent annual population growth for the whole
period does not do justice to its changing chronological development. In the
early 1870s, the average population growth rate was around 0.7 percent, while
at the end of the period it was around 1.3 percent. During the 1870s population
growth accelerated rapidly from 0.5 percent to 1.4 percent. But the 1880s and
specially the 1890s were years of deceleration. Emigration is likely to be the
main cause of this changing trend. The decline from 1.6 percent to 1.1 percent
between 1909 and 1913 has the same cause. European population was growing
as it was experiencing high fertility rates (except in France) and mortality rates
were declining in most of western and central Europe.
The combination of GDP and population experiences provides a more

nuanced assessment of GDP per capita. Figure 2.2 displays a highly fluctuating
GDP. There were thirteen negative rates between 1871 and 1905. Only the eight
years immediately before 1914 provided a stable growth period. It is rare to find
many positive growth years in a row. The second longest experience happened
between 1880 and 1884. It is fair to say that the overall trend was improving. The
1870s weremuch tougher than the 1900s. The 1880s (1.00 percent annual growth
rate) were better than the 1870s (0.43 percent). The 1890s were even better (1.54
percent). The last thirteen years before the war were not as good (1.14 percent).
Growthwas not smooth, and neither were prices. Just as with output, the range

of variation was declining, but the variability was not insignificant, as can be seen
in Figure 2.3. Yearly price variations were modest and they tended to decline.
During the 1870s and early 1880s the variation was more important and the
declining trend dominant. The following decade was less volatile, and after 1896
there was a switch to a regime with smaller variations, usually more within the
positive range.
As with per capita GDP, convergence was very limited, but growth dispar-

ities were also quite small. The economy was highly integrated, as has been
shown onmany occasions, but further integration, and hence convergence, was
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very difficult to obtain. The political and ideological barriers were enormous,
leading to the First World War.
As was suggested at the start of the chapter, the comparison with the United

States seems the most natural. We compare European per capita GDP to the US
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series in Figure 2.4. Irrespective of the level, which deserves further exploration,
the trend is very clear cut. The relative positions were stable until 1878, but in 1879
and 1880 there was a major decline. A new equilibrium was then found for the
next decade. The 1890s were quite irregular, but towards the end of the century
the series displays a new declining trend that led to a new and lower equilibrium.
The most important fact is the 1878–80 divergence, when there was an

economic crisis in Europe and the US economy was booming. These were the
early years of the agrarian depression, when poor harvests in Europe coincided
with record highs in the USA.What economic historians call the agrarian crisis
appears in the transcontinental comparison as a major source of divergence.
Europe, the dominant region of the world, was increasingly challenged by

the overseas Europeans. Because the European-populated countries of the
“Southern Cone,” Oceania, and Canada never grew big enough to become
real challengers, only the United States became a serious economic competitor.
Its huge economic size only really became fully visible during the First World
War, but it had been highly influential since 1880.

The changing composition of expenditure

When there is growth, there are also changes in the composition of
output, and these changes are explored in detail in Chapter 3 of this volume.
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There are also increases in real wages and in the standard of living, explored
in detail in Chapter 5 of this volume. Because output produces incomes that
are spent on all kinds of goods and services, expenditure patterns are also very
sensitive to economic growth. We will present here some evidence on the
changing expenditure patterns of the European economies. The usual classi-
fication of expenditure starts with a distinction between consumption –private
or public – and investment – private and public. Besides consumption and
investment, there is the final current-account balance with the rest of the
world. All these figures are more difficult to obtain historically than figures
for the output or income sides of GDP. Indeed, we only have them for ten
countries (see Table 2.3). Accordingly, we will only provide a few hints about
the direction and intensity of the changes.
The available data suggest that countries with balanced foreign sectors

mostly experienced modest reductions in private consumption, stability, or
moderate growth in public consumption, and substantial increases in

Table 2.3 Gross Domestic Expenditure patterns in Europe, 1870 and 1913 (% of values at market
prices and at current prices)

Country Private consumption Public consumption Investment (GCF) X-M

1870 1913 1870 1913 1870 1913 1870 1913

Denmark (a) 83.6 82.1 6.2 6.3 8.0 12.5 2.1 −1.6

Finland (b) 77.8 84.3 6.4 8.3 12.4 12.0 3.5 −4.6

France (c) 80.9 82.8 9.0 7.1 10.3 12.2 −0.1 −2.1

Germany (d) 72.2 66.3 6.1 8.9 20.8 23.2 0.9 1.6

Italy 83.2 72.9 9.1 9.4 8.8 17.7 −1.0 0.0

Netherlands (e) 75.0 96.2 5.1 7.0 12.4 21.2 7.5 −24.4

Norway 80.4 73.0 3.9 5.8 12.2 20.7 3.5 0.5

Spain (f) 86.0 77.1 9.1 9.7 5.2 12.2 −0.3 1.1

Sweden 83.8 79.9 6.4 6.8 7.7 12.0 2.2 1.3

UK 82.6 76.2 4.8 7.5 7.7 7.5 4.9 8.8

Sources: Finland: Hjerppe 1996; France: Toutain 1997; the Netherlands: Smits et al. 2000; Spain: Prados de la

Escosura 2003; Sweden: Krantz and Schön 2007; webpage. For all the others: Flora 1987. Notes: X and M

normally correspond to goods and services. Investment is Gross Capital Formation; inventories are included.

There is a +/− 0.1 rounding error.

(a)The amounts do not add to 100. The missing 0.8 represents consumption, but it is not assigned to private or

public.

(b)GFCF. Stocks are mixed, as a statistical discrepancy, within exports of goods and services. Investment

includes inventories.

(c)1865–74 and 1905–1913. GFCF.

(d) 1872.
(e)They distinguish indirect taxes but do not assign them to consumption, investment, and imports. We decided

to reduce them from GDE – meaning not GDE at market prices but GDE at factor costs (i.e., GDP).

(f)Constant 1913 prices.
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investment. The stability or moderate growth in public consumption mirrored
something very typical of nineteenth-century Europe: the stable size of public
sectors. The rise in investment ratios was also a common feature, as was the
declining trend in private consumption. What is interesting is the coexistence
of countries with balanced foreign sectors and countries with highly unbal-
anced foreign sectors. This is the case of the Netherlands in 1913: the huge
deficit (i.e., imports – of goods and services – were much larger than exports)
allowed for a much larger proportion of both private consumption and invest-
ment. A key to understanding this imbalance is the huge inflow of earnings
from abroad. They represented as much as 11.0 percent of GNE, and compen-
sated for almost half the net import deficit.

National growth patterns: unity and diversity

In order to go deeper into the understanding of the growth experience of
European countries, it is worth looking at their yearly development.
Figure 2.5 displays the development of per capita GDP for Europe as a whole,
and for three major regions: northwestern, southern, and central and eastern.
There is little doubt that the period was one of positive economic growth all

over Europe. The average European performance was very close to southern
Europe’s. This region was dominated by the evolution of French GDP, with
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Italy’s being clearly less important. North-west Europe was totally dominated
by the United Kingdom’s performance, and was well above the European
average. Central and eastern Europe was a mix of Austria–Hungary,
Germany, and Russia, with the latter being the most significant in terms of
population. At first sight it is difficult to find much evidence of convergence. If
we switch to another display of the same information using Europe = 100, and
including the countries with poorer-quality data, the outcome is again quite
clear, but there are hints of some convergence. All the countries keep their
relative positions, and their positions relative to the European average are
amazingly stable. There are very few dramatic changes. But for Switzerland,
those that did occur happened after 1900.
The evolution of the coefficient of variation provides the statistical measure

of the intensity of convergence (see Figure 2.6). The starting levels were around
45 percent, and the final levels declined to 40 percent. The trend was fairly flat
until the end of the century. Only in the one or two decades preceding the
First World War was a convergence trend clearly visible.
Another look at the same phenomenon can be provided by a systematic

analysis of the convergence of eighteen European countries using the Barro and
Sala-i-Martin (2003) formulation of beta and sigma convergence. Beta con-
vergence refers to a negative relationship between per capita income growth
and the initial level of per capita income, the beta coefficient indicating the
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speed of convergence. If the beta coefficient is significantly negative in a sample
of countries, this suggests that countries which start off relatively poor have a
tendency to catch up with the richer ones. In the sample of countries considered
here, the growth rate of per capita income is regressed on the level of per
capita income in 1870. The results show that there was rather weak conver-
gence in Europe during this period: the beta coefficient is 0.05 percent.
However, when the estimates of convergence are separated for two time
periods, one for 1870–90 and one for 1890–1913, it appears that convergence
was stronger during the later period.
Sigma convergence refers to a narrowing of the dispersion of per capita

income levels over time, as measured by the standard deviation or coefficient of
variation. Examining sigma convergence for the same group of countries
measured annually between 1870 and 1913, the conclusion is not quite the
same as for beta convergence. Diminishing variance characterizes convergence,
whereas increasing variance is a sign of divergence. In fact the variance of
income per capita was larger during the later period, whereas it fell in the initial
years after 1870.
The major issue at stake is that the usual vision of what happened to the

national growth patterns during the nineteenth century is rooted in the expe-
rience of the early and mid-century, and not so much in the last decades. A
cursory look at the decades preceding 1870 may thus be very interesting (see
Figure 2.7).
Figure 2.7 includes the best available data series on per capita GDP from the

end of the Napoleonic Wars to the outbreak of the First World War: the “pax
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Britannica” era. The most dramatic developments happened before 1870. In
1815, we start in a situation where the wealthiest economy in Europe (at per
capita level) was still the Netherlands. By the mid-1840s the Netherlands had
been overtaken by the United Kingdom, which grew much faster than the
Netherlands for decades. After 1850 British dominance was undisputed. The
second economy that managed to jump to Britain’s economic speed was
Belgium. Belgium was poorer than the Netherlands, but much more progres-
sive. By 1860, the former had caught up with the latter, and by 1890 it had
clearly outperformed it. The third country to take off was Switzerland. In the
early 1850s Switzerland was poorer than Belgium, France, Germany, and
Denmark. By the end of the same decade, apart from Belgium, it was leading
this small group of countries. By the mid-1870s it was well ahead of all of them.
By the end of our period it had even managed to outperform Belgium, becom-
ing the second wealthiest European economy. We have mentioned the imme-
diate followers: Denmark, France, and Germany. They shared a very similar
growth pattern, but it was little Denmark that arrived in 1913 with higher GDP
per capita, forging ahead of Germany and France during the “belle époque”
years. It seems that France started to grow earlier than Germany, but there
is still some uncertainty about this. The German states varied a good deal:
some were very rich, others much poorer. By 1850, the average German GDP
per capita was very close to the French level, and it remained so for the next
quarter of a century. By the mid-1880s, the German advantage had become
noticeable and remained so until 1913. Imperial Austria enjoyed similar
income levels to France and Germany, but its growth rate was even lower
than that of France. By 1913 Austria–Hungary was clearly behind France. The
quadrangle that includes France, Germany, imperial Austria, and the smaller
states of Belgium, the Netherlands, Switzerland, and Denmark constituted the
developing Europe of the early nineteenth century. All of them joined the
United Kingdom as developed nations at some stage during the nineteenth
century. They were early industrializers. Italy, by contrast, quite possibly started
the century among this same group, but lost ground throughout the nineteenth
century.5 After political unification in 1861, some growth was achieved, but not
enough to catch up with the quickly developing economies of western and
central Europe. Only from 1900 was there an acceleration in the growth rate – a
big spurt – that allowed Italy to start to catch up with the leader, the UK. The
real European periphery of the early nineteenth century provided a classic case
of a peripheral country that took full advantage of its initial backwardness to

5 Malanima (2003, 2006a, 2006b) argues forcefully for such a view. His data on income per capita suggest that Italy was as

rich as the Netherlands in 1815. There is no consensus on this point, but his case for overall stagnation in Italy duringmost

of the nineteenth century is convincing.
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enjoy very quick growth: Sweden. Its first-rate performance during the thirty
years prior to the First World War turned it into the most developed of the
latecomers. But in 1913 Sweden was not yet among the club of the successful
economies. As late as 1880 the odds also seemed favorable to Spain. But after
1880 Spain performed much worse than Sweden.6 Much more important than
Spain’s failure to keep pace with the most dynamic European peripheral
countries – the Nordic group – was the Russian failure. In 1870 Russia was a
highly promising economy, fully embarked upon major political, social, and
economic reforms. Its starting point was quite similar to that of Spain or
Sweden. Thereafter Sweden did very well, Spain much less so, and Russia
very poorly – the worst-performing European economy of the nineteenth
century among those with medium or large populations. Because of Russia’s
sheer size and promise, the brakes on her late nineteenth-century growth have
been studied by generations of historians. They are, in a nutshell, the problems
of today’s developing economies.
As any reader with historical knowledge will have noticed, we have been using

a number of concepts that were defined precisely in order to describe what
happened in Europe during the long nineteenth century. Walt Rostow (1961)
coined the concept of “take off.” Alexander Gerschenkron (1962) suggested a
somewhat different concept, but christened it the “big spurt” – not so far away
from the Rostovian take off! The diversity of national growth experiences in
Europe is particularly striking between 1815 and 1870. Growth was being
diffused according to patterns that need some explanation. Was the driving
force the availability of natural resources? Was it, more precisely, the availability
of coal and iron, as many authors, including Pounds (1957), Pollard (1981), and
Cameron (1985), have taught us? Or was the critical feature the availability of a
wider set of institutions – the Gerschenkronian growth prerequisites? Is there
room for a human capital based explanation?Many think that this is the case – as
O’Rourke and Williamson (1997) have argued. What role is left for economic
policy? It is present in all the explanations – starting with Bairoch’s (1976) case
for the importance of protectionist trade policies – but no agreement has been
reached on what would have been the best economic policy.
Because growth was intrinsically linked to national power, it is very difficult

to disentangle growth-promoting policies from power-promoting policies, as
Landes (1969) and Trebilcock (1981) have asserted. The dynamism of the small
European economies is very telling for economics in general, and for develop-
ment economics in particular, but contemporaries were much more worried
about the race between the major economies. For all of them, size mattered a
lot, as we stressed earlier. The largest economies have usually been seen as

6 Carreras 2005.
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competing among themselves. They were major “powers,” and their bench-
marking was permanent – as was shown most explicitly in 1914.
Besides the major powers, Europe was made up of a number of neighbor-

hoods. Location mattered from many points of view: natural endowments,
trade, language, institutions, and technology, all depended heavily on geo-
graphical closeness. A very good vicinity was north-west Europe, consisting
principally of the countries around the North Sea (see Figure 2.8). Nobody
challenged the economic superiority and welfare of the UK, even if Belgium and
the Netherlands were always close behind. Only little Denmark displayed the
ability to grow at a much faster rate and to converge. Convergence allowed
Denmark to reach the GDP per capita level of the Netherlands and to come
close to that of Belgium. Of the other Nordic countries, all of themmuch poorer
than the rest of the northwestern league, only Sweden was successful in its
catching-up efforts during the quarter century prior to 1914.
Central Europewas a prosperous region (see Figure 2.9). Switzerland built up its

economic leadership from the mid 1870s. It became closer in performance to
Belgium and the Netherlands than to its other neighbors. By 1870, its per capita
income distance to Austria and Germany was negligible, just as it was between
Austria and Germany. It was only in the 1880s that Germany forged ahead of
Austria. Hungary was never on a par with the rest of central Europe. Its position
was substantially lower, even if its progress between 1876 and 1882was impressive.
The well-managed Hungarian economy was the most advanced in eastern

Europe. During the early 1870s, Hungary was very close to Finland or Russia
(remember that Finland was then part of Russia). But Hungary went through
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Figure 2.8 North-west Europe: GDP per capita in 1990 international dollars, 1815–1913.
Source: see Appendix.
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the agrarian crisis of the late 1870s just as the United States did. As a major grain
producer and exporter, Hungary became richer just when most of its neighbors
were suffering from food shortages. Only the small Grand Duchy of Finland
managed to perform better than Hungary after 1890. Russia was unable to catch
up; so were the Balkan countries, at least according to the scarce quantitative
evidence that we have.
The Mediterranean region – or southern Europe – was even more diverse

than eastern Europe (see Figure 2.10). France was the leading country, well
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above all the others. Greece – just as it would be in eastern Europe – was the
poorest. Apart from France, all were quite stagnant. Only Italy enjoyed rapid
growth prior to the FirstWorldWar. Greecemade an effort to catch up, although
starting from a very low level. Portugal and Spain did not catch up at all. Portugal
seems to have been the least dynamic economy among the European peripheries.
Our knowledge of the poorest is, as might be expected, the most limited. The

extreme peripheries were all poor, and it is probable that they were more or less
around the same level. In our numéraire – 1990 international Geary–Khamis
dollars – this means around 700 dollars. We must be skeptical of the Greek
figures because they are so far below this level. In a Europe that was growing at a
fairly even pace, it is rare to find poor countries growing well below the average.
This seems to have been the case with Portugal, and also with Greece for many
decades. Both deserve the kind of attention that has been given to Russia.7

Sources of growth: proximate and ultimate causes

Following Maddison’s framework, we can distinguish between the proximate
causes of growth that are easily accounted for (land, capital, labor, education,
structural change, etc.) from the ultimate causes, which are more difficult to
quantify (culture, institutions, values, etc.). We shall start by considering some
of the most widely quoted proximate causes. We shall leave aside the contri-
bution of structural change, which is considered in Chapter 3 of this volume.

Proximate sources of growth

The most traditional input for growth – land – did not increase much during
the late nineteenth century. Our best estimates suggest a really small contribu-
tion. We know that the Netherlands increased its acreage thorough land
reclamation. But the countries with the best data do not register significant
contributions to growth from land.8

The second most obvious growth input is manpower. We will not go into
detail on population issues in this chapter. But we do need to recall some basic
facts. Population growth was rapid – 1.06 percent per year – in the whole of
Europe. We lack proper data for a wide range of countries on activity rates, as
well as on unemployment rates. But for some we have reasonable estimates of
activity rates, which allows us to estimate employment. Generally speaking,

7 See Reis 1993 and Lains 2003 for interesting interpretations of the origins of Portuguese underperformance.
8 See the detailed account of this issue in Goldsmith 1985.
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activity rates grew slightly.9 We have a good dataset on average working hours
for ten western European countries.10 What the data show is a steady decline in
working hours that appears to be more substantial than the growth in activity
rates.
There has been a lot of research on the role of education in economic growth

during the nineteenth century.11 There are doubts about the contribution of
formal education to growth prior to 1870. If there is any connection, it takes
quite a long time to show up – perhaps as much as a generation. There is no
doubt about the positive role of human capital, but there is much debate over
what it is about human capital that really matters for growth (see Chapter 1 in
Volume 1). Towards the end of the nineteenth century, formal education was
becoming increasingly important.
The other major likely contributor to growth is physical capital. We have

stock estimates for ten countries. This evidence underlines how similar the
patterns of capital accumulation in Europe were during the period under
consideration. Only Spain (1.8 percent) and France (1.4 percent) displayed
trends well below the average (2.4 percent). Sweden (3.4 percent) and Denmark
(3.3 percent) were in the opposite situation.12With this data we will make a first
attempt to measure the contribution of various major inputs to growth.

Was there total factor productivity growth?

Estimating total factor productivity (TFP) growth for the whole of Europe
between 1870 and 1913 is not an easy task. In the current state of knowledge, we
can obtain estimates for eight countries that provide us with reliable data on
GDP, employment, working hours, and capital stocks. These are the largest
western economies – the United Kingdom, France, Germany, and Italy – and
some of the middle and small-sized economies – Spain, the Netherlands,
Sweden, and Denmark. Table 2.4 summarizes the results for each of them
and for all of them together, as if they were a unified entity. We also report the
European values for each concept, in order to get a rough assessment of what
could change with a broader European database.
The results in bold provide the best available synthetic view of the likely TFP

growth in western Europe.13 The following row providing data for western
Europe includes Belgium, Finland, Norway, and Switzerland, and is almost

9 Maddison 1991. 10 Huberman and Minns 2007, p. 548. 11 Lindert 2004. 12 Our own calculations.
13 The TFP growth rate is pretty robust to the weighting assumptions. Although the most widely accepted weights are 70

percent and 30 percent for labor and capital, respectively, there are some cases where other assumptions have been made.

In the case of a 65/35 weighting, the resulting TFP growth rate would be 0.85 percent. In the case of a 75/25 weighting, it

would be 1.03 percent.

49 Aggregate growth, 1870–1914: growing at the production frontier



identical even if we do not have all the necessary information for each of these
countries.We can assume that the overall picture would not change if we included
them. We cannot say the same for the whole of Europe. The last row reminds us
that overall GDP growth was 0.1 percent higher for the whole of Europe, and
overall per capita GDP growth 0.2 percent lower. European TFP growthmay have
been different from the one that we have assessed – but not by very much.
The results are very interesting. At 0.94 percent per year, TFP growth for the

whole period was impressive. It is even more impressive to see that TFP growth
accounted for almost three quarters of GDP per capita growth. The diversity of
experience was limited. There were five countries with higher than average TFP
growth rates, but all of them were within a close range (1.12 to 1.46 percent).
For these five countries – Denmark, France, Germany, Spain, and Sweden –
TFP accounted for 72 to 87 percent of GDP per capita growth. Three other
countries – Italy, the Netherlands, and the UK – shared very similar TFP
growth rates (0.48 to 0.54 percent) and had a smaller share of per capita GDP
growth (49 to 61 percent). Even these last ratios are fairly high by current
standards. The comparison with GDP growth rates can be checked in the last
column. France appears as the country getting the most TFP out of its GDP
growth, followed by Spain and Sweden, all three well above the average.

Table 2.4 TFP, 1870–1913 (growth rates or percentages, all %)

Country GDP Employment Hours

worked

Capital

stock

TFP GDP

p.c.

TFP/

GDP

p.c.

TFP/

GDP

Denmark 2.66 1.04 −0.53 3.29 1.32 1.57 84 49

France 1.63 0.20 −0.18 1.41 1.19 1.45 82 73

Germany 2.90 1.47 −0.43 3.12 1.24 1.72 72 43

Italy 1.66 0.58 −0.04 2.67 0.48 0.92 52 29

Netherlands 2.16 1.22 −0.25 3.14 0.54 0.89 61 25

Spain 1.81 0.52 −0.31 1.82 1.12 1.28 87 62

Sweden 2.62 0.71 −0.52 3.43 1.46 1.90 77 56

United

Kingdom

1.86 1.15 −0.09 2.13 0.48 0.97 49 26

EUROPE-8 2.04 0.85 −0.29 2.36 0.94 1.29 73 46

W.Europe * 2.05 0.86 −0.32 2.36 1.29

Europe Total 2.15 1.08

Notes: TFP is calculated assuming a production function whereby labor’s contribution is 70

percent and capital’s contribution is 30 percent.

* “Western Europe” here means the western European countries with data on capital stocks or on

employment and working hours. In addition to the eight considered in the table, they are Belgium,

Finland,Norway, andSwitzerland for employment; BelgiumandSwitzerland forworkinghours; Finland

and Norway for capital stocks. GDP and GDP per capita data corresponds to the grouping of twelve.

Source: see text.
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If we want to look for a parallel for TFP growth explaining such a high share
of GDP growth or GDP per capita growth, we have to look to the Golden Age of
the post-war era (see Chapter 12 in this volume). A significant portion of
Europe was growing as fast as could reasonably be expected. We can say that
these countries were growing at their full potential – at the production frontier.
This happened both with countries that enjoyed relatively high GDP and per
capita GDP growth rates like Germany, Sweden, or Denmark, and with coun-
tries with much more modest GDP outcomes like France and Spain. This
strongly suggests that the economies were highly flexible, and allowed for a
full exploitation of the economic opportunities to hand. We will quickly review
these opportunities below. Meanwhile we advance the hypothesis that a wide
range of the European economies of the time managed to grow at their full
potential – very close to the production frontier.
Before this, let us briefly consider the temporal pattern of TFP evolution,

displayed in Table 2.5. The smooth acceleration of GDP growth rates was
eroded by a similar trend in employment rates and in capital stock. The overall
effect was growing TFP from the first to the second decade, and a declining
trend afterwards. TFP was most important in GDP and in per capita GDP
growth between 1880 and 1890 and least important between 1900 and 1913.

Ultimate sources of growth

Scientific and technological progress

Science and technology are the deus ex machina of modern economic growth.
The core of the explanation of the Industrial Revolution and of its diffusion lies
in technological change (Landes 1969; Voth 2006). Behind it what we have is
scientific change (Mokyr 2002). The determinants of scientific change are
difficult to ascertain; Mokyr has made a big effort in this direction. What we

Table 2.5 TFP growth, 1870–1913, Europe-8 (in %)

Period GDP

growth

Employment

growth

Hours

worked

Capital

stock

TFP

growth

GDP

p.c.

growth

TFP on

p.c.

GDP

1870–80 1.77 0.77 −0.32 2.15 0.81 1.08 75

1880–90 2.00 0.75 −0.40 1.99 1.16 1.33 87

1890–1900 2.17 0.88 −0.27 2.47 1.00 1.38 72

1900–13 2.17 0.98 −0.31 2.71 0.89 1.32 67

Sources: as for Table 2.4.
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do know is that patenting had something to do with it. Patents provide a
financial incentive to inventors, especially those at the more applied end of
the spectrum. Patents combine a property rights and a technological change
view of both the rise of modern economic growth and its sustainability over
time. There is much information on patenting from the middle of the nine-
teenth century, and in most countries much of the scientific and technological
progress that occurred from this time onwards was patented.14 A few small
countries, most notably the Netherlands, opted out of the system and went for
an open, non-proprietary approach. To all other countries, patents did matter –
and perhaps they mattered even more to the Netherlands, but negatively. By
1913, two small European countries had a clear lead in patents granted per
million inhabitants: Belgium and Switzerland (almost exactly the same: around
1,455/1,458). Denmark followed some way behind with 528. Not surprisingly,
these three were the most successful countries after the UK. The Netherlands,
with a dismal eighteen patents permillion inhabitants in 1913, did not live up to
its GDP per capita, but its patenting failure fits perfectly well with its inability to
keep its past economic leadership and to enhance it. The Dutch failure in
patenting mirrors its overall disappointing economic performance during the
nineteenth century. The extreme Dutch position was exaggerated by the
country’s late return to a patent-based system for protecting intellectual prop-
erty rights. The Dutch abandoned it in 1869 and only returned to normal
practice by 1912. The patenting ranking of the other European countries by
1913 was (in declining order): Norway (488), France (401), Great Britain (364),
Sweden (341), Italy (298), Austria–Hungary (214), Germany (202), Finland
(143), Spain (88), Portugal (70), and Russia (15).15Germany’s position was
relatively low, but it has to be borne in mind that patenting laws were not
identical throughout Europe. The German patenting system was very demand-
ing, financially speaking, and fewer patents were granted per capita.
The development of patenting over time is at least as interesting as its cross-

section (see Figure 2.11). With the available data to hand, the leaders in
patenting by the end of the eighteenth century were Great Britain (no surprise),
the United States, and France. The Netherlands was fourth, well below the other
three. For three decades this was the situation. Some German states started to
introduce patent laws during the Napoleonic Wars, Spain in 1820, Austria in
1821, and Belgium since its independence in 1830. Many others followed:
Finland in 1833, Portugal in 1838, Norway, Russia, and Sweden in 1842. At
the apex of the patenting era, the Netherlands repealed patenting (1869).

14 See Moser 2005 for a discussion of the exceptions.
15 All patenting data from Federico 1964. Population data from Mitchell 2003.

52 Albert Carreras and Camilla Josephson



Switzerland, which was uncertain, was very late and only started in the mid-
1880s. It quickly became a major player in the field.16

The per capita figures in Table 2.6 provide a fascinating picture. The United
States was the leader by the end of the eighteenth century and around 1830, but was
overtaken by Belgium, which became the leader c. 1870 and remained so c. 1910.
Switzerland, a latecomer in patenting law, was quite close to Belgium by 1910. The
Netherlands was one of the initial players, and became European leader by 1830,
but disappeared from the picture later on. France had amuchmore stable path as a
top – but not in first position – European patenter, similar to the United Kingdom
but for its very strong start. Among the small countries, Denmark andNorway also
performed verywell, while among the large countries Russia had a dismal perform-
ance. All of this suggests that the Dutch failure to keep pace with the UK and
Belgium could be related to institutional issues such as patenting.17 The USA’s
successful catch-up could also be related to its precocious lead in patenting.18

Embedded technological change: investment performance

Technological change usually materialized through investment. Figure 2.12
displays the absolute effort realized at the European level (combining data
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16 All the information comes from Federico 1964, apart from Spain (Sáiz 2005).
17 Van Zanden and van Riel 2004 elaborate on the slowness of Duch economic growth during most of the nineteenth

century.
18 Khan 2005.
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from the same ten countries as in Table 2.3). It provides a summary of the
European experience with investment. Levels over the first three decades were
relatively stable, but two major cycles are clearly visible, one in the 1860s and the
other in the 1870s. Both were related to waves of railroad building all over Europe.
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Figure 2.12 Europe, investment ratio, 1861–1913 (% of GDP). Source: see Table 2.3 and
Appendix.

Table 2.6 Patents per capita (decennial average per million inhabitants)

Country 1791–1800 1826–35 1866–75 1904–13

Austria–Hungary a 4.0 43.8 171.7

Belgium 4.8 386.5 1,194.3

Denmark 0.0 59.8 397.7

Finland 0.1 3.9 116.3

France 0.5 12.0 141.3 363.8

German states/Germany 2.2 20.9 186.5

Italy 17.5 185.8

Netherlands 0.5 15.7 15.2 1.9

Norway 0.0 24.5 486.2

Portugal 76.6

Russia 0.0 0.9 9.2

Spain 1.0 5.8 112.2

Sweden 0.0 35.0 348.5

Switzerland 0.0 971.7

United Kingdom 4.4 7.0 82.8 351.9

United States 5.6 39.0 300.0 344.1

Notes and sources: Population figures are mid-year estimates for 1801, 1830, 1870, and 1910. All

come fromMitchell 2003, apart from theUSAwhich is fromCarter et al. 2006, theNetherlands 1800

and 1830, from Maddison 2007, and Spain 1830, from Nicolau 2005.
a Only Austria for 1865–75 and for 1904–13.
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The late 1890s display a jump from 10 to 14 percent that was not completely
reversed in the later period. This jump of the late nineteenth century was quite
general, as were the two subsequent cycles leading to the 1906 and 1913 peaks.
They were the substance of the second industrial revolution: electrification, new
public services in the growing urban centers, chemicals, steel and engineering
in manufacturing, and related developments.
The leading countries in absolute volumes of capital formation were

Germany, the UK, and France. Interestingly enough, Germany was the leader
most of the time. As a share of GDP (i.e., the investment effort or ratio), the
Scandinavian countries, especially Norway and Denmark, were well ahead.
Germany at the start of the period and Italy towards the end also made large
efforts. Spain was clearly at the bottom of the investment ranking. These are
features that square well with the rest of what we know.

Market expansion

Any account of the sources of TFP growth has to pay attention to market
expansion – the most likely explanation at least since Adam Smith. Figure 2.13
provides part of the evidence. The measure of openness (exports + imports as a
share of GDP) is a component of market expansion. According to evidence
gathered from the whole of western Europe (Carreras and Tafunell 2008),
openness jumped to 40.9 percent by 1913 from 27.6 in 1870, an increase of
almost 50 percent. In 1870, openness had increased greatly compared to the
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Source: Carreras and Tafunell 2008.
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even lower 1850 starting point of 16.9 percent. The performance of the second
half of the nineteenth century was not linear (see Chapter 1 in this volume).
There were periods of modestly increasing openness in the 1870s and early
1880s, followed by periods of decline between 1883 and 1894 and a long period
of expansion from 1894 to 1913. The combination of expanding output and
expanding foreign trade allowed for the appearance and development of many
markets that translated into efficiency gains of unknown magnitude.
Domestic trade also suggests the same phenomenon. The spread of railroads

triggered very important expansions in trade volumes. The effect was fully at
work in the most advanced countries by the middle of the nineteenth century,
but it diffused towards peripheral countries later in the century. The available
estimates of railroad freight traffic, in million tons, grew at 2.3 percent yearly in
a group of eleven countries, excluding Germany and Russia. Measured in
million ton-kilometers, railroads yield a 4.8 percent yearly growth for a group
comprising Austria–Hungary, Finland, France, Germany, Norway, and Spain.
Passenger traffic (millions of passengers) grew at 4.0 percent in a group of
thirteen countries, including all the big ones apart from Germany. Postal mail
grew at 5.1 percent in thirteen European countries (apart from Russia and a few
peripherals). Telegrams grew at 5.6 percent in seventeen European countries,
comprising all but a few Balkan states. All of these indices are proxies of market
growth. All of them outperform GDP growth by various points and are
suggestive of the importance of market expansion.19

Institutional developments

We switch now to one of the typical ultimate causes of growth. Institutions do
matter, no doubt about it. But how much? Through what channels? These are
much more difficult questions to answer. Late nineteenth-century Europe
provides some evidence of the role of political institutions. The Polity IV
database provides a quantitative assessment of political development along
the autocracy–democracy continuum. The authors allocate from 0 to 10 points
to democratic features, and from 0 to 10 points to autocratic features. The
“Polity” index is the difference “Democracy less Autocracy.” By definition the
highest value is +10 (democracy without autocratic elements) and the mini-
mum is −10 (autocracy without democratic elements). Of course, the Polity
index is about distribution of power, representative institutions, extent of the
franchise, but not about property rights and the rule of law. However, we may

19 All the data in this paragraph come from Mitchell 2003.
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infer that in a country with a proper democratic distribution of power, the rule
of law should be present as well.
The countries that stand out as the most democratic by 1870 are Switzerland

(Polity score: 10), Greece (9), Belgium (6), and the UK (3). All twenty-one
others are in the negative range. The most autocratic are Russia and Turkey
(−10). By 1913 there are twelve in the positive range and eight in the negative.
The highest ranked are Switzerland, Greece and Norway (10), the UK, France,
and Denmark (8), Belgium and Portugal (7), Spain (6), Sweden (5), Serbia (4),
Germany (2). Bulgaria is the worst with a Polity index of −9.
While we may feel comfortable with Switzerland, Belgium, and the UK

having high marks by 1870, what can we say about Greece? Our data suggest
that Greece was not doing well at all. It was in the poor range, and not rising
quickly. We can say the same of the two Iberian countries, Spain and Portugal,
which reach high marks in 1913 and have greatly improved compared to 1870
(Portugal enjoys the second biggest improvement in Europe, just behind
Norway). An alternative could be to obtain the average Polity index for the
whole period. This is not an easy task, as the authors of the index have failed to
deal with the turmoil years. The available data suggest that democratic regimes
are usually prone to growth, but they can be even more prone to stability.
Growth and stability may be complementary in advanced economies, but
contradictory in backward ones.

Concluding remarks: growing at the production frontier

We know enough about the European economy between 1870 and 1913 to be
quite confident about the aggregate growth rate, even if we are still searching for
better data for a number of Balkan economies. The globalized European
economy was in a “silver age.” GDP growth was quite rapid (2.15 percent per
annum) and widespread all over Europe. Even discounting the high rates of
population growth (1.06 percent), per capita growth was left at a respectable
1.08 percent. Income per capita was rising in every country, and the rates of
improvement were quite similar. This was a major achievement after two
generations of highly localized growth, both geographically and socially.
Indeed, the first two thirds of the century were characterized by highly localized
growth spurts and the benefits were not diffused to most of the social fabric. By
contrast, since 1870 or even earlier, the whole of Europe, with very few excep-
tions, was enjoying the advantages of the industrial age, with new products,
cheaper food, improved transport and communication facilities, and better
access to markets. Growth was based on the increased use of labor and capital,
but a good part of it was due to improving total factor productivity – efficiency
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gains resulting from not-well-specified ultimate sources of growth. The pro-
portion of increased income per capita coming from these sources suggests
that the European economy was growing at full capacity – at its production
frontier. It would have been very difficult to improve its performance. It is
fair to say that the United States fared even better, but that was a truly excep-
tional achievement. Within Europe convergence was limited, and it occurred
mostly after 1900. What happened was more the end of an era of big divergen-
ces rather than an era of big convergence. This did not seem sufficient to
many – governments, elites and political and social movements – who were
very anxious to fully reap the abundant profits of the new capitalist world. The
road to August 1914 was paved with the ambitions of many. The expanding
European economy of 1870–1913 was growing quickly enough to suggest to all
the economic agents that all they had dreamt of was within their immediate
reach, if only they had the will to take it. Crowned heads, populist leaders,
arms manufacturers, as well as trade unions and minority political parties,
played the sorcerer’s apprentice. It is worth remembering that only Lenin fully
seized the opportunity – and we know the outcome. All the others failed.

Appendix on sources

GDP, population, and per capita GDP data for the whole of western European
and for each western European country come from Carreras and Tafunell
2004a, updated and expanded in Carreras and Tafunell (2008). More detailed
information on sources and aggregation methods is available there. Data for
Austria–Hungary are from Schulze 2000. Russian data after 1885 are from
Gregory 1982, and earlier data from Goldsmith 1961. The limited data on the
Balkans and the Ottoman Empire presented by Maddison (2007) are reviewed
by Avramov and Pamuk (2006). Pamuk (2006) provides new data for some
benchmarks. We have adjusted our estimates to the frontiers of the time set of
benchmarks defined by Broadberry and Klein (2008). GDP data are always
presented in international US $ at 1990 prices. This accounting procedure has
been widely accepted for comparative purposes although most scholars are
aware of its limitations (see Prados de la Escosura 2000 for an alternative
measure). Western European consumer price index, openness, and investment
ratios are from Carreras and Tafunell 2008.
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Introduction

Gross domestic product consists of a wide array of activities, and the structure
of those activities has changed over time as the European economy has devel-
oped. Economists have long classified activities on the basis of a distinction
between agriculture, industry, and services, although there has been less than
complete agreement on which occupations to include in each sector (Clark
1951). In this chapter we will follow the modern European convention of
including forestry and fishing together with farming as “agriculture,” and
include mineral extraction together with manufacturing, construction, and
gas, electricity and water, in “industry.” Services then covers all other activities,
including transport and communications, distribution, finance, personal and
professional services, and government.Wewill examine the development of the
three main sectors and also consider the effects of the major structural shifts, as
the share of the labor force declined in agriculture and increased in industry
and services between 1870 and 1914.
For an economy to have high living standards, it is necessary to have high

productivity in all sectors. However, it is also clear that the structure of the
economy matters, because value added per worker is higher in some sectors
than in others. Since agriculture has historically tended to be the lowest value-
added sector, the share of the labor force in agriculture turns out to be a very
good predictor of per capita income. In general, European countries that
remained heavily committed to agriculture remained poor, while those that
reallocated labor to industry and services became better off (Broadberry 2008).

Structure of the economy

Table 3.1 provides data on the sectoral distribution of the labor force between
agriculture, industry, and services. For the sample of fourteen countries avail-
able in both years, the share of employment in agriculture declined from 51.7
percent in 1870 to 41.4 percent in 1913. The lowest share of the labor force in
agriculture in 1913 was in north-west Europe and the largest share in central
and eastern Europe. However, there was considerable variation within each
region, ranging from just 11.8 percent in the United Kingdom to 82.2 percent in
Serbia.
As the share of the labor force in agriculture declined, the shares in industry

and services increased, and this trend can also be seen in Table 3.1. For the
fourteen-country sample, the share of industry in employment rose from 26.9
to 32.3 percent, while the share of services increased from 21.4 to 26.3 percent.
Looking at the cross-sectional variation in 1913, the share of industry was
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highest in north-west Europe and lowest in central and eastern Europe. The
share of the labor force in services in 1913 was also highest in north-west
Europe and lowest in central and eastern Europe, but again with substantial
variation across countries within each region.
Figure 3.1 shows a strong negative relationship between the level of per

capita income and the share of the labor force in agriculture in 1913. It was
already clear by this time that escaping from poverty required the reallocation
of labor away from agriculture, so that modernizing governments across
Europe adopted industrialization as a policy goal. However, the relationship
between GDP per capita and the share of the labor force in industry was
actually much less clear, as can be seen in Table 3.2. This table formalizes the

Table 3.1 Distribution of the working population by major sector, 1870–1913

Agriculture Industry Services

c. 1870 c. 1913 c. 1870 c. 1913 c. 1870 c. 1913

North-west Europe 31.7 20.9 35.0 39.5 33.3 39.6

Belgium 44.4 23.2 37.8 45.5 17.8 31.3

Denmark 47.8 41.7 21.9 24.1 30.3 34.2

Finland 75.5 69.3 10.1 10.6 14.4 20.1

Netherlands 39.4 28.3 22.4 32.8 38.2 38.9

Norway 49.6 39.6 22.9 25.9 27.5 34.5

Sweden 67.4 45.0 17.4 31.8 15.2 23.2

United Kingdom 22.2 11.8 42.4 44.1 35.4 44.1

Southern Europe 58.6 49.3 23.2 26.8 18.2 23.9

France 49.8 41.0 28.0 33.1 22.2 25.9

Greece 49.6 16.2 34.2

Italy 61.0 55.4 23.3 26.6 15.7 18.0

Portugal 65.0 57.4 24.9 21.9 10.1 20.7

Spain 66.3 56.3 18.2 13.8 15.5 29.9

Central and eastern Europe 56.6 54.9 25.8 24.4 17.6 20.7

Austria–Hungary 67.0 59.5 15.5 21.8 17.5 18.7

Bulgaria 81.9 8.1 10.0

Germany 49.5 34.5 29.1 37.9 21.4 27.6

Romania 79.6 8.0 12.4

Russia 58.6 16.1 25.3

Serbia 82.2 11.1 6.7

Switzerland 42.3 26.8 41.8 45.7 15.9 27.5

Total Europe 51.7 47.1 26.9 27.8 21.4 25.1

Total Europe (14 countries) 51.7 41.4 26.9 32.3 21.4 26.3

Notes: regional figures are weighted country averages within each region. Total Europe figures are

calculated for the fourteen countries available in both years, as well as for the differing sample sizes.

Source:Derived fromMitchell 2003 except as follows: Sweden: Krantz and Schön 2007; UK: Feinstein

1972; Germany: Hoffmann 1965.
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relationship between GDP per capita and the sectoral allocation of labor, using
regression analysis and pooling cross-sectional observations for a number of
years between 1870 and 1992. The first column confirms the statistically signifi-
cant negative relationship between living standards and the share of the labor
force in agriculture, and also finds a significant positive relationship between
GDP per capita and the share of the labor force in industry. However, notice that
the fit of the equation, as measured by R2, is much weaker for industry than for
agriculture. Note also that the fit becomes stronger once again in the regression of
GDP per capita on the share of the labor force in services.
These structural changes were occurring as a result of two main forces. First,

within each country, as incomes rose, demand shifted proportionally away
from agricultural goods, with relatively low income elasticities of demand,
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Figure 3.1 The relationship between GDP per capita and the sectoral allocation of labor in
1913. Source: Broadberry 2008.

Table 3.2 Regression analysis of the relationship between GDP per capita and
the sectoral allocation of labor, 1870–1992

Agriculture Industry Services

Constant 9.47 (166.62) 7.10 (48.10) 6.72 (88.32)

Sectoral share of labor −0.032 (−23.69) 0.041 (8.82) 0.047 (22.80)

R2 0.795 0.349 0.782

Notes: The dependent variable is the log of GDP per capita in 1990 Geary–Khamis

dollars. Figures in parentheses are t-statistics. Data are for up to twenty-two countries

in 1870, 1913, 1929, 1938, 1950, 1973, and 1992, yielding 147 observations.

Source: Broadberry 2008.
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towards industrial goods and services, with higher income elasticities of
demand. Second, falling transport costs permitted growing specialization
along lines of comparative advantage.

Agriculture

Opportunities and challenges

Growth of population and income increased the demand for agricultural
products. Total consumption of calories per capita increased, particularly in
poor countries, and demand shifted away from cereals towards more income-
elastic goods, such as livestock products in southern Europe and fruit and
vegetables in northern Europe (Federico 2003a; Coppola and Vecchi 2006).
The reduction in transport costs fostered trade in agricultural products, with a
significant impact on relative prices. Although the real price of agricultural
products remained broadly constant, the intersectoral terms of trade (the price
of agricultural products relative to manufactures) improved in most countries
(Williamson 2002a). Prices of crops (mainly cereals) declined relative to live-
stock in all European countries. Figures 3.2 and 3.3 show these trends in the
intersectoral terms of trade and the relative price of crops to livestock for
France, the United Kingdom, and the United States.
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Figure 3.2 Intersectoral terms of trade, agriculture, industry, 1870–1913 (1913 = 1.00).
Source: Williamson 2002a.
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The performance

Thewidely held view that European agriculture performed poorly during the period
1870–1913 is in need of revision. In Table 3.3, we see that the growth rate of gross
output was quite high for the continent as a whole and also for the main regions.
Although medium-term output trends were remarkably stable, production did
nevertheless fluctuate quite a lot from one year to another, following the vagaries
of the weather (Solomou and Wu 1999). In particular, there is some statistical
evidence of a slowdown in growth between 1873 and 1896. However, the slowdown
was not as serious as to warrant the label “Great Depression” (Saul 1969).
The country rankings of agricultural growth performance in Table 3.3 are also

at odds with the conventional view. In fact, the best growth performance by far
was recorded by Russia, where production increased by a factor of 2.5 over forty-
three years, and the third highest increase was in Austria–Hungary. Clearly, these
figures have to be considered with caution, but there is no doubt that Russia was a
success story, as confirmed by the great increase in its agricultural exports (Stern
1960). Most countries increased agricultural production at a rate of around 1.0 to
1.5 percent per annum, exceeding or keeping up with the increase in their
population. In only three cases (Portugal, the Netherlands, and the United
Kingdom) did agricultural production per capita decline. Between 1870 and
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Figure 3.3 Relative prices of crops and livestock, 1870–1913 (1913=1.00). Sources:
US Department of Commerce 1975; Levy-Leboyer 1979, Mitchell 1988.
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1913, trade in primary products, which went almost entirely to western Europe,
increased by a factor of 3.5. This increase fed Britons and allowed other western
Europeans to improve their nutritional standards.

The proximate causes of growth: factor inputs and TFP

Table 3.4 shows that the growth of factor inputs contributed very little to the
growth of agricultural output. There are some difficulties in measuring the total
stock of land in use, because it is hard to be sure about the extent of pasture in
use, but land under crop remained constant or fell in the west, and increased by
only a few percentage points in the east. Again, there are difficulties in measur-
ing the agricultural labor input because non-agricultural workers often helped

Table 3.3 Agricultural production in 1913, by country

Value

added

(£m)

Gross

output

(£m)

Share

VA/gross

output

Share

livestock

Growth rate of gross

output, 1870–1913

(% p. a.)

Austria–Hungary 383 414 0.925 0.262 1.88

Belgium 34 54 0.630 0.665 0.76

Denmark 36 67 0.540 0.940 1.62

Finland 15 18 0.833 0.746 1.56

France 516 587 0.879 0.426 0.62

Germany 526 575 0.915 0.698 1.56

Greece 18 20 0.900 0.363 2.12

Italy 326 352 0.926 0.307 1.14

Netherlands 30 56 0.536 0.591 0.65

Portugal 26 28 0.929 0.236 0.54

Russia 729 767 0.950 0.344 2.24

Spain 137 145 0.945 0.344 0.46

Sweden 37 44 0.841 0.661 0.96

Switzerland 31 35 0.886 0.795 0.70

UK 135 201 0.672 0.747 0.00

North-west

Europe

287 440 0.653 0.748 0.88

Central and

eastern Europe

1,132 1,132 0.904 0.429 1.91

Southern Europe 1,791 1,791 0.932 0.372 0.78

Europe 2,979 3,363 0.886 0.452 1.36

“World” 5,640 6,387 0.883 0.437 1.56

Notes: countries at their 1913 boundaries.

Source: Federico 2004.
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permanent agricultural workers at seasonal peaks; because the quality of work
differed according to the age, sex, and skill of the worker, and because the
number of hours worked or the intensity of work differed by country.
Nevertheless, the labor force data show a pattern that is consistent with the
pattern for land, with the number of agricultural workers staying constant or
falling in the west and increasing only in the east. Note that this broad stability
in the number of agricultural workers was consistent with a substantial fall in
the share of the labor force in agriculture because of the increase in the
population and the labor force.
Capital is the most difficult factor of production to measure accurately,

but the available data on buildings, land improvements, and machinery rule
out rapid growth, with the exception of Russia (Federico 2005, Table 4.7).
Capital stock declined in the United Kingdom and rose at about 1 percent

Table 3.4 Factor inputs and labor productivity in agriculture

Land (millions of

hectares)

Labor (millions of

workers)

Labor productivity (UK in

1913=100)

c.

1850

c.

1880

c.

1910

c.

1850

c.

1880

c.

1910

c.

1880

c.

1910

Total

growth

Austria–Hungary 20.2 25.6 26.7 13.8 14.9 15.5 16.8 28.9 1.725

Belgium 1.6 1.5 1.0 1.1 0.8 27.6 46.1 1.667

Bulgaria 1.8 2.5 0.9

Denmark 2.0 2.4 2.9 0.95 0.5 23.7 79.0 3.341

Finland 0.4 0.45 0.6 20.7 26.6 1.288

France 34.3 32.7 29.6 9.1 8.6 7.7 48.6 74.0 1.523

Germany 24.4 26.2 26.2 8.3 9.6 10.5 34.8 52.4 1.506

Greece 0.85 0.9 0.9

Italy 13.5 15.4 14.8 9.4 10.5 25.4 32.5 1.281

Netherlands 1.9 2.0 2.1 0.49 0.62 0.68 40.9 50.3 1.228

Norway 0.22 0.37

Portugal 1.9 3.2 1.1 1.1 22.7 29.1 1.283

Romania 2.5 5.0 1.6

Russia 82.5 103.8 113.4 17.6˚ 25.7˚ 37.0˚ 1.571˚

European Russia 85.9

Spain 16.0 15.8 19.1 4.5 4.9 4.4 25.6 33.7 1.314

Sweden 3.4 3.4 0.7 1.1 1.0 26.0 39.4 1.518

UK 8.0 8.0 6.7 2.0 1.6 1.5 87.9 100.0 1.137

India 9.3 10.5 1.136

USA 82.8 108.5 1.310

˚ males only.

Sources: land (acreage and tree-crops only), Federico 2005, Table 4.1. For European Russia, data from

Anfimov and Korelin 1995: 61; Labor (males and females), Federico 2005, Table 4.16; labor productivity

computed as ratio of GDP (averages 1878–81 and 1911–13) to workforce.
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per annum in other west European countries. The effect of the diffusion of
modern techniques can be detected in the growth of purchases outside agri-
culture. A simple measure of these purchases is the ratio between value added
(which excludes them) and gross output (which includes them). As Table 3.3
demonstrates, the ratio in 1913 shows quite substantial differences among
countries, which tally well with conventional views about the level of technical
development in each country.
The combination of substantial production growth and relatively slow

increase in inputs implies a healthy growth of total factor productivity
(TFP). Federico (2005, Table 5.5) finds an average rate of TFP growth for ten
European countries of 0.7 percent per annum, which corresponds to a cumu-
lated 30 to 40 percent increase over the 1870–1913 period. This is broadly
consistent with the findings of Van Zanden (1991) and suggests that European
performance compared quite favorably with that of the countries of western
settlement over the same years, with TFP in agriculture growing at a rate of 0.2
to 0.5 percent per annum in the United States.

The underlying causes of growth: technical progress or market integration?

Most authors attribute growth in TFP to technical progress, and there were some
important technological innovations in nineteenth-century European agriculture.
Fallow practically disappeared from western Europe, with the conspicuous excep-
tion of Spain, although it remained important in the east (Antsiferov 1930, p. 16;
Bringas Gutiérrez 2000, Table I.3). Tools improved, with iron ploughs replacing
wooden ones in backward countries and with better design improving perform-
ance and reducing the need for draft power in more advanced areas.
Mechanization proceededmore slowly, with the steam thresher the only “modern”
machine widely used in the early twentieth century (Federico 2003b). However,
there was a major breakthrough from the 1860s, as the chemical industry made
new products such as ammonium sulphate and calcium-cyanamide available at
lower and lower prices, and fertilizer consumption per hectare increased dramat-
ically (van Zanden 1994, Table 4.7; Federico 2005, Table 6.3).
Before simply assuming that all TFP growth was due to technical progress, it

is important to consider the possible role of the more efficient allocation of
resources, as a result of the growing development of markets, including com-
mercialization and market integration (price convergence). There is a substan-
tial literature on market integration, at least for wheat (Jacks 2005; Federico
and Persson 2007) and some work on commercialization (Federico 1986).
However, the effects of these developments on agriculture have hardly
been explored. The only exception (Grantham 1989) focuses largely on the
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pre-railroad age in France. To what extent did integration cause relative prices
to change and to what extent did production adjust via local specialization? To
be sure, there is evidence of the growth of specialized production around the
cities or in some well-endowed areas, such as the south Italian and Spanish
vineyards. Also, there was a modest increase in the share of livestock in total
gross output, from 41 to 46 percent, consistent with the increase in its relative
price (Federico 2004). However, much more detailed data would be needed
to provide a comprehensive assessment of the real impact of commercialization
and globalization and its importance relative to technical progress.

The role of institutions

By and large, farmers were left to themselves. Support for technical progress was
very limited and although land reform was much debated, very little action
followed, except in Ireland. Even intervention in product markets was relatively
modest. This statement may seem surprising in the light of the conventional view
of a protectionist backlash to the grain invasion from the United States (O’Rourke
1997). However, it is important to remember that (1) Russia rather than theUnited
States was the main invader in most Europeanmarkets, at least for wheat; (2) tariff
barriers on wheat were erected in only a few continental countries and were not
particularly high; (3) wheat accounted for only 15 to 20 percent of total output,
while the rest of agriculture was affected much less by global competition.
Many historians blame institutions for what they perceive as the disappoint-

ing performance of European agriculture, arguing that common ownership of
land and traditional contracts, such as sharecropping, hindered innovation.
However, the empirical evidence for such a proposition is at best mixed, as can
be seen from the following two examples. First, sharecropping is often blamed
for the poor performance of Mediterranean agriculture (Sereni 1968).
Landlords are said to have been more interested in accumulating land than in
making productivity-increasing investments, while tenants were too poor to
risk anything. However, econometric tests on Italian data have failed to find any
effects of contracts on productivity (Galassi 1986; Galassi and Cohen 1994).
Second, in Russia, serfdom was abolished only in 1861 and land ownership was
vested in the peasant commune, the obschina or mir, where periodic redistrib-
ution of land is usually seen as having hindered investment or innovation
(Gerschenkron 1966). But the obschina was actually rather flexible (Gregory
1994), and agricultural output grew rapidly in Russia while it stagnated in
Britain, where the institutional framework was most developed. This example
reminds us that the catching-up perspective suggests that we should expect a
negative relationship between the growth rate and the starting level of
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productivity. Since Britain had the highest level of agricultural labor produc-
tivity in Europe in 1870, slow productivity growth was only to be expected.
Similarly, the low initial level of productivity in Russia opened up the oppor-
tunity of rapid catching-up growth. Also, institutions are only one possible
reason for the failure of a country to catch up, since other factors such as land
quality and economic policy also play their part.

Industry

Europe’s industrial production, 1870–1913

Industrial production generally grew faster thanGDP in Europe between 1870 and
1913, as Europe developed and agriculture declined in relative importance.
Table 3.5 presents data on the average annual growth rate of industrial production,
by countries grouped together in themain regions. The scope for rapid catching-up
growth was greater in the less developed parts of Europe, which in 1870 had still
not embarked upon the development of modern industry. In central and eastern
Europe, Germany, Austria–Hungary, and Russia all recorded rapid growth rates of
industrial output as they began the process of catching up on Britain, the most
highly developed country in Europe. In north-west Europe, the Netherlands and
Sweden also began a sustained period of industrial development from around 1870.

Table 3.5 Growth of industrial production, 1870–1913 (% per annum)

Country Growth

rate

Country Growth

rate

Country Growth

rate

North-west

Europe

Southern

Europe

Central and eastern

Europe

Belgium 2.5 France 2.1 Austria–Hungary 2.8

Denmark 3.4 Italy 2.7 Germany 4.1

Finland 4.1 Portugal 2.4 Russia 5.1

Netherlands 3.0 Spain 2.7 Switzerland 3.2

Norway 3.3

Sweden 4.4

United

Kingdom

2.1

Note: growth of industrial production in Switzerland is for the period 1891–1913.

Sources: Belgium: Gadisseur 1973; Denmark: Hansen 1974; Finland: Hjerppe 1996; Netherlands:

Smits, Horlings, and van Zanden 2000; Norway: unpublished data kindly made available by Ola

Grytten; Sweden: Krantz and Schön 2007; United Kingdom: Feinstein 1972; France: Crouzet 1970;

Italy: Fenoaltea 2003; Portugal: Lains 2006; Spain: Prados de la Escosura 2003; Switzerland:

unpublished data kindly made available by Thomas David; Austria–Hungary: Schulze 2000;

Germany: Hoffmann 1965; Russia: Goldsmith 1961.
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However, being backward is not sufficient for the achievement of rapid industrial
growth, and many relatively poor countries, particularly in southern Europe,
recorded unimpressive rates of growth in industrial output.
It is therefore important to consider both levels and growth rates when

assessing economic performance. Russia, for example, shows rapid industrial
growth after 1870, but starting from an extremely low level of industrialization.
In Table 3.6, we thus see that despite this very rapid industrial growth after
1870, Russia had still reached only 17.4 percent of the UK level of industrial-
ization on a per capita basis by 1913.
Table 3.6 provides a good summary of the industrial development gradient

within Europe, with the UK the most heavily industrialized country and Belgium,
France, and Switzerland also substantially more heavily industrialized than Europe
as a whole throughout the whole period 1860–1913. Sweden and Germany started
the period with below-average levels of per capita industrialization, but ended it
with significantly above-average levels. Although per capita industrialization
increased in all countries, the level remained relatively low in much of Europe.

Table 3.6 Per capita levels of industrialization, 1870–1913 (UK in
1900= 100)

1860 1880 1900 1913

North-west Europe

Belgium 28 43 56 88

Denmark 10 12 20 33

Finland 11 15 18 21

Netherlands 11 14 22 28

Norway 11 16 21 31

Sweden 15 24 41 67

United Kingdom 64 87 100 115

Southern Europe

France 20 28 39 59

Greece 6 7 9 10

Italy 10 12 17 26

Portugal 8 10 12 14

Spain 11 14 19 22

Central and eastern Europe

Austria–Hungary 11 15 23 32

Bulgaria 5 6 8 10

Germany 15 25 52 85

Romania 6 7 9 13

Russia 8 10 15 20

Serbia 6 7 9 12

Switzerland 26 39 67 87

EUROPE 17 23 33 45

Source: Bairoch 1982, pp. 294, 330.

70 Stephen Broadberry, Giovanni Federico, and Alexander Klein



European industrialization can thus be thought of as geographically concentrated
in a series of Marshallian districts. Marshall (original edition 1920) explained the
spatial concentration of industrial production through external economies of scale,
which he attributed to learning (knowledge spillovers between firms), matching
(thick markets making it easier to match employers and employees), and sharing
(giving firms better access to customers and suppliers in the presence of significant
transport costs) (Duranton and Puga 2004).
One potential explanation for these patterns is simply geographical, with an

important role for natural resource endowments. In particular, it would be difficult
to understand patterns of industrial location at this time without taking account of
mineral deposits. Put simply, much industrial development in the age of iron and
steam took place around coal and ore fields, although this is not always particularly
well captured by the boundaries of nation states (Pollard 1981: xiv–xv).
However, the period after 1870 also saw the development of a new scientific

approach to industry, which began a process of freeing industry from the
constraints of location around natural resource deposits. This trend was rein-
forced by falling transport costs. The importance of science was most obvious
in the development of wholly new industries such as synthetic dyestuffs, based
on new chemical processes, or electrical goods, based around a new source of
energy (Chandler 1990; Landes 1969). However, it also affected many old
industries, such as brewing, where research could improve both processes
and products, and iron, where research led to the utilization of new ores and
to better products, such as varieties of steel. Also, the development of “mass
production” in engineering industries on the basis of the assembly of inter-
changeable parts made it possible to replace skilled craft labor by machinery,
threatening the position of established producers and creating opportunities for
newly industrializing nations without a large stock of experienced workers.
The “Second Industrial Revolution” thus offered countries with little pre-

vious industrial experience the opportunity to replace established producers
through the more rapid development and adoption of new technology. This
revolution was also associated with a growth in the concentration of industry,
as large firms came to dominate the production of many of the new science-
based industries (Chandler 1990; Hannah 1983). However, the extent of these
trends, which became stronger after the First World War, should not be
exaggerated for the pre-1914 period (Broadberry 1997; Scranton 1997).

Performance of countries and regions

The United Kingdom was Europe’s most industrialized country in 1860, in terms
of the absolute level of production as well as on a per capita basis. However,
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Britain’s very dominant position in world export markets on the basis of early
industrialization was vulnerable to competition from follower countries, and was
challenged during the period 1870–1913 by Germany and the United States.
However, as Broadberry (1997) notes, there has been a tendency to overstate
failings in British industry at this time, and to ignore success stories. First, com-
parative labor productivity in manufacturing as a whole changed little between the
three major industrialized countries of Britain, the United States, and Germany
during the period 1870–1913. So the proximate cause of the faster industrial output
growth in Germany compared with Britain was simply the faster growth of the
labor input, with labor productivity in Britain and Germany remaining broadly
equal. Labor productivity in manufacturing in both countries remained substan-
tially lower than in the United States, where higher labor productivity has usually
been attributed to labor scarcity and natural resource abundance, leading already
by the mid-nineteenth century to the development of a machine-intensive tech-
nology that was not well suited to European conditions (Habakkuk 1962;
Broadberry 1997). Second, although Germany did very well in a number of
heavy industries, such as chemicals and iron and steel, where labor productivity
was higher than in Britain and where Germany took an impressive share of world
export markets by 1913, there were also lighter industries such as textiles and food,
drink and tobacco, where Britain retained a substantial productivity advantage and
remained strong in world export markets (Broadberry and Burhop 2007).
The traditional view of French industry during the late nineteenth century

was that it was relatively backward and, in contrast with Germany, failed to
catch up with Britain (Kindleberger 1964; Landes 1969; Milward and Saul
1977). Nevertheless, this generally negative assessment of French industrial
performance was tempered by the fact that the pace of industrial output growth
picked up after 1895, particularly in sectors based on the new technologies of
the Second Industrial Revolution, such as electrical engineering, electro-
metallurgy, electro-chemicals, and motor vehicles (Caron 1979, pp. 135–60;
Lévy-Leboyer and Bourgignon 1989, p. 105). However, the revisionist views of
O’Brien and Keyder (1978, p. 91), who claimed that levels of industrial labor
productivity were higher in France than in Great Britain for most of the
nineteenth century, surely went too far in rehabilitating French industrial
performance. Taking both output and employment from census sources,
Dormois (2004) finds that in 1906, output per worker in French industry was
just 74.1 percent of the British level. The French may have found an alternative
path to the twentieth century, based on small family firms catering to niche
markets, but it was not without its costs in terms of living standards (O’Brien
and Keyder 1978, p. 196; Caron 1979, pp. 163–70).
Austria–Hungary had a relatively low level of industrialization per capita, as

can be seen in Table 3.6, but the empire nevertheless produced a significant
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share of Europe’s industrial output on account of its size. In fact, levels of
economic development within the imperial territories varied widely, with Austria
(Cisleithania) generally more industrialized than Hungary (Transleithania),
and with considerable variation even within Austria (Milward and Saul
1977; Pollard 1981; Komlos 1983; Good 1984). Although early quantitative
research indicated a very rapid growth rate of industrial output in the
Austrian part of the empire, subsequent research has modified this picture.
Whereas Rudolph (1976) suggested an industrial growth rate of 3.8 percent
per annum for the period 1870–1913, the addition of a wider range of
industries and the use of improved value added weights has reduced this to
2.5 percent (Komlos 1983; Schulze 2000). Allowing for a faster rate of
growth in Hungary, however, produces a rate of industrial growth for the
empire as a whole of 2.8 percent per annum, reported here in Table 3.5
(Schulze 2000). Downward revision of the industrial growth rate by later
researchers was concentrated particularly in the period before 1896, leading
to an unfortunate resurrection of the term “Great Depression” for a period
when output did not fall but continued to grow (Komlos 1978; Good 1978).
The catching-up perspective creates an expectation that Austria–Hungary
ought to have experienced rapid industrial growth to catch up with the
leading European industrial nations at this time. From this perspective,
Austria–Hungary clearly underperformed between 1870 and 1913.
We have already noted in our discussion of Table 3.6 that Russia was a very

backward economy in the middle of the nineteenth century, so her rapid rate
of industrial growth between 1870 and 1913 (see Table 3.5) conforms to the
predictions of the catching-up framework. The experience of Tsarist Russia led
Gerschenkron (1962) to formulate a number of propositions concerning the link
between backwardness and economic development. These included (1) a greater
role for the state, substituting for the lack of private entrepreneurship, (2) a
greater focus on capital goods industries to compensate for a lack of consumer
demand, (3) a greater role for banks in directing scarce capital into industrial
projects, and (4) a greater role for imported technology. Gerschenkron attached
little importance to agriculture, which he saw as almost immune to change in
backward societies. Although some of Gerschenkron’s generalizations do seem to
fit the Russian case well, others have not stood up so well to quantitative scrutiny
(Falkus 1972, pp. 57, 61–74; Gregory 1982, pp. 133–4; Gatrell 1986, p. 144).

The catching-up perspective suggests that we should expect a similar per-
formance from the countries of the northern and southern peripheries of
Europe. In Table 3.6 we see that in 1860 per capita levels of industrialization
in Italy and Iberia were similar to levels in Scandinavia. Industrial growth rates
in Table 3.5, however, were much higher in the Scandinavian than in the
Mediterranean countries. In particular, Sweden stands out as having
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experienced a very rapid phase of industrial growth, achieving by 1913 a level of
industrialization on a par with the European core. This is a notable case of leap-
frogging thanks to the technologies of the Second Industrial Revolution, draw-
ing particularly on Sweden’s abundant supply of hydroelectric power (Pollard
1981, pp. 233–6). The relatively slow overall rate of industrial growth in Italy
and Iberia masks some regional sparks of industrial development, most notably
in a triangle between Genoa, Milan, and Turin, and based again on hydro-
electric power (Pollard 1981, pp. 229–32).

Developments in particular branches

Industry covers a wide range of activities, and we shall now survey briefly a
number of important sectors, highlighting the contributions of the major
European producers. We begin with coal, the major source of energy in the age
of steam. As noted earlier, industry was heavily concentrated around coalfields
during the nineteenth century, so it is not surprising to see in Table 3.7 that
Britain was Europe’s major coal producer throughout the period, followed by
Germany. Belgium, a very small country but an early industrializer, was over-
taken by Germany, France, and Russia as these much larger countries industrial-
ized. Although Britain remained Europe’s largest coal producer, and increased
her output significantly, labor productivity stagnated, with technological and
organizational changes merely offsetting diminishing returns, as pits were sunk
ever deeper and coal was mined further from the pithead (Greasley 1990).
Although European production was still increasing, coal from the New World
was already being mined in more favorable geological conditions and taking an
increasing share of world production (Svennilson 1954, p. 107).
In iron and steel, major technological developments drew on science, with

wrought iron increasingly being replaced by varieties of mass-produced steel,
following the introduction of the Bessemer process in 1856, the Siemens-
Martin (open hearth) process in 1869, and the Thomas (basic) process in
1879 (Svennilson 1954, p. 121). The general picture of Germany leap-frogging
Britain is illustrated in Table 3.7B, which shows output of pig iron among
Europe’s main producers. Allegations of entrepreneurial failure in Britain have
been exaggerated, since account must be taken of iron ore reserves and
demand-side factors such as protective barriers raised in the rapidly growing
markets of Germany and the United States, combined with Britain’s continued
free trade policy (McCloskey 1971; Tolliday 1991). The Russian growth spurt of
the 1890s is also evident, with Russia overtaking France before the French
forged ahead again after 1900 (Gatrell 1986, p. 153; Caron 1979, pp. 158–9).
Austria–Hungary was also a major iron and steel producer despite a low per
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Table 3.7 Europe’s major producers of some important industrial products

A Coal (millions of metric tonnes)

1870 1880 1890 1900 1913

United Kingdom 112 149 185 229 292

Germany 26 47 70 109 190

France 13 19 26 33 41

Russia 1 3 6 16 36

Belgium 14 17 20 23 24

Austria–Hungary 4 7 10 12 18

B Pig iron (thousands of metric tonnes)

1870 1880 1890 1900 1913

Germany 1,261 2,468 4,100 7,550 16,761

United Kingdom 6,059 7,873 8,031 9,104 10,425

France 1,178 1,725 1,962 2,714 5,207

Russia 359 449 928 2,937 4,641

Belgium 565 608 788 1,019 2,485

Austria–Hungary 403 464 965 1,456 2,381

C Sulphuric acid (thousands of metric tonnes)

1870 1880 1890 1900 1913

Germany 43 130 420 703 1,727

United Kingdom 590 900 870 1,010 1,082

France 125 200 – 625 900

Italy – – 59 230 645

Belgium – 30 165 420

Netherlands – – – – 320

D Raw cotton consumption (thousands of metric tonnes)

1870 1880 1890 1900 1913

United Kingdom 489 617 755 788 988

Germany 81 137 227 279 478

Russia 46 94 136 262 424

France 59 89 125 159 271

Austria–Hungary 45 64 105 127 210

Italy 15 47 102 123 202
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capita level of industrialization. Like Russia, Austria–Hungary was dependent
on the large home market, with a railroad construction boom providing a
substantial boost to demand (Milward and Saul 1977, pp. 304–6).
Between 1870 and 1914 the chemical industry was transformed on the basis

of scientific research. The production of inorganics that had been manufac-
tured on an industrial scale since the early nineteenth century was revolution-
ized by innovations such as the replacement of the Leblanc process by the
Solvay process for soda ash, and the introduction of electricity as an important
agent in chemical processes (Svennilson 1954, p. 162). However, of more
significance for the long-run development of the industry was the synthesis
of organic (carbon-based) products, such as dyestuffs, pharmaceuticals, per-
fumes, and photographic chemicals (Svennilson 1954, p. 163). Since the syn-
thesis of organic products required large quantities of inorganic chemicals, the
production of sulphuric acid (Table 3.7C) can be taken as an indicator of the
general state of Europe’s national chemical industries (Svennilson 1954,
pp. 163–4). As in other heavy industries, Germany overtook Britain, although
the scale of the German advantage towards the end of the period is understated,
since Germany was much more dominant in organic products, where
Switzerland was the only serious competitor. In synthetic dyestuffs, for exam-
ple, Germany produced 85.1 percent of world output in 1913 (Svennilson 1954,
p. 290). The chemical industry remained relatively underdeveloped in eastern
Europe, with neither Russia nor Austria–Hungary featuring among the major
producers. Small, relatively rich countries such as Belgium and the Netherlands
were also significant producers, alongside France, while Italy showed strong
growth from the 1890s.
The Industrial Revolution began in cotton textiles, which continued to be an

important branch of European industry until 1914. Britain remained the largest
producer in the world despite some inevitable loss of market share as other
countries industrialized (Sandberg 1974). The switch from mules to rings in

E Beer (thousands of hectoliters)

1870 1880 1890 1900 1913

Germany 23,700 38,572 52,830 70,857 69,200

United Kingdom – 44,955 52,100 60,010 58,836

Austria–Hungary 9,993 10,957 14,117 21,471 24,070

Belgium 7,794 9,239 10,771 14,617 16,727

France 6,499 8,227 8,491 10,712 12,844

Russia – – – 5,872 11,612

Source: Mitchell 2003.
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spinning and from the power loom to the automatic loom in weaving removed
some of the skill from the production process, and enabled countries with a less
skilled but cheaper labor force to compete with Britain, in line with Vernon’s
(1966) product cycle model. Broadberry and Marrison (2002) emphasize the
importance of external economies of scale in the British industry, which was
highly localized in Lancashire, but consisted of around 2,000 spinning and
weaving firms. The product cycle perspective also helps to understand the high
output figures achieved towards the end of the period in low-wage countries
such as Russia and Austria–Hungary, with Russia almost catching up with
Germany, and with Austria–Hungary ahead of Italy and not too far behind
France (Gatrell 1986: 160; Milward and Saul 1977, p. 238).
The home market was more important for the food, drink, and tobacco

sector, although even here tradability was increasing with urbanization and
the emergence of a substantial urban working class demanding more
processed foodstuffs. Data on beer production are available on a consistent
basis (Table 3.7E), and suggest a strong link to home market size and per
capita income, with the highest levels of production and consumption in
Germany and Britain, and with substantial production also in Austria–
Hungary, France, and Russia. Although the possibility of transporting
such a heavy and perishable product was limited, a small country such as
Belgium was able to export to neighboring countries. Of course, it must be
borne in mind that France produced large quantities of wine for export as
well as for home consumption, so that more general data on production of
alcoholic drinks would show a much bigger contribution from the
Mediterranean countries, including Italy, Spain, and Portugal (Pinilla and
Ayuda 2002).

Services

Europe’s service sector output, 1870–1914

Most economic histories of the period 1870–1914 pay little attention to serv-
ices, apart from railroads and banks, which are seen as supporting industry. The
national accounting approach allows us to place the contributions of the rail-
roads and banks in the wider context of the service sector as a whole, and to
bring out the contributions to consumers as well as to industrial producers.
Railroads moved people and agricultural produce as well as industrial goods,
and it was not the sole purpose of banks to provide cheap loans to heavy
industry. Furthermore, in addition to transport and communications and
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finance, services also comprised the important sectors of distribution, profes-
sional and personal services, and government.

Regional developments

The most highly developed service sectors were in north-west Europe, partic-
ularly Britain and the Netherlands, where high productivity was achieved in
the specialized and standardized supply of services in a highly urbanized
environment. In sectors where international trade was possible, this played
an important role in increasing the size of the market and allowing economies
to benefit from the division of labor. High productivity required the “industri-
alization” of services, involving a transition from customized, low-volume,
high-margin business, organized on the basis of networks, to standardized,
high-volume, low-margin business with hierarchical management (Broadberry
2006). In some sectors, such as shipping and insurance, this involved the
emergence of large firms in classic Chandlerian fashion, but in others, such as
investment banking, it involvedMarshallian external economies of scale for the
financial districts of London and Amsterdam, on the basis of large numbers of
small firms (Broadberry and Ghosal 2002; van Zanden and van Riel 2004,
pp. 305–19). Large firms also grew in importance in a number of sectors where
international trade was impractical, such as retail distribution, retail banking,
and the railroads.
Germany was a land of contrasts. Although it contained some modernized

service sectors such as the railroads and the universal banks, which have been
highlighted in the literature, the continued importance of agriculture and the
associated low levels of urban agglomeration limited the extent of the market
for specialized services. Distribution remained dominated by small whole-
salers and retailers, and although Gerschenkron (1962) focused on the role
of the universal banks in directing funds into heavy industry, a balanced
overview of the banking sector as a whole has to take account of the many
small institutions that made up the bulk of the German banking sector, and
which pulled down the average productivity performance (Guinnane 2002;
Broadberry 2004).
The service sector in Italy during the late nineteenth century bears a certain

resemblance to its German counterpart, with the railroads playing an impor-
tant role in the unification of a new state that was keen to foster modernization,
and with universal banks channeling resources into heavy industry (Milward
and Saul 1977, pp. 243–7, 260–4). However, recent research has tended to play
down the contribution of these two sectors to economic growth, with Cohen
and Federico (2000, p. 72) pointing out that Italy’s per capita railroad mileage
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was still only one-half that of France in 1913, while Fohlin (1998) claims that
Italy’s universal banks tended to support large, established companies rather
than provide venture capital to small, promising firms.
The existing literature on services in the Habsburg Empire is also heavily

oriented towards the railways and the banks. The Austro-Hungarian railway
system was one of the largest in Europe, although this owed more to geography
than to high levels of economic development (Milward and Saul 1977, p. 304).
In Gerschenkron’s (1962) work, the banks are seen as playing an important role
in mobilizing capital for industry and the railroads. However, they became less
involved in financing investment in industry and the railroads after the crash
of 1873 (Rudolph 1976).

Developments in particular sectors

This section will focus on the major private services of transport and commu-
nications, finance, and distribution. Within a national accounting framework,
the other parts of the service sector are housing, which is simply an imputed
rent; government, which remained relatively small throughout this period; and
domestic service, which still accounted for around 10 percent of service sector
output in the more advanced parts of Europe before the First World War
(Deane and Cole 1962; Hoffmann 1965).
Table 3.8 provides some indicators of activity in Europe’s transport and

communications sector on the eve of the First World War. Railroads are often
seen as playing an important role in integrating national economies in the
nineteenth century, and were in many cases actively promoted by governments
seeking to speed up the process of industrialization (Gerschenkron 1962). The
largest railroad systems were inevitably in the countries covering the largest
geographical area, with Central and eastern Europe claiming the three largest
systems within the empires of Russia, Germany, and Austria–Hungary.
Western Europe was more fragmented politically, with the next largest systems
being in France, the United Kingdom, and Italy.
For freight traffic, the social savings of the railroad are calculated as the extra

cost of transporting the quantity of freight shipped on the railroads by the next
best alternative (Fogel 1964). Social savings estimates on freight are shown for a
number of European and non-European countries in Table 3.9, based on
surveys by O’Brien (1983) and Herranz-Loncán (2006). Note first that the
estimates for Belgium, England and Wales, France, Germany, and Russia are
consistent with Fogel’s expectation of relatively small social savings where a
good alternative system of transport such as inland waterways existed. Social
savings were large only where there was no good system of inland waterways, as
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in Spain. Note secondly that the social savings of the railways increased over
time, due to technological progress, which led to freight rates on the railways
falling relative to freight rates on inland waterways.
There was no scope for international competition in railroads, so that relatively

underdeveloped countries in eastern Europe had the largest systems on account of
their geographical size. In shipping, however, international competition was pos-
sible, allowing the most efficient providers to gain market share. Data on the net
tonnage of the main European merchant fleets are shown in Table 3.8. By far the
most successful nation in shipping was the United Kingdom, which operated

Table 3.8 Indicators of European transport and communications activity, c. 1913

Railroad

track open in

1913 (km)

Merchant ships

registered in 1910

(1000s of net tons)

Telegrams

sent in 1913

(millions)

Telephone

calls in 1913

(millions)

North-west

Europe

Belgium 4,678 191 9.5 138

Denmark 3,868 547 3.9 227

Finland 3,560 411

Netherlands 3,305 534 7.1 170

Norway 3,085 1,526 4.0 170

Sweden 14,377 771 5.0 434

United

Kingdom

32,623 11,556 88.5 1,098

Southern

Europe

France 40,770 1,452 67.1 396

Greece 1,584 447 2.0 3

Italy 18,873 1,107 25.3 230

Portugal 2,958 114 5.0 7

Spain 15,088 789 6.6 35

Central and

eastern

Europe

Austria–

Hungary

43,280 510 37.8 568

Bulgaria 2,109 2.3 8

Germany 63,378 2,903 64.3 2,325

Romania 3,549 4.3 20

Russia 70,156 723 45.0 900

Serbia 1,958 2.4 6

Switzerland 4,832 6.5 69

Sources and notes: Railroads from Mitchell 2003, except railroad track open in Austria–Hungary,

from Bachinger 1973, pp. 301, 482; shipping from Kirkaldy 1914, Appendix XVII and Mitchell

2003; telegrams and telephone calls from Foreman-Peck and Millward 1994, p. 109.
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around 35 percent of the world merchant net tonnage throughout the period
1870–1913 (Kirkaldy [1914]). The next largest shipping nation was Germany, with
less than 10 percent of world net tonnage, while the third largest was Norway.
Indeed, the Scandinavian countries, despite their relatively small populations, had a
strong comparative advantage in shipping at this time.
Turning to telecommunications, international competition was not possible

at this time, so that population and income per capita were the main determi-
nants of the level of activity, as with the railroads. The highest levels of activity,
shown in Table 3.8, were in the large, rich countries of Britain, France, and
Germany, but the poorer large countries such as Russia, Austria–Hungary, and
Italy also show large volumes of business. By 1913, telephones were becoming
more common, and there is some evidence to suggest that public sector tele-
communications monopolies delayed the development of the telephone system
to protect their investments in the older telegraph technology (Foreman-Peck
and Millward 1994, pp. 97–111; Millward 2005, pp. 103–4).
Table 3.10 provides some indicators of activity in finance and distribution in

1913. Financial activity is represented by banknotes in circulation and com-
mercial bank deposits. Since estimates for individual countries are in national
currencies, it is necessary to convert them to a common currency (US dollars)
in order to make international comparisons. Again population size and per
capita income were important determinants of activity. However, per capita
income had a negative effect on the circulation of banknotes but a positive effect
on the scale of bank deposits, since the degree of financial intermediation
increases with the level of economic development (Bordo and Jonung 1987).
Hence large, backward economies such as Russia and Austria–Hungary had
high levels of banknote circulation, whereas even small but highly developed

Table 3.9 Social savings on freight transport by railroad

Date Social savings as

a percentage of GNP

Belgium 1846 1.0

England and Wales 1865 4.1

England and Wales 1890 11.0

France 1872 5.8

Spain 1878 3.9–6.4

Spain 1912 18.9

Germany 1890s 5.0

Russia 1907 4.5

USA 1859 3.7

USA 1890 8.9

Mexico 1910 24.9–38.5

Sources: O’Brien 1983, p. 10; Herranz-Loncán 2006, p. 854.
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economies such as Belgium had quite high commercial bank deposits. Note
that the United Kingdom, with the most highly developed financial sector, had
very high levels of commercial bank deposits but very low levels of banknote
circulation. The City of London established a dominant position at the center of
world finance in the second half of the nineteenth century, which it retained
until after the First WorldWar, despite challenges from Berlin and Paris as well
as New York (Lindert 1969; Kynaston 1995).
To capture levels of activity in distribution, it is necessary to turn to indirect

indicators such as the level of exports and domestic consumption of agricul-
tural and manufactured products. Table 3.10 provides comparative data on
merchandise exports. The most successful European exporters were the United

Table 3.10 Indicators of European financial and commercial activity in 1913

Banknotes in

circulation ($m)

Commercial bank

deposits ($m)

Merchandise

exports ($m)

North-west Europe

Belgium 206 451 717

Denmark 44 171

Finland 0.2 120 78

Netherlands 125 117 413

Norway 29 159 105

Sweden 63 429 219

United Kingdom 177 5,231 2,555

Southern Europe

France 1,093 2,200 1,328

Greece 47 40 23

Italy 537 330 485

Portugal 95 38

Spain 373 183

Central and eastern

Europe

Austria–Hungary 505 164 561

Bulgaria 33 94

Germany 691 2,526 2,454

Romania 82 130

Russia 770 1,308 783

Serbia 18

Switzerland 61 355 226

EUROPE

Sources and notes: Banknotes and deposits: nominal values in national currencies from Mitchell

2003, converted to US dollars using exchange rates from Svennilson 1954, pp. 318–19;

merchandise exports: nominal values in national currencies from Mitchell 2003, converted to US

dollars using exchange rates from Svennilson 1954, pp. 318–19. Adjustment for re-exports from

Maddison 1995, Table I-1.
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Kingdom, Germany, and France, whose exports dwarfed those of the large
eastern economies, Russia and Austria–Hungary. Even the small nation of
Belgium had exports that were larger than Austria–Hungary’s and close to
the Russian level. Furthermore, if re-exports were to be added in, the
Netherlands would also feature as a major international wholesale distributor,
on account of its links with Indonesia. While wholesale distribution tended to
remain in the hands of entrepreneurial merchant houses, the process of indus-
trializing services went further in retailing, which saw the emergence of large-
scale organizations, including cooperative societies as well as department stores
and multiple (or chain) stores (Broadberry 2006). This shift towards large-scale
distribution was dependent on the process of urbanization, and therefore
proceeded more rapidly in industrialized areas than in more rural societies.

Conclusion

This chapter reminds us that GDP consists of a wide variety of activities, and
that prosperity depends both on achieving high productivity in each sector and
on allocating resources efficiently across sectors. In general, we find that within
Europe between 1870 and 1914, achieving high productivity overall required
shifting labor out of agriculture and into industry and services. Although the
literature has tended to focus on industrialization as the main way out of
economic backwardness, the growth and modernization of the service sector
was of at least equal importance. Indeed, much of the process of achieving high
productivity in services required a kind of “service sector industrialization,”
with provision on a high-volume basis, in a standardized form, using modern
technology, overseen by hierarchical management.
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Introduction

The following survey concerns itself with the interaction between business
cycles and the international economy in the “heyday” of capital flows, trade
integration, and global migration before the First World War. Some years ago
Alec Ford provided a defining survey of issues pertaining to business cycles in
the classical age of the gold standard (Ford 1989). As a result of Ford’s work,
any discussion of business cycles during the last quarter of the nineteenth
century has inevitably focused on the operation of the gold standard, and on
the conduct of monetary policy in a gold standard system, or just next to one.
But this perspective is not without confusions and ambiguities. As Ford

emphasized, and as subsequent writers have repeatedly rediscovered, the diver-
sity of experiences within the gold standard period (a period which included
many individual cases of floating exchange rates) is so large that it is extremely
difficult to generalize. The exchange rate regime, trade flows, capital flows, and
monetary policies are indeed relevant to the subject matter of “business cycles”
before the First World War. But beyond that, generalizations are difficult.
Providing a comprehensive yet balanced survey of issues is a daunting chal-

lenge. As an alternative, this chapter provides a simplified guide to critical prob-
lems. Readers therefore should not expect to find in the following pages anything
like an update of Alec Ford’s article. Rather, they will be provided with perspec-
tives, gleaned from the research frontier, on where we think knowledge is heading.
There are two ways to interpret Alec Ford’s article. The conventional reading

sees it as an essay in Keynesian economics that countered the Panglossian view
of contemporary neo-classical or monetarist writers such as McCloskey and
Zecher (1976, 1984) according to which everything was for the best in the best
possible world of the gold standard. Against this backdrop, Ford showed that
there were some problems with accounts of a smooth operation. A connoisseur
of the Argentine experience, he knew that in some important parts of the world
the gold standard had been a flirt, not a marriage. This pushed him to provide a
geographic perspective on the operation of the gold standard, whereby adjust-
ments in “core” or “peripheral” countries complemented or at times contra-
dicted one another.
Another, not inconsistent, emphasis is to think of Ford’s essay as an attempt

to persuade scholars to take a more careful look at the microeconomics of
monetary regimes, by which we mean not only monetary institutions, discount
rates and the like, but more generally the microstructure of markets, in which
these policies are implemented. In particular, his emphasis on the relevance of
the institutional underpinnings of the conduct of monetary policy suggests
taking a serious look at how exchange rate systems under the gold standard
“really worked.”

85 Business cycles, 1870–1914



The rest of this chapter is organized in two parts: the division may be
artificial, but it helps us keep repetitions at a reasonably low level. The first
section surveys the macroeconomic record. It documents what we know, what
we ought to know, and what we will probably never know about the fluctua-
tions of the international economy before the First World War, with special
emphasis on Europe. The second section guides the reader through a number of
relevant issues pertaining to the mechanisms and institutions through which
disturbances were transmitted, spread, or amplified throughout the world. We
then offer our conclusions.

The macroeconomic evidence

Reconstructing historic business cycles

The years between 1870 and 1914 were characterized by sustained increases in
GDP per capita in most parts of Europe. However, the growth process did not
proceed smoothly. It exhibited considerable volatility over the short run. This
was true for all key macroeconomic variables: production, employment, invest-
ment, price and wage levels, etc. The apparent regularity in economic ups and
downs sparked the interest of contemporary observers and economists.
Today, students of business cycles can rely on a large number of macro-

economic time series provided by national statistical offices according to
international standards that allow cross-country comparisons (or at least we
are told so). However, national accounting data, like the concept of a national
economy, are a relatively recent invention. While political economists have
been interested in the calculation and comparison of national income since the
seventeenth century (Maddison 2003), annual or quarterly GDP dates only
from the first half of the twentieth century (Studenski 1958; Fourquet 1980).
Research on early periods therefore depends on series reconstructed ex post.

There has been a considerable effort in recent decades to trace output and income
series further back in time, to refine the existing series, and to increase the
number of countries covered. The reconstructed series, however, can only be as
good as the underlying contemporary statistical material. The main inputs for
historic national income and production series are the censuses on population,
industry, workforce etc., which became increasingly widespread over the second
half of the nineteenth century (Tooze 2001). These were undertaken from time to
time, allowing reasonable inferences about long-term growth trends.1

1 Although there has been considerable debate about and revisions of nineteenth-century trend growth rates: see Chapter 2

in this volume.
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The situation becomes trickier when short-term fluctuations in output and
other macro variables are considered.While for some industrial sectors, such as
coal and iron, output figures are available on an annual basis, a significant part
of estimated GDP typically derives from more or less (in)accurate interpola-
tions between benchmark years (see, e.g., Kuznets 1961). Some interpolations
use related (or ‘proxy’) series, e.g. cotton imports for yarn output, which may
reflect long-term trends accurately but suggest incorrect cyclical behavior.
Production in sectors not (well) covered in the available censuses, e.g. handicrafts
or some services, have to be extrapolated from other sectors with possibly
different cycles, introducing further sources of error.2

Some students of historic business cycles (BCs) have therefore concentrated
on industrial production (IP) as the most reliable subcomponent of GDP
(A’Hearn and Woitek 2001; Craig and Fisher 2000). An alternative strategy is
to collect many different indicators that are thought to be related to fluctuations
in output but that are more readily available, with higher frequency or further
back in time. This approach has a long tradition. Juglar (1862) dated cycles
using central bank credit, interest rates, and money in circulation, but also
wheat prices, tax receipts, and the number of marriages and births. Business
cycle research in the interwar years continued along these lines and strove to
assemble a large number of disaggregate indicators of economic activity (Burns
and Mitchell 1946).
When using a large number of indicators, the key issue is how to detect a

common trend among the possibly contradictory tendencies in the individual
series. There are different techniques for constructing such a diffusion index.
The National Bureau of Economic Research (NBER) uses its own judgement
when dating the American business cycle, relying not only on real GDP but
also on real income, employment, and retail sales. A simple, automatic,
procedure would be simply to look at whether the majority of the indexes
are increasing or declining. More complex statistical tools allow the estima-
tion of one or more underlying (and non-observable) factors that are driving
changes in the observed variables (see Sargent and Sims 1977 for an early
contribution). The underlying factor “growth,” for instance, may affect out-
put and imports positively while affecting unemployment negatively. In
contrast to the simple dichotomy between expansion and recession, factor
models allow more precise tracking. They also recognize the existence of
several underlying trends, e.g., an international and a regional business cycle.
While using available information efficiently, such synthetic indexes are not a

2 A classic case, but in the American context, is Romer, who demonstrated (1989) that the long-run decline of US GDP

volatility was an artefact of changes in the procedures used to reconstruct historic GDP data. This is the stuff annual GDP

series are made of and it is easy to see that it rules out a high degree of trust in conclusions from covariation across

countries.
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panacea. In particular, they cannot be readily interpreted in economic terms
or compared across countries, if the primary data on which they are based
differ. Comparison across time is also difficult, as is de-trending, since the
extraction of a “trend” affects measurement of the “cycle” (see, e.g., A’Hearn
and Woitek 2001).

Evidence of national and international business cycles

The ups and downs of the economy provoked the interest of observers and
economists at an early stage. In 1862, Clément Juglar (1819–1905) described
trade cycles with an average period from peak to peak of seven to nine years.
Nikolai Kondratiev (1892–1938) identified longer “Kondratiev” waves that are
about fifty to sixty years long. They were popularized in the work of Joseph
Schumpeter (1883–1950). Simon Kuznets (1901–85) added a cycle with an
intermediate length of around twenty years.
A powerful piece of evidence which came quite early to their attention was

the covariation of real prices. As can be seen in Figure 4.1, prices experienced
similar long-run trends throughout Europe, declining between the mid-1870s
and mid-1890s and then increasing until the First World War. While the first
era has been occasionally referred to, perhaps improperly, as the “Long
Depression,” the post-1895 inflation, which was accompanied by rapid growth,
is known to some as the “Belle Epoque.”
More recently, economists have become skeptical about reference to “busi-

ness cycles” and have preferred “fluctuations.” Observed movements are much
more erratic than a sine or cosine wave, and in fact, such perfect predictability
would offer profit opportunities and lead to the disappearance of the cycle.3 The
more agnostic approach is evident in the characterization of Burns andMitchell
(1946), who define business cycles as recurrent, but not periodic, fluctuations in
aggregate economic activity with a length of more than one and fewer than
twelve years.
The real business cycle (RBC) literature tries to demolish the concepts of

trend and cycle altogether and argues that long-term growth and short-term
variability of output must be explained within a unified model based on micro-
economic foundations (Kydland and Prescott 1982). Empirical regularities that
look like cycles result from behavioral responses to random exogenous
impulses. The empirical work has concentrated on the properties of macro
time series, such as volatility (standard deviation), persistence (auto-correlation),

3 An example of this is Barsky and DeLong’s (1991) discussion of the “Gibson Paradox,” i.e., the positive association

between prices and nominal interest rates. They explain it as the result of imperfect forecasts by agents.
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and comovement with other time series (correlation). While conceding the
irregular nature of economic fluctuations, many authors continue to view busi-
ness cycles as a useful empirical approximation.
Many studies of business cycles between 1870 and 1914 proceed by compar-

ing the record of that period with those of other subsequent periods. A major
question is whether or not changes in the macro policy regime (like the
introduction of countercyclical monetary and fiscal policies) have reduced
the volatility of business cycles after the Second World War (compare
Chapter 14 in this volume). The question can also be put the other way
round: Why did macro policy regimes change repeatedly over time? From
this point of view, it is policy that is endogenous to structural volatility or the
process generating the shocks that economies are subjected to. Bayoumi and
Eichengreen (1994) try to disentangle three explanations of changing policy
regimes: political preferences and institutional mechanisms (e.g., are politicians
willing to accept high interest rates to defend an exchange rate peg?), stability of
the underlying economic environment (e.g., are there exogenous asymmetric
shocks to economies, such as the 1970s oil shocks?), and the capacity of the
economy to adjust to such shocks (e.g., will prices and wages adjust swiftly?).
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Figure 4.1 Price levels (1890–1913 = 100). Fifteen countries, exchange rate adjusted.
Note: price levels in national currencies converted at FF exchange rate. Countries
included are Austria–Hungary, Belgium, Denmark, Italy, Netherlands, Norway, Portugal,
Russia, Spain, Sweden and Switzerland. France, Germany and the United Kingdom are
tagged in the graph. Source: authors’ calculation based on Flandreau and Zumer (2004).
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It is conventional to map the chronology of monetary and fiscal policies into
broad historical “regimes,” which are labeled with reference to monetary
arrangements. Thus the “gold standard” period before 1914 is compared with
the “BrettonWoods” era (1945–71) and the period of “floating exchange rates”
(1971–“now”). For lack of a well-identified dominant monetary regime (it saw
the reconstruction and subsequent collapse of the gold standard), the period
between 1918 and 1939 is cautiously, if appropriately, dubbed the “interwar”
period.
Notwithstanding Romer’s (1989) caveat, which recent studies tend to over-

look, existing works on business cycles over time concur that they were less
volatile before the First World War than during the interwar years, but more
volatile than after the Second World War (Backus and Kehoe 1992; Bergman,
Bordo, and Jonung 1998).4 Basu and Taylor (1999) argue that volatility during
the Bretton Woods period was comparable to the levels seen before the First
World War. These studies also come to similar conclusions with regard to the
behavior of the various components of GDP. Investment was (as it is today) two
to five times more volatile than GDP, depending on the country and period,
while consumption in most countries was slightly less volatile than GDP (Basu
and Taylor 1999). The current account appears to have been most volatile
before 1914. Backus and Kehoe (1992) report similar results for the trade
balance. Persistence (autocorrelation) is generally low for income, consump-
tion, and investment, but high for the current account. A high persistence in the
current account implies that capital can flow one way for a prolonged period of
time. Persistence was much lower during the interwar and Bretton Woods
years, which may reflect limits on capital movements.
How did country cycles interact? Individual country chronologies often

contain references to international events such as changes in foreign interest
rates or financial panics. Increasing integration of goods and financial markets
should have made national business cycles more and more interdependent
according to the degree to which specialization and risk sharing coupled or
decoupled individual country cycles, as we shall discuss later. The empirical
analysis of international business cycle synchronization poses at least as many
technical challenges as the extraction of national cycles from growth data.
Again, the choice of statistical and econometric method can affect results
(Bordo and Helbling 2003). A first approach starts from the traditional concept
of the NBER reference cycle and derives a coefficient of concordance correla-
tion, basically a measure of whether the cycles in two countries are in the same

4 Romer found that traditional estimates overstated pre-Depression volatility, and hence the decline in volatility after the

Second World War. All these comparisons of volatility in different periods may of course now have to be revisited, in the

light of the worldwide economic crisis which began in 2008.
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phase – expansion or recession – at about the same time. Based on such an
approach, Morgenstern (1959) found that the UK, French, and German cycles
regularly aligned before 1914. The use of reference cycles has the advantage of
being relatively straightforward and avoiding the pitfalls of different detrending
procedures. At the same time, the discrete expansion/recession classification
precludes the use of many standard statistical tools and detracts from a number
of interesting aspects such as the magnitude (in addition to the direction) of the
comovement.
A logical alternative is thus to explore the correlation of output across

countries. Based on contemporaneous correlation between output fluctuations,
Backus and Kehoe (1992) were much more skeptical about short-run comove-
ments, finding positive correlation among the Scandinavian economies but
mostly zero or negative values for Germany, Italy, and the UK. Basu and Taylor
(1999) similarly look at correlations of GDP and various components with the
US economy and find a low level of comovements before 1914. It might
however be asked whether the USA is a good reference point for the global
growth pattern in the pre-1914 years. On the contrary, Craig and Fisher (1992,
1997, 2000) find increasing levels of correlation in GDP, industrial production,
and imports for their sample of countries.
Study of common factors does provide an alternative measure of business

cycle synchronization. The underlying mechanism can be either the existence
of common shocks that affect all countries (like the oil-price shocks in the
1970s) or country-specific disturbances that spill over to the other economies,
or both. An example is provided by the study by Bergman et al. (1992) of the
determinants of business cycles in the Scandinavian countries, Denmark,
Finland, Norway, and Sweden. For the late nineteenth century, they find
evidence consistent with the existence of both a regional business cycle, specific
to the four Nordic economies and reflecting their high level of integration,
and a world business cycle (which they proxy by the USA, UK, Germany, and
Japan). Bordo and Helbling (2003) compare the results from discrete and
continuous correlation measures and a factor model and in none of the three
cases do they find business cycles to be correlated on average before 1914. All
measures, however, show an increasing degree of synchronization over the
course of the twentieth century.
A’Hearn and Woitek (2001) criticize these approaches because they cannot

distinguish between correlations at different lengths of the cycle. Countries may
not be correlated over a short 3–5 year cycle, but well correlated over a 7–10 or
15–20 year cycle such as the one Kuznets (1958) had posited for the UK and the
USA, a result more recently extended to a large number of countries (Solomou
1998). Using spectral analysis, A’Hearn andWoitek decompose various series of
industrial production into cycles and find that most countries experienced 7–10
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year cycles, while evidence in favor of 3–5 year cycles is much weaker. They also
find strong comovements over 7–10 years, while shorter 3–5 year cycles appear
little correlated between countries. This result may help reconcile the perception
of contemporaries with the weak statistical evidence referred to earlier.
One of the reasons why results differ across studies is that they use different

samples. Country choice is often constrained by data availability. Few studies
differentiate between countries on the basis of structural features or exchange
rate regimes, even though the exchange rate regime is often used as the primary
criterion in the chronology. Bordo and Helbling (2003) use an ad hoc classi-
fication of countries into “core” and “periphery” as well as various geographic
criteria. The result of low output correlation, however, seems to be robust to
different specifications for the pre-1914 period. A’Hearn and Woitek (2001)
use more explicit structural criteria to classify countries on the strength of trade
links and the monetary regime. They show that business cycle correlation rises
along with trade. They also find higher correlation among countries that had a
convertible currency throughout the period.5 From this perspective,
Morgenstern (1959) and Huffman and Lothian (1984) show that there was a
significant correlation among the levels of economic activity of the countries
that belonged to the gold standard before the First World War. Flandreau and
Maurel (2005) argue that participation in monetary unions and in fixed
exchange rate regimes before the First World War I induced comovement in
business cycles.
Before we proceed, it may be useful to provide some summary elements.

Tables 4.1, 4.2, and 4.3 show the correlation coefficients between short-term
interest rates, yields on government bonds, and contemporaneous GDP
growth rates, respectively, for fifteen European countries between 1880 and
1913.
We observe a strong correlation among the short-term interest rates of

countries that belonged to the gold standard over a long period, which is
consistent with the hypothesis of efficient and integrated markets. Countries
with flexible exchange rates were naturally more disconnected from those of the
three leading powers (France, Germany, and the UK).
We also see a strong correlation among long-term interest rates within that

group. To the extent that these long-term rates reflect default risks, the evidence
is consistent with the fact that the three countries experienced no sovereign
debt crises and were thus less vulnerable to speculation than the other group. As
can be seen, other low-sovereign-default-risk countries also exhibited strongly
correlated nominal interest rate correlations.

5 It is noteworthy, however, that bilateral correlation measures show that Spain and Austria had well-correlated cycles

despite their inconvertible currencies.
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These results are in sharp contrast with the result of computing direct GDP
growth correlation coefficients across European countries. While some correla-
tions can be rationalized with reference to proximity or commonality of main
export markets (such as the correlations shown across the Scandinavian

Table 4.1 Correlation coefficients among short-term interest rates, 1880–1913

Bel Den Fra Ger Gre Ita Net Nor Port Rus Spa Swe Swi UK

0.69 0.43 0.39 0.69 −0.16 0.37 0.53 0.40 0.16 0.27 0.03 0.48 0.50 0.52 A–H

0.69 0.75 0.85 −0.13 −0.01 0.83 0.47 −0.05 0.52 −0.18 0.52 0.62 0.76 Bel

0.50 0.79 −0.60 −0.45 0.76 0.66 0.12 0.49 −0.14 0.91 0.63 0.49 Den

0.56 0.17 0.12 0.53 0.62 −0.21 0.52 −0.45 0.30 0.35 0.72 Fra

−0.24 −0.16 0.80 0.58 0.06 0.61 −0.13 0.75 0.76 0.78 Ger

0.19 −0.25 0.02 −0.35 0.25 −0.21 −0.43 −0.43 −0.08 Gre

−0.12 0.00 0.17 −0.19 0.03 −0.29 −0.25 0.08 Ita

0.42 0.17 0.47 0.07 0.61 0.61 0.71 Net

−0.27 0.43 −0.37 0.77 0.55 0.57 Nor

−0.21 0.49 0.21 −0.19 −0.24 Por

−0.22 0.40 0.33 0.52 Rus

−0.05 −0.14 −0.40 Spa

0.64 0.51 Swe

0.66 Swi

Note: list of countries: Austria–Hungary (A–H), Belgium (Bel), Denmark (Den), France (Fra), Germany (Ger),

Greece (Gre), Italy (Ita), Netherlands (Net), Norway (Nor), Portugal (Por), Russia (Rus), Spain (Spa), Sweden

(Swe), Switzerland (Swi).

Source: authors’ calculations based on Flandreau and Zumer 2004.

Table 4.2 Correlation coefficients among yields on government bonds, 1880–1913

Bel Den Fra Ger Gre Ita Net Nor Port Rus Spa Swe Swi UK

0.76 0.86 0.84 0.78 −0.21 0.51 0.78 0.71 −0.42 0.78 0.74 0.76 0.68 0.39 A–H

0.92 0.72 0.88 −0.34 0.12 0.86 0.84 −0.52 0.57 0.34 0.52 0.92 0.68 Bel

0.86 0.95 −0.53 −0.37 0.92 0.96 −0.59 0.27 −0.51 0.53 0.93 0.86 Den

0.66 −0.21 0.38 0.73 0.58 −0.54 0.71 0.37 0.70 0.80 0.36 Fra

−0.54 0.08 0.89 0.96 −0.59 0.67 0.34 0.51 0.84 0.81 Ger

0.53 −0.57 −0.57 0.61 −0.38 0.26 0.16 −0.43 −0.61 Gre

0.03 −0.25 0.38 0.07 0.62 0.78 −0.32 −0.42 Ita

0.83 −0.61 0.72 0.39 0.38 0.78 0.69 Net

−0.57 0.44 −0.50 0.35 0.83 0.82 Nor

−0.66 0.11 −0.10 −0.56 −0.75 Por

0.41 0.33 0.23 0.49 Rus

0.50 −0.46 −0.06 Spa

0.33 0.07 Swe

0.82 Swi

Note: list of countries as for Table 4.1.

Source: as for Table 4.1.
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economies), it is hard to make anything of the results in Table 4.3. As stated
earlier, the quality of the data may explain this result. But the lesson may
nonetheless be the apparent disconnection between nominal integration and
financial integration, on the one hand, and the real economy on the other hand.

External adjustment, the gold standard, and business cycles

When an international regime appears to be working well, two alternative
explanations are conventionally encountered. According to one of these, virtuous
policies are to be praised. The other points to favorable circumstances. Discussion
of the pre-1914 era conforms to this pattern. Some have argued that monetary
policies were at the heart of the success of the international gold standard, and
claim that the gold standard “worked well” because monetary policies adhered to
the “rules of the game.” Others emphasize globalization, experienced in terms of
factor and commodity price integration that facilitated international adjustment
and prevented monetary authorities from having to confront difficult situations
(McCloskey and Zecher 1976, 1984; Bayoumi and Eichengreen 1994).
One complication is that students of the international monetary system of the

pre-1914 period have often fallen prey to a dangerous illusion – that this regime
was characterized by particularly orderly adjustments and was in general a
smooth operation. But a more careful scrutiny suggests that the operation of
this regime was anything but smooth, with the period displaying exchange rate

Table 4.3 Contemporaneous correlation in real GDP growth, 1880–1913

Bel Den Fra Ger Gre Ita Net Nor Port Rus Spa Swe Swi UK

0.34 0.19 0.01 −0.50 −0.18 −0.30 −0.29 0.37 0.63 −0.22 −0.36 0.35 −0.06 −0.56 A–H

0.30 0.17 −0.47 −0.27 −0.17 −0.13 −0.04 0.12 −0.26 −0.34 −0.12 0.14 −0.56 Bel

0.57 −0.14 0.42 0.22 −0.02 0.34 −0.22 −0.44 0.28 −0.01 −0.45 −0.24 Den

−0.03 0.57 0.39 0.00 −0.02 −0.55 −0.53 0.66 −0.27 −0.27 −0.07 Fra

0.20 0.28 0.22 −0.26 −0.52 0.15 0.18 0.02 −0.08 0.67 Ger

0.11 0.36 0.26 −0.49 −0.04 0.51 −0.34 −0.48 0.33 Gre

−0.38 −0.18 −0.37 −0.36 0.71 0.07 0.14 0.26 Ita

0.24 −0.55 0.15 0.06 −0.43 −0.39 0.56 Net

0.09 0.13 −0.03 0.44 −0.76 −0.08 Nor

0.24 −0.67 0.34 0.24 −0.63 Por

−0.52 −0.03 −0.14 −0.08 Rus

−0.17 −0.06 0.46 Spa

−0.14 −0.18 Swe

−0.08 Swi

Note: Russia 1885–1913 and Switzerland 1899–1913 only.

Source: as for Table 4.1.
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crises, speculation, and financial turmoil.6 There was only a fairly brief period, say
between 1895 and 1913, during which everything worked relatively easily, with
fixed exchange rates holding well both in normal times and in periods of crisis,
while an increasing number of countries joined the gold standard.
To adhere to the idealized version of the pre-First World War period would

be misleading. But it nonetheless remains true that, when we make pair-wise
comparisons with later periods, the era stands alone in that a large number of
developed countries managed to stay durably committed to a monetary policy
whose long-run target was exchange rate stability and whose short-run objec-
tive was either convertibility of banknotes into gold bullion or (equivalently)
fixity of their price in gold-convertible currencies. This was maintained without
the kind of dislocations that were to occur during the interwar period, or the
recurrent speculative crises of the 1990s. It is in that sense – in that narrow
sense only – that we can write about the “mystery” of the smooth operation of
the international gold standard. What follows provides a number of hints on
how the gold standard really worked.

The gold standard and monetary policies

A commonplace of academic discussions of monetary policy under the gold
standard is the conventional reference to the “rules of the game.”We hasten to
say that they did not exist before 1914, but were invented by observers of the
monetary and financial cataclysms during the war and the interwar period.
Starting with the Cunliffe Committee of 1918, economists developed a variety
of fantasies regarding how and how well the gold standard had worked. Greater
morality was one. It was speculated that the efforts of central banks to pass on
rather than sterilize variations in the gold reserve were a critical ingredient in
the success of the adjustment mechanism. This was in contrast with the
interwar period, they said, and Nurkse (1944) reported evidence of rampant
sterilization in interwar policy making. But then Bloomfield (1959) demon-
strated that sterilization was just as pervasive during the pre-war period.
Bloomfield’s findings laid the foundations of a new literature. In its latest

development, this literature attempts to reconstruct from first principles the
actual set of rules by which monetary policies were conducted before the First
World War.7 There is still some way to go until this literature can be said to
have delivered systematic insights. But at this stage, it already provides more

6 See Flandreau, Le Cacheux, and Zumer 1998, Flandreau 2003b, and the following paragraphs.
7 See, e.g., Flandreau 2004, Chapter 4, and Reis 2007.
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explicit microeconomic, institutional and political underpinnings to discus-
sions of the adjustment mechanism.
The early contributions by Ford (1960, 1981) and Lindert (1969) are critical

landmarks in this research effort. They emphasized the existence of asym-
metrical adjustment under the gold standard, ascribed to different degrees of
financial centrality. The key term here (coined by Lindert) is “relative pulling
power.” Some central banks were more equal than others when it came to
attracting foreign money – they had more “pulling power.” Ford noted that the
adjustment mechanism worked differently depending on the type of country
one was looking at: Adjustment was easier in the “center” (Britain), more
difficult in the “periphery” (Argentina).
Ford (1960) had a quite specific mechanism in mind, ascribing most of the

difficulties to the volatility of the terms of trade stemming from highly con-
centrated exports. But the logic of asymmetrical adjustment is perhaps more
general than he suggested. To see why, let us examine the simple adjustment
mechanism in a two-country world. We start with the traditional emphasis on
relative price movements creating an initial external imbalance.8 Country A has
accelerating inflation, which leads to a shift in trade patterns and a trade deficit.
In principle, with passive monetary policies, equilibrium could be restored over
the long run as deficits lead to gold outflows from country A and subsequent
relative price deflation. But monetary authorities may help by raising the
interest rate. This policy brings domestic prices into line with international
prices. Perhaps more importantly, it has the short-run effect of helping to
finance the external deficit by attracting foreign capital.
Suppose now that we change the setting in one critical dimension. We

assume that the currency of country A is a local currency, while that of country
B is an international currency. That is, foreign investors do not hold any
balances (time deposits, short-term credits, long-term debt, and the like) that
are denominated in currency A. As a result, a raising of the interest rate by the
central bank of country A will have no effect on foreigners and can only work
through repatriation of foreign balances by residents of country A and deflation
of the domestic economy. This would be completely different from what would
happen in country B, since currency B is an international currency. In such a
setting, external adjustment is bound to be asymmetrical.
The previous example matches a key empirical feature of the international

financial system of the pre-1914 period. “A”may stand for Argentina, and “B”
for Britain. There was no market, in London, for peso bills, but there was a
substantial market in Buenos Aires for sterling bills. The insight is that missing
markets matter. The reason for the asymmetry in the international adjustment

8 Eichengreen and Flandreau 1997.
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mechanism points to underlying microeconomics.9 Going down that route, we
would expect adherence to the gold standard to be more continuous and
sustained in countries whose currencies enjoyed a certain amount of interna-
tional circulation. Countries with an international currency could avoid the
pains of adjustment through domestic deflation and as a result were more
inclined to become faithful adherents of the international gold standard.
Flandreau and Jobst (2005) have provided evidence that bears upon this

issue. Focusing on the international reach of the bills of exchange originating in
a given market, they provide a systematic ranking of countries between “core”
and “periphery.” Three large European economies (Britain, France, and
Germany) together formed the core of the international monetary system of
the time. The authors also identify a group of intermediary countries whose
currencies had a regional circulation. Other European nations feature prom-
inently in this group. It is tempting to relate this finding to the relative
consistency with which the policies of the gold standard were adhered to
throughout Europe.
Emphasis on the microeconomic structures in which monetary policy is

conducted is also central in the “modern synthesis” on monetary policy in the
period before the First World War.10 This synthesis has emphasized certain
features that make central bank operations under the gold standard part of a
broader family of theoretical insights that belong under the “target zone”
heading initially developed to deal with Europe’s Exchange Rate Mechanism
(Krugman 1991a). Target zones or currency bands are arrangements whereby
central banks undertake to keep the exchange rate fluctuations within a certain
range. The “gold points,” which reflected the cost of shipping bullion between
two markets, provided a currency band of that kind, between countries that
were on gold. The exchange rate could not rise or fall above the price at which it
would become more advantageous to purchase gold against notes in one
market, ship it to the other market, and resell it against notes.11

Target zone theory is useful because it suggests that currency bands provide a
trade-off between exchange rate stability and policy autonomy. This is best
understood by studying what happens in the ideal case of a perfectly fixed and
perfectly flexible exchange rate regime. In a perfectly fixed exchange rate
regime, there cannot be any degree of policy autonomy. Domestic money

9 Related research includes recent work on the so-called original sin problem. For details on the extent of this problem in

Europe, see Flandreau and Sussman 2005.
10 See Eichengreen and Flandreau 1997 for an early statement.
11 Because the ERM was not a credible arrangement, and because it exhibited some special features such as a pre-defined

fluctuation band, adaptation of the target zone framework to the gold standard period requires some qualifications, which

are occasionally overlooked, creating confusion. One is that, unlike in modern target zones, central banks during the gold

standard period never committed to support the currency at a pre-set price, but only to guarantee the convertibility of

notes into specie.
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supply, interest rates, etc. are endogenous. It is often emphasized that countries
that choose to peg their currency to gold lose the flexibility of exchange rate
adjustments. The Mundell “trilemma” states that it is impossible to reach at the
same time more than two of the three following objectives: monetary policy
autonomy, exchange rate stability, and free capital mobility. By contrast,
countries that maintain exchange rate flexibility are able to cope with external
disequilibria by letting the exchange rate bear the brunt of the adjustment.12

So a currency band may provide the best of all worlds. Suppose, for instance,
that the foreign interest rate rises above the domestic interest rate. In a fixed
exchange rate system domestic authorities must follow suit. But in a currency
band, monetary policies can avoid adjusting domestic conditions. Instead, they
let the exchange rate go. This can happen because, provided that speculators
trust the monetary authorities’ commitment to go on paying their notes in gold,
they will bet on an eventual appreciation of the currency. The smaller return
from lower domestic interest rates is compensated by expected capital gains
after the currency recovers. One important implication of this is that, owing to
the leeway that it afforded to central banks, individual countries could enjoy a
measure of insulation from international shocks, despite the existence of quasi-
fixed exchange rates.
The following example, dealing with the experience of Austria–Hungary,

illustrates this logic (see Flandreau and Komlos 2006 for details). In 1907, a
violent financial crisis shook the New York financial market and reverberated
in a number of European centers. This led to a global liquidity squeeze and to
gold outflows, which central banks in the most exposed countries had to meet
through interest rate hikes. In Berlin, the central bank (Reichsbank) raised its
rate from 5.5 percent to 6.5 percent on November 1 and again to 7.5 percent on
November 11.
The Austro-Hungarian Bank had a fixed exchange rate against the mark and

ought to have followed suit. But, as contemporaries soon noted, the currency
band protected it. As they observed, the spot rate in florins per mark was below
parity at the onset of the crisis and therefore the exchange rate was “strong.” At
the same time, however, the forward rate was above the spot rate, implying that
the market expected the florin to depreciate. When the crisis hit, the authorities
let the exchange go. As a result, the exchange rate became “weak” (it went above
parity). But forward rates now traded below spot rates. This reflected market
anticipation that the spot exchange rate would recover. Thus, by letting the
exchange rate go, the monetary authorities induced speculators to play the
florin up in forward markets.

12 Catão and Solomou 2005 report a significant contribution of effective exchange rate fluctuations to the adjustment

mechanism during the gold standard period for those countries that were not on gold. See also Catão (2006).
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The benefit from this was that the Austro-Hungarian monetary authorities
were able to tolerate a large spread of their base rate against the German official
interest rate, despite the two countries being on the gold standard. That spread
reached 250 basis points in the middle of November and stabilized at 150 basis
points. The expected capital gains for money market investors had enabled the
central bank to avoid raising the interest rate and thus secure a non-negligible
measure of monetary autonomy. Contemporary and subsequent commentaries
have suggested that this policy was deliberate, reflecting a high degree of
sophistication and understanding of the possibilities of cyclical management
(Federn 1910; Einzig 1937; Flandreau and Komlos 2006). Figure 4.2 summa-
rizes this by showing the relation between the exchange rate and market
expectations regarding future changes of the currency. It exhibits a negative
slope, implying that the market expected appreciation when the currency was
weak and depreciation when it was strong.
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Figure 4.2 Monetary policy flexibility under a gold standard currency band. (Austria–Hungary
1901–14, monthly data). Source: authors’ calculation based on Flandreau and Konlos 2006.
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This Austro-Hungarian episode brings to the fore an important element of
current discussions of the adjustment mechanism: for stabilizing speculation to
take place and investors to support the policies of Austro-Hungarian monetary
authorities, there had to be a deep and liquidmarket for Austro-Hungarian bills
as well as a well-functioning market for forward exchange. Perhaps unsurpris-
ingly, Austria-Hungary does indeed feature in the “intermediary” category,
closer to the core of the international financial system than to its periphery, and
the success of its experience, while it admits credibility as a precondition, was
perhaps more profoundly influenced by its degree of monetary development
and international financial integration.13

Globalization, business cycles, and the adjustment mechanism

An era of exceptional integration
Figure 4.3 depicts the evolution of three indicators measuring integration in
commodity, labor, and capital markets over the long run. Commodity market
integration is measured by computing the ratio of exports to GDP. Labor market
integration is measured by dividing the migratory turnover by population.
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Figure 4.3 Trade openness (continuous line), financial integration (dotted line), and migration
indicator (1880–1996, 1900= 100). Source: authors’ computations, from a variety of sources.

13 For more details on the development of foreign exchange markets in Austria–Hungary on the eve of the First WorldWar,

see Jobst 2009.
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Financial integration is measured using Feldstein–Horioka estimators of current
account disconnectedness.14 The benchmark year for the indices is 1880.
One striking result is the degree of integration achieved during the years

before the First World War, and it can be related to the decline in transaction
costs. Market integration and limited trade barriers played a significant role in
increasing international competition (Broadberry and Crafts 1992). The
decrease in transportation costs and technical progress in refrigeration brought
to Europe products from all around the world (meat from Argentina, cereals
from the United States, wool from Australia).15 The contribution of capital
market openness to financial integration is another obvious element (Nurske
1954; Edelstein 1982). Previous authors have noted the process of international
convergence in real wages and interest rates.16

Integration and business cycles: Caveats
Some remarks are in order. First, even if one takes the view that transaction costs
were reduced and external adjustment easy, the question of the relative integra-
tion of alternative markets remains open. The presumption is that the more fluid
markets ought to have borne the brunt of the adjustment. The interest in
understanding the operation of global markets during this period is not obliter-
ated by reference to “automatic adjustment” in “perfect markets.”

Secondly, it is noteworthy that economic development remained unbal-
anced. There was a contrast between rich countries in north-west Europe (in
particular France, Germany, and the United Kingdom), which exported capital,
and southern and East European countries, consisting of rural economies with
a substantial scope for catch-up. Consequently, it is not possible to consider
European economies as a homogeneous whole, affected by symmetric shocks,
and with a perfect timing in the transmission of cycles. Therefore, as already
mentioned, the geography of international transmission of business cycles
remains an intriguing matter.
Thirdly, a distinction ought to be made between comovements and external

adjustment. Integration may ease the process of external adjustment without
necessarily operating through greater business cycle synchronization. In some
cases, market integration promotes specialization (Krugman 1991b), with the

14 Bayoumi 1990; Flandreau and Rivière 1999; Bordo and Flandreau 2003; Obstfeld and Taylor 2003.
15 An open issue is whether the gold standard did feed back to integration. Some scholars have argued that the gold standard

system reduced transaction costs and generated a safer environment, spurring trade and capital flows (Lopez-Cordoba

and Meissner 2003; Jacks 2006). On the other hand, Yeager (1976) emphasizes pre-commitment problems in floating

exchange rate regimes and the incidence of gold standard adherence on the credibility of liberalization in the absence of

other coordinating mechanisms. Flandreau and Maurel (2005) report evidence of colinearity between the gold standard

and openness, supporting Yeager’s interpretation.
16 Flandreau, Le Cacheux, and Zumer 1998; O’Rourke and Williamson 1999; Dowrick and DeLong 2003; Obstfeld and

Taylor 2003.
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consequence that country-specific shocks become more frequent, contributing
to de-synchronization between individual business cycles. Eichengreen (1992d)
follows Ford in noting that less developed countries, mainly specialized in the
production of a narrow range of commodities, had to face market disturbances
that resulted in dramatic fluctuations in their terms of trade. Flandreau and
Maurel (2005) find evidence that trade integration had a negative effect on
business cycle comovements in late nineteenth-century Europe.
Fourth, the question of whether these flows were stabilizing or destabilizing

remains open. Bloomfield (1968) argued that short-term capital flows increased
towards the later part of the period, generating increasing stress. Ford (1981)
suggests that capital flows could be helpful or destabilizing depending on the
period. He suggests the existence of a cycle, driven by exports from the center
economy (Britain), which in turn led to offsetting capital and labor exports to the
NewWorld. Kindleberger (1985), following Schumpeter (1939) andMorgenstern
(1959), notes that the annual volume of international investment before 1914 was
closely linked to business cycles, in both sending and receiving countries.

Factor movements and adjustments
To what determinants did factor flows respond? Consider capital first. While
the capacity that investors had in a system of free capital mobility to shift
portfolio around explains the current and irretrievable lack of systematic data
on bilateral capital flows, data on origination provide some hints. They suggest
some biases. At the turn of the century, British capital exports were mainly
concentrated in the New World and settler countries. French and German
capital was concentrated in Europe. Fishlow (1985) argues that British capital
looked for development-oriented investments, directed mainly to railroads and
other infrastructure, whereas continental investment was focused on revenue
finance, benefiting governments and current expenditures in Europe and the
Middle East. Esteves (2007) argues that German investment responded to the
same factors as the British. Flandreau (2006) argues that European investment
was “home biased” in the sense that colonial status gave preference to particular
countries by providing them with an institutional framework favoring their
“willingness to pay,” thus making colonial borrowing safer for metropolitan
investors than for others.17 Regalsky (2002) links the boom of French exports
with investment in South America. Easterlin (1968) also demonstrated that
capital exports and migration went hand in hand. Clemens and Williamson
(2004) find that these factors with regard to British capital exports were mainly
schooling, natural resources, and demography.

17 Accominotti et al. (2008) provide additional evidence that bears upon this issue.
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Another way to look at this is to study the determinants of sovereign bond
prices. Bordo and Rockoff (1996) argue that adherence to the gold standard
reduced a country’s external borrowing costs and suggest that the gold standard
acted as a “good housekeeping seal of approval.” Flandreau and Zumer (2004)
find that, once they control for policy performance (indebtedness and fiscal
track record), the effect of being on the gold standard disappears. They show
that the two main factors that reduced financing costs in borrowing countries
and caused interest rates to converge were growth and inflation rather than
fiscal discipline. This combination, after 1895, became a powerful force that
improved fiscal sustainability.18 There was thus an element of self-sustained
expansion, as accelerating growth fueled inflation that wiped out earlier debts.
On the labor front, the capacity of markets to operate smooth adjustments

through price movements ought not to be exaggerated. Downward nominal
wage reductions were resisted by trade unions at a time when a significant
number of labor market reforms and social insurance schemes were adopted
(Huberman and Lewchuk 2003). Phelps Brown and Browne (1968) argued
earlier that while business booms were generally followed by an increase in
labor earnings, wage cuts in depression periods were marginal and asymmet-
rical. Hatton (1988) finds that wages in the United Kingdom were less flexible
between 1880 and 1913 than at the end of the twentieth century.
In this context, international labor flows provided an alternative. Jerome

(1926) found that they were strongly related to business cycles.19 When eco-
nomic conditions at home worsened, people headed towards more prosperous
areas either within Europe itself or more importantly in the New World, in
particular, the United States. By contrast, an improvement in economic activity
and employment came with a decrease in emigration. Likewise, return migra-
tion responded to business fluctuations. Recent immigrants were the most
exposed to economic reversals, and were therefore prone to come back to
their home country during recessions (Gould 1979).
Panic (1992) argues that for countries on gold, capital mobility and interna-

tional migration were substitutes: while more advanced countries could rely on
capital flows to cope with their disequilibria, more backward nations had to
lean on labor movements. Khoudour-Castéras (2002, 2005) argues that there
was a trade-off between nominal exchange rate fluctuations and international
migration. The example of Austria–Hungary is particularly striking. After the
adoption of the gold standard by monetary authorities, there was a significant
change in migration patterns (Figure 4.4).While exchange rates tended to

18 A similar intuition is examined in Flandreau, Le Cacheux, and Zumer 1998. They find that real interest service on

sovereign debts decreased drastically after 1895.
19 See also Thomas 1954; Gould 1979; Hatton and Williamson 1998.
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stabilize after 1896, emigration flows increased and became more volatile.
Labor mobility addresses labor market imbalances across regions, and helps
to sustain a fixed exchange rate regime.20 Khoudour-Castéras (2005) shows
that emigration in deficit countries helped to finance current account deficits.
Moreover, remittances that migrants sent back home contributed to restoring
equilibrium (Fenoaltea 1988; Esteves and Khoudour-Castéras, 2009).21

Financial crises and contagion

Figure 4.5 compares an indicator of default risk in “emerging markets” on the
left-hand axis with the Feldstein–Horioka measure of financial openness on the
right-hand axis in inverted scale.22 When this indicator moves up, it reveals a
tendency for current accounts to close down, as would happen in a regime of
financial autarky (limited financial integration). The co-movement of the two
measures reveals that the greater the default risk in emerging markets, the less
openwas the global financial system. The visual impression is also of a succession
of waves of increased financial integration and declining risk premia. Earlier
writers (Abramovitz 1961; Ford 1962) have conventionally identified three
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20 This is consistent with the theory of optimum currency areas developed by Mundell (1961).
21 In some cases, remittances could turn out to be carriers of instability, as illustrated by the impact that the collapse of the

Brazilian currency in the early 1890s had on Portugal’s balance of payments (Lains 1995).
22 This is the Feldstein–Horioka test (which correlates saving and investment). See Bayoumi (1990) for an early use.
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capital booms: the 1860s, with a peak in 1872 followed by a fall until 1878; the
1880s, with a peak in 1888 and then an abrupt shutdown of global capitalmarkets
after 1890 and their gradual reopening afterwards, leading to the globalization of
the Belle Epoque which ended with the First World War. The circumstances in
which the last cycle collapsed are somewhat peculiar, but the first two shared
several features. In both cases, the financial crisis disrupted international capital
flows and led to sovereign default on outstanding debt payments and other
painful adjustments that included banking or currency crises.
The Barings crisis occupies a special position. As Figure 4.5 shows, during

the years that followed the Barings crisis, capital exports fromGreat Britain and
other financial centers fell abruptly. The Barings crisis was surrounded by a
number of other events, but there is a strong suggestion that it was responsible
for what happened in the early 1890s (Wirth 1893; Kindleberger 1989).
Sharp falls in capital exports have attracted much scholarly interest recently

and are designated as “sudden stops.”23 Sudden stops are global credit
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23 Calvo, Izquierdo, and Mejía (2004) define sudden stops as “sharp contractions of international capital flows.” According

to Catão (2006), sudden stops before 1914 were the concern of many countries, irrespective of their income level or

financial development. Esteves and Khoudour-Castéras (2009) argue that European migrants’ remittances helped to

reduce the impact of sudden stops in periphery countries by offsetting the negative effects of unexpected capital outflows.

105 Business cycles, 1870–1914



crunches. When a shock occurs in global capital markets, highly leveraged
investors may be reluctant to sell certain categories of assets and as a result
curtail their lending to others (Calvo 1999). In the early 1890s, some observers
argued that German banks that were long on Latin American securities after the
Barings crisis threw away their more liquid Austro-Hungarian securities,
causing problems to the Habsburg monarchy, just as described in models of
sudden stops.24 Earlier research has also pointed to the critical contribution of
supply-side factors to the contraction that followed the Barings crisis (Joslin
1963; Kindleberger 1985). The fall in capital exports from London strongly
affected third countries, both within and outside Europe. Bordo (2006) finds
that the negative impact of sudden stops before the First World War could
reach 4 percent of GDP, when coupled with financial crises.
The process through which financial crises spread from country to country is

known as contagion. Contemporaries wrote about what they called the “rever-
beration” of the Barings crisis.25 Recent literature has discussed the existence of
contagion and contagion channels for the spread of financial crises in the
nineteenth century. Triner and Wandschneider (2005) argue that there was
some contagion from Argentina to Brazil. Bordo and Murshid (2000) compare
correlation coefficients in yields for a group of countries in the six months prior
to and after the Barings crisis and find no significant increase in correlation
coefficients. Similarly, Mauro, Sussman, and Yafeh (2002; 2006) explore
comovement in emerging market bond spreads during the period 1870–1913
and report a striking lack of contagion following the Barings crisis.26 Flandreau
(2003a, 2003b) and Flandreau and Zumer (2004) find that, following the
Barings crisis, debt burdens were monitored more carefully than before. The
crisis also created opportunities for new banks to enter the market using new
signaling techniques in the shape of heavy spending on information acquis-
ition. Global risk perceptions, which were shared by investors in leading
markets, appear to have been a powerful driver of the global economic cycle.

Conclusion

This chapter has surveyed a number of issues pertaining to the outlook of
business cycles in the late nineteenth and early twentieth centuries. First, we
emphasized the chasm between financial and nominal integration and comove-
ment on the one hand, and the apparent disconnect of real variables. Secondly

24 Flandreau (2003a). 25 See Flandreau (2003a); Kindleberger (1987).
26 They suggest that the nineteenth century was contagion free. Flandreau and Flores (2009) use the same methodology to

find that comovements were stronger during the 1820s than in the late nineteenth century.

106 Marc Flandreau, Juan Flores, Clemens Jobst, and David Khoudour-Casteras



we found that the much-emphasized role of the exchange rate regime in
bringing about comovement has been vastly exaggerated. Serious qualifications
to the notion that the gold standard “unified the world” include evidence of
specialization that pushed towards desynchronization of business cycles, cen-
tral banks’ ability to play on tiny differences of exchange rates to secure a
substantial amount of policy autonomy, and so on.
We also came across a wealth of further issues that need to be examinedmore

carefully in the future. In particular, we think that microeconomic aspects of
the global financial systemmay have weighed muchmore heavily on the record
of business cycles thanmacroeconomic arrangements such as the exchange rate
regime.
On this account we noted that our survey repeatedly came across the

relevance of supply factors in the global money market. We encountered it
when we emphasized the importance of the geography of international liquidity
in shaping individual countries’ responses to global disturbances. We encoun-
tered it again when we discussed the global cycles in the supply of capital, which
we said displayed “sudden stops,” as was the case in the follow-up to the Barings
crisis. We encountered it finally when we argued that reputational variables and
government policies interacted in a decisive fashion to generate the long cycle
of the Belle Epoque. It is our feeling that these features played a critical role in
shaping policy outlooks and should be the topic of future work.
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Introduction

Those who lived through the half century before 1914 experienced tremendous
changes in living conditions. This can be said not only for the early-
industrializing regions of Europe, but also for many peripheral areas, partic-
ularly in the north. Whereas early industrialization had ambiguous effects on
living standards, by the late nineteenth century the time had come for the mass
of the population to share in the increasing supply of goods and opportunities.
Changes were profound indeed and influenced almost all areas of daily life:
railroads opened up for commuting; networked systems for piped water and
sewerage systems made household work easier in cities and larger towns; in
most of Europe elementary education came to encompass all children and, in
combination with modern newspapers as well as scientific breakthroughs such
as germ theory, rational knowledge influenced society in a new way; moreover,
new consumer goods such as canned food, ready-made clothes, the bicycle, etc.
appeared on the market; around the turn of the century telephones and
electrification emerged and contributed to a revolution in everyday life, even
though still only a few people had direct access to these innovations. However,
this chapter will deal only indirectly with these novelties of the late nineteenth
century and instead focus on more basic aspects of living standards, embracing
population developments including health, household patterns, and income
distribution.

Total population

Estimates indicate that the total population of Europe (excluding Turkey)
amounted to some 314 million in 1870 (Chapter 10 in Volume 1). By 1913
population numbers had increased by around 50 percent to 471 million
(calculated from Maddison 1995). That corresponds to an average annual
population growth rate of just below 1 percent (0.95 percent), which probably
meant a slight acceleration over the preceding half century (0.78 percent).
Russian population increased even more rapidly, by 1.5 percent per annum
between 1867 and 1913, due to a sharp decrease in mortality rates. Russia’s
case highlights the larger observation that one should be careful to avoid
connecting rapid population growth closely with industrialization and rising
living standards. For example, rapid population growth in Finland began
before industrialization in the eighteenth century, and was nearly as fast as
in Britain during the Industrial Revolution. To take another example in the
period that we are dealing with here, the high population growth in Tsarist
Russia took place in a mostly agrarian context. In Britain, on the other hand,
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population growth began to decelerate in our period. That was in part due to
a decline in the fertility rate, and to some extent also to emigration (see
Chapter 1 in this volume). Besides emigration, the decline in fertility was a
factor that held back population growth. The European fertility decline is
discussed at some length in Volume 1, Chapter 2. However, in 1870, in most
western European countries, ranging from Italy to Sweden, the number of
children per woman was still around five. In 1910 this number had fallen to
between three and four, and to fewer than three in England. In parts of the
south (Iberia, Greece) and the east (Poland, Hungary) the number of children
was slightly higher but there too a decline occurred. Also slightly lagging
behind, but catching up with the general decline by the late 1890s, was Tsarist
Russia. Thus this period saw a decisive and largely pan-European fertility
decline.

Mortality decline and longer lives

Notwithstanding massive emigration and fertility decline, the population of
Europe grew rapidly up to 1914. The most important reason for rapid pop-
ulation growth was that people survived to higher ages, or in other words,
mortality declined. Probably the most telling description of the mortality
decline is the lifetime a newly born child might expect. We know that today
the expected lifetime, or life expectancy, is around eighty years in the advanced
countries and below fifty only in poor countries where warfare has constrained
progress (Afghanistan) or AIDS has shortened life expectancy, as in many
countries in Sub-Saharan Africa. To be sure, an exact calculation of life expect-
ancy requires detailed demographic data, and figures are not available for all
countries for our period. However, Table 5.1 highlights the change over the half
century before 1914.
By 1870, only Scandinavia had achieved a life expectancy above or close to

fifty years. Even in richer western European countries, such as Germany,
France, and the Netherlands, a baby could not expect to live more than thirty-
five years. Further to the east and south of Europe, this was still the case towards
the end of the century. In Russia, life expectancy is estimated to have been even
lower and did not improve after 1890. However, in large parts of Europe, life
expectancy increased by more than ten years up to the threshold of the First
World War, in the Netherlands by as much as nineteen years over a period of
four decades. At that point in time life expectancy had risen to well above fifty
years in north-west Europe, and over forty everywhere else except for Russia.
Even though life expectancy seems to convey very concrete information, one
must consider that it is an abstraction built upon the assumption that newborn
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children over their lifetimes will experience the same mortality as that prevail-
ing in the actual year or period. Another aspect of this measure is that it is
highly sensitive to mortality in younger years, which means that a child in
Austria who, in the early 1870s, attained the age of ten could expect to live
beyond the age of fifty-five instead of below thirty-five. Similarly, at the same
time in Norway, those who had survived to ten could expect to live to be older
than sixty instead of barely fifty. Thus ten years of childhood added another
twelve years in Norway but more than twenty years in Austria. This discrep-
ancy is mostly due to the difference in infant mortality, that is, mortality during
the first year of life. Infant mortality is an important factor in the big differences
in life expectancy across Europe from 1870 to 1914, but its decline is only part
of the explanation for the fact that human lives became longer. Before we
discuss in more detail changes in living conditions that determined the mortal-
ity decline, we will present a picture of European living standards with the help
of the Human Development Index.

Table 5.1 Life expectancy in European countries, 1870–1914

Late nineteenth century Early twentieth century

Years Males Females Years Males Females

Austria 1868/71 32.7 36.2 1909/12 43.5 46.8

Belgium (HMD) 1870 40.1 41.7 1913 50.6 54.3

Bulgaria 1900/05 42.1 42.2

England and Wales 1871/80 41.4 44.6 1910/12 51.5 55.4

Estonia 1897 41.9 45.5

Denmark (HMD) 1870 45.0 47.0 1913 57.6 60.1

Finland 1881/90 41.3 44.1 1901/10 45.3 48.2

France 1870 33.7 37.7 1913 49.4 53.5

Germany 1871/81 35.6 38.5 1910/11 47.4 50.7

Iceland (HMD) 1870 34.5 42.5 1913 56.6 61.2

Italy (HMD) 1872 28.5 29.5 1913 47.9 48.8

Luxembourg 1913 48.0 52.6

Netherlands 1871/75 36.5 38.2 1911/15 55.3 57.4

Norway 1871/75 47.4 50.4 1911/15 56.3 59.6

Poland (B&M) 1890 37 1910 42

Russia (M) 1838/50 25 27 1904/13 32.4 34.5

Spain 1900 33.9 35.7 1910 40.9 42.6

Sweden 1870 43.2 46.8 1913 57.2 60.0

Switzerland (HMD) 1876 38.4 41.8 1913 52.5 55.9

Source: Max-Planck-Gesellschaft 2007 TheHuman Life-Table Database (www.lifetable.de), where

detailed sources are given; countries marked HMD, Human Mortality Database. University of

California, Berkeley (2008), www.mortality.org; Poland: data sources for Bourguignon and

Morrisson 2002 at www.delta.ens.fr/XIX/; Russia: Mironov 1999b, pp. 209–10 and note 212.
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An assessment of living standards: the Human Development Index

So far we have discussed living standards from the perspective of population
changes, ranging from life expectancy and health to migration. A widely used
indicator of living standards in a country is, of course, GDP per capita. It
describes the level of economic development. As a measure of living standards,
it has clear limitations. These are highlighted by the Human Development
Index (HDI), developed by the United Nations Development Program
(UNDP) and applied to the more recent state of welfare globally. Besides
GDP per capita, the HDI takes account of life expectancy and the distribution
of knowledge in the population, each variable contributing a third to the index.
Knowledge, in turn, is measured in two ways: literacy in the adult population
and enrollment of teenagers in secondary education. Table 5.2 highlights GDP
per capita as well as the HDI and the change between 1870 and 1913. For the

Table 5.2 GDP per capita and Human Development Index in European countries, 1870
and 1913

GDP per

cap. 1870

GDP per

cap. 1913

Rate of

change, % p.a.

HDI 1870 (UK

1913 = 100)

HDI 1913

(UK = 100)

Denmark 2003 3912 1.63 79.5 102.5

Netherlands 2757 4049 0.80 75.5 100.8

UK 3190 4921 0.97 77.6 100

Switzerland 2102 4266 1.80 80.0 99.8

Sweden 1662 3096 1.79 75.0 99.5

Norway 1360 2447 1.04 70.5 98.0

Germany 1839 3648 1.56 71.9 95.3

France 1876 3485 1.28 71.9 94.3

Ireland 1775 2736 1.01 – 93.0

Belgium 2692 4220 1.00 72.8 91.6

Czech lands* 1164 2096 1.38 – 84.0

Hungary 1092 2098 1.53 – 78.7

Austria 1863 3465 1.48 51.4 77.8

Italy 1499 2564 1.11 41.6 75.3

Finland 1140 2111 1.43 37.1 69.9

Spain 1207 2056 0.73 46.7 65.4

Bulgaria 840 1534 1.41 – 62.6

Russia 943 1488 1.07 – 53.6

* “Czech lands” include Slovakia as regards GDP per capita. Rate of change is calculated as the

fitted trend to the time series and may not exactly agree with the trend between start year and end

year, except where data for the intermediate years are missing, as in the cases of Ireland,

Czechoslovakia, Hungary, Bulgaria and Russia.

Notes: ranked according to HDI position in 1913. GDP per capita in 1990 purchasing power parity-

adjusted, international dollars.

Sources: Maddison 2007, Historical Statistics, www.ggdc.net/Maddison/; Crafts 2002 and

calculations.
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sake of comparison, we have recalculated the HDI figures so that they are all
relative to the level in the richest country, the United Kingdom, in 1913.
It is striking that there is no perfect match between the HDI and GDP per

capita rankings. In 1913 the UK was by far the richest country, but countries
in north-west Europe, plus Switzerland, challenged the British in terms of the
HDI. The continental pioneer of industrialization, Belgium, was in the top
group of income levels but lagged behind in living standards as measured by
the HDI. Moreover, the Scandinavian countries Norway and Sweden roughly
matched the Belgian level of the HDI at the beginning of the period and were
far above it by the end, though still lagging distinctly behind in income
levels. Further to the south and east in continental Europe, Italy and Austria
were richer than Norway and Sweden, respectively, yet far below in HDI
levels. The huge differences in life expectancy across Europe have already
been highlighted and these explain a large part of the discrepancies in HDI
levels.
It can also be seen in Table 5.2 that the countries at the bottom of the welfare

league in 1913, Spain, Bulgaria, and Russia, had by that time attained levels of
income comparable to those of the medium-income countries forty years
earlier. As regards HDI levels, they had overtaken the earlier levels of Austria
and Italy but still suffered from a living standard below that prevailing in
northwestern Europe around 1870.
All in all, rapid improvements took place all over Europe between 1870 and

1913, unprecedented in both time frame and geographical scope. Economic
growth was not the only factor, as is clear from the far from perfect correlation
between GDP per capita and HDI level. Differences in literacy and schooling
are one part of the mismatch. Of no less significance are differences in life
expectancy. The classical explanation proposed that improvement in nutrition
and living conditions reduced mortality (McKeown 1976). Growing national
income and its fair distribution should drive progress. However, a closer
analysis of data, particularly for age-specific mortality, found that view too
simple, although there is still no consensus (Schofield and Reher 1991; Riley
2001). We shall now examine factors affecting health and mortality.

Modernization, urbanization, and living conditions

Urbanization completely changed traditional ways of life, and thus we start the
broader discussion about modernization and the changes in living conditions
with urbanization. Migration is the result of people searching for new oppor-
tunities. Besides the great emigration, there also occurred internal European
migration, moving peasants from rural to urban areas.
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The urban population, defined as those living in communities of at least
10,000 inhabitants, comprised 15 percent of the European population in 1870
(Chapter 10 in Volume 1). Differences were substantial between the highly
developed north-west, where England and Wales led with 43 percent urban
dwellers, and the sparsely populated northern and eastern areas of Europe. In
1869, 9.5 percent of Russians were resident in urban areas with at least 10,000
inhabitants (Mironov 1999, pp. 313–15). In Scandinavia, only 5.5 percent of the
population qualified as urban, although definitions of urbanization differ. If
one takes a lower level of 5,000 inhabitants as the threshold, urbanization in
Scandinavia varied between 10 and 25 percent, and was about 60 percent in
England andWales, with 23 percent as the European average. At the end of our
period, in 1914, the urbanization rate in Europe as a whole had increased to 25
percent (or 38 percent with the weaker definition). Given the rapid overall
population increase, this meant a significant acceleration of urban growth and
in absolute numbers the inhabitants in large towns and cities increased from 47
to 118 million (72 to 179 million with the weaker definition). It is well known
that Germany exhibited an extremely rapid urbanization, particularly in the
Ruhr area. Regional migration, from east to west, was important in Germany
and the number of inhabitants in the Ruhr grew fourfold in our period. The
largest towns of the Ruhrgebiet, which at the turn of the century (1800) had
been scarcely more than villages with a combined population of less than
40,000, a century later approached one and a half million. However, even in
more peripheral parts of Europe, urbanization accelerated, the outstanding case
being Tsarist Russia where quite a few previously ordinary towns grew to
impressive urban centers, and the urban population increased to 15.3 percent
by 1914 (Mironov 1999a, p. 315). With a weaker definition of urbanization,
including settlements of 2,000 or more, the urban percentage in Russia reached
32.3 (Mironov 1999a, p. 318). Table 5.3 gives an overview of the European
urbanization based on data for 99 important cities or towns. It is striking that
the wave of urbanization extended also to regions where industrialization had
only just begun. However, in the center of Europe – Britain, France, Italy, and
the Czech lands – urban growth was moderate as well as in the Iberian peninsula
and Ireland.
City life brought new habits. Traditionally the household was both a con-

sumption and a production unit. Modernization and urban life made it more of
a consumption unit. However, children continued to contribute to household
income. Although primary schooling was universal, except in Portugal, the
Balkans, and Russia, it was not yet a full-time occupation and few stayed in
school beyond the age of fourteen. Thus there was a family life-cycle pattern of
income, where the children took over the income-earning role of the mother
before they finally left home and formed their own families. In 1900, in the
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textile district of Ghent in Belgium, wives typically earned 20–30 percent of
household income initially. As time passed, children came to contribute a full
half, and the father contributed the rest. Working teenagers, living with their
parents, were the rule long after the end of our period. By 1900, in most of
industrialized Europe including Russia, legislation barred labor under the age
of twelve. Almost everywhere, however, protective laws did not extend to small
artisan workshops. Generally there was not much legislation on working
conditions before 1900 except for child and female labor. Remarkably, legis-
lation in Russia did not lag behind and in 1897, the working day was limited to
11.5 hours and night work to 10 hours, although overtime was allowed

Table 5.3 Major cities or towns in Europe: their numbers and growth

Annual rate of change in percent

Total

number

Number > 200,000 in

1910/11

1800/1 – 1870/1 1870/1 – 1910/1

Austria 1 1 1.75 2.25

Belgium 2 2 1.78 2.12

Bulgaria 1 0 – 4.30

Czech 1 1 1.06 0.89

Denmark 1 1 0.84 2.86

Finland 1 0 1.53 4.43

France 8 5 1.43 1.69

Germany 16 16 1.85 3.11

Greece 2 0 – 5.09

Hungary 1 1 1.90 3.75

Italy 9 7 0.54 1.47

Ireland 2 2 1.05 1.82

Netherlands 3 2 0.61 2.54

Norway 1 1 2.75 3.27

Poland 7 7 1.41 2.95

Portugal 1 1 0.37 1.57

Romania 1 1 2.15 2.21

Tsarist Russia 21 10 1.31 3.12

Serbia, Croatia 2 0 0.27 3.32

Spain 4 3 0.87 1.63

Sweden 2 1 1.10 2.47

Switzerland 2 0 1.57 2.28

United

Kingdom

10 10 1.99 1.59

Europe, this

sample

99 69 1.25 2.27

Source:Mitchell 2003 – those towns or cities which had a quarter of a million inhabitants in 1900/1,

or half a million in 1960/1, or “otherwise important.” 1870/1 figures for Barcelona, Seville, and

Valencia have been interpolated. Ireland includes Northern Ireland; Poland includes Wroclaw,

which at the time was German Breslau; Tsarist Russia includes currently independent republics.
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(Janssens 2003, pp. 73–4; Tugan-Baranovsky 1970, pp. 313, 329, 341–2).
Elsewhere, working hours were not limited, except for the British Act restrict-
ing them to nine hours a day in 1873. This Act seems not to have had much of
an impact, although British male workers even in 1870 worked about 500 hours
less per year than their counterparts in other western European countries.
Compared with today, working hours in western Europe were unbelievably
long: 3,200 hours against 1,600. By 1913 working hours in western Europe had
converged towards the British standard, and in France a ten-hour working day
was enforced by law in 1904. Significant differences remained, however, with
the Netherlands having the longest and Spain the shortest hours (Huberman
2004).
Legislation also focused on female labor. In 1878 Germany forbade female

work in mines and prescribed three weeks’ maternal leave after childbirth,
supplemented from 1887 by an allowance. In Russia, night work by women and
children in the textile industries was prohibited in 1885. Following the Berlin
Conference on legal harmonization in 1890, more countries regulated female
work in the following year. Germany forbade female night work, doubled
maternity leave to six weeks, and limited the working day for women to eleven
hours. Britain prescribed four weeks of maternity leave, and France in 1892
legislated the eleven-hour day for women and forbade female night work in
factories. Maternity leave had to wait in France, but before the end of the period
female factory workers were laid off six weeks before and six weeks after
childbirth (Kintner 1985; Rose 1996; Canning 1996; Stone 1996) With urban-
ization and industrialization, the age-old bourgeois ideal of the male bread-
winner family gained a cultural hegemony in places even before 1914 (Janssens
1997, 2003). In Britain it obviously did, since only 10 percent of married
women are reported to have been in the labor force in 1901, as against 40
percent of French wives (Frader 1996). Although the first figure may be too low
and the latter an exaggeration, the higher propensity of French married women
to work for pay was probably more the outcome of a lower wage level in France
than of deliberate female emancipation. In Germany women, and increasingly
married women, streamed to the factories during the rapid late nineteenth-
century industrialization (Canning 1996). The wage level interacted with the
propensity of married women to join the labor market. In Russia, after the
Emancipation of the serfs in 1861, the rise in relative wages gradually swelled
the female labor force. In the province of Moscow by 1898, a full quarter of
adult women worked outside the village in non-agricultural labor (Pallot 1991,
p. 167). In Britain and the Netherlands, where wages were comparatively high,
fewer wives worked outside the household. In Belgium and France, female
labor-force participation varied between industrial districts. Where mines and
metal-working industries dominated, female workers were few. In textile
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districts they could dominate the workforce, and wages also were much lower.
In France, there was a vociferous debate within the labor movement over the
“family wage” which would bring about the male-breadwinner household
(Frader 1996). It was not introduced, but after the turn of the century the
employment of French women outside agriculture stagnated. One might pre-
sume that the decline was brought about by the behavior of married women.
Statistics on employment by gender and sector are provided byMitchell (2003).
The accuracy and consistency of the data can be questioned for some countries,
but the overall picture is probably about right. Since reported employment in
agriculture is highly dependent on its structure, whether based on hired labor or
self-employment, only employment outside agriculture has been considered
here. It should be noted that the share of employment is not equal to the labor-
force participation rate (which is the usual indicator), and there is no fixed
relation between them. Say that the female share of employment is 30 percent
and there are as many women as men of productive age; then if 90 percent of
the males are active, the female labor force participation rate will be 39 percent,
but if only 80 percent of the males are active, the female rate is 34 percent.
As shown in Table 5.4, few countries exhibit big changes in the gender

distribution of employment, and the trend differed among countries and over
time. Among the more populous countries, Italy experienced a sharp decline in
the female share of non-agricultural employment during the late nineteenth
century – so sharp that it had an impact on the European level. If Italy is
excluded, the female share in non-agricultural employment was stable at 30
percent in Europe, as represented by these fifteen countries. This is equal to a
female labor force participation rate of at most 40 percent, and since a majority
of unmarried women certainly worked, the share of non-agricultural, married
women working outside the household should not be too far from the figures in
Table 5.4. Thus it was fairly stable over the period 1880–1910. However, the
employment statistics certainly under-report female domestic labor, which
actually persisted and grew during the late nineteenth century, due to out-
sourcing of work in the expanding clothing industry. Consequently the male-
breadwinner household was slow to appear and was not yet the pattern in 1914
(Honeyman and Goodman 1991). There was no historical turning point when
married women returned from the factories; the lower female than male labor-
force participation rate was rather an outcome of individual life cycles. Married
women withdrew from the labor force as the family grew and the children
began to earn money.
City life not only changed habits and household patterns, but also had a

severe impact on health. The “urban penalty” meant that mortality was sig-
nificantly higher in large towns and cities than in the countryside, and con-
tinued to be so throughout the period in large parts of Europe. Moreover, at the
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beginning of the period deaths exceeded births in Italian, French, and Russian
cities. Thus urban growth was entirely dependent on the inflow of migrants.
However, as indicated by the previous discussion about the increase in life
expectancy, circumstances improved over the period 1870–1914. A compar-
ison of mortality in England and Germany, and of the specific causes of death at
different ages, highlights important factors in the mortality decline. We have
separated the two most common causes of death: respiratory diseases, includ-
ing tuberculosis, and digestive diseases. Other, communicable diseases such as
smallpox, scarlet fever, typhoid fever, diphtheria, and whooping cough, which
previously had claimed many lives, were now of secondary importance. That
also meant that there were fewer of the epidemics that had been an ineradicable
scourge in human history. Table 5.5 shows the dismal statistics for the ten
largest towns as well as for the whole of both countries.
What is striking in Table 5.5 is not only that there was an “urban penalty,” at

least early in the period, but also that there was a “German penalty.” Even by
1900 mortality in Germany had not come down to the English level of the
1870s. The age distribution was, however, very different in the two countries
and for all ages above one year, the German mortality in 1900 was lower or
about the same as in England at the beginning of the period, and was

Table 5.4 The share of females in non-agricultural employment

1880 1900 1910 Deviating year

Ireland 47.9 – 40.8

Britain 33.8 31.5 31.6 1881, 1901, 1911

Belgium 33.0 29.3 32.1

Netherlands 25.1 26.4 26.3 1889, 1899, 1909

France 34.4 37.4 36.2 1886, 1901, 1911

Germany 18.3 20.1 21.5 1882, 1895, 1907

Switzerland 26.4 34.4 38.6 1890

Austria 35.4 29.4 31.4

Hungary 34.6 29.0 27.1

Italy 42.5 31.7 29.4

Spain 24.5 23.6 20.0 1877

Portugal 40.1 20.9 33.3 1890, 1911

Denmark 50.4 35.0 38.3

Norway 40.0 40.2 40.5 1875

Russia 18 27 1914

Sweden 17.9 29.4 30.3

Finland 31.3 31.7 35.9

Europe, this sample 32.1 29.7 29.7 As above

- excl. Italy 30.3 29.5 29.8

Source: Calculated from Mitchell 2003. Decrease by at least one percentage point in italics. For

Russia, Barber and Davies 1994, p. 92.

118 Carol Leonard and Jonas Ljungberg



approaching the contemporary English level above the age of five. Among
children aged between one and five, mortality actually had become lower
than in Britain, as seen from the figures in the “Child” columns. Thus, the
“German penalty” shifted more and more towards a persistently higher mortal-
ity among the youngest children.
A similar development, continuing the German–English comparison, can be

seen in an urban–national comparison within Germany. The “urban penalty”
shifted more and more towards an “infant penalty,” and in 1900 urban mortal-
ity was so much lower, among those who had survived the first year of life, that
overall mortality in the large cities was below the average for the country.
Nevertheless, urbanization contributed to an increase in the country-wide
infant mortality rate, and the toll from digestive diseases in 1900 was the

Table 5.5 Mortality (per 10,000) in Germany and England and Wales, due to certain
causes and at certain ages in large towns and country-wide

Germany England and Wales

Ten largest towns 1877 Ten largest towns 1871–80

Infant Child All Infant Child All

Digestive 1,717.1 75.9 61.3 320.8 30.9 22.4

Respiratory 3,34.2 90.5 67.3 386.4 95.1 48.2

All causes 3,417.9 408.0 267.7 2,031.8 421.4 240.2

Whole country (Prussia) 1877 Whole country 1871–80

Infant Child All Infant Child All

Digestive 1,131.6 78.0 49.5 241.7 22.1 20.0

Respiratory 96.1 35.1 46.3 317.9 67.3 37.6

All causes 2,327.7 417.3 256.8 1774.1 311.9 212.7

Ten largest towns 1900 Ten largest towns 1901–10

Infant Child All Infant Child All

Digestive 1,367.8 34.6 38.5 248.5 15.5 7.9

Respiratory 385.3 93 56.9 361.6 129.3 50.5

All causes 2899.0 239.1 199.6 1699.7 347.8 168.2

Whole country (Prussia) 1900 Whole country 1901–10

Digestive 1,369.0 58.4 49.0 180.0 19.7 5.7

Respiratory 221.5 58.4 52.1 312.4 99.3 40.8

All causes 2,582.2 246.2 223.1 1,501.7 263.1 153.6

Source: Vögele 1998, Tables 12–13, 16–17, 20–3. Infant is age 0–1, child 1–5. Some of the

included German towns, for example Munich, Nuremberg, and Hamburg, were not situated in

Prussia. Vögele also reports German mortality in 1907, but by then the classification of death

causes had changed in some cities so that the figures are not comparable.
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same in the country as in the largest cities. Considering the causes, it is clear
that digestive disease, mainly diarrhea, was the worst killer behind the “German
penalty” and, broadly speaking, stood behind the whole gap in German–
English infant mortality, town and country alike. Respiratory diseases took
more lives in England as well as in the German cities than on average in
Germany. However, despite a minor retreat of tuberculosis, mortality due to
other respiratory diseases increased in Germany and the difference between the
largest cities and the rest of the country narrowed. This is probably connected
with rapid urbanization on a broader scale in Germany, whereas England
always had a more urban character outside the ten largest cities.
In England the “urban penalty” changed very little, in relative terms, and by

the end of the period the overall mortality was still 10 percent higher in the
largest cities. Thus we might summarize the picture as an “urban penalty” and a
“German penalty,” both due to a large and increasing “infant penalty.”
Infant mortality was higher in Germany than in most other European

countries. In Figure 5.1 Germany has been grouped together with Austria
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Figure 5.1 Infant mortality in parts of Europe, 1868–1914. Per 1,000 born. Source:
calculated from Mitchell 2003. Central: Austria, Germany, Hungary (1891– ); Balkan:
Bulgaria (1892–1912), Romania (1868–1903; 1912– ), Serbia (1888–1910); South:
Italy, Spain (1868–70, 1878–88, 1900– ); W Continent: Belgium, France, Netherlands,
Switzerland (1871– ); NW Periphery: Denmark, Ireland, England and Wales, Norway,
Scotland, Sweden. IMR for each country has been weighed with its population in 1870
and 1913, which may deviate from the actual number born.
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and Hungary in “central Europe,” and this region had significantly higher
infant mortality not only than other advanced parts of Europe but also than
poorer regions. Russia was the worst case, but other eastern countries such as
Bulgaria and Serbia had significantly lower infant mortality than Germany–
Austria–Hungary. In most regions a decline occured first in the 1890s. One
exception was the south, with both Italy and Spain showing a slow but steady
decline throughout the period. Another exception among individual countries
was the Netherlands, which, even more than Italy, showed a steady decline over
the whole period. The remarkable sharp drop in the central European region in
the mid-1870s highlights the huge differences within Germany; the drop is due
to a decline in the German series which in turn comes with the inclusion of
Prussia, whereby more weight is given to northern and western Germany.
Despite that drop, central Europe stayed at a higher level throughout the period –
although the Balkans showed a steep rise in the very last years – due surely to
Romania being the sole representative of this region in 1913–14. Until the turn of
the century Romania had a lower infant mortality than Germany, but it then
lagged behind in the decline and had huge variations between the years. A key
factor for explaining the huge differences in infant mortality is the extent to
which the babies were artificially fed, which in combination with deficient
hygiene and handling of food made them much more exposed to disease.
However, as already noted, there is no consensus on the causes of the

mortality decline (Corsini and Viazzo 1997). Insights can be gained by consid-
ering the European pattern of infant mortality and feeding practices from the
perspective of social improvements in the period 1870–1914.

Sanitary conditions, childcare, and the progress of knowledge

Clearly, the increase in the urban population of Europe from close to 50 million
to almost 120 million over the period 1870–1914 must have put a strain on
housing. New migrants to the cities found their residence in attics or in cellars,
and living spaces and beds were shared by many people. In Russia, urban living
conditions were overcrowded and insanitary. In St Petersburg, workers tended
to live in barracks, and the number of people living in each room or cellar was
twice that in Berlin, Vienna or Paris (Barber and Davies 1994, p. 93).
Nevertheless, the “urban penalty” disappeared during the late nineteenth
century in Russia and overall mortality became even lower in urban than in
rural areas (Mironov 1999, p. 190). In other words, in Russia, as elsewhere,
conditions probably improved, even though the improvement was very uneven.
Similarly, in England before the start of our period, in the 1840s, 40,000 people,
or 20 percent of the population, in Liverpool lived in cellars. Liverpool and
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Manchester were probably the worst places. About this time, the public health
movement for improvement of sanitary standards began, and Manchester
seems to have led the way with local regulations on housing, for example,
forbidding housing people in cellars in 1853. At the national level, the Public
Health Act came in in 1875 and Belgium and France, at about the same time,
also made legislative efforts to improve housing standards (Burnett 1991). The
migration to towns and cities propagated an intense housing construction
effort, but in many areas it nevertheless fell short of demand. In Berlin in
1880, more than 100,000 people, or about a tenth of the population, lived in
cellars. Social statistics evolved with the public health movement, and in Berlin
mortality was registered with specification by floor. In the mid-1870s the risk of
dying on the fourth floor, under the roof, or in the cellar, was about 25 percent
higher than on the first floor. Ten years later, in the mid-1880s, general mortal-
ity had declined but still the risk of dying in the attic or the basement was about
15 percent higher (Vögele 1998, p. 148). Similarly, in Glasgow as late as 1911,
the mortality in one-room dwellings was twice as high as in apartments with
four or more rooms (Burnett 1991). Probably more than housing as such, these
figures indicate the importance of social class for mortality.
Housing standards slowly improved, yet this cannot be credited with more

than a minor part of the mortality decline. Probably of greater importance than
the housing itself were central water networks and sewerage systems.
Traditionally, the water supply in cities had been provided by wells and
fountains where citizens themselves or water porters fetched the water.
Where central piped water networks existed in 1870 only a minority of the
houses were served. If Britain and France started earlier, Germany caught up in
the construction of entire supply systems. In 1870, only 15 percent of German
towns and cities with more than 25,000 inhabitants had a central water supply
system. In 1900, all towns of that size had one and so did nearly half of the
smaller towns. The coverage was, however, another matter since the comple-
tion of the systems took time. For example, Berlin began construction in 1853,
and twenty years later about half the buildings were connected, whereas
London did not attain the same coverage until the 1890s (Spree 1988,
pp. 133ff.; Brown 1988; Goubert, 1988; Vögele 1998, pp. 151ff.). Not only
Germany caught up with Britain and France. Big cities over large parts of
Europe began construction of central water systems at about the same time,
between 1860 and 1890. In a sample of twenty-one cities in continental Europe
from Finland to Italy and Romania to Netherlands, fourteen began water
networks in this period, three earlier, and four after 1910. One of the early
starters, Madrid, did not retire its last water porter until in 1912 (Juuti and
Katko 2005). Water closets and sewerage systems came, broadly speaking,
at about the same time as central water supply although with variations. In
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England and Germany, water closets and sewerage systems typically came ten
to twenty years after central water supply (Brown 2000; Vögele 1998), but in
other parts of Europe the development seems more often to have been con-
temporaneous (Juuti and Katko 2005). In Russia, even though by 1910 in
Moscow a central water supply had been installed, for those who lived outside
the “Garden Ring,” the central area of the city, water porters were still a critical
feature of life (Bradley 1985, p. 67). Central water supply and sewerage meant
large improvements in urban sanitary standards, although these were not
always very sustainable since problems were exported from town to country.
Sometimes the sewerage polluted freshwater sources: for example, the Thames,
which supplied parts of London and the Seine, which supplied Paris. Since
purification of the water did not become satisfactory until the twentieth
century, sanitary progress was not clear cut.
No doubt the central water supply had a tremendous impact on living

standards, probably saving more household labor than later innovations such
as the washing machine (Svensson 1995). However, the less significant impact
on health andmortality may be due to the deficient quality of the water. The ten
largest towns and cities in England and Germany were about equally endowed
with central water supplies in the early twentieth century, but digestive diseases
continued to be a “German penalty” not only among infants but in the entire
population, although other death causes had been significantly reduced in
Germany compared to England, as discussed above (see Table 5.5).
Of course it was a combination of factors that caused mortality decline. As

shown above, life expectancy was not closely correlated with GDP per capita.
McKeown (1976) emphasized improved nutritional standards as a key factor.
An estimate for the German population shows that the caloric intake of the
total population improved by about 30 percent between 1870 and 1914
(Twarog 1997). Although gross intake is of great importance for living
standards and health, it is what is actually digested that matters. Exposure to
disease, in particular at an early age, greatly influences human ability to use
nutrition, and therefore influences health throughout life (e.g., Bengtsson
and Dribe 2005, p. 348). Thus there is no linear relationship between the
availability of foodstuffs and demographic indicators.
Emphasis here falls on the impact of infant mortality on life expectancy.

Maybe variations in child nursing across Europe provide a clue to under-
standing the factors that drove the increase in life expectancy. Infant mortality
in Russia was strongly affected by child-rearing practices. The children of Great
Russian women were breastfed only briefly and graduated somewhat early to
solid foods, which led to extraordinarily high rates of infant deaths from
diarrheal diseases (Hoch 1994, p. 69). Similarly, the low level of breastfeeding
distinguished German child rearing. Avoidance of breastfeeding was more
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common further to the east and south in Germany as well as in the neighboring
central European countries, all with high infant mortality (Newman 1906,
p. 235; Kintner 1985; Morel 1991; Vögele 1998, p. 82). The reader may recall
Figure 5.1, where the inclusion of north-west Germany in central Europe
showed up as a sharp drop in infant mortality. Instead of mother’s milk, babies
were nourished with cow-milk or pap, often prepared by chewing bread and
feeding it to the baby through a tube. Given the deficient storage of the food and
the breeding of germs in the utensils, contagion in the infants was inevitable. In
Berlin in 1885, mortality was seven times as high among artificially nursed
babies as among the breastfed. Knowledge about nursing and caring improved
but still in 1910 the difference was 4.4 times (Vögele 1998, p. 82). Often
women’s work in factories, not only in Germany, meant a reduction in breast-
feeding, which had a disastrous impact on infant mortality (Morel 1991; Vallin
1991). Artificial feeding was not the only alternative to breastfeeding. Infants
were also left to wet-nurses. This was a common practice in France, and in
particular in Paris where, in 1869, 41 percent of all babies were handed over to
wet-nurses in the countryside who, moreover, often handfed the step-babies
(Guttormsson 2002, p. 265; Newman 1906, p. 234). By contrast, where infant
mortality was the lowest, in Ireland, Scotland, and Scandinavia, breastfeeding
was overwhelmingly the dominant practice (Newman 1906, pp. 221ff.).
Was it, then, just piecemeal improvements in several factors, from nutrition

to housing and sanitary conditions that brought about the decline in mortality?
A comparative perspective suggests that this is not a satisfactory explanation. If
it were, the correlation across Europe between GDP per capita and life expect-
ancy would have been close to perfect. Instead, human behavior determined a
society’s responsiveness to improvements for the benefit of health and the
decline of mortality.
Some attention must be given to what was going on within the household.

There, infants were breastfed or fed on cow-milk and pap, or outsourced to wet-
nurses. The household was also the locus of personal hygiene and the handling
of food. At least since the beginning of the public health movement in the early
nineteenth century, filth had been fought, and cleanliness was the ideal.
However, diseases were believed to spread through miasmas (bad smells),
and this belief constrained efficient prevention, for example in the handling
of water. A much-cited example is the discovery, by the London physician John
Snow, that cholera was being transmitted from a public well contaminated by
the leakage from the privies in a nearby yard. That was in the 1850s, and it
would be another decade before Louis Pasteur provided scientific proof of the
germ theory, as opposed to miasmas and the ancient belief that new life could
emerge spontaneously in organic material. Pasteur, himself a chemist, opened
the way for modern medicine with antisepsis and the identification of specific
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germs as the causes of certain diseases (Biraben 1991). Germ theory was not
immediately accepted: it was engineers and not physicians who drove the
construction of central water supplies and sewerage (Vögele 1998, p. 163).
Neither did improved medical treatment significantly contribute to the mortal-
ity decline before 1914. Nonetheless the impact of the new knowledge on
human behavior was immense, not least in households, and this propelled
much of the improvement in health (Mokyr 2000). The age-old belief that
disease was sent by God was replaced by knowledge about the causes and by
pre-emptive behavior. Rejecting fatalism and pious approval of what “the Lord
gave and the Lord hath taken away,” parents began actively to promote the
survival of their children (Guttormsson 2003). Improved care of infants was
also pushed by infant welfare centers, set up in Germany after 1900, by British
Medical Health Officers, and by doctors such as George Newman, who in 1906
published the remarkable book Infant Mortality. A Social Problem (Kintner
1985; on Newman, see Galley 2006 and Woods 2006).
New knowledge propelled the ideology that propped up the so-called male-

breadwinner household. Historically that concept is a misnomer that draws
attention away from the contribution of women to the development of the
modern household. Certainly much of the agitation, for example, for a family
wage or for legislation on female work had a patriarchal motive and tone that
denounced women’s individualism (Honeyman and Goodman 1991; Frader
1996). But it is to fall into a discriminatory trap to ignore the modern house-
hold’s role in promoting health – and reducing mortality. The label “modern
household” is not intended to denounce its gender division of labor, which still
today is predominantly traditional, but to emphasize that it took advantage of a
new technology. The new knowledge about hygiene, germs, and, after the turn
of the century, vitamins and minerals was diffused to the public. Books and
journals spread the message of “domestic science.” And it had an impact.
Diffusion was also enhanced through schooling, which encompassed almost
the entire new generation in most of Europe. “While the absorption of the full
behavioral implications of germ theory took decades, what is surprising is how
relatively quick and complete its triumph was by 1914, delivering sharp
declines in infectious disease decades before the introduction of antibiotics”
(Mokyr 2000, p. 17). Themiddle classes were the first to adopt the new practices
and to gain from improvements in health. Poorer arrondissements in Paris in
1891 had 71 percent higher infant mortality than the wealthier. Two decades
later the difference had grown to 135 percent. In Prussia, also in 1891, the
differential in infant mortality between working-class families and civil serv-
ants was 31 percent – and two decades later it had increased to over 90 percent
(Morel 1991). Knowledge and habits worked their way down the social ladder,
however, and health improved generally with the passing of time.
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A comparison of inequality

The discussion of household patterns, social class and health leads to another
aspect of living standards: income distribution. During the initial period of
modern economic growth in Europe, inequality seems to have widened and
large sections of the population suffered from deteriorating incomes (Pamuk
and van Zanden, Chapter 9 in Volume 1). After 1870, economic growth gained
momentum and income levels increased. What about inequality? If income
gaps are wide in a rich country, one can conclude that poverty is not rare. If
gaps are moderate in a medium-income country poverty probably is rare. In a
low-income country high equality nevertheless means ubiquitous poverty.
Comprehensive statistics on income and earnings are rare before the First
World War, which is why international comparisons for this period have to
rely on less precise estimates. Available for most countries are real wage data for
manual labor, and for a bundle of countries there are also purchasing power
parity-adjusted real wages, making levels comparable across countries. We will
use such data in combination with GDP per capita for a shorthand estimate of
European income inequalities. “Wages” is a term applied in most countries to
the remuneration of urban unskilled labor, but in the case of (less urbanized)
Finland it applies to “manual outdoor workers”; for Sweden it is average male
wages in manufacturing, and for Russia it is wages of workers in agriculture. Let
us first give the picture and then discuss its validity and limitations.
The basic idea is that the ratio real wage/GDP per capita (hereafter w/y), gives

information about income distribution. Most important, it allows a comparison
not of the absolute numbers but of relatives over time and space. Over time is
simple, since if the ratio w/y increases it means that manual workers are getting
a larger share of national income, and there is a decrease in inequality. Where
w/y falls, inequality increases. Moreover, if we can compare wage and GDP per
capita levels across countries, that will allow a comparison of income distribu-
tion in the countries involved. Thus a measure of comparative equality is
derived:

Equality ¼ Wj=Wuk

Yj=Yuk

If the real wage in country j is, say, 95 percent of the real wage in the United
Kingdom, whereas GDP per capita is only 85 percent of the UK level, then
manual workers in country j have a larger share than their British counterparts,
and equality is higher in country j. Conditions in the UK, the most advanced
country at the time, are taken as the standard for comparison. Since the pattern
we find is quite different for the period before and after 1890, this year is taken
as the reference year and Table 5.6 shows the results.
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A few things stand out. First, inequality was particularly noticeable in the
United Kingdom and in 1913 only the Netherlands was more unequal. Second,
the poorest country, Serbia, was also the most equal, although inequality
steadily increased. These two observations are in line with the so called
Kuznets curve, which presumes increasing inequality during early industriali-
zation and then, in thematuring industrial society, a resurgence of a more equal
income distribution. However, a third observation points counter to the
Kuznets curve. In the period 1870–90 all countries except Serbia, Spain and,
maybe, Germany experienced increasing equality. Moreover, thereafter, in
1890–1913, all countries except Denmark, Norway, Finland and, maybe,
Spain, experienced a clear decrease in equality. For Europe as a whole, as
represented by the countries in table 5.6 weighted by population shares, equal-
ity also increased in the first period and was roughly stable in the second.
A limitation of the Kuznets curve is that it is a generalization confined to

a closed economy, whereas the observed pattern should be seen in the perspec-
tive of globalization and the Second Industrial Revolution. From about 1870,

Table 5.6 Comparative income, real wage and equality levels in European countries
(UK 1890 = 100)

Relative GDP/

cap. 1890

Relative real

wage 1890

Equality

1870

Equality

1890

Equality

1913

Serbia 20.6 44.0 277.4 217.5 167.8

Portugal 28.1 47.2 122.0 168.0 151.4

Russia 27.6 40.8 118.2 150.0 99.0

Finland 34.4 51.5 130.2 149.7 157.5

Germany 60.6 85.4 139.0 140.9 115.0

Spain 40.5 55.1 192.9 136.0 136.4

Sweden 52.0 66.3 97.7 127.5 101.0

Norway 42.6 52.8 96.5 123.9 140.3

France 59.3 71.9 109.5 121.2 99.6

Belgium 85.5 96.6 105.4 113.0 94.6

Netherlands 82.9 85.4 83.9 103.1 74.7

Denmark 62.9 64.0 76.0 101.7 115.7

United

Kingdom

100 100 82.6 100 80.7

Italy 41.6 38.3 63.8 92.1 83.6

Europe, this

sample

44.1 53.8 89.3 121.9 119.0

Notes: ranked according to inequality in 1890.

Sources: GDP per capita, as for Table 6.1; Yugoslavia stands in for Serbia here. Real wages,

Williamson 1995 but Finland Heikkinen 1997; Russia, Leonard (forthcoming); Serbia, Palairet

1995; Spain, Simpson 1995; Sweden Bagge, Lundberg, and Svennilson 1935). Simpson’s series

behaves very similarly to that in Williamson 1995 but deviates starting in 1900, where the level is

inferred from Williamson. For Russia and Serbia the PPP has been inferred from this model: real

wage = α + β1 GDPc + β2 wgrowth 1870–90.
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railroads and falling transport costsmade Russian andAmerican grain competitive
in Europeanmarkets. Previously prices had been low in the producing peripheries,
butdue to the foreigndemandpricesnowincreasedand led toexpandedcultivation.
In the consuming centers, however, cheap imports led to falling prices. The twofold
effect was to allow higher wages for Russian agricultural day labor as well as higher
real wages for European workers (O’Rourke and Williamson 1999; Borodkin,
Granville, and Leonard 2008). After 1890 smoothly falling price levels changed
into a mild inflation that acted as a brake on real wages, at the same time as the
Second Industrial Revolution shifted demand to more skilled labor (Goldin and
Katz 1998; Svensson 2004).Whether the change from deflation tomild inflation in
the 1890swas caused by increased production of gold, whichwasminted to a larger
quantity ofmoney, or by increased pressure on available resources is not settled. To
some extent, globalization continued to contribute to equality, primarily through
emigration,whichmade labor amore scarce resource inEurope. That is highlighted
by increasing equality in three of theNordic countries after 1890. However, even in
the fourth Nordic country, Sweden, emigration pushed up wages and living stand-
ards, but since the growth of GDP per capita reached a very high rate the result was
nevertheless decreasing equality (O’Rourke andWilliamson1995; Ljungberg 1997).
Largely unaffected by the pattern displayed over most of Europe, from Britain to
Russia, was Serbia. Unaffected by market integration and the Second Industrial
Revolution, Serbia’s income distribution followed the path of the early Kuznets
curve with rising inequality.
To what extent is the above picture of European income distribution valid?

First it must be said that the quality of the data, for both GDP per capita and
real wages, leaves room for improvement. Without going into detail, quality
issues probably affect cross-country levels and may influence country rankings.
However, the general pattern – whereby equality increased before 1890 and
decreased thereafter – is probably robust by ourmeasure. The w/ymeasuremay
require caution in that it reduces income distribution to the wage share of
unskilled workers. If the size and level of earnings of the skilled and professional
income earners vary between countries, this will affect income distribution and
w/y. Since skilled and professional labor contribute more to GDP, their expan-
sion causes a rise in GDP per capita and depresses equality, explaining why the
richest countries were the least equal. Thus, w/y indicates the gap in regard to
the lowest income earners but says little about the structure of the income
distribution. However, during this period unskilled workers made up a sizeable
share of all income earners and in want of more precise measures w/y makes
sense. Economic growth in Europe from 1870 to 1913 elevated income levels
and reduced inequality up to the 1890s. The acceleration of growth in the 1890s,
however, exacted a price in stable or slightly increasing inequality; in Russia this
price was dramatic.
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Conclusion

The half-century before 1914 saw tremendous changes in living conditions across
Europe. No doubt one could list a series of innovations as well asmanifestations of
humanmobility that changed everyday life to no less an extent than in the current
era of globalization and the IT revolution. However, the most striking, and often
overlooked, evidence of the change is, we would suggest, increased life expectancy.
Whereas a European born in the 1870s could expect an average lifetime of only
about thirty-five years, barely more than a generation later, on the eve of the First
World War, life expectancy was around fifty years. These figures are simply the
averages of country observations in Table 5.1, without consideration of the
numerous Russian population, making up roughly a quarter of the European
population in 1870 and a third in 1913, which even at this latter date had not
attained a life expectancy of thirty-five. Since infant mortality was the most
important cause of the low life expectancy, one should note, first, that there
were large variations across Europe and, secondly, that a decrease in infant
mortality moved largely in parallel – though, again, this was less marked in
Russia. Differences in income levels cannot explain the variations in infant
mortality, however; a major cause was the extent of breastfeeding. The decrease
in infant mortality, particularly from the turn of the century in 1900, however,
cannot be explained by breastfeeding practices but largely by improved sanitary
standards in urban areas as well as improved hygiene within the household. The
role of women in the latter, as mothers and housekeepers, is often overlooked
or even ridiculed, despite its monumental importance. Moreover, not least for
women, quality of life improved when they could bear three instead of five or
more children and have a much higher probability of seeing them grow up.
New knowledge and its diffusion to broad layers of the population was key to

the improvement in living standards. The scientific proof of germ theory, which
overturned old conceptions about disease and contagion, was fundamental for
the change of habits as well as for medicine – although the impact of the latter
was still marginal.
Of course modern economic growth opened up possibilities for improve-

ment, for example, through investments in piped water and sanitary systems.
Moreover, economic growth was more evenly distributed than during preced-
ing periods. Globalization, with emigration and imports of cheap food, became
a lever for increased real wages and greater equality in western Europe.
However, technological change, such as electrification, increased the demand
for skills and human capital and thus stemmed the further development
towards equality. In Russia particular conditions even made income gaps
widen dramatically. The shadow of this development is still seen a century
later – and beyond.
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Introduction

Between 1914 and 1945 Europe’s economic development and integration
were interrupted and set back by two world wars, and its regional patterns
were brutally distorted by combat, exterminations, migrations, and the
redrawing of borders.1 The First World War (the “Great War” of 1914–18)
set more than thirty countries into conflict with each other and led to ten
million premature deaths. It was dwarfed only by the Second World War
(1939–45), in which more than sixty countries waged war and the war
prematurely ended the lives of more than fifty-five million people
(Broadberry and Harrison 2005b). As for who fought whom, there were
limited continuities: in both wars, Germany, Austria, and Hungary fought
Britain, France, and Russia for much of the time. Other allegiances changed.
For ease of reference, Table 6.1 lists the European countries that were in or
out of each war and, if in, on what side.
Although punctuated by an “interwar period,” the two wars can be under-

stood as a single historical process. The process was global but the European
dimension was fundamental to it. Thus, Europe was the main theatre of a vast
thirty-year conflict of empires and nationalisms. The first War was fought
primarily by European powers in Europe; some non-European participants
and colonial polities played a minor role while others intervened late in the
process. It produced a fragmented continent that had spent vast amounts of
physical and human capital; the countries at its center were ensnared in
reparations and debts, and incapable of returning to political and economic
stability. The second began in Asia but quickly spread across the world to
Europe, and most participants understood that the conflict in Europe would be
decisive for the outcome. The German historian Ernst Nolte (1965) was the first
to define these three decades as a European “civil war.” He saw it as a war
launched from Russia in 1917 by communist terror and aggression, to which
GermanNational Socialism and racial genocide were a defensive response. This
is not our view; if any country launched the war it was Germany, first in 1914
and again in 1939, for a variety of reasons. Undoubtedly, however, it makes
sense to view the two wars and the interwar period as a continuous process –
and we also find the destruction of moral limits that Thucydides first associated
with civil strife.
Our period was one of economic and political instability. The average growth

rates of most European states were modest compared with their performance

1 The authors gratefully acknowledge the advice and comments of the collaborators in this volume, in particular Joerg

Baten, Robert Millward, Leandro Prados de la Escosura, and Kevin O’Rourke, and thank them for their willingness to

share their knowledge and understanding.
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before 1914 or after 1950 (Maddison 1995); Angus Maddison (2001) describes
these years as “a complex and dismal period, marked deeply by the shock of the
two world wars and an intervening depression.” Eric Hobsbawm (1996) viewed
the extreme political and military outcomes of this period as characteristic
of the decadence and economic failures of the twentieth century. But that is not
the whole story. Bradford DeLong (2000) and Alex Field (2003, 2006) have
stressed that the massive rises in living standards in the second half of the
twentieth century were enabled by technological advances that continued in an
unbroken stream through the most dismal episodes of the first half. In Europe
as elsewhere, the rate of technological improvement remained high throughout
our period and exceeded nineteenth century benchmarks in spite of military,
economic, and demographic disaster (Ferguson 2006). In short, whatever it was
that came to an end in 1914, it was not the forces underlying economic growth.

Table 6.1 Taking sides: belligerents and neutrals in two world wars

First World War Second World War

Albania Neutral Anti-Comintern Axis

Austria Central Powers Annexed to Germany

Belgium Occupied by Germany Occupied by Germany

Bulgaria Province of Austro-Hungarian Empire Anti-Comintern Axis

Czechoslovakia Province of Austro-Hungarian Empire Occupied by Germany

Denmark Neutral Occupied by Germany

Estonia Province of Russian Empire Occupied by USSR

Finland Province of Russian Empire Anti-Comintern Axis

France Entente Occupied by Germany

Germany Central Powers Anti-Comintern Axis

Greece Entente Occupied by Italy

Hungary Central Powers Anti-Comintern Axis

Ireland Province of United Kingdom Neutral

Italy Entente Anti-Comintern Axis

Latvia Province of Russian Empire Occupied by USSR

Lithuania Province of Russian Empire Occupied by USSR

Netherlands Neutral United Nations

Norway Neutral Occupied by Germany

Poland Province of Russian Empire Occupied by Germany and USSR

Portugal Neutral Neutral

Romania Province of Austro-Hungarian Empire Anti-Comintern Axis

Russia/USSR Entente United Nations

Serbia/Yugoslavia Province of Austro-Hungarian Empire Occupied by Germany

Spain Neutral Neutral

Sweden Neutral Neutral

Switzerland Neutral Neutral

Ottoman Empire/Turkey Central Powers Neutral

United Kingdom (UK) Entente United Nations
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Globalization, empire, and war

In the nineteenth century globalization and empires were inextricably linked.
None other than the Russian revolutionary leader Lenin, writing in 1916 (Lenin
1916; reprint 1963), noted the association between the rise of global markets,
global enterprises, and global colonial empires.
In the early twentieth century the great powers all regarded colonial empire

as an entirely legitimate national pursuit. For illustration, Table 6.2 shows the
world’s colonial dependencies. In 1913, Europeans were the greatest imperia-
lists in the history of the world, with 30 percent of the world’s population living
in European colonies outside Europe that spread across more than two fifths of
the world’s land surface. In the same year Britain alone, which accounted by
itself for one fortieth of the world’s population and one five-hundredth of its
land surface, claimed sovereignty over 400 million people and thirty-three
million square kilometers of Africa, Asia, America, and Australasia. Its empire,
including both self-governing dominions such as Canada and Australia and
colonial dependencies such as India and Nigeria, embraced almost one quarter
of the world’s population and a quarter of its land surface. Other European
powers, chiefly France and the Netherlands, and after them Belgium, Germany,
Italy, Portugal, and Turkey, lagged far behind. Outside Europe, the United
States administered some neighboring islands, as did Japan, in addition to its
Korean colony (see also Huntington 1996).
In 1938, a quarter century later, almost nothing had changed. Germany and

Turkey had lost their little empires as a result of the peace treaties that followed

Table 6.2 Colonial dependencies in 1913 and 1938: populations and land surfaces

1913 1938

Population

(millions)

Land surface

(million km2)

Population

(millions)

Land surface

(million km2)

British dominions 19.9 19.5 30.0 19.2

British colonies 380.1 13.5 453.8 15.0

French colonies 48.4 10.7 70.9 12.1

Dutch colonies 44.1 2.1 68.1 1.9

Other European colonies 54.1 11.5 33.0 8.3

European powers’ colonies

and dominions, total

546.5 57.2 655.9 56.5

Non-European powers’

colonies

28.8 0.6 75.7 1.9

The World 1,810.3 134.4 2,168.0 134.4

Sources: Harrison 1998a; Broadberry and Harrison 2005a.

136 Jari Eloranta and Mark Harrison



the First World War. Italy and Japan were in the first stages of their expansion
across the Mediterranean and the Pacific respectively. But these are barely
apparent in the figures. Indeed, looking at the world from Berlin, Rome, or
Tokyo, the lack of change in the balance of the world’s colonial possessions was
the problem: the old colonial powers had failed to give way to the aspirations of
the new imperialists.
In fact, the pursuit of colonies by the rising powers, combined with the

defense of their colonies by the established ones, contributed to repeated crises
in the global equilibrium among the powers and was perceived to be to a large
extent responsible for the two world wars. In the process the very idea of empire
lost its legitimacy. The legitimacy of empire had never been strong among the
colonial populations, and its decline became marked within the United States,
the foreign policy of which became decidedly anti-colonialist. By 1950 whole-
sale decolonization, by consent or by force, was already under way within the
British, French, and Dutch empires, the only ones of any significance that
remained. This is another sense in which the two world wars formed a single
historical process that began in 1914 and ended in 1945 (Modelski and
Thompson 1996).
Since Lenin it has been fashionable to link world trade and world empires

with the causes of the two world wars. The truth is more complex, however.
Neither globalization nor imperialism directly caused the war to break out in
1914. Norman Angell had argued in his 1909 bestseller The Great Illusion
(reprint, 1972) that the increased economic interdependence of the great
powers would make any major international conflict an impossibility, or at
least bring it to a quick conclusion. Globalization had increased the interde-
pendency of regional and global players, thereby increasing the costs of war.
Specifically, increased openness had made the European states more vulnerable
to the interuption of imported supplies of food and materials. By raising wages,
economic growth had made the maintenance of standing armies more expen-
sive. Businessmen across Europe were not pushing for war and its outbreak
came as a shock (Ferguson 1999). But there were also countervailing factors.
One was the industrialization of warfare, which increased the destructive
efficiency of military equipment and gave industrialized states a bigger bang
for their bucks (McNeill, 1982; Ferguson 2001). Finally, the very fact of
increased vulnerability to economic disruption heightened the propensity of
the likely participants to gamble on a rapid offensive, once war became
probable (Rowe 2005).
JohnHobson (1993) has shown that both the United Kingdom andGermany

spent less on their armed forces than most great powers. John Keegan (1999)
describes a Europe thrust into war by communication failures and irreversible
war plans based on tit-for-tat responses that were designed for the “age-old
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quest for security in military superiority.” The First World War was no
accident, however. Historians have tended to hold Germany particularly
accountable for the pre-1914 arms race and the subsequent diplomatic break-
down (e.g., Berghahn 1973). Niall Ferguson (1999, 2001) has noted that, having
started the arms race, Germany was unable to compete against its rivals, and
was led therefore to gamble on a pre-emptive strike in 1914. Thus, the pre-war
arms race, stimulated by the competition for colonies, was a principal cause,
whereas the industrialization of armaments production contributed mainly to
the length and destructiveness of the war.
The arms race that led towards war in 1914 is not remarkable for its

economic dimension. The Industrial Revolution, combined with the fiscal
reforms of the nineteenth century, enabled western states to increase military
spending without excessively burdening their economies. We provide two
standardized measures of defense spending: the “military burden” on national
resources (percent of GDP) and the “defense share” of budgetary means
(percent of central government expenditure). In the period before 1914 most
countries carried heavier military burdens than in the early nineteenth century.
Within Europe, as Table 6.3 suggests, the great powers carried somewhat
heavier burdens than others; the average military burden on the GDPs of the
six great powers was 3.2 percent, compared with 2.7 percent for the whole
sample. Notably the United States, the emerging economic leader, devoted
less than one percent of GDP to its armed forces (Eloranta 2003).

Table 6.3 Military spending of the Great Powers in peacetime, 1870–1913 and 1920–38

Military spending, % of

GDP

Military spending, % of

central or federal

government expenditures

Country 1870–1913 1920–38 1870–1913 1920–38

Austria(–Hungary) 3.5 0.9 12.0 5.8

France 3.7 4.3 25.9 22.4

Germany 2.6 3.3 54.1 23.8

Italy 2.8 4.4 21.7 25.4

Russia (USSR) 3.9 7.1 27.9 11.9

UK 2.6 3.0 37.5 16.3

Six-country mean 3.2 3.8 29.9 17.6

Japan 5.0 5.7 32.2 20.1

USA 0.7 1.2 29.4 22.4

Sixteen/seventeen country mean 2.7 2.8 33.3 18.0

The sixteen-country mean for 1870–1913 includes Austria(–Hungary), Belgium, Denmark, France,

Germany, Italy, Japan, Netherlands, Norway, Portugal, Russia, Spain, Sweden, Switzerland, the

UK, and the USA; the seventeen-country mean for 1920–38 adds Finland.

Sources: see Eloranta 2002b, p. 110, for details.
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The arms race was fueled by both rivalry and restraint. While some countries
pushed up military spending to keep abreast of their rivals’ efforts, others did
the same to exploit the relative restraint of the British and American economic
giants. The origins of the Great War are often seen in the consolidation of two
confrontational alliances; however, when the statistical evidence is inspected
for evidence of strategic interaction we find that the alliances themselves were
ultimately inefficient and almost irrelevant to national spending decisions
(Eloranta 2007).
A different picture emerges when we turn to the causes of the SecondWorld

War. In the interwar period, military burdens were on average higher than
before 1914 but, as Table 6.3 suggests, military spending was overtaken every-
where (except Italy) by other spending categories. As a result budgetary defense
shares were almost uniformly lower, often much lower. Not reflected in the
table are national variations in the timing of rearmament; the Soviet Union and
Japan began to rearm at the end of the 1920s and Germany at the beginning
of the 1930s. Most others delayed intense rearmament until the mid-1930s.
Hitler raised Germany’s military burden from below 2 percent in 1933 to nearly
20 percent in 1938. The Japanese rearmament drive was still more impressive,
with a 23 percent military burden and more than 50 percent defense share in
1938. Mussolini was less successful in rearmament as well as in his efforts to
realize the new Roman Empire, with Italy’s military burden reaching no more
than 5 percent in 1938. Achieving high rates of military output before that time,
as in the Soviet Union, was of doubtful military value, since the rapid pace of
technological change made many of the armaments produced earlier obsolete
within two or three years.
Some states oscillated between policies of disarmament and rearmament.

Many smaller states did not begin active rearmament until after 1935, but some
already had high military burdens in the 1920s (e.g., Portugal and Finland).
Sweden started the period with a high defense share, which declined noticeably
by the end of the 1930s. A member of the League of Nations from the begin-
ning, Sweden exemplifies an active pursuit of disarmament. According to Ulf
Olsson (1973), Sweden’s rearmament was slow to react to the worsening
international security climate, and its military burden remained below 2 percent
until 1939. It thus resembles the slow reaction of the United States to the new
arms race in the late 1930s (Eloranta 2002b).
Relatively high military spending was not a guarantee of military success or

the security of borders. Military spending determined only the increment to
one of four dimensions that, according to Samuel Huntington (1996), produce
military power. This was the quantitative dimension (men, arms, and resour-
ces). The other three are the technological (effectiveness of the equipment); the
organizational (deployment and morale of the troops); and the societal (ability
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and willingness to apply military force in various situations). Military activity
itself takes place at four different levels – political, strategic, operational, and
tactical – of which the political sphere contains the funding decision (Millett
et al., 1988). Germany, for example, put forth the quantitative resources,
invested heavily in various civilian and military technologies, had the required
organizational structures and training, and whipped the society into a con-
dition ready for war in the 1930s. French policy makers, although convinced in
the 1920s that French security required high military spending, were unable to
maintain this spending at a competitive level in the 1930s, which may have
contributed to the technological weaknesses of the French forces in the Second
World War. In addition, their military strategies were ill-attuned to the war of
maneuver that was about to be unleashed.
The ascendancy of the authoritarian nations and their military spending

began in the mid-1920s, and accelerated after 1933, with Germany quickly
tipping the balance. It appears that the international system was destabilized by
the dispersion of military power in the 1920s. The United States failed to
exercise credible military leadership commensurate with its economic power.
In European democracies, domestic military spending decisions were driven
more by producer lobbies than by external security concerns (Eloranta 2002b).
The outcome of the renewed rearmament competition was the Second

World War. Where did the drive to war come from? There were both new
and old elements in the mixture. Something in continuity with the period
before 1914 was rivalry for colonies. The British, French, and Dutch defended
their empires. The Soviet Union defended the frontiers of the former Russian
Empire. The Japanese looked to create a new empire, first to the north in
Manchuria and Siberia, then, when the Soviet Union proved too difficult an
adversary, turning south to the British, French, and Dutch colonies. The
Italians looked to build an empire around the Mediterranean, from North
Africa to the Balkans and Greece. And Germany looked towards eastern
Europe and Russia for complementary resources andmarkets and an ethnically
restructured living space. To realize these plans the Japanese moved first (into
China), then Italy moved (into North Africa), and finally Germany (into
eastern Europe). If Lenin had been alive, he would have recognized the picture.
The imperial powers were redividing the world by force. Driving the imperial
rivalry, however, was something new.

War, development, and dictatorship

Before 1913 the richest countries in Europe were becoming more democratic,
while aristocratic and monarchical institutions were weakening in poorer
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countries such as Greece, Serbia, Spain, Portugal, and Turkey. In so far as
democracies rarely fight each other, the prospects for peace in Europe should
therefore have been improving. We measure the political regime using the
Polity 2 index (based on the Polity IV data), which subtracts autocracy scores
from democracy scores to create a composite index of the political regime with
values ranging from +10 (strongly democratic) to −10 (strongly autocratic).
Table 6.4 compares the degree of democracy with the level of economic
development achieved. It shows that in 1913 seven of the ten countries with
GDP per head above the European median had achieved a positive Polity
index – and so had half of the ten poorer countries. The First World War
was launched, however, by the mobilizations of the least democratic powers in
Europe: the monarchies of Germany, Austria–Hungary, and Russia.
Losing the Great War destroyed the legitimacy of the regimes that launched

it. In Germany, Austria, Hungary, and Russia, the monarchies fell; Germany
and Austria became markedly democratic, Hungary mildly so, and Soviet
Russia not at all. Where democracy developed, however, it was fragile. The

Table 6.4 Political regime and economic development in Europe across two world wars:
numbers of countries

With GDP per head

Above median Median or below

Polity 2 index, 1913

Above zero 7 5

Zero or below 3 5

Polity 2 index, 1923:

Above zero 9 5

Zero or below 0 5

Polity 2 index, 1938:

Above zero 9 2

Zero or below 2 9

Polity 2 index, 1950:

Above zero 11 3

Zero or below 1 10

Countries are Albania (1950 only), Austria (not 1938), Belgium, Bulgaria (not 1923),

Czechoslovakia (not 1913 or 1938), Denmark, Finland (not 1913), France, Germany, Greece,

Hungary (not 1923), Ireland (not 1913), Italy, Netherlands, Norway, Poland (not 1913), Portugal,

Romania (not 1923), Russia/USSR (not 1923), Serbia/Yugoslavia, Spain, Sweden, Switzerland,

Turkey, and UK. The Polity 2 index subtracts autocracy scores from democracy scores, and also

fixes standardized scores, to create a composite index of the political regime suitable for time

series analysis, with values ranging from +10 (strongly democratic) to −10 (strongly autocratic).

Sources:Polity IV data-set fromwww.systemicpeace.org/polity/polity4.htm;GDPper head in 1990

international dollars from Maddison 2001.
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circumstances of the 1920s and early 1930s could hardly have been less
favorable, and by the late 1930s the new democratic constitutions had been
overridden by a new kind of dictator in Germany, Austria, Italy, Spain,
Portugal, and most of eastern Europe, while Russia had gone over from
monarchical to communist absolutism with hardly a pause for breath.
Table 6.4 shows the stark division of Europe that had developed by 1938:
most rich countries continued to uphold democracy, but most poor countries
had succumbed to authoritarianism. Finally, the post-Second World War
settlement left the continent just as polarized between rich democracies and
poor dictatorships as before, with communists taking the place of fascists across
eastern and south-eastern Europe.
The new ingredient in interwar imperial rivalry was totalitarianism, a term

that the political theorist Hannah Arendt applied to the most oppressive
regimes of the twentieth century: National Socialist Germany and communist
Russia. According to Juan Linz, a totalitarian state has: (1) centralized political
power; (2) an exclusive ideology that the leader uses as an instrument both for
purposes of political identification and as a guide to action; and (3) mobiliza-
tion of the citizenry for collective purposes, channelled through a single party
using brutal violence against real or perceived opponents (Boesche 1996; Linz
2000). It remains debatable whether the structures of National Socialism and
communism were so similar that one concept could cover them both. The
consequences were similar but not identical. In the Soviet Union, Stalin created
a state-owned command economy under a ruthless political dictatorship. His
victims were chiefly his own subjects, whether killed by neglect in the famine
that followed the forced collectivization of the countryside or killed by design
during the Great Terror. Using state controls, he built up heavy industry and
invested in new military technologies; in the mid-1930s the Soviet Union was
possibly the biggest defense producer in the world. At the same time the secret
record of Stalin’s foreign policy has been shown to be “passive-aggressive” rather
than expansionist (Barber and Harrison 2005).
Hitler’s regime also exemplified the notion of totalitarian control. He added

the explosive elements of anti-Semitism and racial purification to the tradi-
tional ideals of German nationalism and imperialism. His ascent to power in
1933, beginning with an election victory and rapid assumption of the role of
dictator, was preceded by the economic collapse of the Great Depression.
German unemployment reached staggering proportions in 1932, with one
third of the labor force out of work. Hitler’s appeal was based on promises to
restore Germany to prosperity and imperial domination, hatred of the Jews,
and fear of the communists at home and in the Soviet Union. He consolidated
his power by silencing his enemies and building an efficient police state. His
policies reduced unemployment and aimed tomake the economy self-sufficient
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for war. He did not aspire to total control over economic life, but was ready to
squeeze living standards and real wages for the sake of rearmament (Tooze
2007). He withdrew Germany from the League of Nations, and his decisions to
remilitarize the Rhineland in March 1936 and annex Austria were among the
death blows to the League’s credibility. His main target was colonial expansion
(Kennedy 1989; Abelshauser 2000). Compared with Stalin’s, his policies killed
more people by intention and fewer by accident. More of his victims were in
other countries. But he still killed millions of his own citizens.
Compared with the totalitarianism of Hitler and Stalin, the regimes of the

Italian and Iberian fascists, although bloody and repressive, do not really
measure up. In Italy Mussolini was appointed prime minister in October
1922, after the fascists’ march on Rome. He took several years to overcome
parliamentarism and the other political parties and he never achieved central-
ized control of his polity as did Hitler and Stalin. Nor did he secure a rearma-
ment advantage for Italy in the 1930s as he had hoped. Similarly, in Portugal,
where authoritarianism was on the rise from 1926, António de Oliveira Salazar
only gradually acquired dictatorial authority after becoming prime minister in
1932. In Spain Primo de Rivera’s dictatorship of 1923–30 marked the first
authoritarian experiment; after a short-lived republic and a brutal civil war,
Francisco Franco returned Spain to dictatorship in 1939. In eastern Europe, the
Baltic, and the Balkans, the 1930s brought the general rise of authoritarian
governments, often led by prominent generals and populist leaders (Lee 1987;
Saz 1999).
The evidence shows, however, that regime shifts were not associated with

structural changes in these countries’ military spending behavior. Although
authoritarian, they did not accumulate the centralized powers necessary for
massive rearmament. Compared to those of Germany and Japan, for example,
Italy’s military burden in the late 1930s remained meager (Eloranta 2002b).
Other authoritarian states failed to resolve the tension between a revisionist
ideology and the requirements of survival in the international arena. Their
domestic popularity rested heavily on the promise of more security and pro-
tectionist trade policies, but in the 1930s they adopted only weak foreign and
commercial policy positions. In the Second World War, however, especially in
eastern Europe, they tended to side with the Axis.

Waging war

The two world wars placed the economies of Europe under immense strain.
What did this mean? The war demanded huge resources. In both wars, tens of
millions of men and guns flung millions of tons of explosives at one another
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using huge machines to do so – battleships, aircraft, and tanks. The demands
that this occasioned could be met chiefly by producing more, by importing
more, and by consuming and investing less.
The scope for producing more in wartime was limited, and in practice most

countries produced less in wartime, not more, despite determined attempts to
mobilize their economies. Table 6.5 compares the European belligerents with
three “control” groups: the neutral countries of Europe, the former British
colonies of North America and Australasia that joined the war actively from a
distance, and the former Iberian colonies of South America that remained
neutral or, if they joined in, did so in name only. In both wars European output
fell absolutely, while the more distant regions held their ground or gained.
Within Europe the countries that were occupied or defeated suffered most. In
almost all regions the loss of output associated with the SecondWorldWar was
less than that during the First, an exception being the disastrous condition of
the Soviet economy in 1944. In these terms the success in the two wars of the

Table 6.5 Wartime GDP (percent of pre-war)

Percent of 1913 Percent of 1938

N 1917 N 1944

Europe, total 16 90 19 96

Of which, countries that:

Stayed out 7 97 6 112

Won * 2 100 2 99

Lost 7 75 11 91

Former British colonies 4 105 4 207

Former Iberian colonies 8 100 14 124

European countries that stayed out are, in the First World War: Denmark, Netherlands, Norway,

Portugal, Spain, Sweden, and Switzerland; in the Second, Ireland, Portugal, Spain, Sweden,

Switzerland, and Turkey. Countries that won are in the FirstWorldWar: France andUK (with regard

to Italy, see the note to this table); in the Second: UK and USSR. Countries that lost, meaning that

their governments surrendered or their territory was entirely occupied, are, in the First World War:

Austria, Belgium, Germany, Hungary, and the Ottoman and Russian Empires (including Finland);

in the Second: Austria, Belgium, Bulgaria, Denmark, Finland, France, Germany, Greece, Italy,

Netherlands, and Norway. Former British colonies are, in both wars: Australia, New Zealand,

Canada, and the United States. Former Iberian colonies are, in the First World War: Argentina,

Brazil, Chile, Colombia, Mexico, Peru, Uruguay, and Venezuela; in the Second: Argentina, Brazil,

Chile, Colombia, Costa Rica, Cuba, El Salvador, Guatemala, Honduras, Mexico, Nicaragua, Peru,

Uruguay, Venezuela.

*Excludes Italy for reasons mentioned in footnote 1. If Italy is included, then 100 becomes 107.

Sources:Maddison 2001, except that for GDP in 1917 we add estimates for Hungary from Schulze

2005, p. 86, and for Russia fromGatrell 2005, p. 241; for theOttoman Empire we use a figure of two

thirds of 1913 based on Pamuk 2005, p. 120, but the aggregate figure in the table is not sensitive to

this assumption.
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United States and Canadian economies, which more than doubled their GDPs
from 1938 to 1944, was exceptional.2

Since total output was inelastic to the needs of the war, military needs
imposed a tremendous squeeze on capital spending and household consump-
tion. Table 6.6 shows figures for a restricted sample of belligerent countries.
Setting to one side the huge methodological problems of valuing the consumer
cost of the war effort statistically, it is clear that by the twentieth century the
main belligerent countries had found ways of diverting between one third and
two thirds of total output to warfare. To remove the necessary purchasing
power from civilian markets they used a wide variety of instruments: higher
taxes were important, and so were war bonds that promised repayment after
victory. Also of importance were direct controls on consumption and corporate
activity that rationed civilian access to everything from food and textiles to
machinery, fuels, and strategic materials.
The unit of mobilization was for the most part the national economy. Part of

the story is also the way in which international trade was diverted to meet the
national purposes of warfare. In wartime the great powers mobilized their
young men for military service and their industries for war production. As a
result they ceased to supply commercial exports to the world market; as far as
they could, they sucked in food, fuel, and war goods from external sources,
including their respective colonial empires and their neutral trading partners.
These had to accumulate credits that, they hoped, would continue to be good in
the post-war period. Only one great power was comparatively rich enough to
wage war and keep up an external surplus at the same time: the United States,
which supplied its allies in two world wars by doing so.

Table 6.6 The mobilization of national resources in two world wars (percent of GDP at
current prices)

Government spending Military spending

1913 1917 1939 1943

France 10 50 … …

Germany 10 59 23 70

Italy … … 8 21

Soviet Union … … *17 61

United Kingdom 8 37 15 55

*1940; figures are in constant 1937 prices.

Sources: Broadberry and Harrison 2005b, p. 15; Harrison 1998b, p. 21.

2 The Italian data report a miraculous increase in GDP in the First World War; surely a statistical anomaly, as discussed by

Broadberry (2005).
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The existence of alliances created the scope for mobilization at a suprana-
tional level. Twice in this period a victorious coalition stretched around the
northern hemisphere from the western seaboard of the United States through
Great Britain to Russia, whose territory completed the circle across northern
Europe and Asia to within a few miles of Alaska. Britain and the United States
supplied financial and material aid to their allies on a large scale, particularly to
France and Italy in the First World War and to the Soviet Union in the Second.
By combining the abundant capital of the richer economies with the abundant
military manpower of the poorer ones, they maximized total fighting power
from the given resource endowments of their coalition. In fact, on both
occasions the winners integrated and coordinated their economic and military
resources with much greater effect than the losing countries, which mobilized
and fought to a considerable extent in isolation from each other. But it is also
true that the winners started with endowments that were superior in both
quantity and quality.
In some poorer countries the relevant scale of mobilization became sub-

national. The strain of mobilization was such that efforts to integrate and
coordinate a nationwide war effort failed. Instead, national economies pulled
themselves apart. This tended to happen where agriculture was only partially
commercialized and remained largely in the hands of small-scale subsistence
farmers. Under the pressure of wartime mobilization this section of the econ-
omy displayed a tendency to “secede from the nation.”The immediate symptom
was usually the emergence of urban famine. When working families in wartime
Hamburg or Petrograd could no longer buy food, the main reason was not the
lack of food in the economy as a whole, but the growing reluctance of farmers to
sell at any price, given the lack of industrial commodities to buy in exchange. As
a result, the true scale on whichmobilization could be carried out in practice was
not the national economy but just the local urban economies that came under
the direct control of the central government. Legally the government could
claim jurisdiction over the countryside, but its economic sovereignty was de
facto much more limited; it could no more command the resources of the
farming households a few miles from the city limits than it could control the
business decisions of manufacturers and traders in neutral countries the other
side of the world (Harrison 1998b; Broadberry and Harrison 2005b).
The economic disintegration of the Austro-Hungarian Empire during the

First World War illustrates this theme. The two kingdoms of Austria and
Hungary were ruled by a single emperor in Vienna but had separate govern-
ments, legal systems, and currencies. More important than outward differences
was an economic asymmetry: Austria was richer and more industrialized than
Hungary. To mobilize its industries for war, Austria needed the surplus food
products of Hungarian farmers, but was unable to supply Hungary with
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manufactured civilian goods on the same scale as in peacetime. As a result,
trade between the two kingdoms tended to shrink; the food stayed in the
Hungarian countryside while the Austrian cities were unable to scale up
industrial production because of the lack of food and raw materials. At the
same time two things happened. Coordination between the kingdoms of the
empire deteriorated, and at the same time, within each kingdom, the farmers
went their own way (Schulze 2005). If Austria–Hungary could not coordinate
itself, what chance did it have of achieving coordination with the other Central
Powers?
Germany’s experience of conquest in the Second World War provides

another case. Germany’s intention was to seize a colonial empire in eastern
Europe and convert the Ukraine and European Russia into a food surplus
region, chiefly by killing or starving a large proportion of the inhabitants and
forcing many of the survivors to flee beyond the Urals (Kay 2006). The failure
to achieve a quick victory over the Soviet Union prevented this master plan
from being fully implemented; even so, the German occupation authorities
made the most determined efforts to exploit the agricultural resources that fell
under their control. But these resources proved exceptionally difficult to mobi-
lize, even at gunpoint (Liberman 1996). Almost by accident, at the same time
most of western Europe fell into German hands. During the period of occu-
pation, Germany’s imports of food from rich, industrialized France ran at
several times the level of its food seizures in Russia (Milward 1965). This
illustrates again the difficulty of mobilizing resources when they remained in
the hands of low-productivity subsistence farmers.
In the two world wars, the only low-income country to defend its economic

integrity under serious attack was the Soviet Union in the second conflict. More
than a decade earlier, Stalin and his associates had drawn the appropriate lesson
from Russia’s defeat in the First World War: small-scale peasant farming was
Russia’s Achilles heel in wartime (Simonov 1996). Stalin had launched a drive
to secure state control over the peasant farmers and their food surpluses by
collectivizing the farms. The campaign was carried through at huge cost in lives,
and the farming system that resulted was hated and inefficient (Davies and
Wheatcroft 2004). But it achieved its goal in the sense that, when war broke out
again, the peasant farmers no longer had the freedom to withdraw from the
market. When food was critically short, when there was absolutely not enough
food in the country to keep everyone alive andmillions starved, the soldiers and
war workers had enough to eat (Barber and Harrison 1991; Harrison 1996).
Stalin had converted the peasants into residual claimants on their own produce.
As a result, when the fate of the country was on a knife edge in 1942, the
economic system did not break down and the Soviet war effort sustained itself
at the most critical moment of the war.
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The mobilization advantage of the richer economies is equally evident in
food consumption. During both world wars, for example, despite submarine
blockade the British fed themselves quite healthily and sufficiently, if monot-
onously, partly from their own capital-intensive commercialized agriculture,
which responded speedily and flexibly to mobilization requirements, and partly
from the other side of the world (Olson 1963). In the United States in the
Second World War, as Hugh Rockoff (1998) has observed, consumers did not
have more butter, but they did have more ice cream.
The world wars took economic warfare, traditionally limited to siege and

blockade, to a new level. Blockade continued to be practiced, but economists
from Olson (1963) to Davis and Engerman (2006) have argued that its force
was easily vitiated by direct countermeasures as well as economic mobilization
and substitution. Germany overcame the British blockade of its ports in the
First World War in part by exploiting overland trade with neutral neighbors,
including Britain’s trading partners. The Allies successfully used naval convoys
in both wars to protect merchant vessels against Germany’s submarine warfare,
and so maintained the integration of the Allied war effort. Conversely, for
Germany the submarine construction program in both wars was enormously
expensive, and a direct cost of the gamble to resort to unrestricted submarine
warfare in 1917 was that the United States entered the war on the side of the
Allies.
In the SecondWorldWar heavy long-range aircraft provided the capacity to

bombard the enemy’s rear. Between 1940 and 1945, the Allied air forces
dropped two million tons of bombs on Germany; 40 percent of these were
aimed at German industrial and transport facilities and another 30 percent at
urban areas (Zilbert 1981). The strategic bombing of Germany was meant to
dislocate the war economy and destroy the will to fight. Firebombing cities ran
into diminishing returns as the war progressed; it did not break the will of the
people and sometimes even had the opposite effect (Brauer and Tuyll 2008). It
also had little effect on war production, since it primarily destroyed civilian
resources and increased the workers’ readiness to make sacrifices. The daylight
bombing of industry and transport became possible late in the war and proved
more effective. Even so, German industrial facilities continued to expand
because new investment more than kept pace with the war damage
(Abelshauser 2000). Strategic bombing did increase German production
costs, and it forced a huge diversion of German resources from ground attack
in the east to air defense in the west. The air campaign was also extremely
expensive for the Allies to maintain, however, resulting in frequent disputes
about its priority compared with direct support for the Normandy landings. In
general, economic warfare did not determine the outcome of any conflict, but
may have shortened the duration (Førland 1993).
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Aftermath

The consequences of war arrived in two instalments, postmarked 1918 and
1945 respectively. There were some common features, primarily their heavy
costs. Both wars resulted in large losses of life and of human and physical
capital. The effects of the two wars on economic institutions and post-war
performance were quite different, however. The First World War cast a long
shadow over interwar economic development that international institutions
failed to disperse. Unresolved tensions eroded the possibilities of returning to a
normal world, and Europe became fatally polarized between wealthy and poor,
democracies and dictatorships. Domestic and international reforms that
accompanied the ending of the Second World War, in contrast, helped to
alleviate the economic and political problems that plagued Europe after 1918.
The aftermath of the second war was quite different. The international econ-
omy recovered quickly. The ColdWar began, but in spite of it Europe entered a
post-war golden age; consumers prospered, at least for a while, on both sides of
the Iron Curtain.
The human losses of the First World War were terrible enough: nearly ten

million soldiers died in battle and from other causes. Of 5.4 million Allied
military deaths more than half were Russian and French. Of the four million on
the side of the Central Powers, Germany and Austria–Hungary contributed
three quarters (Broadberry and Harrison 2005b). These losses cannot be valued
in all their human dimensions. To the extent that they represent human capital
that had a replacement cost, however, they can be valued financially and
compared with other material losses. This is shown in Table 6.7. Germany,

Table 6.7 Physical destruction in Europe in the First World War: selected countries
(percent of pre-war assets)

Physical capital

Human

capital

Domestic

assets

Overseas

assets

Reparations

bill

National

wealth

Austria–Hungary 4.5 6.5 … … …

France 7.2 24.6 49.0 … 31.0

Germany 6.3 3.1 … 51.6 54.7

Italy 3.8 15.9 … … …

Russia 2.3 14.3 … … …

Turkey and

Bulgaria

6.8 … … … …

United Kingdom 3.6 9.9 23.9 … 14.9

Source: Broadberry and Harrison (2005b).
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and Turkey and Bulgaria together, each lost more than 6 percent of their pre-
war human capital. The table also shows that there was a tendency for human
losses to be exceeded, proportionately, by losses of physical capital. The excep-
tion was Germany, the territory of which was spared fighting. The heaviest
destruction of physical capital took place in France which, being already rich
and industrialized, had most to lose.
Turning to the losses associated with the Second World War we can give a

more complete account that includes civilian as well as military deaths. Even
taking this into account, the losses of this war dwarfed those of the First. This is
most certainly the case for civilian mortality, since relatively few civilians
suffered premature death during the First World War. In contrast, in the
second at least fifty-five million people died prematurely, more than half of
them civilians. More than forty million were citizens of Europe. Germany and
Yugoslavia lost one in ten, the Soviet Union one in seven, and Poland one in five
of its pre-war population. As a proportion of the European total, three fifths
were citizens of a single country, the Soviet Union, which lost twenty-five
million (for figures see Urlanis 1971, pp. 294–5, except for the Soviet Union
itself on which see Harrison 2003). This was not accidental; part of Germany’s
plan was to bring about a large reduction in the population of the Soviet Union,
in order to free up food supplies for Germany.
The financial dimension of human loss may be compared with what we

know about other material and financial losses using Table 6.8. These figures
show that the rate of human losses was highly variable, and in the Soviet
case astonishingly heavy. Despite this, it was exceeded everywhere by the
rate of physical destruction, made possible by new destructive technologies
such as strategic bombardment from the air, used alongside traditional
means.

Table 6.8 Physical destruction in Europe in the Second World War,
selected countries (percent of assets)

Physical assets

Human assets National wealth Industry fixed assets

UK 1 5 …

USSR 18–19 25 …

Germany 9 … *17

Italy 1 … 10

Japan 6 25 34

*West Germany only.

Source: Harrison 1998b.
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Ethnic displacement and racial killing were features of both world wars.
The main episode of note in the First World War was the deportation of
Armenians eastward from Anatolia in 1915/16. The stated policy of the
Young Turk government was to seize their property and walk them to the
Syrian desert in the south. There is uncertainty over the number of deaths
that resulted (from 300,000 to 1.5 million), and the precise combination of
deaths arising from hunger, lack of shelter, and disease with killings in the
massacres that accompanied the deportations (Simpson 1939; Zurcher 2000).
In the Second World War there is no doubt about the German intention
to kill Europe’s Jews, some in Germany and western Europe but most in
Poland and the USSR, from 1942 onwards (but the timing, as well as the
internal and external triggers of the decision, are still debated). Adolf
Eichmann, its chief organizer, put the number of deaths resulting at six
million. In addition, the Nazis murdered hundreds of thousands of other
“undesirables,” including homosexuals, Gypsies, socialists, and mentally or
physically disabled persons.
Still more complex and variable was the impact of the two wars on institu-

tions and policies. The First World War ended the liberal order of the nine-
teenth century and began a phase of deglobalization. Production and
consumption for total war relied on securing vital strategic materials, raw
materials, and food, and this led countries to restrict exports and expand
imports when possible. The belligerents also used the denial of trade as a
weapon of war, seeking to bring the enemy to its knees through blockade and
starvation. International commodity markets disintegrated and the volume of
world trade declined (Maddison 1995).
More generally, in the first half of the century, mercantilist motivations and

instruments became more prominent in Europe than at any time for a hundred
years. The scramble for resources provoked by the First World War was
replaced in peacetime by a scramble for liquidity. The longer-term impact of
the First World War on international trade was disastrous. Globally, the
share of trade in GDP fell from 22 percent in 1913 to 15 percent in 1929 and
only 9 percent in 1938 (Estevadeordal, Frantz, and Taylor 2003, p. 595). As for
Europe, exports declined relatively and stagnated absolutely after the war;
despite the initial recovery of world trade, European exports in 1929 remained
below the level of 1913 (Maddison 1989). Protectionism of both agriculture and
industry gained popular support. By the mid-1920s tariffs were substantially
higher than they had been in 1913 in Bulgaria, Czechoslovakia, Germany,
Hungary, Italy, Romania, Spain, Switzerland, and Yugoslavia. Once the Great
Depression took hold, beggar-my-neighbor policies in the hands of increasingly
nationalistic governments, and the consolidation of autarkic regional trading
blocs, completed the process of trade disintegration. The new restrictions on
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trade in the 1930s usually came in the form of quotas rather than tariffs. Trade
treaties and relations became subjugated to the economic and military interests
of the rearming European nations (Kindleberger 1973; Kennedy 1989; Findlay
and O’Rourke 2007). Europe’s share of world manufacturing continued to
decline, and European trade recovered only modestly by the end of the 1930s.
By 1950, in contrast, all regions of the world economy, Europe included, began
to share the benefits of restored trade and renewed commitments to liberaliza-
tion (Maddison 1995).
A notable exception to interwar protectionism is found in the arms trade.

Military exports collapsed as the First World War drew to a close, but
rebounded in the early 1920s and grew substantially until the Great
Depression. After the Depression military exports recovered faster than
world trade as a whole despite falling prices, which resulted partly from the
worldwide deflation and partly from increased competition as smaller nations
entered the market. Czechoslovakia and Sweden, followed by Belgium and
Norway, were the rising military exporters of the 1930s; by 1935
Czechoslovakia led the way with a quarter of the market for small and medium
armaments, smaller shares going to Sweden and Belgium (Eloranta 2002a). The
UK maintained its traditional domination of the trade in heavier equipment
such as warships. Attempts to regulate the arms trade usually fell far short of
professed goals, partly because of opposition from domestic producer lobbies
(Krause 1992; Krause and MacDonald 1993).
Interwar economic and political instability and the rise of authoritarian

regimes can be seen as extensions of the First World War and the Great
Depression (Feinstein et al. 1997). Many institutional failures were rooted in
the Versailles Peace Treaty of 1919, which created many new democracies and
the appearance of a “new Europe.” The core of the treaty, however, inflicted
collective punishment on the former Central Powers and set up a cause for
German nationalist resistance in the 1930s, while failing to meet the demands
of many participants.
The interwar European economy was additionally stressed by war debts. The

United States had provided war loans worth millions of dollars to Britain and
France. In turn, the British and French had extended their own credits to Italy
and Russia. As a result, the poorer countries in the coalition were able to
continue fighting long after they would have run out of their own resources.
Interwar economic and political relationships were bedevilled by this network
of debts, most of them eliminated sooner or later by default. During the Second
WorldWar a similar pattern emerged in that the United States eventually made
billions of dollars of economic assistance available to Britain and the Soviet
Union, and Britain had its own much smaller Soviet aid program. The differ-
ence is that, after an early pause for consideration, all the wartime assistance
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among the Allies was rendered free of charge, so that no substantial post-war
indebtedness arose.
The institutional failures of the interwar period can perhaps best be observed

in the performance of the League of Nations, established in 1920. The eighteen
founder members held sway over 74 percent of the world’s population and
63 percent of its land area, but did not include the United States, which had
turned to isolationism. The record of the League was one of failure to respond
to various acts of aggression, Japanese, Italian, and German, over the next two
decades. There were several factors to this failure, including the differing
disarmament and security goals of the key members, the absence of some key
great powers (for example, the United States), and the failure to provide
credible security guarantees for the member nations.
The fear of repeating this failure hung over the United Nations, established

in 1945 by the victorious Allied coalition. The rapid emergence of the ColdWar
made a repetition seem more than likely. For example, the first proposals for
disarmament were not initiated until the 1950s, with little chance of actual
success (Jolly et al. 2005). There were two major differences, however. One
difference is that whereas the United States had stood aloof from the interwar
League, in the post-war UN the United States was the new and economically
powerful hegemonic leader. Another was the additional dimensions of new
institutions for multilateral coordination after 1945. The UN was comple-
mented by other bodies that emerged in the immediate post-war period: the
Bretton Woods system of exchange rate coordination under the International
Monetary Fund, the International Bank for Reconstruction and Development
(later the World Bank), and the Marshall Plan, which provided economic aid
for rebuilding post-war Europe. Bretton Woods became the anchor of post-
war stability and economic expansion until the early 1970s (Maddison
1995, 2001).
Between 1948 and 1951 the United States poured $13 billion (about $100

billion at 2003 prices) into the economies of western Europe. This massive aid
package was named after its designer, US Secretary of State George C. Marshall.
Its purpose was to help Europe recover from the devastation of the war period
and at the same time promote the alternative to socialism. Most eastern
European nations had been converted into Soviet satellites, or did not want
to irritate the Soviet Union by accepting this aid. In western Europe, in
contrast, the Marshall plan boosted economic cooperation in the region and
helped to embed the recovering economies into policies of trade liberalization
and market integration (Ritschl 2004).
In this context it is not surprising to find that post-war economic recovery

after 1918 was strained and slow, whereas after 1945 it was generally rapid.
Table 6.9 shows that Europe’s neutrals and victors generally took more than
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three years after 1918 to return to the 1913 benchmark of GDP per head, while
the losers took nearly a decade to do so. In comparison, economic recovery after
1945 took place at almost lightning speed. This was one early sign that the
world after 1945 would be truly different.

Conclusion

In the first half of the twentieth century European globalization came to an
abrupt halt. It was replaced by protectionism, nationalism, war, and killing and
destruction on an immense scale. In the middle of the century, globalization
was resumed, and the European economies began to converge on much higher
and more uniform income levels.
After two world wars, three things had changed. First, European economic

growth, integration, and prosperity had lost their association with empire. It
would no doubt have surprised Europe’s nineteenth-century leaders, had they
lived to see it, to find that it proved possible to acquire wealth and wield
influence without claiming imperial sway over vast numbers of faraway peoples
and their lands and oceans.
Secondly, Europe’s leaders had a new sense of the importance of cooperation.

They now cooperated with the United States in economic recovery, exchange
rate coordination, and tariff reduction, with each other in laying new founda-
tions for European integration, and with developing countries in decoloniza-
tion and development assistance.

Table 6.9 Years to recovery of pre-war GDP per head from the final year of war

N First World War N Second World War

European Countries that:

Stayed out 7 3.4 6 1.3

Won 4 3.4 2 1.5

Lost 10 9.7 16 4.4

Countries that stayed out are, in the First World War: Denmark, Netherlands Norway, Portugal,

Spain, Sweden, and Switzerland; in the Second: Ireland, Portugal, Spain, Sweden, Switzerland,

and Turkey. Countries that won are, in the First World War: France, Greece, Italy, and UK

(including Ireland); in the Second: UK and USSR. Countries that lost, meaning that their

governments surrendered or their territory was entirely occupied, are, in the First World War:

Austria, Belgium, Bulgaria, Czechoslovakia, Germany, Hungary, Romania, Russia, Serbia, and

Turkey; in the Second: Albania, Belgium, Bulgaria, Czechoslovakia, Denmark, Finland, France,

Germany, Greece, Hungary, Italy, Netherlands, Norway, Poland, Romania, and Yugoslavia.

Source: Maddison 2003.
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Third, Europe’s leaders had learned to use the power of the state to regulate
economic life. In wartime, governments had wielded immense authority over
their people, production, and consumption. There is at least some reason to see
the effectiveness of this power as directly linked with the level of development
of the economy: as the economy became richer, the potential scope of govern-
ment authority became wider and more effective. It did not follow that govern-
ment ought to use this authority in peacetime as in wartime just because it
could, although some thought so. One particular reason that they thought so
was the unexpected success of the Soviet command economy in mobilizing to
defeat Nazi Germany. Learning the appropriate limits of government control
over the market economy in turn became a major challenge of the post-war
period.
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Introduction

The Great War of 1914–18 constituted a major rupture for the economies of
Europe in several respects. It marked the end of almost a century of uninter-
rupted economic growth. It ended a long period of near-universal currency
stability, and set in motion a painful process of deglobalization. It brought
about an age of highly politicized labor relations. And it ushered in an era in
which sharp fluctuations in economic activity and persistent mass unemploy-
ment became the dominant experience of everyday life.
While the beginning of this dramatic period can clearly be identified with the

First World War, its effects lasted beyond the end of the Second. Throughout
the interwar period, the economies of Europe remained far below their histor-
ical growth paths. Full recovery from this long-lasting depression occurred only
during the golden age of the 1960s. But not all of the displacement from
historical trends that took place after the First World War was ultimately
corrected, and some of the changes became permanent. In the more developed
economies of Europe, a marked upward shift in labor’s income shares occurred
after 1918. To this must be added compression of wages and of the personal
income distribution in general. Both favored low incomes and reduced the
shares taken by top earners. Most of these distributional shocks of the early
interwar period have proved permanent and are still visible in the economies of
Europe today. Monetary conditions were also fundamentally altered after the
First World War. Some of the changes were temporary. Most prominent
among these were the dramatic hyperinflations which hit the former Central
Powers and their successor states in the early 1920s. Equally temporary were
the deflationary waves elsewhere in Europe in the early 1920s, and more
universally in the early 1930s. Other regime changes in monetary conditions
were more permanent, most importantly the aborted attempt to reconstruct the
gold standard in the 1920s. The traumatic consequences of this experience had
far-reaching consequences for the reconstruction of the monetary system after
the Second World War. More persistent also was the notable reduction in the
freedom of international capital flows, and later of foreign trade.
The period between the world wars also marked a sea change in macro-

economic policy. In contrast to the nineteenth century, where modest policy
intervention had been the accepted norm, activism in economic policy now
became the order of the day. State intervention in the markets for goods, factors
of production, and money quickly became widespread. In this context, institu-
tions were created that often acquired constitutional status, in some cases with
effects that have lasted up to the present. Not all of the policy experiments after
the First World War were equally long-lived, however. Attempts to achieve
monetary stabilization with paper currencies were quickly abandoned, and
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an – albeit half-hearted – return to gold took place in the mid-1920s. A second
transition to paper currencies in the early 1930s was only marginally more
successful, this time not because of inflation but rather because of increasingly
tight capital controls and import quotas which inmost parts of Europe suffocated
international trade and capital movements. While these trade restrictions were
dismantled with relative ease after the SecondWorld War, only in the 1970s was
a solution found that combined regional fixed exchange rate blocs with liberal-
ized capital movements.
Economic planning began as an improvised response to shortages during

the First World War, but soon acquired systemic character in a number of
European countries. Industries were nationalized or supervisory state agencies
created, attempting to exert political control both at the macro and the micro
levels, and to reduce the exposure of the national economy to business fluc-
tuations. Again, the effects of these changes were long-lived, with lasting
macroeconomic impacts. Deregulation of state-controlled sectors, as well as
divestment from state-owned industries, lasted almost to the end of the twen-
tieth century. The end of the Soviet system in eastern Europe, where economic
planning and the abolition of private property rights had been driven to the
extreme, is but the most evident case in point.
Economic policy was itself a dimension of international conflict during the

period from 1914 to 1945. Economic warfare was never quite off the agenda of
national policy makers during the interwar years. Conflicts over German
reparations seriously affected monetary policy and trade relations, as well as
international capital flows during the 1920s (Temin 1989). To an even stronger
degree, the economies of Europe were overshadowed by Germany’s aggressive
stance and war preparations in the 1930s.
With political intervention came the attempt to deepen the theoretical

understanding of its effects. The interwar period saw the invention of macro-
economics as a separate sub-field of economics. It soon extended from the new
Keynesian theory of unemployment to public sector economics, balance of
payments theory, and monetary economics. At the same time, rapid progress
was made in welfare economics. Shaped by the traumatic experience of the
interwar years, the economic analysis generated in this period was skeptical
about market forces, dismissive of the power of monetary and exchange rate
policy, and highly optimistic about the power of the state to intervene in
economic activity, be it through fiscal policy, financial repression, or a combi-
nation of the two. Again, the consequences were far-reaching, as this mindset
shaped an interventionist approach to macroeconomic policy that prevailed far
into the 1970s.
Given the highly pathological nature of our period of interest, there has never

been a shortage of attempted economic interpretations. Explaining the Great
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Depression after 1929 has even come to be regarded as the “holy grail” of
macroeconomic theory (Bernanke 2000). Given the complexity of the phe-
nomenon and the multiplicity of rival explanations, any attempt to describe
the business cycle of the period from 1914 to 1945 will necessarily have
to be eclectic, walking a fine line between the single-mindedness needed to
achieve analytical depth and the imprecision required for providing a tour
d’horizon.
This chapter sets out to review Europe’s macroeconomic performance

between 1914 and 1945. It highlights key stylized facts and surveys some of
the most prominent attempted explanations. The second section looks at a
salient feature of this period: the highly persistent deviation of aggregate output
per capita from its long-term growth path after 1914. Inspection of these data
suggests a business cycle chronology that holds for most of the countries for
which we have data. The third section reviews monetary factors and highlights
the instability of the nominal side of the economy in this period. The fourth
turns to social conflict as one driving force of the interwar business cycle, and
looks at its consequences. These include the displacement of factor shares after
the First WorldWar in key European countries, the shortening of the industrial
working week, as well as concomitant declines in income inequality. The fifth
section documents the interplay between macroeconomic fluctuations and
international trade and capital flows. The sixth turns to foreign policy and
international conflict as a possible driving force behind much of the interwar
business cycle, and argues that its influence was pervasive. The seventh con-
cludes with remarks on the two dimensions of conflict that shaped the macro-
economic performance of the interwar period. Far from constituting a normal
business cycle, economic fluctuations during the period between 1914 and 1945
were primarily driven by two forces that shaped events and profoundly altered
the economic constitution of the European polity. One was social conflict and
the institutions and labor market responses it created. The other was interna-
tional conflict and the deglobalization of the European economy that it caused.
Influenced by these two forces, the interwar period exhibited highly patholog-
ical macroeconomic performance, but was formative for the European econ-
omy during the second half of the twentieth century.

Identifying the European business cycle

The interwar period saw a succession of short-term business cycles, and at the
same time was a long-term recession from historical productivity trends. This
downward deviation began during the FirstWorldWar and continued until the
end of the Second. In the three decades after 1914, Europe’s economy was in
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recession relative to trend during fourteen years, and cumulatively lost forty
percent of its potential output (see Figure 7.1).1

Mirroring this development, the recovery from this depression, commonly
referred to as the post-war Golden Age, lasted to the 1970s. Why Europe’s
economic reconstruction after the First World War remained incomplete,
precipitating a Great Depression lasting thirty years, is one set of issues to be
addressed in this chapter.
Embedded in Europe’s long-term depression were three short-term reces-

sions. The first lasted from 1914 to 1921, the second from 1929 to 1932, and the
third from 1940 to 1946.2 With two of these recessions linked to the world wars
themselves, this would leave one true interwar recession.
Yet the aggregate European picture conceals major regional differences.

Germany and most countries in Continental Europe were seriously affected
by the First World War recession, suffering output declines of up to 25 percent
relative to pre-war levels. By contrast, Britain and Italy experienced a wartime
boom. A major international recession in 1920/21 decreased national output in
these two countries quite severely (by 20 and 25 percent, respectively), but was
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Figure 7.1 Europe’s Great Depression and recovery, 1913–73: western European GDP per
capita relative to 1.95 percent growth trend. Source: calculated from data in Maddison 2003.

1 Figure 7.1 assumes 1.95 percent annual trend growth in GDP per capita, close to the 2 percent that is commonly regarded

as trend growth in neo-classical growth theory. The slight downward deviation from the accepted stylized facts is caused

by slightly lower trend growth in Britain. See on this Crafts and Mills 1996 and Crafts and Toniolo 1996, arguing for a

break in British growth in the interwar period. Data in Figure 7.1 are calculated for the fourteen European countries for

which annual data are provided in Maddison 2003.
2 The evidence in Figure 7.1 seems robust to alternative assumptions about trends. Using, e.g., an HP filter with the

parameters suggested by Ravn and Uhlig 2002 leads to broadly the same chronology.
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hardly noticeable in most of Europe. During the rest of the 1920s, the econo-
mies of Continental Europe recovered well, coming close to or even super-
seding the historical productivity trend (Figure 7.2). The two big exceptions are
Germany and Britain, where recovery remained grossly incomplete: relative to
a 2 percent productivity trend, neither country had recovered to much more
than 80 percent of its potential by 1929.
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The international recession of 1929 affected the whole of Europe, albeit in
rather unequal measure. By the mid-1930s, the depression had reduced much
of Europe to the low utilization of potential that had characterized Germany
and Britain already in the 1920s. For most of these economies, the late 1930s
were a time of relative stagnation or further deterioration, which accelerated in
south-west Europe with the Spanish Civil War (1936–9) and elsewhere with the
Second World War (1939–45). Three major exceptions to this regularity stand
out: Germany, Britain, and Scandinavia. In all three cases, recovery back
towards the trend began in 1933.3 This recovery was most complete in
Scandinavia, which grew back almost fully to trend by 1939. Germany experi-
enced vigorous recovery to 1939, but was unable to continue on this path
during the Second World War. Britain was hit less hard than Germany by
the recession of 1929–32 and accordingly had a more muted recovery. During
the Second World War, however, Britain’s position relative to trend improved
and quickly reached parity with Germany’s.
With a view to these distinct regional patterns, four groups of analytical

issues suggest themselves. First, there is the question of what drove the reces-
sion of the First World War, and why its regional effects on the economies of
Europe differed so widely. A second set of questions relates to the speed and
degree of economic recovery from that War. A third group relates to the
depression of the early 1930s, and to the question of why recovery remained
confined to a few places, while the rest of Europe experienced continued
depression throughout the 1930s. The fourth set of questions relates to the
deepening recession during the Second World War. For all of these phenom-
ena, a variety of explanations have been offered in the respective national and
comparative literatures. While it is not possible here to review the many
national cases in detail, certain common patterns do emerge. The following
sections will consider the most prominent of these in turn.

Monetary factors in the interwar European business cycle

While monetary calm reigned in most of Europe during the classical gold
standard era of the late nineteenth century, Europe’s monetary and financial
systems emerged battered from the First World War. All countries had sus-
pended gold convertibility in 1914, and wartime inflation had pushed price
levels up by 50 percent or more. After the war ended, inflation was still rampant
in the weak democracies that had been newly established in Central Europe. In

3 In the undetrended series, Britain’s recovery begins a year earlier. Relative to trend, however, this year was still one of

recession.
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other countries where the political environment was more favorable, post-war
monetary stabilization met with the new phenomenon of downwardly rigid
wages, itself partly a consequence of newly introduced collective wage bargain-
ing schemes. Deflation in these countries combined with rising unemployment
and low rates of output growth, or even outright recession as in Italy or Britain.
Monetary stabilization in Europe took almost a full decade after the war, and
was just completed when the recession of 1929 struck.
Hyperinflation was rife in Germany as well as in Austria, Hungary, and

Poland. The first two were the former Central Powers, while the latter two had
regained their independence after the dissolution of the Habsburg monarchy
and the reversal of the eighteenth-century partition of Poland between Russia,
Prussia, and the Habsburgs. Inflationary war finance, deficient tax systems, new
customs borders, and the concomitant decline of trade, as well as political
turmoil towards the end of the First World War, all contributed to monetary
instability in these countries. By 1919 or 1920, price levels had already increased
tenfold or more compared to 1914 (Figure 7.3a). As a consequence, the middle
classes’ savings in nominal assets had essentially lost their value, and most of
the war debt had been annihilated. Yet in all of these countries, the transition to
hyperinflation only came after inflation had performed its fundamental eco-
nomic function of wiping out the war debt. One major factor contributing to
this delayed outburst of post-war hyperinflation was the inability of the newly
formed states to enforce effective taxation. Political and fiscal stabilization in
the hyperinflation countries of the 1920s indeed went hand in hand, and
monetary stabilization followed once order had been restored to public finances
(Sargent 1982; Dornbusch 1987). Austria andHungary were the two economies
that had been particularly hard hit by the disintegration of the Habsburg
Empire. With international help and rigorous public spending cuts, they
stabilized in 1922 and 1924, respectively. Germany stabilized in late 1923,
after internal revolts had been crushed, an understanding with France on
accepting mediation in the conflict over reparations had been reached, and
emergency legislation had been passed to restore order to the government
budget. Poland’s stabilization was delayed by war with Russia, and later by
trade conflict with Germany. Poland’s first, abortive attempt to join the gold
standard in 1924 was followed by successful stabilization in 1926. In all cases,
currency stabilization proved successful, as Figure 7.3a bears out: price levels
did not spiral out of control again until the Second World War or after.4

Britain, like most of the neutral countries of the FirstWorldWar, returned to
gold at the pre-war parity, reversing wartime inflation. As in the USA, deflation

4 In the German case, the inflationary trauma was a major factor in avoiding currency devaluation in the 1930s, motivating

policy makers to impose capital controls instead: see Borchardt 1984.
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(a) Stabilizing at pre-war parity after hyperinflation in the 1920s
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(b) Stabilizing at pre-war parity after deflation in the 1920s
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(c) Stabilizing at new parity after moderate inflation in the 1920s
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Figure 7.3 Post-war inflation, stabilization, and inflation recurrence in Europe. Source:
calculated from data in League of Nations 1931, 1940; Mitchell 2003; Lains 2003.



fromwartime price levels was substantial but failed to restore pre-war prices. By
the end of the 1920s, consumer prices in these countries were on average still 50
percent higher than in 1914, well in line with the USA. Again, stabilization was
successful: in most of these countries, the price levels of 1925 were not sur-
passed again before the SecondWorldWar (see Figure 7.3b).Wartime inflation
after 1940 broadly repeated the pattern of moderate inflation from the First
World War, with the important exception that no post-war deflation occurred
in these countries after 1945.
A number of countries, led by France, took the middle way and allowed

prices to increase seven- to tenfold during the First World War, without
experiencing post-war hyperinflation, and also without attempting to return
to pre-war gold parities. During the interwar period, price levels in these
countries fluctuated around the levels attained in the early 1920s. As a con-
sequence, war-related debts issued in domestic currency, as well as nominal
savings, lost much of their value. This group of economies provedmarkedly less
resistant than the others to the recurrence of wartime inflation during the
Second World War, as Figure 7.3c shows.
Themonetary policy choices of the various European countries after the First

World War have attracted much scholarly attention. Britain’s decision to
accept post-war deflation to prepare for the return (ultimately in 1925) to the
pre-war parity has been criticized ever since Keynes warned against the con-
sequences of deflating. Downward wage rigidities, he argued, would increase
real wages and thus translate deflation into depression.5 This link between the
recession of 1920/1 and deflation after World War I is nowadays widely
accepted.6 Indeed, countries that experienced inflation at the time were spared
from this recession.7 On the other hand, the same countries had seen the trough
of their respective deep recessions around 1918/19 (see Figure 7.2 above). In
addition, post-war deflation gained momentum in Britain only after the
depression had set in,8 just as post-war inflation in Continental Europe picked
up speed only after the recovery had begun. Whether post-war deflation was
indeed the cause of recession thus continues to be an open issue.
At the same time, Keynes’ argument went, a British return to gold parity after

an insufficient degree of price deflation would increase the real exchange rate
relative to those countries that did not deflate, or that stabilized after going
through hyperinflation. Relative price levels in Europe did vary considerably
after the return to gold in the late 1920s, and the evidence does indeed bear out
some of this claim. Figure 7.4 shows real exchange rates vis-à-vis the British

5 On the discussions among experts before Britain’s return to gold, see Moggridge 1969.
6 See, prominently, Eichengreen 1992b and Feinstein, Temin, and Toniolo 1997.
7 For Germany, this point has been made by Holtfrerich 1986 and Webb 1989.
8 This point was made by Cole and Ohanian 2002 and earlier by Broadberry 1986.
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(a) Stabilizing at pre-war parity after hyperinflation in the 1920s
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(b) Stabilizing at pre-war parity after deflation in the 1920s
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(c) Stabilizing at new parity after moderate inflation in the 1920s
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Figure 7.4 Real exchange rates. Source: as for Figure 7.3.
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pound, taking the level in 1913–14 to be equal to 100. The choice of a pre-war
benchmark reflects an assumption that purchasing power parity more or less
held at that date; thus, real exchange rates below or above 100 reflect under- or
overvalued currencies. The real exchange rates are derived from the price level
data in Figure 7.3, and nominal exchange rates, in the usual manner. Figure 7.4a
suggests strong currency undervaluation relative to the pound for the hyper-
inflation countries (albeit far less so for Germany). Currencies that stabilized at
the pre-war parity were on the whole quite close to purchasing power parity
with the pound, with the Netherlands as the only exception of some importance
(Figure 7.4b). Currency stabilization at less than the pre-war parity coincided
with substantial undervaluation, as evidenced in Figure 7.4c.
The undervaluation of the French franc has attracted much scholarly attention,

not least because of the implicit accusation that France manipulated the gold
standard for its own political ends. More recent scholarship has pointed to French
domestic instability and inflation as a source of currency instability in the 1920s: see
Mouré 1991, Prati 1991, and Sicsic 1993. Whatever the political motives, it is
apparent that France was not an isolated phenomenon. Under the gold standard
of the late 1920s, violations of purchasing power parity were prevalent in countries
that had stabilized at lowerparities, andwerenot quickly correctedbymarket forces.
On the whole, it appears that those countries that stabilized at new parities

fared substantially better in terms of unemployment in the 1920s than the
others. Figure 7.5 shows indexes of unemployment (1932 = 100) for the same
country groups as before (unfortunately the data are not comparable across
countries, which is why we focus on trends rather than levels). The unemploy-
ment experience of the countries stabilizing after hyperinflations was mixed
(Figure 7.5a). Countries that had gone through deflations to stabilize at pre-war
parities often suffered protracted unemployment already in the 1920s
(Figure 7.5b). In contrast, those stabilizing at lower rates enjoyed near-full
employment in the 1920s (Figure 7.5c).
All European countries were badly affected by the adverse shock that came with

the international depression after 1929. However, the crisis affected them in
unequal measure and at different times. As Figures 7.3 and 7.4 bear out, the crisis
was not primarily a deflationary or real exchange rate shock: deflationary tenden-
cies in the gold parity countries were already well under way in the 1920s and just
accelerated again after 1929, while real exchange rate movements did not really
matter until 1931/32. Figures 7.1 and 7.2 bear out a strong output shock after 1929,
although the timing of this shock seems far from uniform. The unemployment
data in Figure 7.5c broadly confirm this: on the whole, the countries that stabilized
below par in the 1920s were latecomers to the depression of the 1930s. Compared
to their good performance in the 1920s, they were also harder hit by the depres-
sion, and for the most part took longer to recover in the 1930s.
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(a) Stabilizing at pre-war parity after hyperinflation in the 1920s
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(b) Stabilizing at pre-war parity after deflation in the 1920s
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(c) Stabilizing at new parity after moderate inflation in the 1920s
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Figure 7.5 Unemployment. Source: calculated from data in League of Nations 1931, 1940.
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To what extent the economic collapse after 1929 was driven by monetary
policy is still debated. Monetarist orthodoxy has blamed the decline, as well as
most of the depression as such, on contractionary monetary policy in the USA
in the late 1920s (Friedman and Schwartz 1963). Critics have pointed out that
Europe, notably Germany, created its very own deflationary pressures (Temin
1989). The credit-oriented view that prevails in most of the discussion today
sees reduced American capital exports as the proximate cause of monetary
contraction in Europe (Kindleberger 1973; Feinstein, Temin, and Toniolo
1997). Clearly, fixed exchange rates and generally high capital mobility under
the restored gold standard of the 1920s acted as a mechanism that quickly
transmitted the shock through Europe (Choudri and Kochin 1980; Bernanke
1995). Central banks across Europe reacted to reserve losses by tightening
monetary policy according to the rules of the game of the gold standard.
Fiscal policy played its part by tightening public budgets and compensating
for lost tax revenue with spending cuts. In a matter of two or three years, price
levels across Europe decreased by up to a quarter.
Yet the seemingly obvious connection between deflation and unemployment

is less than easy to find in the data. Research on the dynamic Phillips curve
would suggest short-term trade-offs between inflation and unemployment that
allowed monetary policy to have effects until the natural rate of unemployment
is restored (Clarida, Gertler, and Gali 1999). Yet while there was ample varia-
tion in both unemployment and inflation during the interwar period, no
systematic pattern seems to emerge in the data, even if the 1920s and the
1930s are looked at separately. The picture emerging from Figure 7.6 is rather
that the natural rate of unemployment moved quite independently of inflation,
irrespective of whether or not a country was on gold.9

Downward-spiralling prices increased the pressure on the banking system, as
well as on central banks’ currency reserves, a pressure which became politically
unbearable in 1931. In May 1931 Austria faced a banking crisis, and a run on
the central bank was only narrowly averted.10 In July, Germany partly sus-
pended convertibility after a bank run, forcing her international short-term
creditors to roll over existing loans.11 Partly as a consequence of seeing her
loans to Europe frozen, Britain was forced to abandon gold in September. This
truly revolutionary step – Britain had always been on gold in peacetime since
the 1720s – marked the effective end of the gold standard.12 Governments all
across Europe soon scrambled to either let their currencies float or protect them
behind a firewall of capital controls, often doing both and embarking on

9 Much more rigorous analysis would be needed to substantiate this point further. However, standard econometric

procedures confirm the conclusion. This is left as an exercise to the reader.
10 See Schubert 1991. 11 See Schnabel 2004; James 1985, 1986.
12 The literature on this is huge. For a discussion see Eichengreen 1992b.
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competitive devaluation. The countries of Scandinavia had pegged their cur-
rencies to sterling. Many countries in Continental Europe followed Germany in
abandoning convertibility, so that whatever parity they adhered to became a
mere numéraire without much economic meaning. Only a small group of
countries held out in a French-dominated gold bloc, which collapsed in 1936.
There is general agreement that, just as the gold standard transmitted

the recessionary impulses internationally, breaking the “golden fetters”
(Eichengreen 1992) contributed to recovery. Eichengreen and Sachs (1985) as
well as Bernanke and James (1991) argue for a connection between the speed of
recovery from the depression and the departure from gold. According to this
consensus, those countries that maintained their commitment to the gold
standard incurred overvaluation of their currencies, were forced to keep inter-
est rates high, and paid for this with sluggish and delayed recoveries. Figure 7.7a
shows inflation and GDP growth in the 1930s separately for countries on and
off gold. While there is a weak positive within-group correlation in both cases,
the countries off gold exhibit higher overall GDP growth, as expected.
Figure 7.7b examines the correlation between a currency’s overvaluation rela-
tive to sterling and its GDP growth in the 1930s. Contrary to expectation, no
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within-group correlation seems to emerge (although, to repeat, countries off
gold experienced higher GDP growth). Instead, real exchange rates among the
devaluing countries appear to cluster around two levels, parity with sterling and
undervaluation of around 70 percent, without any clear-cut growth advantage
for either group. This is a puzzle: while countries that devalued had higher
growth in the 1930s, neither induced inflation nor changes to external com-
petitiveness, exploiting incomplete exchange rate pass-through, suggest them-
selves as a reason. Wolf (2008) has argued that the decision to devalue was
largely driven by other considerations, and may have been endogenous to both
inflation and currency undervaluation. The evidence in Figure 7.7 would be
consistent with that view.
By the late 1930s, the process of abandoning the gold standard had come to a

close. The main characteristic of the new currency systemwas the prevalence of
bilateral exchange agreements that often subjected long lists of goods to quotas
and an elaborate system of split exchange rates. While not the first country to

Off gold, 1930s

0
20

40
60
80

100
120

140
160

–30 –20 –10 0 10 20 30

GDP growth

R
ea

l E
xc

ha
ng

e 
R

at
e 

(U
K

 =
 1

00
)

Off gold, 1930s

–30

–20

–10

0

10

20

30

–20 –10 0 10 20

GDP Growth

In
fla

tio
n

On gold, 1930s

–30

–20

–10

0

10

20

30

–30 –20 –10 0 10 20 30

GDP growth

In
fla

tio
n

On gold, 1930s

0
20

40
60
80

100
120

140
160

–30 –20 –10 0 10 20 30

GDP growth

R
ea

l E
xc

ha
ng

e 
R

at
e 

(U
K

 =
 1

00
)

Figure 7.7 Devaluation and economic recovery in the 1930s. Source: see previous
figures.
(a) Inflation and growth
(b) Real exchange rates and growth

171 Business cycles and economic policy, 1914–1945



move to such agreements, Germany became the center of this system after
1933, and tried to exploit it for its economic war preparation.13

Thus monetary factors, being the most prominent interpretation of the
interwar depression today, contribute to its explanation in varying measure.
Deflationary monetary policy is still popular as an explanation of the recession
of 1920/21 in the UK and USA. Yet, as we have seen, deflation without
depression was widespread in Europe after the First World War, casting
some doubt on this explanation. In contrast, the role of fixed exchange rates
in spreading the depression after 1929 is undisputed. Countries that broke with
the gold standard in the 1930s fared better than those which did not. Yet the
mechanisms behind this appear to be less than obvious.

Social conflict and the interwar European business cycle

Before 1914, most economies of Europe resembled themodel of the nineteenth-
century market economy, with little or no welfare policy and no institutional
role for trade unions. Also, most European societies still had large employment
shares in agriculture, so that the task of providing insurance against old age or
sickness was largely still borne by the family.
After the First World War, many countries saw their social institutions and

labor markets being reshaped very swiftly, and with far-reaching consequences.
In the more advanced economies, the eight-hour day became the norm in
industry almost universally. Unionization and the right to strike were now
institutionalized, or at least became common practice.14 This had the effect of
altering the wage-setting mechanism away from bilateral towards collective
bargaining. In the wake of this institutional change, wage shares in national
incomes went up markedly compared to the pre-war period.15

At the same time, the beginning of active welfare policy and the gradual
introduction of unemployment insurance increased the replacement ratio,
i.e., the level of welfare benefits relative to the going wage. Some countries in
Europe instead experimented with generous minimum wages, arguably with
similarly adverse results.
All these factors – the increased bargaining power of unions, the rise in

replacement ratios, the introduction of minimum wages – have been held
responsible for persistent unemployment and a slow pace of recovery in the

13 See Ellis 1941. A review of the literature is Ritschl 2001.
14 See the comparative evidence on trade unions collected by Bain and Price 1980.
15 See Broadberry and Ritschl 1995 for evidence on Britain and Germany.
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early 1920s.16 Similar explanations have also been offered for the persistence of
the depression into the 1930s.17 A case in point is the pro-labor policy of the
Blum government in France beginning in 1934.18 There is also the claim, now
widely accepted, that welfare policies and labor-friendly wage mediation by the
state contributed to the economic demise of Germany’s Weimar Republic.19

The expansion of the welfare state and the adoption of labor-friendly wage-
setting mechanisms in the early 1920s went hand in hand with major political
convulsions in much of Europe. Everywhere, labor movements gained political
influence and used it to promote the rights of organized labor, as well as
universal suffrage and women’s rights. In spite of attempts to find a compro-
mise with organized labor during the First WorldWar, monarchies everywhere
on the continent were toppled in revolutionary processes, with the exception of
the Netherlands and Scandinavia, which had been neutral in the war and where
the transition to democracy was managed peacefully. Under threat from the
extreme left, which had taken power in Russia (and briefly in Hungary and
parts of Germany), right-wing movements formed in many parts of Europe.
These movements would share the revolutionary impetus of the left and appeal
to similar strata of the population. Yet they typically combined populist welfare
policies with aggressive economic nationalism. Over time, the weak democra-
cies that formed in continental Europe after the First World War increasingly
came to feel the pressure from revolutionaries on both the left and the right.
Before the Second World War, most of these countries had succumbed to
authoritarian rule from the right. These regimes used the revolutionary impetus
from the early 1920s, copying the model of Italian fascism, but rescinded the
rights of organized labor. Trade unions were dissolved and labor was put under
state-controlled umbrella organizations. The participation of women in the
labor force was again discouraged, and agriculture received special promotion
at the expense of further industrialization. Still, industrial wage shares did not
drop back to the levels of 1913; all the dictatorships of Continental Europe built
their legitimacy on pro-labor pretensions, and mostly refrained from cracking
down on the material gains that labor had received in the 1920s as strongly as
on their political organizations.
Soviet labor policies departed radically from the western European model in

the 1920s. But not unlike the right-wing dictatorships that later emerged in
Europe, the Soviet regime suffocated independent labor movements and their

16 The seminal contribution on the effects of unemployment insurance in Britain is Benjamin and Kochin 1979. Broadberry

(1986) emphasized the effects of unionization and the eight-hour day on labor supply and wage rates.
17 In the context of a stochastic growth model with labor market frictions, Cole and Ohanian (2002) again stress the rise in

the replacement ratio, combined with workers’ decreased sectoral and regional mobility, as a main factor steering the UK

away from its long-run trend in the 1920s and 1930s.
18 Beaudry and Portier (2002) employ a framework related to that of Cole and Ohanian.
19 Borchardt (1991 [1982]). Fisher and Hornstein (2002) obtain similar conclusions in a stochastic growth framework.
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political representations, and instituted state-controlled umbrella organiza-
tions in their place. The effects of these policies on the material well being of
the industrial working class seem doubtful. Collectivization of agriculture
according to the same principles entailed human costs that arguably amounted
to several million lives (Davies and Wheatcroft 2004).
While the labor market paradigm is useful in explaining post-war turmoil as

well as the weak recoveries of the 1920s and the 1930s, it appears somewhat less
successful in explaining the universal recession of 1929–32. High-wage policies
that may have adversely affected unemployment were in force quite evenly
across Europe, yet the depth and the persistence off the 1929–32 recession
varied a good deal. In addition, recovery back towards historical trends was
strongest in Scandinavia, where stringent pro-labor-market regulation was in
effect in the 1930s, and in Germany, where quite the opposite was true.

International trade

In most European countries, the pre-1914 period was generally a time of
moderate tariffs, which were often levied more for fiscal reasons than in
order to protect home markets. Economic warfare during 1914–18 reduced
trade to minimal levels, notably through the Allied blockade and – to a lesser
extent – through German submarine warfare and other counter-blockade
measures. As a consequence, international trade was severely depressed in
Central Europe at the end of the war, but far less so in western Europe with
its access to the Atlantic Ocean. This wartime difference in trade appears to
explain to a large extent the different timing of the wartime recession in Central
and western Europe, discussed above.20

Restoration of commercial trade after the First World War was generally
sluggish, partly owing to the German reparations conflict and the developing
hyperinflations in central Europe. Tariff conflicts between Germany on the one
hand and Poland and France on the other hand further delayed the recovery of
trade in the mid-1920s. In eastern central Europe, trade was further inhibited
by the erection of tariff barriers between the former parts of the Habsburg
monarchy. In addition, post-revolutionary turmoil in Russia and the establish-
ment of a state monopoly in foreign trade seriously damaged central Europe’s
trade with Russia.

20 Ritschl (2005) documents a tight relationship between declining imports and decreasing output in Germany during the

First World War. Disruption of imports to the British war economy, although at times substantial, was far less in

magnitude (Broadberry and Howlett 2005).
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As a consequence, trade had not fully recovered to its 1913 levels by 1929.
The general decline in overall trade volumes was accompanied by changes in
the country and commodity structure of trade. Deprived of many of her over-
seas assets, Britain struggled to maintain balance of payments equilibrium
in the 1920s, and lost major export markets for her declining staple industries
of the nineteenth century. Germany developed massive import surpluses dur-
ing the hyperinflation, a tendency that continued throughout the 1920s almost
without interruption.
The beginning of the international depression quickly depressed trade vol-

umes once again. Short of foreign credit inflows that had supported its trade
deficits in the 1920s, Germany adopted a policy of drastic deflation, and
generated high trade surpluses after 1930, thus transmitting a strong reces-
sionary impulse throughout Europe.21Worries about foreign exchange reserves
spread in 1931 and led to the widespread adoption of bilateral trade and
exchange agreements, thus effectively linking trade flows to capital controls.
The protectionist Smoot-Hawley tariff of 1930 in the USA, as well as the British
Commonwealth’s Ottawa preferences of 1932, added to the protectionist impe-
tus. Germany’s transition to tight capital controls and trade quotas in 1933
cemented the new trade regime. As a consequence, international trade in the
1930s failed to recover fully from the recession, and the degree of openness of
Europe’s economies fell to its lowest levels since the middle of the nineteenth
century (Table 7.1). At the same time, the imbalances on capital account that
had characterized the 1920s almost disappeared. Achieving equilibrium in the
balance of payments and the balance of trade simultaneously became a

Table 7.1 Regional distribution of world trade, 1913–1937 (exports, million 1990 US
dollars)

1913 1928 1937

(in%) (in%) (in%)

Europe (including Russia) 58.9 139,198 48.0 160,516 47.0 152,284

North America (Canada and USA) 14.8 34,977 19.8 66,213 17.1 55,406

Latin America 8.3 19,615 9.8 32,772 10.2 33,049

Asia 11.8 27,887 15.5 51,833 16.9 54,758

Africa 3.7 8,744 4.0 13,376 5.3 17,172

Oceania 2.5 5,908 2.9 9,698 3.5 11,340

Total 100.0 236,330 100.0 334,408 100.0 324,009

Source: Our calculations using data from Kenwood and Lougheed 1992 and Maddison 1995.

21 Ritschl 2002b, 2003.
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paramount economic policy goal in the 1930s, and was implemented through
policy fiat rather than through market forces.
The trade policies of the 1930s were not just motivated by financial concerns.

Import substitution policies targeted sectors thought to be strategically impor-
tant. Agricultural protectionism aimed to improve self-sufficiency in order to
confront future wartime blockades. As a consequence, substantial resources were
invested in building up industries in sectors ranging from steel to chemicals and
textiles, thus diverting and substituting trade for the sake of war preparation. This
also implied major redistribution of incomes to domestic agriculture and to the
import substitution industries. This in turn had the effect of slowing down the
relative decline of agricultural employment, and of channeling substantial parts
of the pool of unemployed into the new, war-related import substitution indus-
tries. In this way, Europe in the 1930s fell back into a state of mercantilism,
forgoing the gains from trade for the sake of increased national self-sufficiency, a
policy goal that was incompatible with market processes.

Capital flows, international conflict, and the interwar European business cycle

Between the 1860s and 1914, international politics had remarkably little influ-
ence on economic fluctuations in Europe. Europe’s advanced countries did
attempt to use capital exports and direct investment in the periphery of Europe
to their strategic advantage.22 Yet most of the economic rivalry between
Europe’s great powers found its outlet in colonial adventures. Closer to
home, the prevailing doctrine was to refrain from using state intervention in
markets as a lever to gain the upper hand in international rivalries. An
exemplary case was the “commercialization” of France’s reparations to
Germany after the war of 1870/1.23 France issued bonds on international
markets, paid off the Germans, and thus transformed its political debt into a
purely commercial one. Germany used part of the proceeds to back its new
currency, the mark, which it linked to Britain’s gold standard rather than to the
French-dominated bimetallic system. Still, discriminatory practices in mone-
tary policy were mostly absent. An atmosphere prevailed in which money
and financial markets were seen as a matter for experts, to be sheltered
from political interference. Under the classical gold standard that originated
in the 1870s, cooperation among central banks continued even in times of

22 Fishlow 1985; Davis and Huttenback 1986. For more recent debates, see Flandreau, Le Cacheux, and Zumer 1998;

Ferguson and Schularick 2006.
23 White 2001.

176 Albrecht Ritschl and Tobias Straumann



heightened political tension between their governments, notably in the crises of
1907 and 1911.24

All this changed dramatically with the First World War. Schemes for puni-
tive reparations were drawn up on both sides during the war. Germany’s
ruthless financial exploitation of occupied Belgium served as a model for future
financial warfare. Large-scale territorial changes were envisaged, and policy
proposals discussed in German government circles even suggested the ethnic
cleansing of large swathes of eastern Europe.25 Given such scenarios, the
armistice of 1918 and the economic conditions attached to it look less radical
than they might seem at first sight.
Historians have long argued that the feud over German reparations and its

twin, the inter-allied credits owed to the USA by France and Britain, over-
shadowed financial relations between 1919 and 1932. The interference of
political matters at times seriously impaired the normal functioning of interna-
tional capital markets, and undermined domestic stability in some of the core
countries. The reparations bill of 1921 is held to have contributed to tax revolt,
civil unrest, and the transition to hyperinflation in Germany (Feldman 1993).
Germany’s refusal to pay reparations at the stipulated rates played a part in
destabilizing the French budget in the early 1920s, with consequences for the
franc that lasted throughout the decade.26 American-brokered stabilization of
Germany under the Dawes Plan of 1924 set capital flows between Germany and
international markets inmotion again.27 Yet it provided no final settlement and
left the future of the controversial inter-allied debts open. French refusal to
service these debts to the USA unless these were fully securitized by future
German reparations led to an American credit ban on France. This had the
effect of cutting the French off from the American market and motivated
France’s much-criticized policy of hoarding gold, which in turn contributed
to destabilizing the interwar gold standard.28

Capital flows between the USA and Europe during the second half of the
1920s were nevertheless substantial. Many of these credit flows were directed to
Germany, which on balance absorbed the entire net capital exports from the
USA during the second half of the 1920s.29 For half a decade, Germany turned

24 Representative of a large literature is Eichengreen 1992a.
25 The seminal work on Germany’s long-term war aims is Fischer 1967.
26 Schuker 1976b; Prati 1991; Hautcoeur and Sicsic 1999.
27 Among other things, the Dawes Plan internationalized Germany’s central bank, protected its new currency from

reparation transfers, provided a major international loan, and designed a new reparation schedule that was quite

favorable to the Germans. However, it provided no final settlement.
28 See Schuker 1976a on the political fallout of the Dawes Plan. A contemporary treatment of the interconnection between

the two types of debt is Boyden 1928. On the political constraints of French currency policy at the time see Mouré 1991.
29 See Ritschl 2002b.
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into the world’s largest net capital importer, enabling the Germans to pay all
reparations under the Dawes Plan on credit.30

Historians have argued that the Germans abused the Dawes Plan to over-
borrow in international markets;31 sovereign debt theory would suggest that
they had every incentive to do so.32 As a result, Germany’s foreign debt,
including the current value of reparations, stood somewhere near 80 percent
of GNP in 1929 when the international recession broke out.
Monetary and financial crisis management under the informal rules of

central bank cooperation established in the nineteenth century would have
dictated swift and discreet support for the German currency once difficulties
arose. Such cooperation as existed during the interwar period clearly failed to
provide these services.33 The attempted ersatz commercialization of German
reparations in the Dawes Plan had seemingly succeeded in decoupling interna-
tional politics and financial relations for a while. With the much stricter Young
Plan of 1929/30, the former link between the two was firmly re-established.
Being essentially a payback scheme for inter-allied war credits, the Young Plan
aligned French and British interests in shedding their war debt with America’s
interest in avoiding default on these credits. At the same time, it implicitly –
and, one could argue, belatedly – placed Germany under Allied financial
control, and thus inextricably intertwined any future monetary rescue oper-
ations under the gold standard with the German debt and reparation
problem.34

To depoliticize central bank cooperation under these circumstances, the
Bank of International Settlements was created. However, classical-style, dis-
creet central bank cooperation proved impossible when, after two years of
forced deflation and austerity, the German payments crisis broke out in
1931.35 Plans for financial assistance were quickly loaded with political issues,
and it soon became apparent that no debt relief was possible without addressing
the deeper issues underlying the Young Plan. A temporary way out of the
deadlock was only achieved after the USA proposed a one-year moratorium on
all political debt, thus finally accepting the link between reparations and inter-
allied debt. The price for this political arrangement in lieu of central bank
cooperation was the imposition of capital controls in July of 1931, and thus
Germany’s exit from the gold standard.

30 See Kindleberger 1973 for a discussion of this debt recycling mechanism.
31 Link 1970; Schuker (1988). 32 Ritschl 2002a.
33 This is a central theme in Eichengreen’s (1992) account of the interwar depression. On the wider theme of interwar

central bank cooperation, see Clarke 1976. A rather more critical perspective is Mouré 2002.
34 Ritschl 2002a.
35 On this and the following, see the detailed account of the German crisis in James 1985 and 1986. Toniolo (2005)

documents the attempts to implement cooperation at the nascent Bank of International Settlements in spite of political

intervention from all sides.

178 Albrecht Ritschl and Tobias Straumann



German debt problems and international conflict continued to plague finan-
cial markets throughout the mid-1930s. Negotiations over reparations were
delayed to mid-1932, provoking further deflationary measures in both France
and Germany. In the wake of the end to German reparations in August 1932,
France and Britain declared default on their inter-allied war debt to the USA
(December 1932). Germany defaulted on increasing portions of her commer-
cial debt and obtained rescheduling deals on others. By 1935, the average
default rate was between 80 and 90 percent.36 As a consequence, international
financial relations in Europe were channeled into a network of increasingly tight
capital and exchange control agreements.37 Before the SecondWorld War, trade
and payments in large parts of Europe had become a matter of politics and
bureaucratic interference, creating a new, extreme version ofmercantilismwhose
principal aim was to utilize trade as a weapon in international conflict.

Conclusion

The interwar period witnessed a long-term downward deviation from Europe’s
output and income growth trends, a truly Great Depression that lasted from
1914 to 1945 and that had no comparison in the nineteenth century. In it were
embedded three severe recessions, each of which would probably have qualified
as the deepest European recession since the Industrial Revolution, had it not
been for the next, even deeper one. This chapter surveyed some of the most
prominent interpretations of these recessions. It argued that this highly patho-
logical period of European economic history cannot be analyzed separately
from two dimensions of conflict that ravaged Europe at the time. One is
international conflict, represented by Germany’s two wars against its neighbor-
ing countries. The other is social conflict, connected mainly to the increasing
role of labor movements and the concomitant changes in the distribution of
income, but also to the first spread of civil rights and the changing role of
women. Both dimensions of conflict strongly impacted on business cycle out-
comes in the interwar period.
Social conflict is one key variable that may have steered the economies of

Europe away from their previous long-term growth path: unionization, the
eight-hour day, and the expansion of welfare benefits all changed the balance of
bargaining power in labor markets, increased wage shares, and lowered profit
margins. Social conflict was also a key factor in the rise of authoritarian regimes
all across Continental Europe, which tried to reverse the results of the 1920s by

36 Klug 1993. 37 Einzig 1934; Child (1958).
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forcing economic growth at the expense of living standards – usually achieving
the latter policy goal, but not necessarily the former.
International conflict was paramount in the war-related recessions of 1914–

18 and again in 1940–5. But it also played a decisive part in the failed attempts
to stabilize the European economies during the interwar years. This chapter has
argued that continuing conflict over Germany’s reparations seriously impaired
the functioning of international financial markets in the interwar period, and
also prevented central bank cooperation from defusing the crisis of the gold
standard in 1931. The German debt default that began to unfold in the spring of
1931 turned a serious, but potentially manageable, crisis of the European
interwar monetary system into a catastrophe with long-term consequences.
Under the pathological political conditions prevailing in Europe during the
interwar period, it is hard to see how a more robust international financial
architecture could have been designed that would have produced significantly
better outcomes.
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European economic growth 1913–1950: a comparative perspective

From 1913 to 1950 the European growth record was rather poor. The “Second
Thirty Years War” (Churchill 1948, p. xiii), or the period from the beginning of
the FirstWorldWar in 1914 to the end of the SecondWorldWar in 1945, stands
in sharp contrast to the followingGoldenAge ofGrowth between about 1950 and
1973 (see Chapter 12 in this volume). And indeed, the rates of economic growth
across European countries were “unusually” low: they seem to distinguish
Europe from other parts of the world during that time span, but also stand out
compared to Europe’s growth experience from about 1870 to 1913. A substantial
literature has pointed to several key factors that may account for this slowdown
of growth rates in Europe. Not surprisingly, a central role is attributed to the
occurrence of two devastating wars that raged in the center of Europe over a third
of the entire period 1913–1950 (Svennilson 1954). The remaining twenty years
have often been characterized as a time of political turmoil and, in many cases,
misguided macroeconomic policies; and, related to this, a general failure to
coordinate policies between countries, which prevented Europe from fully real-
izing its economic potential (Feinstein, Temin, and Toniolo 1997).
To see how policies and coordination failures affected economic growth, we

need to understand how large Europe’s potential for growth actually was after
the First World War. In a nutshell, the economic potential of Europe rose
considerably between 1913 and 1950, driven by technological, organizational,
and sectoral change, by the accumulation of physical capital, and by the
formation and accumulation of human capital. There is plenty of evidence
for significant technological progress during the 1920s and 1930s. The period
saw the beginnings of mass motorization, advances in chemical and electrical
engineering, the construction of an extensive road network, the emergence of
commercial aviation, and crucially the electrification of large parts of the
European economy, including some of the most remote rural areas.
European industry underwent a broad process of modernization, including
many firms that attempted to introduce and adapt new methods of American-
style standardized mass production (Chandler 1990). Moreover, the share of
agriculture declined in all European economies between 1913 and 1950, with
labor moving into the more productive industrial and service sectors, especially
in northern and western Europe (see Chapter 9 in this volume). The govern-
ments of newly created states all aimed at a rapid economic development of
their largely backward countries, and the records show rising school enrollment
and numbers of students, high and in some cases rising participation rates in
labor markets, and a steady growth of the European population.
So why did Europe not enter into a Golden Age of Growth earlier, in

the 1920s? Europe’s cultural history, especially the “golden twenties” or
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“les années folles,” intriguingly reflects the tensions between the vast unex-
plored possibilities of modern life and looming disaster. The First World War
brought the liberal economic order of the late nineteenth century to an end,
foreshadowed by increasing protectionism in large parts of the Atlantic
economy (Kindleberger 1989; Findlay and O’Rourke 2003) and the first
signs of dissolution of the central European empires from the 1880s onwards
(Schulze andWolf 2009). Protectionism continued after the war. Many tariffs,
quotas, and other restrictions on trade installed during the war remained in
place in the 1920s. This, together with limits on migration and declining
capital mobility, inevitably led to a misallocation of resources across states.
The failure to resolve the international issue of war debt and reparations
(Ritschl 1998) and tensions due to the emergence of new states and the
redrawing of political boundaries (Rothschild 1974; Broadberry and
Harrison 2005) are most often discussed in this context (see Chapter 7 in
this volume). Any existing attempts to improve international policy coordi-
nation, such as the re-establishment of the gold standard as a monetary
system in the late 1920s, surrendered to economic nationalism or club for-
mation during the Great Depression (Eichengreen 1992). In a similar vein,
mass migration, which had favored wage convergence between Europe and
the New World during the first globalization (Hatton and Williamson 1998),
fell sharply as war and depression halted the previous trend and immigration
policies entered a new age of restriction. Not only did restrictive immigration
policies proliferate in the receiving countries, like the United States and
Australia, but also some sending countries like the Soviet Union introduced
severe emigrant restrictions (Chiswick and Hatton 2005). To some extent
these coordination failures can be related to increased costs of political
coordination within states due to the extension of the political franchise
and the associated rebalancing of political power during and after the First
World War (Nurkse 1944; Eichengreen and Temin 2000).
In what follows we shall survey the European growth experience during the

interwar years, with a special focus on the period 1920–38. That is, we shall
largely exclude the direct effects of the two wars and their immediate aftermath.
Nevertheless it will become clear that both the legacy of the First World War
and the foreshadowing of the SecondWorldWar had strong indirect effects on
economic growth in the 1920s and 1930s. Given that the time span under
consideration is relatively short, we shall remain largely descriptive and exploit
as far as possible the large cross-sectional variation in growth rates across
European countries. First we shall sketch the general picture of European
economic growth from 1913 to 1950. Then we shall briefly present some
theoretical background to sharpen our focus on possible explanations for
different growth experiences, and discuss several explanations for aggregate
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growth in interwar Europe. Finally we shall summarize the evidence and reach
some general conclusions.

European growth performance: intertemporal comparisons

Let us start by putting the European experience between the wars in a wider
perspective. Figure 8.1 shows Europe’s share in the world economy (GDP
measured in 1990 International Geary–Khamis dollars). Here we distinguish
three concepts of “Europe”: first, all European countries including Turkey
and the USSR, secondly, Europe without Turkey, and thirdly, Europe without
either the USSR or Turkey.
The interwar years mark the beginning of a decline of Europe’s share in

the world economy after a longer period of expansion since the Industrial
Revolution. At its zenith around 1913, Europe (including Turkey and the
USSR) accounted for 47 percent of world GDP. By 1950, after two world
wars and the interwar period, this share had decreased to about 40 percent.
It is notable that the relative decline of Europe in the world economy could
not be reversed despite spectacular growth rates during the “golden age” of
economic growth from 1950 to 1973. After this, Europe’s share in the world
economy declined even faster, to about a quarter around 2000. Obviously, a
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main driver for this relative “decline” is found in the economic development
of hitherto stagnant economies in Asia and other parts of the world, with a
largely positive impact on the European economy. A more optimistic
picture emerges from Figure 8.2, which contrasts GDP shares with the
levels of European GDP (measured in million 1990 International Geary–
Khamis dollars) from 1870 onwards.
No matter what aggregate is considered, the European economy grew by

a factor of about 20 between 1870 and 2003. If compared against a long-
run trend (based on “Europe” without Turkey and the USSR) extrapolated
backwards from 2003, the interwar years stand out as a period of rather
poor economic performance. This underperformance against a long-run
trend is even more visible when we consider the development of GDP
per capita, which will be our focus on the following pages: While the
standard of living continued to increase across Europe during the interwar
years, the rate of increase was low if put in a long-run perspective (see
Figure 8.3).
The aggregate data mask another feature of the interwar years, namely a

significant increase in the variance of growth rates in the period 1913–50
compared to 1870–1913, both in the cross-section of European countries and
in a short-run business-cycle perspective (see Chapter 7 in this volume).
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European growth performance: spatial comparisons

The long-run perspective on the interwar growth experience raises several
related issues. First and foremost, what accounts for the marked slowdown in
GDP per capita growth in Europe after 1913? The long-run decline of Europe’s
share in the world economy suggests that European growth may have been
adversely affected by the rise of strong competitors in world markets overseas
(especially the USA and Japan). While there is certainly an element of reverse
causation, overseas competition can only in part explain the slowdown in
growth rates, because the share of Europe continued to decline even during
the golden age of exceptionally high growth rates. Also, the large variation in
intra-European experiences indicates that some country- or country-group-
specific factors affected growth rates. As stated in our introduction, among
these factors was the degree to which a country was involved in the two wars.
Table 8.1 shows the year in which European countries regained their 1913 levels
of GDP per capita and their involvement in the First World War.
The defeated Central Powers recovered significantly more slowly from the

war than members of the winning coalition, which in turn were outperformed
by war neutrals such as the Netherlands, Norway, and Spain during the 1920s.
The data also show that among the winners, the UK and Romania did not
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perform particularly well; the UK experienced a severe post-war recession and
recovered only slowly, while Romania’s per capita GDP did not grow at all
during the interwar period. Countries that gained independence during or
immediately after the war such as Czechoslovakia, Poland, and Ireland had
quite diverging experiences. Some did exceptionally well, including the two (of
three) new Baltic states for which sufficient data are available (Latvia and
Estonia), while the economies of Ireland and Yugoslavia developed very slowly.
In what follows, we will focus on the growth performance of twenty-seven
European countries between 1920 and 1938. Table 8.2 shows their average
annual growth rates over that time span, including the corresponding standard
deviations for various periods.

Table 8.1 Recovery of GDP per capita to levels of 1913 in twenty-seven
European countries

Country GDP per capita 1922

relative to 1913 (%)

Year when 1913

level regained

Participation in WWI

Austria 83 1927 loser

Belgium 105 1922 winner

Denmark 106 1922 neutral

Finland 98 1923 neutral

France 103 1922 winner

Germany 91 1926 loser

Italy 102 1922 winner

Netherlands 114 1919 neutral

Norway 109 1919 neutral

Sweden 94 1924 neutral

Switzerland 108 1920 neutral

United Kingdom 94 1924 winner

Ireland 95 1928 independence (from

winner)

Greece 123 1919 winner (but enters into

war with Turkey 1919)

Portugal 114 1921 winner

Spain 111 1920 neutral

Albania n/a n/a independence (from loser)

Lithuania n/a n/a independence (from loser)

Latvia n/a n/a independence (from loser)

Estonia n/a n/a independence (from loser)

Bulgaria 59 (1924/1913) 1937 loser

Czechoslovakia 96 1923 independence (from loser)

Hungary 91 (1924/1913) 1925 loser

Poland 79 1926 independence (from loser)

Romania 72 (1926/1913) 1959 winner

Yugoslavia 99 1922 independence (from loser)

Russia/USSR n/a 1933 loser

Source: Maddison 2007 and own calculations.
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The impression we get from Table 8.2 is that of a very heterogeneous
development: the average annual rate of growth over the entire period 1913–
50 was 0.72 percent (weighted by population), but varied from a maximum of
2.15 percent (Norway) to a minimum of −1.04 percent (Romania). Over the
entire period, only three Nordic countries (Norway, Sweden, and Finland) and
the neutral Switzerland grew faster than the United States and the USSR, with
growth rates of, respectively, 1.61 and 1.76 percent annually. Only four other
European countries (Denmark, France, Czechoslovakia, and Yugoslavia) grew
at rates over 1 percent per year, while the remaining countries failed to reach
even these low levels of growth.

Table 8.2 Average annual rates of growth (GDP per capita) in twenty-seven European
countries and the USA

Country 1913–50

(StdDev)

1920–29

(StdDev)

Year of recovery –

1929 (StdDev)

1929–38

(StdDev)

Austria 0.18 (0.17) 4.93 (0.04) 2.68 (0.02) −0.43 (0.07)

Belgium 0.70 (0.07) 3.99 (0.05) 2.75 (0.03) −0.50 (0.03)

Denmark 1.55 (0.06) 2.74 (0.05) 3.53 (0.04) 1.41 (0.02)

Finland 1.89 (0.07) 4.94 (0.03) 3.97 (0.02) 3.09 (0.04)

France 1.12 (0.12) 5.16 (0.07) 5.33 (0.02) −0.59 (0.05)

Germany 0.17 (0.16) 4.49 (0.09) 3.43 (0.04) 2.32 (0.07)

Italy 0.84 (0.09) 0.83 (0.05) 2.52 (0.03) 0.77 (0.04)

Netherlands 1.06 (0.13) 3.22 (0.02) 4.81 (0.06) −0.89 (0.04)

Norway 2.15 (0.06) 2.71 (0.06) 3.75 (0.07) 2.55 (0.05)

Sweden 2.10 (0.04) 3.71 (0.03) 3.98 (0.03) 2.22 (0.04)

Switzerland 2.04 (0.06) 4.44 (0.03) 4.44 (0.03) 0.10 (0.03)

United Kingdom 0.93 (0.04) 1.22 (0.04) 2.42 (0.04) 1.44 (0.03)

Ireland 0.63 (0.02) 1.36 (0.02) 3.12 (0.01) 0.86 (0.03)

Greece 0.50 (0.12) 2.49 (0.01) 2.50 (0.01) 1.48 (0.05)

Portugal 1.33 (0.06) 3.17 (0.08) 2.99 (0.08) 0.91 (0.07)

Spain 0.25 (0.06) 2.92 (0.03) 2.92 (0.03) −4.72 (0.09)

Albania 0.57 (−) n/a n/a n/a

Lithuania n/a n/a n/a

Latvia n/a 5.31 (0.11) n/a 4.10 (0.12)

Estonia n/a 2.75 (0.10) n/a 3.30 (0.06)

Bulgaria 0.19 (−) 5.23 (0.11) n/a 3.35 (0.09)

Czechoslovakia 1.40 (−) 5.04 (0.05) 5.95 (0.04) −0.68 (0.06)

Hungary 0.45 (−) 5.17 (0.08) 5.17 (0.08) 0.78 (0.05)

Poland 0.93 (−) 5.24 (0.07) 8.38 (0.04) 0.34 (0.09)

Romania −1.04 (−) −2.91 (0.03) n/a 0.83 (0.05)

Yugoslavia 1.04 (−) 3.11 (0.03) 3.37 (0.03) −0.06 (0.06)

Unweighted average 0.91 (−) 3.43 (−) 3.90 (−) 0.88 (−)
Weighted average 0.72 (−) 3.21 (−) 3.69 (−) 0.53 (−)
Russia/USSR 1.76 (−) n/a n/a 4.87 (0.05)

USA 1.61 (0.09) 1.94 (0.04) 1.94 (0.04) −1.32 (0.09)

Source: Maddison 2007 and own calculations.
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But there were some regularities. Broadly speaking, all European countries
(except Romania) shared the experience of relatively high growth rates during
the 1920s. Also, Europe was rapidly converging with the United States during
that decade, with a weighted average of 3.21 percent per annum compared to
1.94 percent per annum observable on the other side of the Atlantic. Up to ten
countries grew at rates above four percent per year and only four countries
(Britain, Ireland, Italy, and Romania) grew at rates below that of the United
States. This strong growth can only partially be explained by reconstruction
growth after the FirstWorldWar, because growth rates stayed quite high even
when the 1913 levels were regained (compare Table 8.2, columns 2 and 3). It is
also noteworthy that several neutral states that had not experienced anymajor
destruction during the war grew faster than the European average, notably
Sweden and Finland in Scandinavia and Switzerland. In these three cases,
growth was accompanied with visible changes in the structure of the econ-
omy: in Sweden and Switzerland a major shift towards higher value-added
industries (Krantz 1987; Siegenthaler 1987 respectively), in Finland a signifi-
cant industrialization following political independence (Hjerppe and Jalava
2006). We will return to these factors later.
Table 8.2 also shows clearly that the Great Depression was a watershed for

Europe’s economic development. During the second decade of the interwar
period growth slowed down in all European countries, but somewhat less so
in Scandinavia, the UK, Latvia, and Estonia. While most governments
attempted to protect their economies from further exogenous shocks by
raising tariff barriers, introducing capital controls, and the like, the
Scandinavian countries, and interestingly also Estonia and Latvia, managed
to coordinate an early exit from the gold standard with the UK in late 1931,
and outperformed the rest of Europe. This illustrates how macroeconomic
policy and its cross-border coordination mattered during the interwar years:
“the timing and extent of depreciation can explain much of the variation in
the timing and extent of economic recovery” (Eichengreen 1992, p. 232).
Germany’s growth performance in turn overstates the improvements in the
standard of living during that period, because it was already from 1934
onwards largely driven by massive rearmament policies at the expense of
rising government debt and low nominal and real wages in a strictly regulated
labor market (see Ritschl 2002a).
Finally, our panel of European countries shows some interesting distribution

dynamics that are not visible from the above figures and tables (for more on this
see Epstein, Howlett, and Schulze 2000). Table 8.3 shows the ranking of sample
countries according to their GDP per capita for 1922, 1929, and 1938.
While the UK lost her leading position to Switzerland and the Netherlands

during the 1920s, she nearly caught up again by the late 1930s due to the

189 Aggregate growth, 1913–1950



prolonged stagnation of the Swiss and the Dutch economies after the depres-
sion. Apart from this, themost remarkable changes include the steady improve-
ment in the relative positions of the Scandinavian countries, especially during
the 1930s; the positive development of Latvia and Estonia (while the estimates
here might be on the high side); and the relative and even absolute decline
of Austria and Spain. The Balkan countries, along with Romania and also
Portugal and Spain (after the devastating Civil War; see Prados de la
Escosura 2005) remained at the European economic periphery, while Greece

Table 8.3 Distribution dynamics: Country ranking according to GDP per capita,
1922, 1929, 1938

1922 1929 1938

Country GDP per

capita

Country GDP per

capita

Country GDP per

capita

UK 4637 Switzerland 6332 Switzerland 6390

Switzerland 4618 Netherlands 5689 UK 6266

Netherlands 4599 UK 5503 Denmark 5762

Belgium 4413 Denmark 5075 Netherlands 5250

Denmark 4166 Belgium 5054 Germany 4994

France 3610 France 4710 Belgium 4832

Germany 3331 Germany 4051 Sweden 4725

Sweden 2906 Sweden 3869 France 4466

Austria 2877 Austria 3699 Norway 4337

Norway 2784 Norway 3472 Latvia 4048

Italy 2631 Italy 3093 Estonia 3771

Ireland 2598 Czech. 3042 Finland 3589

Estonia 2311 Ireland 2824 Austria 3559

Spain 2284 Estonia 2802 Italy 3316

Finland 2058 Latvia 2798 Ireland 3052

Czech. 2006 Spain 2739 Greece 2677

Greece 1963 Finland 2717 Hungary 2655

Latvia 1929 Hungary 2476 Poland 2396

Portugal 1430 Greece 2342 Spain 1790

Poland 1382 Poland 1994 Portugal 1747

Yugoslavia 1057 Portugal 1610 Bulgaria 1595

Yugoslavia 1364 Yugoslavia 1356

Bulgaria 1180 Romania 1242

Romania 1152

Albania 926

No data on Albania, Bulgaria,

Hungary, Romania

No data on Albania,

Czechoslovakia

Poorest as % of richest: 22.8 Poorest as % of richest: 14.6 Poorest as % of richest: 19.4

Source: Maddison 2007 and own calculations.
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and Poland started to improve their positions in the 1930s. Taken together, this
suggests that there was little overall convergence during the interwar years.
Nevertheless, there may have been “conditional” convergence – conditional on
country- or country-group specific factors that affected the pace of productivity
growth via structural change, schooling, the propensity to save and invest, and
the like. To explore more systematically how such factors can explain Europe’s
growth during the interwar years, we shall introduce briefly some background
on the economic theory of growth.

Some theoretical background

Why do some countries prosper, while others suffer from stagnation? To
answer this question, it is useful to consider the benchmark neo-classical
growth model, first developed by Solow (1956) and Swan (1956; for a good
exposition see, e.g., Barro and Sala-i-Martin 2003, ch. 1). In the benchmark
model with labor-augmenting technological progress, growth of per capita
GDP is driven by the rate of technological change and capital accumulation,
which is subject to diminishing returns. The production function is typically
specified as a Cobb–Douglas function of the form:

Y ¼ K� ðALÞ1��; (1)

where Y is GDP, K is capital, L is labor, and A is the level of technology.1 A
central prediction of this model is convergence: everything else (including
technology) being equal, poorer economies grow at higher rates than richer
economies owing to diminishing returns to capital accumulation. Therefore, all
economies should in the long run converge in terms of income per capita and
productivity. Note that the model crucially assumes that the markets for labor,
capital, and technology transfer are efficient. Imperfections in domestic or
international markets would affect the speed of convergence, for example
because good access to international capital markets can foster capital accu-
mulation in poor countries, while richer countries can earn higher returns on
their savings by lending to the poor (Barro, Mankiw, and Sala-i-Martin 1995).
Moreover, the model predicts that changes in the savings rate (the proportion
of output used to create more capital rather than being consumed) and the rate
of capital depreciation affect the levels of output and transitional dynamics, but
not the long-run rate of growth. If savings and depreciation rates or the rate of
technological change differ across countries, the model predicts convergence
conditional on these differences, a prediction that receives much more

1 This formulation of technology is described as “labor-augmenting” because it raises output in the same way as an increase

in the stock of labor, which is essential for the existence of a steady-state.
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empirical support than that of un-conditional convergence (see the debate
between Baumol 1986 and DeLong 1988).
While it provides a convenient starting point, the benchmark model needs to

be further modified to be useful for empirical analysis. Mankiw, Romer, and
Weil (1992) propose an augmented model that includes human capital for-
mation interacting with labor as an input factor, for example through school-
ing, and show that this provides a better description of cross-country income
differences over time. Recent research has mainly focused on the microeco-
nomic foundations of growth, including the idea of endogenous growth due to
endogenous innovation (Romer 1990) or benefits from proximity (Krugman
and Venables 1995); others have stressed the effects of sectoral change
(Broadberry 1998) due to technological differences between sectors, and the
impact of market inefficiencies. The current consensus is that differences in
efficiency are at least as important as factor accumulation in explaining income
differences across countries. This is robust to attempts to improve the measure-
ment of human capital, to account for the age composition of the capital stock,
to sectoral disaggregations of output, and to several other robustness checks
(Caselli 2005). Directly related to this is the large literature in the wake of
Abramovitz (1986), who observed that cross-country growth patterns are
characterized by catch-up to technological leaders. The scope for catch-up in
turn depends on the “social capability” of a country and “technological con-
gruence” between countries. From this perspective national policies and insti-
tutions, but also the market size of a country, are not neutral but are closely
associated with long-run economic growth rates (North 1990; Mauro 1995;
Engerman and Sokoloff 1997; Hall and Jones 1999; Acemoglu, Johnson, and
Robinson 2002; Easterly and Levine 2003).
Generally speaking, there are two approaches to evaluating the explanatory

power of these theoretical concepts, both starting from the benchmark neo-
classical growth model. One approach attempts to test the key prediction of
convergence, controlling for conditioning factors such as differences in savings
or investment rates, the stock or formation of human capital, and differences in
institutions or market size (see Sala-i-Martin, Doppelhofer, and Miller 2004).
This typically takes the form of estimating:

ln
yT
y0

� �
¼ aþ bðlnðy0ÞÞ þ

XJ

i¼1

ci lnðXiÞ þ "; (2)

where y is GDP per capita (that is per population), T denotes the time of the last
observation, and 0 the starting point, X represents conditioning factors, and ε is
an error term. The dependent variable is the growth rate of per capita income,
which is negatively related to the initial level of income (y0) if there is
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convergence, indicated by b < 0. This means that countries which start off
richer grow more slowly, while countries that start off poorer grow more
quickly. The inclusion of conditioning variables allows for other factors to
offset this process of catching-up or convergence.
The other approach is that of growth accounting, following Tinbergen

(1942) and Solow (1957). The rate of growth of levels of GDP or GDP per
unit of labor input is decomposed into the growth contributions of production
factors and changes in productivity. Typically, the underlying model is speci-
fied as a Cobb–Douglas production function:

Y ¼ AK� L1�� : (3)

Note that two identifying assumptions are usually made in this framework.
First, the technology parameter A is interpreted as Total Factor Productivity
(TFP) and assumed to be “Hicks-neutral” instead of labor-augmenting (or
“Harrod-neutral”), such that technological change would be unbiased with
respect to capital and labor. Secondly, the production function is assumed to
feature constant returns. Define labor productivity as y = Y/L, and capital
intensity as k = K/L. Given this, the growth rate can be approximately decom-
posed as follows:

ln
Ytþ1

Yt

� �
¼ ln

Atþ1

At

� �
þ �ln

Ktþ1

Kt

� �
þ 1� �ð Þln Ltþ1

Lt

� �
(4)

or equally as:

ln
ytþ1

yt

� �
¼ ln

Atþ1

At

� �
þ � ln

ktþ1

kt

� �
; (5)

where the growth rate of A (TFP) is always calculated as the residual, given
that we have data only on Y, K, and L. The formulation in (5) shows that the
growth of labor productivity can be decomposed into changes in TFP and
changes in capital intensity (or “capital deepening”). This can also be
expressed in terms of GDP per capita, which differs from labor productivity
according to the participation rate defined as employment per head of
population. The resulting estimates of TFP have often been interpreted as
approximations of technological progress, but some caveats are important.
First, any mis-measurement of factor inputs or outputs will affect the esti-
mated TFP. Second, any mis-specification of the functional relationship, for
example when in fact there are increasing returns to scale, or if the aggregate
production function changes over time due to sectoral change, or when
technological progress is biased, will equally affect the results. Finally,
changes in “TFP growth” can also reflect changes in policies and the institu-
tional environment, given that TFP is calculated as the residual. Nevertheless,

193 Aggregate growth, 1913–1950



accounting of this sort is useful to develop a general idea about the factors that
drive economic growth.

Explaining European growth rates during the interwar period

Was there conditional convergence?

We start with a test of the strongest possible hypothesis from neo-classical
growth theory: unconditional convergence. As a first step we simply plot the
average annual rate of growth between 1913 and 1950 against GDP per capita
in 1913, as in (2), without controlling for any conditioning factors. As shown in
Figures 8.4–8.7, we can reject the idea that there was unconditional conver-
gence across European countries, both for the full period 1913–1950 and for
any of the sub-periods.
The relationship between initial income and growth was very weak. Given

the evidence from Table 8.3, this is hardly surprising. The absence of uncon-
ditional convergence over the years 1913–50 can easily be explained by the
fact that both rich and poor countries were involved in the wars and experi-
enced destruction and reconstruction growth that were largely unrelated to
their 1913 levels of development. Note, however that there is a weakly
negative relationship between growth and initial income during the period
of peace. In this light we can explore whether there was convergence in
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Figure 8.4 Was there unconditional convergence, 1913–50? Twenty-three European
countries and the USA.
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1920–38 conditional on country-specific factors. But what factors condi-
tioned growth rates? As outlined earlier, there are many possible candidates.
The empirical literature on economic growth faces a serious “small-sample”

problem: because sample sizes for regressions on the determinants of long-run
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Figure 8.5 Was there unconditional convergence, 1922–38? Twenty-three European
countries and the USA.
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Figure 8.6 Was there unconditional convergence, 1922–9? Twenty-three European
countries and the USA.
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growth rates are typically small compared to the number of variables proposed
by the theoretical literature, parameter estimates can often be far from the
“true” parameters of the data-generating process. This problem is especially
severe in the case of interwar Europe, as the number of countries for which
sufficient (reliable) data are available is extremely limited, while on the other
hand the number of possible causes for (slow) growth in interwar Europe is
exceedingly large. Given this, one could either refrain entirely from the idea of
putting economic theories to econometric tests, or try to narrow the focus of the
analysis using some “out-of-sample” information. Such information is pro-
vided by a “meta-analysis” by Sala-i-Martin, Doppelhofer, and Miller (2004),
who employ a Bayesian Averaging of Classical Estimates (BACE) approach to
weight the relevance of sixty-seven explanatory variables as proposed by
various economic models. Their results are based on the growth experience
of eighty-eight countries for the years 1960–96 and several million randomly
drawn regressions. They show that three variables have a particularly high
explanatory power for growth of GDP per capita, namely the rate of primary
school enrollment, which captures human capital formation; the relative price
of investment goods, which captures physical capital accumulation; and the
initial level of income. Some geographical and institutional variables also help
to explain growth rates, but to a lesser extent.
On these grounds, we can augment the neo-classical benchmark model

by measures of primary school enrollment and the investment
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Figure 8.7 Was there unconditional convergence, 1929–38? Twenty-three European
countries and the USA.
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environment. Enrollment rates are estimated as the share of children of
school age (5–14) who attended primary schools in a given country over
the years 1920–39, where we use a data-set from Benavot and Riddle
(1989). Moreover we will use lagged enrollment rates (ten years earlier)
instead of contemporaneous rates, to take account of the fact that primary
school enrollment should affect the economy only with a time lag, of
about ten years on average, before children enter the workforce. We lack
reliable data on the price of investment goods relative to the general price
level, but capture investment dynamics by an index based on per capita
consumption of steel and cement, which we derived from Svennilson
(1954). The per capita consumption data allow us to specify this index
relative to the UK with UK 1925–9 = 100. Hence, it contains relevant
variations both over time and in the cross-section. Moreover, for some
European countries we have estimates of capital stocks from Madsen
2007. Table 8.4 shows how school enrollment rates, investment indices,
and capital stocks developed over time. There were apparently vast differ-
ences in the formation of human capital and in the conditions for invest-
ment across European countries, which should have affected their growth
performance.
We can explore conditional convergence in two steps. We first estimate,

again for a sample of twenty-three European countries, the relationship
between annual growth, income in the preceding year, changes in schooling
(with a ten-year lag), and investment using simple OLS. Next, we calculate the
counterfactual growth rate, controlling for the varying effects of schooling
and investment, and plot this against initial income. The results indicate that
European countries did – ceteris paribus – converge somewhat over the
interwar period, conditional on the differences in human capital accumula-
tion and in investment conditions (see Figure 8.8).
The estimated effect of initial income on growth implies, for example,

that on average the difference between a rich and a poor country in 1922,
say Belgium and Finland, would be halved after twenty-three years (we
estimate a beta of about 0.029; see Barro and Sala-i-Martin 2003, ch. 1).
Good conditions for capital investment and rising rates of primary school
enrollment could speed up this convergence. In fact, Finnish GDP per
capita in 1922 was 47 percent of the Belgian level, but sixteen years later
had already reached 74 percent. By contrast, GDP per capita in Greece in
1922 was 55 percent of the Belgian level, which was virtually unchanged in
1937/38. To some degree this can be explained by the fact that both school
enrollment rates and investment grew relatively faster in Finland than in
Greece. However, our results also suggest that the effect of human and
physical factor accumulation on growth was quite limited.
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Growth accounting and productivity performance

We now turn to a growth accounting framework where we decompose growth
rates into the contributions of factor accumulation and changes in productivity,
which is useful for exploring the relationship between economic potential and
realized growth. To do this for a country, we need estimates of its total stock of
capital and goodmeasures of its total labor input, and these data do not exist for
all European countries in the interwar period. Madsen (2007) provides esti-
mates of capital stocks and total hours worked for several European countries,
which we will use in the following analysis, together with GDP estimates from
Maddison 2007. No data on eastern European countries are available, so the
following results do not represent the entire European continent.

Table 8.4 Primary school enrollment and investment dynamics, 1922–38

Primary school

enrollment rates

Per capita consumption

of cement and steel

(UK 1925–9 = 100)

Change in

capital stock

1922 1938 1922 1938 1938 as % of 1922

Austria 0.70 0.71 44 117 91

Belgium 0.62 0.73 127 191 125

Denmark 0.41 0.67 75 114 157

Finland 0.26 0.51 37 119 180

France 0.86 0.79 72 93 148

Germany 0.73 0.73 101 229 119

Italy 0.45 0.59 48 79 209

Netherlands 0.70 0.74 79 127 135

Norway 0.69 0.72 81 129 161

Sweden 0.67 0.64 56 168 188

Switzerland 0.71 0.70 63 122 130

United Kingdom 0.78 0.82 54 162 172

Ireland 0.78 0.87 34 86 –

Greece 0.40 0.53 7 37 –

Portugal 0.19 0.27 12 29 –

Spain 0.35 0.36 30 45 (1935) 184

Albania Na Na Na Na –

Lithuania Na Na Na Na –

Latvia 0.22 0.37 Na Na –

Estonia 0.14 0.27 Na Na –

Bulgaria 0.41 0.73 9 28 –

Czechoslovakia 0.71 0.66 32 92 –

Hungary 0.53 0.64 30 40 –

Poland 0.24 0.57 23 47 –

Romania 0.34 0.59 17 34 –

Yugoslavia 0.20 0.42 19 29 –

Sources: see text.
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As usual, we decompose the growth of GDP into the contribution of changes
in capital stock, changes in total labor input, and the growth of TFP according
to equation (4). Note that the changes in labor input are measured in terms of
total hours worked, defined as total employment (full-time equivalents) times
the average number of hours worked in a given country and a given year. All
estimates are based on country-specific capital shares, given at the end of
Table 8.5, with an assumption of constant returns to scale.
Three results from this exercise stand out clearly. First, the contribution of

growth in total labor input to GDP growth was generally small – in some cases
even negative – reflecting an upward trend in labor productivity together with
changes in labor market policies such as the introduction of the eight-hour
working day in Germany in 1918. Secondly, when we consider growth in the
1920s (starting in 1922, when most countries had regained their pre-war
income levels), we find that growth rates were typically higher in the 1920s
than in the decade before the Great War, and this difference can mainly be
attributed to increases in TFP growth. Thirdly, the significant slowdown in
growth during the 1930s was driven by a combination of slow capital accumu-
lation, slow or negative growth in total labor input, and low TFP growth.
A different way to estimate TFP is to decompose the growth in labor

productivity into its components. Table 8.6 shows the decomposition of labor
productivity into TFP and capital deepening according to equation (5).
However we look at it, our measure of TFP is certainly incomplete, for

example because we did not distinguish between TFP and changes in human
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Figure 8.8 Conditional convergence, 1922–38, twenty-two European countries.
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Table 8.5 Growth accounting for western Europe, 1900–38 (% growth per year),
according to equation (4)

1900–14

Capital accumulation Total hours worked TFP GDP growth

Belgium 1.08 0.50 −0.22 1.35

Denmark 1.35 0.27 1.76 3.38

Finland 1.10 0.37 0.85 2.32

France 0.55 −0.15 0.60 1.00

Germany 1.30 0.35 −0.08 1.57

Italy 1.80 −0.37 1.86 3.30

Netherlands 0.92 0.65 0.73 2.30

Norway 1.41 0.46 0.84 2.70

Spain 1.22 −0.48 0.80 1.53

Sweden 1.12 0.92 −0.08 1.96

Switzerland 1.01 0.52 0.37 1.90

UK 0.65 0.60 0.21 1.46

1922–29

Capital accumulation Total hours worked TFP GDP growth

Belgium 0.86 0.13 2.61 3.60

Denmark 1.17 1.01 2.20 4.39

Finland 1.42 0.70 3.42 5.54

France 1.36 0.40 4.19 5.95

Germany 0.56 −1.72 5.22 4.06

Italy 2.40 0.01 1.00 3.41

Netherlands 0.95 1.14 2.50 4.59

Norway 0.98 −0.04 3.72 4.67

Spain 1.95 0.27 1.45 3.68

Sweden 1.22 2.00 1.78 5.00

Switzerland 0.83 0.18 4.56 5.57

UK 1.53 0.88 0.72 3.13

1929–38

Capital accumulation Total hours worked TFP GDP growth

Belgium 0.30 −1.06 0.72 −0.04
Denmark 0.91 1.18 0.12 2.20

Finland 0.97 1.05 1.80 3.83

France 0.53 −2.23 1.30 −0.40
Germany 0.40 0.55 2.01 2.96

Italy 1.12 −0.44 0.88 1.55

Netherlands 0.37 0.12 −0.17 0.33

Norway 1.62 0.24 1.24 3.10

Spain 0.83 −0.29 −4.31 −3.78
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capital via education, and because the measurement rests on some debatable
assumptions. Nevertheless, the indicated patterns in TFP and factor accumu-
lation are highly suggestive. The rapid increase in TFP during the 1920s reflects
the existence of many unused opportunities to increase the efficiency of
Europe’s economies at the end of the war, especially along two dimensions:
technological change and sectoral change. Many new technical possibilities had
emerged during the war, in most cases already prior to the war, and their
diffusion across Europe, from one region to another and from one industry to
another, started in the early 1920s. Two innovations easily stand out as themost
important here: the internal combustion engine and new applications of
electricity, which in combination revolutionized mechanical motive power in
industry, transport, and agriculture. Table 8.7 gives the production and number
of private and commercial cars in use in four leading European car-producing
countries and the United States, 1923 to 1950. Table 8.8 shows the changes in
total energy production between 1922 and 1950 in Europe and the United
States.

Table 8.5 (cont.)

1929–38

Capital accumulation Total hours worked TFP GDP growth

Sweden 1.34 −0.14 1.35 2.55

Switzerland 0.31 −0.49 0.74 0.56

UK 1.35 0.73 −0.20 1.88

1922–38

Capital accumulation Total hours worked TFP GDP growth

Belgium 0.56 −0.50 1.61 1.68

Denmark 1.03 1.10 1.10 3.23

Finland 1.18 0.89 2.56 4.63

France 0.92 −0.99 2.66 2.59

Germany 0.48 −0.52 3.52 3.48

Italy 1.72 −0.23 0.94 2.43

Netherlands 0.65 0.60 1.09 2.33

Norway 1.32 0.11 2.41 3.84

Spain 1.36 −0.03 −1.60 −0.27
Sweden 1.28 0.87 1.55 3.70

Switzerland 0.55 −0.17 2.54 2.92

UK 1.44 0.80 0.23 2.47

Country-specific capital shares in order of table (from Madsen 2007): 0.37, 0.37, 0.33, 0.38, 0.40,

0.38, 0.32, 0.47, 0.35, 0.33, 0.33, 0.44.

Table 8.5 (cont.)
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Table 8.6 Decomposing labor productivity growth for western Europe, 1900–38 (%
growth per year), according to equation (5)

1900–14

Capital deepening TFP Labor productivity (GDP

per total hours worked)

Belgium 0.78 −0.22 0.56

Denmark 1.19 1.76 2.95

Finland 0.92 0.85 1.77

France 0.64 0.60 1.23

Germany 1.07 −0.08 0.98

Italy 2.02 1.86 3.89

Netherlands 0.61 0.73 1.35

Norway 1.00 0.84 1.84

Spain 1.48 0.80 2.28

Sweden 0.66 −0.08 0.58

Switzerland 0.75 0.37 1.12

UK 0.18 0.21 0.39

1922–29

Capital deepening TFP Labor productivity (GDP

per total hours worked)

Belgium 0.78 2.61 3.39

Denmark 0.59 2.20 2.79

Finland 1.08 3.42 4.49

France 1.11 4.19 5.30

Germany 1.69 5.22 6.91

Italy 2.40 1.00 3.40

Netherlands 0.41 2.50 2.91

Norway 1.02 3.72 4.74

Spain 1.80 1.45 3.25

Sweden 0.22 1.78 2.00

Switzerland 0.74 4.56 5.30

UK 0.85 0.72 1.57

1929–38

Capital deepening TFP Labor productivity (GDP

per total hours worked)

Belgium 0.93 0.72 1.65

Denmark 0.23 0.12 0.34

Finland 0.45 1.80 2.25

France 1.90 1.30 3.20

Germany 0.04 2.01 2.05

Italy 1.38 0.88 2.26
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By implication, these technological changes deeply affected the sectoral struc-
ture of Europe’s economy. New techniques in the field of electricity raised the
efficiency of electricity production from coal and water, while the development of
high-voltage transmission made this electrical energy available even in remote
parts of the European countryside. Simultaneously, the motor vehicle (as truck,
bus, or private car), together with improvements in road networks, allowed the
transportation of goods and people between remote areas and the urban agglom-
erations more cheaply and rapidly than ever before (Svennilson 1954, ch. 2).
Technological change contributed to the increase in labor productivity via

several channels. For one thing, lower unit costs of energy and cheaper trans-
port raised labor productivity in all sectors of the economy and thereby raised
incomes. Moreover, given the low income elasticity of demand for food, the

Table 8.6 (cont.)

1929–38

Capital deepening TFP Labor productivity (GDP

per total hours worked)

Netherlands 0.32 −0.17 0.15

Norway 1.41 1.24 2.65

Spain 0.99 −4.31 −3.32
Sweden 1.41 1.35 2.76

Switzerland 0.55 0.74 1.29

UK 0.78 −0.20 0.58

1922–38

Capital deepening TFP Labor productivity (GDP

per total hours worked)

Belgium 0.86 1.61 2.47

Denmark 0.40 1.10 1.50

Finland 0.75 2.56 3.31

France 1.53 2.66 4.19

Germany 0.82 3.52 4.34

Italy 1.86 0.94 2.80

Netherlands 0.36 1.09 1.45

Norway 1.23 2.41 3.63

Spain 1.37 −1.60 −0.23
Sweden 0.85 1.55 2.40

Switzerland 0.64 2.54 3.17

UK 0.82 0.23 1.05

Country-specific capital shares in order of table (from Madsen 2007): 0.37, 0.37, 0.33, 0.38, 0.40,

0.38, 0.32, 0.47, 0.35, 0.33, 0.33, 0.44.

Table 8.6 (cont.)
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demand for labor in agriculture declined relative to the labor demand of other
sectors. The share of agriculture in total employment declined significantly
during the 1920s, and continued to decline during the 1930s, though at a slower
rate. This sectoral change of employment, out of agriculture into industry and
services, had an additional effect on aggregate labor productivity, due to the fact
that sector-specific labor productivity was higher in industry and services than
in agriculture (see Broadberry 1997 and Chapter 3 in this volume). This also
implied changes in the geographic distribution of economic activities across

Table 8.7 Cars produced and used in four major European economies, 1923–49

Passenger cars (1000) Commercial vehicles (1000)

Production Use Production Use

UK 1923 71 384 24 259

1929 182 981 57 428

1938 341 1944 104 583

1949 412 1961 218 896

Germany 1923 31 98.6 9 53.5

1929 117 422 39 155

1938 277 1272 65 384

1949 104 (FRG) 352 58 (FRG) 329

France 1923 – 294 – 155

1929 211 930 42 366

1938 200 1818 27 451

1949 188 1200* 98 750*

Italy 1923 – 53.8 – 24.5

1929 – 170 – 52.7

1938 59 289 8 83.6

1949 65 267 21 214

*own estimate.

Sources: Svennilson 1954; Mitchell 2003:

Table 8.8 Energy production in Europe and the United States, 1922–50 (billion
kilowatt-hours)

Europe United States

Hydro Thermal Total Hydro Thermal Total

1922 24.5 36.0 60.5 21.3 39.9 61.2

1929 43.7 70.3 114.0 – – 116.7

1937 65.3 106.2 171.5 48.3 98.2 146.5

1950 112.1 189.1 301.2 101.0 287.7 388.7

Source: Svennilson 1954.

204 Joan R. Roses and Nikolaus Wolf



Europe, for example because improved access to energy and new transport
facilities opened up new opportunities to reap the benefits of low labor costs in
rural areas for industrial expansion. An interesting example of this is the rise of
Bavaria from a backward rural economy to a leading industrial region of
Europe, which started in the 1920s (Salin 1928). With hindsight, we know
that the economic possibilities opened up by electrification and motorization
were huge and would transform every part and region of Europe over the next
decades.

The role of coordination failure

Some of the changes that occurred during the 1920s were supported by
economic policies. Most European governments saw the need to transform
their economies after the Great War to adapt to the circumstances of peace and
help their industries to catch up with the technological leaders. Some early
“corporatist” organizations emerged in the early 1920s, such as the Zentral-
Arbeitsgemeinschaft (ZAG) in Germany that sought to help economic recovery
via new rules for collective bargaining, or the Reichskuratorium für
Wirtschaftlichkeit (RKW) that aimed at fostering technological and organiza-
tional change across the German economy (Shearer 1997). They had some
similarities to the “corporatist arrangements” established after the Second
World War, which are mentioned among the factors that helped to unleash
Europe’s economic potential during the “golden age” (see Eichengreen 1996a
and Chapter 12 in this volume). In eastern Europe, where agriculture was
typically still the dominant economic sector, most governments attempted to
implement policies that would simultaneously increase agricultural productiv-
ity and help to develop the industrial sector – with limited success (see Aldcroft
2006). On an international scale, the 1920s saw many efforts to coordinate
economic policies across borders, especially with respect to the position of
Germany after the war. While the level of tariff protection remained high after
the war, international capital markets experienced a remarkable recovery with
a stabilization of most currencies by about 1926, the de facto establishment of
the gold-exchange standard as an international monetary system in 1928,
and new arrangements on reparation payments and war-debt settlements
with the Young Plan in 1929. However, the fragility of these international
arrangements quickly became apparent.
As a counterpart to Europe, the United States had experienced an economic

boom during the late 1920s, fueled to a large extent by the vast prospects of
economic growth following electrification and mass motorization at home and
overseas. When this boom ended in October 1929, the European economy split
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along the fault lines of protectionism and economic nationalism that were
already visible much earlier. Some European countries were quick to swap
the gold-exchange standard for a currency arrangement with their main trad-
ing partners, while others feared a relapse into hyperinflation similar to the
early 1920s (see Wolf 2008). The London monetary and economic conference
convened to coordinate a policy response to the economic crisis failed to
prevent the further fragmentation of Europe’s economy, exemplified by
Germany’s move to autarky (see Chapter 7 in this volume). This inward
movement of economic policies blocked further sectoral change, limited the
mobility of capital and labor, and significantly slowed the diffusion of technol-
ogy (Madsen 2007).

Conclusion

Let us try to summarize the evidence on aggregate growth in interwar Europe.
Notwithstanding the devastation of two world wars, the twenty years of relative
peace in Europe after 1918 were characterized by missed opportunities. The
European economy continued to grow, and growth was fueled by several
sources. To start with, many countries experienced a push for modernization
that was implied by the process of reconstruction after the First WorldWar but
went far beyond that. The new states in eastern Europe made great efforts to
modernize their economies and encourage a transition to industrialization, but
with mixed success. Many new technical possibilities had emerged during the
war, in most cases already prior to the war, and their diffusion across Europe
from one region to another and from one industry to another started in the
early 1920s. Among the many innovations of that period, the internal combus-
tion engine and new applications of electricity easily stand out as the most
important. In combination they revolutionized mechanical motive power in
industry, transport, and agriculture, driving the levels of investment and energy
consumption. Moreover, many European countries accumulated a large stock
of human capital over the last decades of the nineteenth century and continued
to do so during the interwar years, as seen in a secular rise of primary school
enrollment rates. We showed that neo-classical growth theories need to be
modified for the impact of institutions and policies if they are to be useful. We
found some evidence for (conditional) convergence as well as evidence that
primary school enrollment and the conditions for investment were important
factors, similar to broad international evidence on economic growth after 1950.
From a growth accounting perspective we found that the relatively strong
performance during the 1920s was mainly driven by increases in TFP, which
in turn can be related to technological and structural change. However, the vast
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potential from these manifold sources for growth was poorly exploited due to a
failure to coordinate economic policies, especially during the 1930s. Conflict
over the redistribution of economic and political power in the wake of the First
World War slowed down investment or channeled resources into unproduc-
tive employment in preparation for another armed conflict. A much-needed
coordination of cross-border economic policies failed in many instances,
resulting in an increase in protectionism and fragmentation of labor and capital
markets that prevented an efficient allocation of resources across the continent.
Instead, the economic policies of the 1930s turned increasingly inwards, block-
ing further sectoral change and significantly slowing down the diffusion of
technology both within Europe and between Europe and the United States as
the technological leader. Once these political obstacles to growth were removed,
Europe would be ready to enter a golden age of economic growth.
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Introduction

In contrast to the relative macroeconomic stability of the pre-1913 period, the
era between 1914 and 1945 was hit by a series of severe shocks. The First World
War not only caused major devastation and disruption, but also redefined the
role of government in economic life. Although the command economies
imposed in many European countries during the hostilities were largely dis-
mantled after the armistice, the tone was set for more nationalistic economic
policies in the decades to come. The carving up of eastern Europe into a dozen
or so independent states out of the ruins of the Habsburg and Russian empires
only made matters worse. In parallel, the number of separate currencies and
tariff units increased substantially, while the newly created Soviet Union iso-
lated itself from the rest of the world. The fragmentation of Europe contrasted
sharply with the large homogeneous home market of the United States. It gave
American corporations an unseen advantage in the adoption of high-volume
methods in both industry and services.
In the first half of the 1920s many countries in Europe struggled with huge

debt problems, monetary chaos, and waves of inflation and deflation. The
economic turmoil, in combination with social and political unrest, stimulated
the emergence of inward-looking economic policies. After a short period of
relative stability in the late 1920s the Great Depression arrived. Massive
unemployment, currency disorder, and devastating financial crises aggravated
the general trend towards economic nationalism and even autarky. European
economic disintegration ultimately paved the way for a new world war.

The main structural changes

Table 9.1 provides an overview of the distribution of the labor force in most
European countries over the three traditional sectors of agriculture, industry
and services between c. 1913 and c. 1950. These figures must be used with
caution due to border changes, differences in the classification of subsectors
over time and across countries, and inconsistencies in the treatment of female
labor. The case of Russia/USSR is not taken into account because the few figures
available are not sufficiently comparable over time.
Despite the succession of severe macroeconomic shocks during the period

under consideration, the process of structural change observed in Chapter 3 of
this volume continued almost unabated. The share of employment in agricul-
ture in Europe as a whole decreased further, from about 47 percent in 1913 to
36 percent in 1950. The relative positions of most countries did not change
much through time. The United Kingdom, Belgium, and Switzerland remained
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far less agricultural than the rest of Europe. At the other extreme we find the
Balkan countries, where even in 1950 more than two thirds of the labor force
was engaged in farming. Moreover, in the Balkans the absolute number of
people working in agriculture continued to increase until the 1930s.
The share of industry continued to grow, so that by 1950 employment in the

secondary sector was roughly equal to that in agriculture. The speed of indus-
trialization differed considerably from country to country, however. In the
Nordic countries the share of the secondary sector in employment rose rapidly
so that the gap with the “industrial core” – the United Kingdom, Belgium,
Switzerland, and Germany – diminished substantially. In eastern Europe some
countries experienced a catch-up movement, but the distance from the “core”
remained very large. On the other hand, the share of industry stagnated in
France, Austria, Czechoslovakia, and Greece.
The largest beneficiary of the relative decline of agriculture in Europe as a

whole was the service sector. Several countries clearly did not follow the pattern
pointed out in the famous writings of Colin Clark (1951). This author claimed
that modern economic growth implied the following stages: first an agricultural
society was transformed into an industrial economy, and then a shift occurred
towards a service economy. The “industrial core” of Europe indeed went through
these phases, but the Netherlands was an early exception to the rule. During the
1913–50 period Denmark, France, and Greece also shifted a substantial share of
their labor forces directly from agriculture to the tertiary sector.

Agriculture

General tendencies

An analysis of European agricultural production between 1914 and 1945 reveals
three distinct periods with different levels of crop and animal production,
reflecting political events and the world economic situation. The first period
spans the First World War. The second period is the interwar years, comprising
the 1920s, the Great Depression, and recovery until the late 1930s. The third stage
was the Second World War. The acreage of arable and tree crops in Europe
stagnated between 1910 and 1938 at around 149.5 million hectares. In the
meantime the acreage of pasture decreased by 0.6 million hectares – from 82.1
to 81.5 million. The number of cattle and oxen grew from 93.3 to 104.3 million;
the number of pigs from 65.9 to 79.9 million; and the number of sheep and goats
from 112.5 to 138.7 million between 1913 and 1937 (Federico 2005).
The rate of change in gross output between 1913 and 1938 shows that

agricultural production grew faster in north-west Europe than in the south
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and east (Table 9.2). At the same time agricultural prices declined on average
by 32 percent. In 1930 the agricultural workforce in Europe was about 63
million. But the number of workers as well as the percentage of the working
population in agriculture varied significantly between countries (Table 9.1).
There were substantial differences in the average amount of land per worker
(Table 9.3): in several European countries it remained roughly constant or
even declined during the interwar period, but it increased in the UK

Table 9.2 Agricultural production, by country (1913 = 100)

Europe North-west Europe Southern Europe Eastern Europe

1920 75.5 80.4 97.9 59.3

1921 75.3 82.3 96.1 57.1

1922 81.4 86.4 101.8 66.0

1923 84.9 86.4 105.9 73.4

1924 87.0 90.1 102.2 76.4

1925 95.7 93.0 111.5 91.8

1926 94.6 88.8 108.0 95.7

1927 100.6 98.2 108.5 99.8

1928 103.3 101.6 107.0 103.5

1929 108.4 104.9 117.2 108.8

1930 104.1 102.8 104.2 105.7

1931 104.8 107.5 109.5 99.3

1932 102.6 105.6 120.2 90.9

1933 106.5 114.3 109.5 95.5

1934 106.5 114.4 111.0 94.8

1935 107.3 110.4 115.1 100.0

1936 102.7 112.5 94.2 94.5

1937 111.6 108.1 107.2 117.9

1938 112.6 116.0 106.4 111.2

Source: Federico 2005.

Table 9.3 Land per worker, by country (hectares)

Country 1910 1938

Belgium 1.88 1.69

Denmark 5.80 4.82

France 3.84 3.80

Germany 2.50 2.22

Italy 1.41 1.44

Netherlands 3.09 1.67

Portugal 2.91 2.46

Spain 4.34 4.10

Sweden 3.40 3.80

United Kingdom and Ireland 4.47 5.21

Source: Federico 2005.
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(by 0.74 hectares) and in Sweden (by 0.40). The average annual rate of TFP
growth for the period 1910–40 was 1.16 percent (Federico 2005 and Table 9.4).

The First World War

As the First World War progressed, its nature and scope effected far-reaching
changes in European agriculture. Military mobilization and requisitioning of
farm horses was not compensated for by mechanization, as industrial capacity
was diverted to the production of armaments. For the same reasons, chemical
industries limited the output of artificial fertilizers, which, given reduced
animal stocks, could not be sufficiently offset by natural fertilizers. Theatre-
of-war operations caused widespread destruction of farmland, losses of live-
stock, and damage to farm buildings. All these factors resulted in reduced farm
acreage and a drop in crop production (Figures 9.1 and 9.2). As a corollary,
farm produce quickly rose in price, which, however, failed to restore a balanced
market. Direct warfare brought about an agricultural decline in affected coun-
tries (Broadberry and Harrison 2005b).
Faced with the impossibility, during wartime, of making up for the food deficits

with imports, most governments resorted to active interventionist practices.
Instruments of agricultural policy, while effective in peacetime, proved a complete
failure during war. Consequently governments tried to use administrative orders
to regulate food prices by rationing sales and imposing a state monopoly. In
Germany towards the end of 1914, fixed wholesale prices were introduced for
grain; to maintain them, the government resorted to requisitioning. The following
year saw the introduction of a state monopoly over grain, potatoes, and cattle
fodder. Faced with continuing shortages on the food market and rising profit-
eering, governments introduced rationing of commodities, some of which were
replaced by substitutes. To some extent, Germany’s tight nutritional spot was
alleviated by the plundering of foodstuffs from conquered territories in the east.

Table 9.4 Rates of growth in Total Factor Productivity, by country

Country 1910 – 1938

Belgium 0.96

Germany 0.64

Ireland 1.55

Italy 0.42

Spain 1.11

United Kingdom and Ireland 1.17

Source: Federico 2005.
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Similarly, in France in 1915 and 1916, the government secured a right to
control the pricing of agricultural produce, complete with the authority to
confiscate grain and flour. In 1917, rationing was introduced for cereal prod-
ucts and sugar, and three “meatless” days per week were instituted. The British
government stimulated domestic agricultural output by increasing the arable
land area (for example, by converting gardens and orchards to grain-producing
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Figure 9.1 Rye, wheat, and potato areas in Europe, 1913–45. Source: Mitchell 2003.
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Figure 9.2 Rye, wheat, and potato production in Europe, 1913–45. Source: as for Figure 9.1.
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fields) and by taking measures to increase land yields. This policy was imple-
mented by a state-ordained increase in official prices for produce. In April 1917
a bill was passed guaranteeing minimum prices for agricultural produce and
minimum wages in agriculture. Farmers were supported with supplies of
artificial fertilizers, machinery, and livestock. With these measures in place,
the government succeeded in curbing excessive price hikes and profiteering.
Things were much tougher for agriculture in eastern Europe. The mobiliza-

tion of 7.5 million men in Russia badly hit the productive capacities of farm-
steads, given their low level of mechanization. The country’s cropland shrank
from 93.5 million hectares in 1913 to 78 million in 1917, when German troops
captured a large area of Russia. Stocks of cattle and sheep declined, although the
number of pigs grew from 15.8 million in 1913 to 19.3 million in 1917
(Antisferov 1930).

The interwar period

After the First World War ended, almost all of Europe was engulfed by hunger.
All countries suffered from food shortages, as needs were huge. Rural areas
directly affected by warfare were devastated. Buildings lay in ruins, machinery
was in disrepair, fields had been burned; cattle, pigs, and horses were all in short
supply. In large areas average crop yields had fallen due to poor cultivation in
wartime. A serious hindrance was the structure of land holding, which was
particularly adverse in eastern and southern Europe. That was why agricultural
reforms were introduced to alleviate the prevailing disproportionate systems of
ownership. The impact of such agricultural reforms on production capacities
varied greatly across countries. Within a few years from the end of hostilities,
European agriculture was rebuilt.
As a result of the shortage of agricultural produce in Europe, the significant

decline in food prices which occurred in many parts of the world in 1920–1 was
less acute there. Moreover, positive developments in world agriculture from
1922 helped to rebuild profitability in European food production. Nonetheless
the following year still did not see European production recovering its pre-First
WorldWar volume. For rye it was 25 percent lower; 15 percent lower for wheat,
22 percent for barley, and 11 percent for oats (Figure 9.2). Pre-war production
levels were not attained until 1923–4 (Federico 2004). In subsequent years they
rose further, accompanied until the second half of the 1920s by a similar trend
in industry. With that, there was a muchmore rapid growth in crop production
for industry than for consumption. This did not apply only to wheat produc-
tion, which rose greatly. One reason for this was the disappearance from the
market of the largest grain exporter – pre-war Russia. The Americans tried to
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take advantage of the situation by exporting large amounts of grain to Europe.
Some European countries also significantly increased their wheat output,
among them Hungary, Romania, Yugoslavia, and Bulgaria. At first this was
consistent with rising prices for agricultural produce. However, in time the
increased supply of crops exceeded the expected demand. In some countries,
especially the wealthier ones, the demand for grain was falling as a result of a
shift in consumption patterns away from cereal products, especially bread. To
offset the drop in revenue, producers responded by increasing production. This
naturally led to mounting overproduction, resulting in falling prices by the
mid-1920s. Between 1927 and 1929 the drop was 17 percent in Warsaw, 14
percent in Berlin, 8 percent in Paris, and 15 percent in Liverpool.
Meanwhile agriculture’s share of GDP declined. In the UK the proportion

was 6.3 percent in the first half of the 1920s, but later in the decade it fell to 3.6
percent. In Sweden, in the ten years after the war, agriculture’s share shrank
from 13 percent to 11 percent. Yet in poorly industrialized nations, agriculture
continued to account for a major share of national product. For example, in the
late 1920s the Baltic states derived as much as 80 percent of their GDP from
agriculture, and the figure was even higher for the Balkans and Romania.
The interwar period was marked by the appearance of an entirely new eco-

nomic system, including a new type of agriculture, in the form of the USSR’s
communist economy.When the Bolsheviks seized power they proceededwith the
redistribution of private and church land holdings to smallholders or landless
peasantry. Approximately 11 percent of land was seized by the state and about 3
percent was assigned to collective farming. Faced with an economic slump of
huge proportions, the government introduced a so-called New Economic Policy
(NEP) in 1921. Its elements as applicable to agriculture included ceasing to seize
the fruits of peasants’ labors and introducing a tax system, first in kind, and from
1924 in cash. Farming communities also received farm machinery and credit
support. Almost overnight, this about-turn in policy resulted in attempts to
rebuild Russian agriculture and restore severed links between rural and urban
markets. When it seemed that the NEP had paved the way for successful further
development, the government launched collectivization, which was bound to
curtail agricultural production (Davies and Wheatcroft 2004).
As the great economic crisis struck, agricultural production suffered a major

setback. The slump was more severe and lasted longer than in industry. It was
particularly acute in the agricultural countries of southern and eastern Europe
(Poland, Hungary, Romania, Italy), where the depression continued until 1935.
The situation on world food markets did not noticeably improve until the latter
half of the 1930s (Svennilson 1954).
Agriculture at the time of the Great Depression was characterized by steady

or even rising output. In western Europe there was a systematic increase in the
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cultivated areas devoted to wheat, sugar beets, and fodder crops needed for
animal breeding. Agricultural development was much slower in central and
eastern Europe. If the average level of agricultural production in Europe (other
than the USSR) in 1925–9 is represented as 100, by 1929 it had climbed to 108
and by 1933 to 112. Of course figures for different countries and crops varied.
The growth in production came about as a result of farmers’ response to a rapid
decline in agricultural prices. As prices fell, farmers tried to maintain their
incomes and standards of living by producing more. Yet the rising supply
inevitably caused further price drops. As a result, for the same amount of
produce sold, a farmer would receive less money compared to the previous
year. One of the most palpable effects of this was to freeze or even set back
farming techniques, with reduced use of artificial fertilizers and the replace-
ment of machinery by increasingly cheap human labor. The plight of European
villages was compounded by the fact that farm produce was falling in price
more rapidly than industrial goods, a process sometimes described as the
opening of the price scissors. To purchase the same amount of industrial
goods, pay his taxes, pay back any loans, and pay insurance premiums, a farmer
had to sell increasing amounts of produce, up to twice or three times the pre-
crisis volume. Within agriculture, the drop came sooner and was steeper for
arable produce than for livestock. For that reason some farmers switched to
animal breeding (Feinstein, Temin, and Toniolo 1997).
As a consequence of the Great Depression, large capitalist farms became

unprofitable as costs exceeded expected revenues. Crops were left in the fields
or destroyed. Smallholdings, which consumed much of what they produced,
pursued a course of action called hunger supply, whereby peasants had to sell
their crops to get enough money to pay tax or buy industrial goods although
they themselves were suffering from hunger. The situation occurred very often
in central and eastern Europe during the Great Depression, when the gap
between prices of agricultural and industrial goods increased very fast. Many
farms went bankrupt or passed to creditors. In European agricultural countries
this considerably weakened domestic markets. The Great Depression caused a
surge in rural unemployment, leading to further impoverishment of farmers. It
became obvious that nothing short of structural change in the economy could
alleviate rural poverty; the solutions offered included forced industrialization
(in Poland, such an attempt was the creation of the Central Industrial Region).
The situation on world food markets improved noticeably in the later 1930s.

Rural populations enjoyed a rise in purchasing power, but food prices grew
more slowly than those of manufactured goods. In 1934–8, average annual
arable production in Europe (without the USSR) was about $4.6 billion, while
pastoral production amounted to more than $5.6 billion. Total average
European agricultural output made up approximately 30 percent of the world’s
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agricultural production. In the same period, the Soviet Union’s arable output
was worth $2.85 billion and its pastoral output about $1.2 billion.
In Europe foodstuffs constituted about 98 percent of total agricultural

production. High levels of production were achieved in western European
countries – Denmark, Holland, Belgium, Great Britain, and Germany –
where yields reached from twenty to thirty quintals of wheat per hectare. The
same countries also used the most artificial fertilizers, with all of Europe
responsible for about 63 percent of their entire world consumption.

The Second World War

During the Second World War, with a need to feed the army and general
population of the Reich, the German authorities at first tried to foster an
increase in agricultural production. They aimed to develop the cultivation of
industrial and root crops, even at the expense of grain. They also supported
animal breeding. But as the demand for food rose sharply, and supplies of farm
machinery and artificial fertilizers could not keep up, in 1942 Germany began
large-scale predatory exploitation in the conquered territories. A ruthless
system was instituted, including confiscation, requisition, and levies. While
this policy was especially acute in eastern Europe, its adverse effects were felt in
agriculture all over Europe. The result was a fall in crop production. While the
average French yield in the second half of the 1930s was 15.6 quintals of wheat
per hectare, in 1944 it was two quintals less. Similarly in Czechoslovakia wheat
yields fell from 17 to 13.3 quintals per hectare. In Austria at the same time the
decline was 3 quintals. Nonetheless, every year more and more produce was
shipped from conquered territories to the Reich. This was achieved largely by
restricting consumption in the conquered territories by introducing food
rationing, banning free market exchange, and keeping incomes low. While in
January 1943 the caloric value of German food rations was 1,980, it was 1,765 in
the Netherlands, 1,320 in Belgium, 1,080 in France, and in the General
Government (part of German-occupied Poland) it was only 855, less than a
half the German level (Harrison 1998a).
Great Britain was forced to boost its own farming due to the difficulties of

securing food from abroad: potato crops rose by about 80 percent and grain
crops by as much as 90 percent during the war. Increases were also obtained in
fruit and vegetables grown in small gardens. Pastoral farming fared worse, for
while the number of cattle grew, a shortage of fodder adversely affected the
number of pigs. All in all, such policies ensured that potatoes and bread
continued to be freely available, and average consumption did not differ greatly
from the pre-war level. In 1943 in the Soviet Union, grain crops in sovkhoz and
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kolkhoz farms were below four quintals per hectare. Although by 1945 the yield
had grown to 5.1 in kolkhozes and 6.7 in sovkhozes, that was still only about 60
percent of pre-war levels.

Industry

The general picture

During the period under consideration, industrial production in Europe as a
whole grew considerably slower than in the decades prior to the First World
War, but there were large regional differences (see Table 9.5). The Nordic
countries and the Netherlands continued to record rapid growth rates as they
pursued their catch-up on the “industrial core,” a process that in many cases
had started in the late nineteenth century. At the other extreme, Belgium and

Table 9.5 Per capita levels of industrialization, 1913–38 (UK in 1900= 100)

1913 1928 1938

North-west Europe

Belgium 88 116 89

Denmark 33 58 76

Finland 21 43 59

Ireland - 23 40

Netherlands 28 61 61

Norway 31 48 76

Sweden 67 84 135

United Kingdom 115 122 157

Southern Europe

France 59 82 73

Greece 10 19 24

Italy 26 39 44

Portugal 14 18 19

Spain 22 28 23

Central and eastern Europe

Austria 56 64

Bulgaria 10 11 19

Czechoslovakia 66 60

Germany 85 101 128

Hungary - 30 34

Poland - 22 23

Romania 13 11 11

Switzerland 87 90 88

Yugoslavia 12 15 18

EUROPE 76 94

Source: Bairoch 1982.
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Switzerland – two small but highly industrialized countries in 1913 – had fallen
prey to relative stagnation. In addition, themanufacturing sectors of the Iberian
Peninsula and in some countries of central and eastern Europe displayed little
dynamism, despite their low initial levels of per capita industrialization. Thus
the process of industrial convergence did not make much progress between
1913 and 1938. It only materialized within north-west Europe.
The First World War seriously disrupted Europe’s industrial development

from several, often interrelated, points of view. First, military requirements
boosted production in sectors such as steel, engineering, shipbuilding, and
chemicals. Once hostilities came to an end not all of this increased productive
capacity could find a market. Shortly after the armistice the problem of excess
capacity became even worse as France and Belgium decided to rebuild their
destroyed or dismantled steel and engineering industries on an even bigger scale.
Secondly, during the war the insatiable demand for military expenditure and

transport problems prevented European belligerents from supplying their
traditional export markets in the normal way. These difficulties encouraged
European neutrals and some more advanced overseas countries, such as
Australia, Canada, and South Africa, to pursue import substitution policies.
Moreover the United States and Japan seized the opportunity to increase their
sales to Asia and Latin America. Consequently the European belligerents faced
reduced export opportunities after the war, which often gave rise to structural
trade imbalances (Wrigley 2000; Broadberry and Harrison 2005a). In these
circumstances it is not surprising that the call for protectionism became louder.
On top of these adverse structural elements, the outcome of the war and

differences in exchange rate policies profoundly affected relative industrial per-
formance during most of the 1920s. Exhaustion and widespread socio-political
upheaval plunged the defeated nations –Germany, Austria, andHungary – into a
deep post-war crisis. Inflation produced a fast but short-lived recovery, since
prices soon spiraled out of control. As money lost its vital functions the manu-
facturing sector once again slid into a sharp recession. In the second half of the
1920s a new recovery emerged. During that period Germany managed to push
through an impressive rationalization process in the steel, machinery, and chem-
ical industries. Unfortunately this effort was to a large extent financed via an
unsustainable accumulation of foreign debt (Ritschl 2002a).
Austria and Hungary continued to cope with the adverse effects of the

collapse of the Habsburg Empire in an increasingly protectionist environment.
The case of Czechoslovakia illustrates, however, that the argument should not
be stretched too far. After some initial difficulties Czechoslovakia registered one
of the most impressive growth rates in manufacturing production in Europe.
Admittedly, the newly created state had inherited the most industrialized parts
of the former Habsburg Empire, but nevertheless it was a landlocked country
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surrounded by usually not so friendly neighbors. Innovative production tech-
niques played an important role in the country’s success story, as is illustrated
by the spectacular rise of the Bat’a Shoe Company. It became a world leader in
1928 by applying American methods of mass production, vertical integration,
and modern welfare policies (Teichova 1988).
Industrialization in the Balkans benefited from a general drive towards

import substitution. The flip side of the coin was duplication of productive
capacity and diseconomies of scale, so that many companies could only survive
behind high tariff walls. In some countries artisan output grew faster than
factory production. An interesting exception was the export-oriented oil pro-
duction and oil refining in Romania, but this sector remained an enclave of
modern industry. Elsewhere, food processing and textiles dominated the pic-
ture. For strategic reasons chemicals, engineering, and metallurgy could often
count on state support. Yugoslavia substantially expanded its mining of copper,
lead, zinc, and chromium (Berend 2006).
France and Belgium, although on the winning side, registered a low level of

output in 1920 as their main industrial areas had been destroyed or dismantled
during the war. Reconstruction, however, proceeded swiftly, and by 1924
manufacturing output had already surpassed its pre-war level. Economic
growth benefited from the fact that both countries, and also Italy, hesitated to
impose harsh deflationary measures in order to restore their pre-war parities.
Continuous inflationary pressures undermined confidence in their currencies,
so that on various occasions their exchange rates fell even faster than the rate at
which domestic prices increased. French, Belgian, and Italian exporters took
advantage of the resulting currency undervaluation in two ways. First, they
gained market share by selling somewhat below the international price level
(usually expressed in American dollars or pounds sterling). Secondly, they
increased profit margins, as domestic input prices took time to adjust.
Currency stabilization in 1926marked the beginning of the end of export-led

growth. Although both the French and Belgian franc were pegged to the gold
standard below their purchasing power parities, entrepreneurs realized that the
time of “easy profits”was fading away. In response they used the large profits of
the early 1920s to launch large-scale investment programs to modernize their
plant and equipment. The capital goods industries expanded particularly
quickly (Buyst 2004; Dormois 2004). Italy’s performance in the late 1920s
was far less impressive, as Mussolini stabilized the lira at a highly overvalued
rate (Cohen and Federico 2000).
The neutrals and the belligerents that were spared large-scale devastation

during the war – the United Kingdom and Italy – generally entered the 1920s
with a level of industrial output that was at least as high as in 1913. Despite these
favorable starting conditions the United Kingdom, Denmark, and Norway
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suffered from slow growth during most of the 1920s. They imposed severe defla-
tionarymeasures intended to restore “normalcy” – a return to the gold standard at
the pre-war parity – as soon as possible. High taxes and tight credit conditions,
however, put downward pressure on domestic demand, while an overvaluation of
the currency undermined international competitiveness. Finally, price deflation
increased the real debt burden on both governments and corporations.
Nevertheless exchange rate policies cannot be blamed for all evils. The

Netherlands and Sweden also imposed deflation, but achieved impressive
growth rates in manufacturing output in the late 1920s. Much depended on
the structural characteristics and flexibility of the economy. Both countries
proved very successful in developing new industries, such as electrical engineer-
ing and artificial fibers (the Netherlands) or machinery and consumer durables
(Sweden). Britain, on the other hand, faced adverse structural developments.
Because of its early lead in industrialization, British manufacturing was still
highly specialized, in cotton textiles, coal mining, iron and steel, and ship-
building. Moreover a very large share of the output of these industries was
exported, which made Britain particularly vulnerable to changes in the interna-
tional environment. In this context stagnating demand, import substitution in
traditional markets (India, Continental Europe), and growing competition
from the United States and Japan dealt a heavy blow to the British staple
industries. As a result, unemployment remained stubbornly high, which in its
turn provoked social unrest and impeded structural change (Maizels 1965;
Broadberry 1997).
For obvious reasons the newly established Soviet Union was a special case. In

1920, industrial production came to a virtual standstill as a result of an
extremely brutal civil war. War communism introduced not only tight govern-
ment control over the economy, but also nationalization of key manufacturing
sectors. Once the anti-communist forces were defeated, Lenin allowed entre-
preneurs more autonomy again, especially in the lighter industries. Although
this New Economic Policy proved successful, in 1928 Stalin dramatically
changed course. He launched five-year programs based on central planning,
full nationalization, self-reliance, and forced industrialization. The extraction
of agricultural surpluses and forced savings were aimed at speeding up pro-
duction in the machinery and heavy industries (Allen 2003).
During the Great Depression all European countries – except the Soviet

Union – suffered from a substantial decline in industrial output. Germany was
undoubtedly one of those hit hardest because of a sudden drop in foreign
lending, harsh deflationary policies, and a savage financial crisis. Exploding
unemployment undermined the credibility of the already weak Weimar
Republic, which ultimately gave way to Nazi dictatorship. Four-year plans
more or less structured the rearmament effort, which boosted heavy industry.
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Production of consumer goods recovered only slowly as tight regulation kept
down real wages. For the same reason the famous Autobahn construction
programs primarily served propaganda purposes because the Reich had rela-
tively few cars to use them. Exchange controls and autarkic policies completed
the picture of an emerging war economy (Ritschl 2002a).
In many other countries, the speed of recovery depended to a substantial

degree on the exchange rate regime adopted (Eichengreen and Sachs 1985).
Countries that devalued their currencies against gold at an early stage recovered
much earlier than those that clung to the gold standard. A typical example of
the first category was Britain. It abandoned the gold standard in September
1931, which enabled the Bank of England to introduce a policy of cheapmoney.
Low interest rates stimulated the building industry and related sectors, such as
the production of bricks and cement. The consumer goods industries also
benefited from cheap money and the continuous extension of the electricity
supply throughout the country. Finally, the steep fall of sterling vis-à-vis many
continental European currencies gave British exporters a competitive edge,
although the effects of this should not be overstated. The Imperial Preference
system imposed in 1932 allowed British manufacturers to avoid direct com-
petition with continental Europe (Broadberry 1986).
The Nordic countries, which traditionally maintained strong commercial

links with Britain, followed the Bank of England’s example and also experi-
enced a strong recovery from about 1933. Sweden complemented low interest
rates with a substantial increase in public spending, but the major stimulus
came from exports: iron ore – mainly to Nazi Germany – consumer durables,
paper, and pulp – mainly to Britain.
The gold bloc – France, Belgium, the Netherlands, Italy, Switzerland, and

Poland – on the other hand decided to maintain their gold parities. Loss of
competitiveness, deflation policies, and capital flight wreaked havoc and by the
end of 1936 the bloc had collapsed. Many of these countries devalued too late to
benefit from the general recovery of the world economy in the mid-1930s.
Already in the course of 1937 a new recession struck. French industrial output,
for instance, never regained its 1929 level. But there were exceptions to this
bleak picture. Oil refining recorded spectacular growth rates in the 1930s and
became one of the major sectors of the French economy (Smith 2006).
In the early 1930s most central and eastern European countries suffered

from mounting agricultural protectionism, rapidly worsening terms of trade,
and a foreign debt crisis. Lack of foreign reserves limited their imports of
manufactured products, which dealt a heavy blow to the industrial exporters
of the area, Austria and Czechoslovakia. Poland experimented with state own-
ership of a number of industrial enterprises, especially in chemicals, armaments,
and steel production. The effort was part of a broader plan to set up a central
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industrial region between Crakov and Lvov. Yugoslavia also tried to create an
industrial heartland around its iron ore fields. In both cases the impact on overall
industrial structure and performance was rather limited (Turnock 2006).
While most European economies sank into themire of the Great Depression,

the Soviet Union experienced a rapid growth in industrial output. But the
picture varied enormously from sector to sector. Between 1927 and 1940 pig
iron production quadrupled and the new blast furnaces emulated best
American practice. But the consumer goods sector lagged far behind. In the
early 1930s, food processing, woolen textiles, and the leather industry suffered
from the collapse of agriculture. At the end of the decade an arms build-up
squeezed the civilian economy (Allen 2003).
During the Second World War, all territories occupied by the Nazis were

exploited to serve the German war effort. Poland and the occupied parts of the
Soviet Union suffered heavily from plunder and scorched earth tactics. Many
prisoners of war, and also ordinary citizens, ended up as slaves in German
factories. In western Europe, exploitation was less brutal but more effective
through forced labor, high occupation taxes, and deliveries of raw materials –
such as French iron ore – steel, and chemicals. Due to lack of investment and
maintenance, many productive assets were run down. In Germany, on the
other hand, the industrial capital stock inMay 1945 was one third larger than in
1939, despite intensive Allied strategic bombing (Harrison 1998a).

Developments in certain sectors

In relative terms, coal remained by far the largest provider of primary energy in
Europe during the interwar period. In absolute terms, however, coal output
stagnated. A first reason was that in the manufacturing sector steam engines
were rapidly being replaced by cheaper, more compact and flexible, electric
motors. Of course, power plants also used coal, but not in a symmetric way, as
hydro-electricity remained important and the energy efficiency of thermal power
plants increased by leaps and bounds. Secondly, the bunkering trade suffered from
the slow but continuous substitution of oil-burning for coal-burning ships and
from the stagnation of international trade. Similarly, in railway transport, electric
and diesel traction threatened the hegemony of the traditional steam locomotive.
Moreover, railway companies faced increased competition from cars, trucks, and
buses. Finally, the iron and steel industry grew considerably more slowly than
before 1913 and also substantially increased its energy efficiency (Svennilson 1954).
Britain’s coal mining was disproportionally hit by these long-term develop-

ments because it was very export-dependent (Table 9.6a). It traditionally
supplied most of the bunkering coal; it now faced import substitution policies

224 Erik Buyst and Piotr Franaszek



Table 9.6 Europe’s major producers of coal, steel, electricity, and chemicals, 1913–38

A Coal (millions of metric tons)

1913 1920 1929 1938

United Kingdom 292.0 233.1 262 230.6

Germany (*) 154.0 140.8 177 186.2

Russia/USSR (*) 28.0 6.7 36.6 115.0

France (*) 43.8 24.3 53.8 46.5

Poland n/a 31.7 46.2 38.1

Belgium 22.8 22.4 26.9 29.6

B Steel (millions of metric tons)

1913 1920 1929 1938

Germany (*) 14.3 9.3 18.4 22.7

Russia/USSR 4.9 0.2 4.9 18.1

United Kingdom 7.8 9.2 9.8 10.6

France (*) 7.0 3.1 9.7 6.2

Italy 0.9 0.8 2.1 2.3

Belgium 2.5 1.3 4.1 2.3

C Electricity (gigawatt hours)

1913 1920 1929 1938

Germany 8.0 15 30.7 55.3

USSR 1.95 0.5 6.2 39.4

United Kingdom 2.5 8.5 17.0 33.8

France 1.8 5.8 15.6 20.8

Italy 2.0 4.0 9.6 15.5

Norway n/a 5.3 7.8 9.8

D Chemicals (in percentages of the value of world production)

1913 1920 1929 1938

Germany 24.0 16.0 17.6 21.9

United Kingdom 11.0 10.2 9.3 8.6

USSR 3.0 3.6 5.7 8.2

France 8.5 6.7 7.6 5.6

Italy 3.0 3.1 4.3 4.1

Belgium 2.5 2.0 1.9 1.7

(*) 1913: interwar boundaries

Source: Svennilson 1954; Mitchell 2003.
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in Continental Europe and the rise of new exporters such as Poland. But
domestic factors also played a role. The sector was highly fragmented, which
impeded scale economies and retarded mechanization compared, for instance,
with the German coal industry.
From a long-term perspective, steel consumption in Europe continued to

grow, but at a slower pace than before 1913 (Table 9.6b). Nevertheless the
sector struggled with structural overcapacity. Wartime expansion, reconstruc-
tion of even bigger plants in the devastated areas of France and Belgium, and
import substitution policies – often financed by governments – contributed to
the problem. Downward pressure on prices was the obvious effect. Companies
responded to the difficult market conditions not only by mergers, especially in
Germany, and increases in productivity, but also by making arrangements that
reduced competition.
National cartels were soon followed by the so-called first and second

International Steel Cartels. Initially these international syndicates only united
the leading producers of Continental Europe, but in the course of the 1930s
their British and American colleagues joined in. Their main aim was to restrict
output according to a quota system. The system was complemented by a set of
bilateral agreements heralding the principle that domestic markets should be
reserved for domestic producers. The success of these acts of collusion is
reflected in the fact that domestic prices could often be raised substantially
above the international level. Governments not only approved this search for
monopoly power, but sometimes became heavily involved in the steel sector,
for example in Nazi Germany and Italy (Munting and Holderness 1991).
The motor industry was certainly a promising new sector. Nevertheless the

introduction of mass production methods pioneered by Henry Ford proceeded
slowly in Europe. Consequently, the productivity gap between the United States
and the Old Continent remained huge. On the supply side, workers clung to
craft-based flexible production techniques to safeguard their autonomy and
skills. On the demand side, the European market was fragmented by high
tariffs, so there was simply no mass market for cars (Broadberry 1997). As a
result, production costs in Europe remained relatively high, which together
with lower incomes compared to the USA, explains why car ownership
remained rather limited. Despite these weaknesses some positive developments
took place. A strong concentration movement considerably reduced the num-
ber of European car producers. In addition high taxation of vehicles and motor
fuels favored the development of the typical European compact car.
Electrical engineering was another success story. Many inventions of the late

nineteenth century were only fully exploited in the interwar period. Major
improvements in the transmission of electricity over long distances favored the
construction of large-scale energy-efficient power plants. Thus Paris was
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mainly served from power stations located at the coalfields along the Belgian
border, and the industrial centers of the Po Valley used hydro-power generated
in the Alps. As increasing quantities were distributed through the same net-
work, unit costs fell even further, which stimulated the demand for electricity
from both industrial and household users (Svennilson 1954 and Table 9.6c).
In industry, steam engines were rapidly replaced by electric motors. In parallel

the production of generators, transformers, switchboards, and other electrical
equipment expanded swiftly. Philips became a very successful international pro-
ducer of electric lamps. The production of radios and household appliances –
washingmachines, electric heaters, vacuum cleaners, etc. – also proceeded quickly,
but struggled with the same problems as the European motor car sector.
Fragmented markets reduced the possibilities of mass production. As a result,
manydomestic appliances remainedunattainable even for the lowermiddle classes.
The First World War tremendously shook up the chemical industry. Until

1913 Germany held a virtual monopoly on the production of certain organic
chemicals, such as synthetic dyestuffs and drugs (Table 9.6d). During the war
the Allied countries, especially Britain, launched a large-scale effort, supported
by the government, to build up a domestic chemical industry. Britain, for
instance, faced embarrassing shortages of dyes for uniforms and pharmaceut-
icals to treat the wounded. The Allies also seized German patents and factories
abroad. After the armistice the import substitution process continued in other
European countries, so that excess capacity loomed. Pressure on prices and
cooperation agreements during the war facilitated the formation of national
cartels. In 1925 the major German chemical firms merged into IG Farben. This
move, and the rapid recovery of German chemical production based on new
technological breakthroughs, led to a similar merger in Britain whereby
Imperial Chemical Industries or ICI was formed. These two giants soon pushed
through various international agreements that would largely regulate world
trade in chemicals. As with the steel industry, governments often supported
these attempts to escape competition and declining prices (Travis 1998).

Services

The general picture

As shown in Table 9.1, employment in Europe’s tertiary sector grew rapidly in
the 1913–45 period. Although the share of services in employment rose faster in
southern, central, and eastern Europe, the gap with north-west Europe
remained large. Britain and the Netherlands remained at the top of the ranking,
while the share of Balkan countries and Poland did not exceed 20 percent. In
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this section we will focus on shipping, rail and road transport, financial services,
and distribution. Less can be said about personal services. In high-income
countries domestic work and religious services continued to decline in impor-
tance, in favor of education, medical, and social services (Krantz 1988; Thomas
2004). Education is considered more extensively in Chapter 10 of this volume.

Developments in certain sectors

During the First World War many countries could no longer rely on the
international shipping services provided earlier by Britain and some other
belligerents. The United States and several European neutrals therefore decided
to build up or expand their own merchant fleets. In addition, the Versailles
Treaty required Germany to surrender most of its shipping capacity to the
Allies. Germany responded to this challenge by quickly reconstructing its
merchant fleet. So in the early 1920s world tonnage was much larger than in
1913, while world trade had barely recovered to its pre-war level. Market forces
could not solve the structural problem of overcapacity, since many govern-
ments intervened through subsidies, preferences, and even the establishment of
state fleets. In Britain the shipping lines consolidated into the “Big Five.”As was
often the case in the interwar period, strategies to limit competition soon
reached an international level. The large shipping lines successfully regulated
freight rates through the shipping conference system.
Britain was disproportionally hit by these developments and could never

regain its dominant role in shipping: its share of the world fleet fell from
40 percent in 1913 to 26 percent in 1939 (Table 9.7). The shift away from
coal-fired to oil-fired ships added to Britain’s problems. Before the First World
War, British vessels bringing grain and other raw materials to Europe could
ship British bunker coal outward. As the bunkering trade declined, British ships
lost an important cost advantage vis-à-vis Greek and other competitors. In the

Table 9.7 World merchant fleet, 1913–39 (millions of gross tons)

1913 1920 1929 1939

United Kingdom 18.3 18.1 20.0 17.9

United States 4.3 14.5 13.5 11.4

Germany 4.7 0.4 4.1 4.5

France 1.8 3.0 3.3 2.9

Seven European countries * 7.6 9.0 14.3 16.7

World total 43.1 53.9 66.4 68.5

* Italy, Netherlands, Sweden, Denmark, Norway, Greece, and Spain.

Source: Svennilson 1954.
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expanding oil tanker business Norwegian shipowners took the lead. In these
circumstances the British merchant fleet became more and more dependent on
seaborne trade within the empire (Broadberry 2006).
In most of north-west Europe, the golden age of railroads was clearly over.

The length of the railroad network stagnated, and passenger and freight traffic,
expressed in passenger-kilometers or ton-kilometers, grew at a much slower
rate than before the FirstWorldWar. In Britain, freight transport even declined
because of the problems indicated earlier in the old staple industries. In all high-
income countries, the railways suffered from the breakthrough of road trans-
port, especially in passenger traffic and over short distances. Cars, trucks, buses,
and coaches provided more flexible transport at ever cheaper prices (Table 9.8).
In most countries the railroad companies were either state-owned or main-

tained close links with the government. They used their political influence to
push through various kinds of restrictive measures against road traffic.
Tightening of licensing systems restricted new entry, and high taxes on
motor vehicles and fuel raised operating costs. Nevertheless it would be unfair
to blame only the railroad companies. Early movers into the road transport
business also gained from restricting entry (Millward 2005).

Table 9.8 Europe’s most motorized countries (number of motor vehicles per
thousand inhabitants), 1922–38

A Passenger cars

1922 1926 1930 1935 1938

France 5.1 14.3 26.0 37.7 41.9

United Kingdom 7.4 16.9 24.5 33.0 38.7

Denmark 5.4 18.0 22.0 24.9 29.4

Sweden 3.9 12.7 17.0 17.5 24.9

Germany (*) 1.3 3.4 7.8 12.7 20.7

Belgium/Luxembourg 3.8 6.5 12.9 12.9 18.6

B Commercial vehicles

1922 1926 1930 1935 1938

France 2.4 7.5 9.1 12.0 12.2

United Kingdom 3.0 6.0 8.6 10.4 12.1

Denmark 1.5 5.2 9.0 10.6 11.4

Sweden 1.2 3.6 6.7 8.0 9.8

Belgium/Luxembourg 0.8 5.4 7.2 7.3 9.6

Netherlands 0.4 3.5 6 5.9 6.4

* 1938 including Austria and Sudetenland.

Source: Svennilson 1954.
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In eastern Europe the picture looked substantially different. In the early
1920s many countries had to adjust their railroad networks to the new borders.
Poland, for instance, inherited three different railroad systems. Once these
problems were more or less solved, railroad networks, and usually also railroad
traffic, continued to expand. Motor transport remained of limited importance.
In many regions, horses and donkeys were still widely used as draft animals
(Ambrosius and Hubbard 1989; Turnock 2006).
The First World War and its aftermath seriously shook up the financial

sector. International financial leadership passed from London to New York,
and within Europe the banking sector was seriously weakened in countries that
had fallen victim to hyperinflation. In Germany, for instance, the universal
banks had to loosen up their traditional grip on heavy industry. In many
countries the banking world responded to these and other challenges by new
merger waves. Oligopolistic behavior sneaked in, whereby big banks competed
more on service than on price. In this context, increasing the number of
branches was a successful strategy to lure new clients. The rise of large financial
networks also put a premium on efficient organization, standardized proce-
dures, and functional specialization (Thomas 2004).
Eastern Europe, the backyard of Viennese banks during the Habsburg

Empire, became in the 1920s a battleground for British, French, Belgian, and
German financiers. These foreign investors did not provide share capital, but
granted short-term loans to local institutions (Turnock 2006). In the early
1930s this foreign capital was hastily withdrawn, which wreaked havoc on the
eastern European banking system. While governments tried to save the bigger
banks, many small ones went bankrupt (Cottrell 1997).
The banking crises of the early 1930s did not remain confined to eastern

Europe, but ravaged most of the continent. In order to save the financial system,
theWeimar Republic de facto nationalized almost all big German banks. In Italy
and Belgium the universal banks were required to split up into deposit banks and
holding companies. In the Italian case, many industrial shares held by these
private holdings ended up in the hands of IRI, a public holding company
(Toniolo 1995). In several countries confidence in private banks was so shaken
that deposits never recovered before the Second World War. Governments
established public credit institutions to fill the gap, but also to extend their
influence over investment flows (Feinstein, Temin, and Toniolo 1997).
Where distribution is concerned, it is necessary to make a distinction

between, on the one hand, wholesale merchants who organize a country’s
international trade, and on the other, domestic wholesalers and retailers. It is
clear that the volume of goods passing through traditional merchant houses
was hit by the rise of economic nationalism. The overall decline in the degree of
openness of the European economies – although less pronounced for the
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Scandinavian countries – was only one setback. The growing importance of
state trading and of international marketing organizations under the direct
control of big manufacturers also adversely affected the merchant houses.
Nevertheless it was not all gloom and doom. The rapidly increasing complexity
of exchange control systems and the myriad of trade arrangements allowed
merchant houses to realize more value added per international transaction.
In high-income countries large-scale retailers – cooperative societies, depart-

ment stores, and chain stores – continued to gainmarket share at the expense of
small shops. Nevertheless the position of unit retailers remained relatively
strong in time-sensitive goods, such as fruit and vegetables, tobacco, confec-
tionery, and newspapers and magazines. During the Great Depression many
laid-off workers tried to escape unemployment by setting up small shops or
pubs that were often barely profitable (Peeters, Goossens, and Buyst 2005). The
traditional Mittelstand did not welcome this additional competition in a
shrinking market, and called more loudly than ever for protective measures.
In Germany and elsewhere the government passed regulations which restricted
entry, especially for large-scale retailers (Braun 1990). All these elements
contributed to deteriorating productivity.

Table 9.9 Telecommunications

A Telephones per 1,000 inhabitants

1913 1932

Denmark 42 98

Sweden 39 93

Norway 31 70

Germany 19 46

United Kingdom (*) 16 46

France 7 30

B Radio licenses per 1,000 inhabitants

1938

France 195

United Kingdom 181

Denmark 176

Sweden 146

Belgium/Luxembourg 126

Netherlands 112

* 1913: Britain only.

Source: Millward 2005.
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Introduction

The 1914–45 period was littered with civil wars, famines, economic depression,
population displacements, ethnic cleansings, and World Wars, and yet a
clear long-term demographic trend can be discerned. The total population of
Europe rose from nearly 500 million in 1913 to nearly 600 million by 1950,
a result of mortality falling more than fertility. In 1913 there were still very
large differences in birth and death rates across Europe’s regions, with the
highest in eastern and southern Europe. Despite massive short-term shocks,
the next thirty years were marked by huge overall declines in mortality and
fertility and by a considerable narrowing of the differences across countries.
One task of this chapter is to explain these developments.
A second distinctive feature of the period was the great movements and

displacements of population within Europe. The underlying economic force
was a large shift from agriculture to industry, matched by the move from
villages to towns which is analyzed in a later section. Equally important were
political forces linked to the collapse of the three multicultural empires
(Ottoman, Russian, Austrian–Hungarian) which, together with the military
expansions and contractions of the German Reichs in the two world wars (see
Chapter 6 in this volume), led to huge population displacements, ethnic
cleansings, and deaths from war, famine, and deportation.
What effect did these massive changes have on living standards? Over the

whole period, real incomes rose, as did life expectancy, literacy, and education
levels. We will examine how these developments varied across countries and
how they were reflected in newmeasures of living standards, such as the human
development index, and in biological indicators such as the height of
individuals.

Public health and the transformation of life expectancies

Historical demographers often characterize the period since the eighteenth
century as one of a huge demographic transition in Europe. Population growth
was initially modest, since high birth rates were offset by high death rates, the
latter a product of numerous epidemics, harvest failures, and poor sanitation
and medical care. A decline in both rates started in the nineteenth century, but
the 1914–45 period witnessed a very steep decline to a regime of low birth and
death rates. It was interrupted by the 1940s baby boom, but by the late
twentieth century the new phase of very slow population growth was con-
firmed. These demographic changes were not Malthusian. Fertility fell even
though income levels were rising. The fall in mortality was due, as we shall see,
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as much to environmental improvements as to rising nutritional levels, which,
in the Malthusian world, followed subsistence crises.
The long-term decline in mortality started in the second half of the nine-

teenth century more or less everywhere in Europe (see Chapter 5 of this
volume). After a slow start in the late nineteenth century, the decline was
steep and pervasive between 1914 and 1945. More than a half of the rise in
life expectancy over the 120 years from 1850 to 1970 occurred in the thirty years
after 1914. Figures 10.1 and 10.2 plot the death rates from 1900 for five-year
periods (in order to display the long-term trends) for a selection of countries
with continuous time series.
A wide range of mortality experience existed at the start of our period, with

the levels higher in eastern and southern Europe. Deaths in the period 1910–
14 ranged from 13 per 1,000 population in Denmark and the Netherlands to
28 in imperial Russia and, on some estimates, over 36 in Turkey. What
followed in Russia was quite remarkable. The Russian data have been the
subject of much debate but, after careful scrutiny of the sources, Wheatcroft
(1999) is convinced that there was a steep fall in the death rate. Despite the
prevalence of famines, wars, and forced labor movements, the death rate had
fallen to 11 by 1948. The combination of massive short-term welfare losses
and a secular rise in life expectancy was, says Wheatcroft, highly unusual.
Although the Russian case is dramatic, the mortality decline was also abrupt
and late in Germany, while some of the features can be discerned in many
other countries and the changes are consistent with the fact that the period is
one of convergence. Our Figures are somewhat congested, but that very
congestion tells its own story. By the late 1940s many countries had moved
into a range of 9 to 14 deaths per 1,000 population. Of course crude death
rates mask changes in the age composition of the population. Of note is that
infant deaths saw a huge fall and a rate of decline which continued after 1950
(see Chapter 15 in this volume). As Figures 10.3 and 10.4 show, in 1910–14
infant deaths varied from 66 per 1,000 live births in Norway to about 150 in
many large European industrial towns and even more in Hungary and the
other parts of eastern Europe. Although there was not as much convergence
as in the other age groups, infant mortality did exhibit the most precipitous
fall of all and was the major element in raising life expectancy. In 1910 life
expectancy at birth was about 55 years in Denmark, England, and Wales and
as low as 37 years in Russia and probably less than 35 in Turkey. By 1950 a
majority of people had a life expectancy of 65 years or more (Shorter 1985;
Caselli, Meslé, and Vallin 1999).
In looking for causes, it is important first to note the key medical dimen-

sions of ill health and mortality. At the turn of the century, the major health
problems lay in infectious diseases, especially tuberculosis for the 15–64 age
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group; other diseases of a mainly airborne variety (influenza, bronchitis,
pneumonia) for those less than five years old; and diarrheal and congenital
defects for infants. The reliability of these disease categories and the associ-
ated statistics varies considerably. The data for Italy and England and Wales
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are as good as any and they indicate that, of the gains in life expectancy
between 1911 and 1951, about one half arose from reduced mortality from
airborne diseases and a further quarter from reduced diarrhea, enteritis, and
the diseases and congenital defects associated exclusively with infancy and
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early childhood. Italy experienced a larger fall of diarrhea and enteritis than
England and Wales (where the fall had occurred in the late nineteenth
century) and a smaller fall for the other categories. Similar patterns have
been documented for many other countries, including the Netherlands,
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Denmark, Germany, Spain, and Portugal. An interesting contrast is between
the Czechoslovakian provinces of Bohemia and Moravia and the econom-
ically less advanced Slovakia and sub-Carpathian Ruthenia. As a mirror
image of western and eastern Europe, all these provinces saw a decline in
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infectious diseases and a rise in the “modern” cardio-vascular and cancerous
ailments in the 1900–50 period, but the point in time at which the latter
became more important than the former was much later in the eastern
provinces (Caselli 1991; Mášová and Svobodný 2005).
Very few of these improvements arose from scientific advances in medical

knowledge. Vaccines like Bacillus Calmetten Guérin (BCG) and drugs like
Streptomycin, for TB, emerged in our period but had little impact before
1945. The same can be said for gynecological care. The major health improve-
ments lay in (a) reduced exposure to disease via better housing, sewerage, and
water supplies, and (b) increased ability to resist disease through higher nutri-
tional status, a product of food intake and past exposure to disease. Infant
mortality depended also on the condition of the fetus, itself linked to the health
of the mother.
The beginning of the mortality decline in the late nineteenth century has

generated a considerable literature about the role of nutrition versus public
health (cf. Chapter 5 in this volume), but there has been hardly any debate
about why the very steep decline and convergence occurred between 1914
and 1945; or why it did not occur earlier or indeed later. It is important, we
think, to focus on the coalescence of favorable forces from the first decades
of the twentieth century in the areas of sanitation, housing, health educa-
tion, and counseling, as well as on the very strong, continuing rise in the
health of mothers. Improvements in public health required funding and in
particular investment in sewerage, drainage, and water supply systems. It
seems that, notwithstanding all the rhetoric of the nineteenth-century
public health movements, the major spending efforts did not occur until
the 1890s and early 1900s, and even later in some countries. These were big
capital works programs, the major impact of which would be spread over
the next fifty years or so. In many German cities, for example, water quality
was still poor at the turn of the century, privies were common, and the
spread of water closets had a long way to go. The evidence about the delays
is clear for England and Germany and is probably symptomatic of what
was happening in other parts of north-west Europe, whilst for southern and
eastern Europe these investments came even later (Bell and Millward 1998).
An equally important factor for infant mortality was the large increase in
support for mothers, which again dates from the early 1900s. Infant health
movements swept the continent in the decade or so before the First World
War. There were more midwives, childcare centers, promotion of breast-
feeding, more brochures and counseling, and all supported by legislation
passed in the 1900–14 period (Brown 2000).
The decline of fertility and family size in the late nineteenth century (see

below), reduced the numbers susceptible in the home, and this trend was well
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into its stride by 1913. Then there was the interwar housing boom, which
created more space for living and working. In most countries the nineteenth
century saw little relief from overcrowded conditions, often exacerbated by
poor personal hygiene. Government involvement was largely a matter of
regulating standards, though this did mean that most new houses had better
access to sewers and water supplies and lower occupancy rates. There was a
major housing boom in many countries in the 1920s. An important part was
played by municipalities supported by state grants and subsidies and targeting
lower-income families, slum clearance, and new houses. In German towns
with populations of 5,000 or more, local authority capital expenditure on
housing rose from 900 million marks in 1913/14 to 149,000million reich-
marks in 1925/26 and 205,000million in 1928/29. As a proportion of all
municipal expenditure on new construction and property, housing rose from
0.02 percent in 1913/14 to 25 percent in 1925/26 and 23 percent in 1932/33.
Even in a very rural country like Ireland, capital expenditure on housing by
local government rose tenfold, from £ 34 per 1,000 population at the start of
the interwar period to £ 346 by 1936–8. In England and Wales, much richer
countries, it rose from £ 67 to £ 1,109. Capital investment in housing was not
limited to the public sector; indeed, in some countries the rise in privately
financed home ownership exceeded the rise in municipal housing. In the
period 1911–51, the housing stock in Britain rose by 60 percent and pop-
ulation by 21 percent. In Ireland the stock rose by only 6 percent but the
population was falling, so here again occupancy rates were improving. A final
piece of evidence about the enhanced role of public health, water supplies,
and housing may be found in the pattern of all UK capital formation over
the long period 1890–1945. Aggregate investment in these three key sectors
rose to equal that for the whole of UK industrial investment in the 1890s
and early 1900s. In the 1920s and 1930s, mainly because of the rise in
housing, they became the dominant element of UK investment (Mitchell
1988; Balderston 1993).
The fact that the data for these sectors are readily available for the British

Isles and Germany is not an accident, since they were often seen as pioneers
in public health. The substantial investment in public health and hygiene
during the Weimar Republic has been characterized as part of the creation of
an embryonic welfare state, a Sozialstaat. The messages about clean, more
spacious houses, factories, and hospitals and investment in sanitation, hous-
ing, and water supplies were taken on board in the economically less devel-
oped parts of Europe. The zemstvos (local governments) of imperial Russia,
with their emphasis on public health and hygiene, were influenced by the
sanitary movement in the west and continued under the Soviets. There was a
substantial increase in medical personnel, hospitals, and centers for TB, VD,
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and childcare in the 1920s. In Spain the improvements in hygiene and health
in the 1920s have been attributed to the institution of public health programs.
“Social medicine” was seen as combining the social sciences with medical
knowledge but, with malaria rampant in rural areas, the Spanish govern-
ment’s commitment to improving the lot of the peasantry had to be assured.
New Ministries of Public Health were established in Yugoslavia and
Czechoslovakia, where however the emphasis on collective efforts, so neces-
sary to public health measures, had to confront resistance from the traditional
private medicine practiced by the doctors. The damaging delays in conquer-
ing malaria in Macedonia (this was not achieved until the 1960s) has been
attributed to the educational problems of implanting a culture of public
health (Stachura 2003; Emmons and Vucinich 1982, Chapter 8; Dugec
2005; Zylberman 2005).
All these factors reducing exposure to disease (and indirectly raising nutri-

tional status) took place whilst food intake and real incomes were on an
upward path, albeit not a very steep one. These developments will be dis-
cussed in more detail later in this chapter, but in the meantime we may note
that both GDP per head and real wages were generally higher in 1950 than in
1913. There were of course great differences across different income groups;
the depression of the early 1930s saw wages stagnate and many were unem-
ployed. On the other hand, because of falling fertility and thereby falling
numbers in the 0–15 age bracket, the ratio of dependants to the working
population was actually falling, so that the need to finance unemployment
was, in aggregate at least, offset in part by the smaller needs of the 0–15 year
group. A further result of income increases, as well as the emergence of large-
scale refrigeration techniques, was that the ratio of meat consumption (and
hence protein) to cereals generally rose in this period. Overall however it does
not appear that rising real incomes could have been the major element in
the huge fall in mortality. Russia is a poignant illustration of the fact that the
local food situation (in time and place) cannot explain the downward trends
in mortality. The First World War lasted from 1914 to 1917 in Russia. It was
followed by civil war and famine 1917–22, another famine in 1931–3, and the
period 1942–5 has also been classed as one of famine. Yet the long-term
decline in mortality in Soviet Russia was steeper than in most other European
countries.
The very large fall in infant mortality was a product of three factors. First

was improved support and counseling for childcare already noted. Secondly,
the improvement in the physical environment reduced infants’ exposure to
disease. Third and possibly most important was the health of mothers. The
latter, and hence the condition of unborn babies, improved rapidly during the
late nineteenth century. The smaller number of births which accompanied
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fertility decline (see below) probably also eased the health of mothers and
hence the condition of babies. Mortality levels fell faster for females than for
males in the nineteenth century; and by 1913 female mortality was generally
lower than that of males, except for the 5–49 age group. Thereafter the
decline in female mortality was so steep that by 1950 it lay below that for
males for all age groups. Females were less exposed to direct losses in military
combat and less susceptible to alcohol; their rank in family hierarchies was
rising as agriculture and mining (with their male-dominated cultures)
declined and women became paid employees in the war periods and in
textiles more generally.
Improvements in public health, housing, and real incomes occurred every-

where, but in eastern and southern Europe there was more to overcome given
their initial high levels of mortality. On the other hand, as we have seen,
knowledge of the relevant childcare, sanitary, and public health measures was
spreading. Notwithstanding deglobalization in capital and goods markets, the
1914–45 period was one where good health practices were known and
spreading. The more benign health environment of north-west Europe was
attainable, and most countries had come close to it by 1950. The main
exceptions seem to prove the point. The persistent very high death rates in
less economically developed regions, such as Albania and southern Italy, have
been attributed to deficient sanitary conditions, hygiene norms, and medical
support. In Turkey the long-term decline in mortality did not start until after
the Second World War. The continuing high level of infant mortality in
southern Italy meant that the aggregate figure for Italy as a whole did not fall
below 100 infant deaths per 1,000 live births until after the Second World
War. Albania was of course a region with all the signs of an underdeveloped
country whilst in Italy (because of the favorable attention to the north in
reconstruction after the First World War and in fascist policy thereafter),
most of the socio-economic indicators showed the south–north gap widening
in the first half of the twentieth century. But these regions were the excep-
tions. For most of Europe, convergence in life expectancy was nearly
complete.

Family and work: economic factors in fertility decline

In the first half of the twentieth century, birth rates declined steeply – a
collapse similar to that for mortality. The fall was so strong that, despite the
decline in mortality, many countries became worried about population stag-
nation and “natality” programs flourished. In Table 10.1 the data for a sample
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of countries illustrate how the signs of decline were present in the late
nineteenth century, and also that the decisive fall was in the 1920s and
1930s. In the early 1900s there was still a wide range of birth rates, from
fewer than 30 per 1,000 population in northern and western Europe to 41 in
Bulgaria and nearly 50 in European Russia. As we shall see, France and
Ireland, for contrasting reasons, were distinct outliers at the bottom end, at
19 and 23. In general the propensity to marry was greater and the age of
marriage lower in eastern Europe. In 1920, some three quarters of women
aged 20–24 were still single in western Europe while in eastern Europe three
quarters were married. In Romania, Serbia, Bulgaria, and Hungary less than
5 percent of the population in the age range 45–49 was celibate, about half
the rate found in northern and western Europe (Hajnal 1965).
The leading lights of the well-known European Fertility Project at

Princeton University placed the decisive downturn for a large cluster of
countries in the 1890s (Coale 1986). France started much earlier. Several
countries in eastern and southern Europe did not start their long-term
decline until the 1920s: Russia, Spain, and Portugal. A few regions, southern
Italy being the best example, had to wait until after the Second World War
and, on one estimate, the fertility level in Turkey was actually rising, from
about 5.4 births per mother in 1923 to just over 7 in 1930–5 (Shorter
1985).
Changes in birth rates can arise from changes in the age composition of the

population, particularly in the number of females in the childbearing age range
of 15–49. Young readers will also perhaps need to be reminded that most births
in this period took place within marriage. Even if one relates the number of
births to the number of women in the 15–49 age group, as we do in the
following figures, there is still then the problem that such overall fertility
measures may change simply because the numbers getting married change
and/or if the rate of illegitimacy changes. During our period illegitimacies
remained, with some exceptions, roughly constant at about 10 percent of births.
Also the age at which people married had been fairly constant for a long time. It

Table 10.1 Birth rates, 1890–1939 (births per 1,000 population)

1890–9 1900–9 1920–9 1930–9

Norway 30.1 27.9 21.0 15.4

Scotland 30.3 28.7 22.3 18.1

Spain 34.8 34.4 26.7 23.1

Bulgaria 38.8 41.4 36.9 27.2

Russia (in Europe) 49.3 47.2 39.4 35.3

Source: Mitchell 2003.
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did not change until the marriage boom of the late 1930s and 1940s. For the most
part, then, the main changes in overall fertility levels shown in Figures 10.5 and
10.6 reflect changes in levels of marital fertility. The data are for a selection of
countries with continuous series and relate to five-year periods in order to draw
attention to the long-term trends. They record for each period (e.g., 1910–14) the
number of babies a woman would have borne during her childbearing years
(15–49) if she bore them at the rate all women did in that period (1910–14).
For many countries in 1910–14, the range was 3 to 4.5 births per mother; it

had fallen to about 2.5 in the late 1930s. This is a fall of about 40 percent, with
distinct signs of convergence: the more rapid decline in marital fertility in
eastern and southern Europe was reinforced, in terms of convergence, by a rise
in marriage rates in northern and western Europe from the late 1930s. That
marriage boom raised the central range of overall fertility levels to about 2.8
children by the 1940s. Conditions of war and reconstruction helped, but this
baby boom was a temporary phenomenon and the fertility levels of the 1930s
proved to be a better indication of twentieth-century trends. Fertility levels had
fallen, in some countries, to only about two children per mother in the 1930s, as
they were to do in the latter part of the twentieth century. Allowing for child
deaths, that meant a reproduction rate less than 2, that is, below that necessary
to maintain the population, in the absence of wars, immigration, etc.1 A rough
calculation suggests that in 1900 the death rates were such that the reproduc-
tion rate needed to sustain a population was about 3.4 children, a figure that,
with death rates themselves declining, fell to 2.8 just before the First World
War, 2.5 in the 1920s, 2.4 in the 1930s, and about 2.1 in the second half of the
twentieth century. On that basis, the time period when each country first hit the
decisive bottom line was (ignoring the war years) as follows:

Pre-1914: France
1920–9: Austria, Germany, Sweden, Switzerland, UK
1930–9: Belgium, Czechoslovakia, Denmark, Norway.

For the rest of Europe it wasmuch later – from the 1960s onwards. Of course, in
several western European countries there was a marriage and baby boom from
the 1940s, linked in part to the SecondWorldWar, and this raised reproduction
rates above the target level; but from the 1970s the previous patterns emerged.
In our period, 1914–45, low rates led to worries in Denmark about the
approach of “extinction.” In fascist Germany the nation was deemed to be
under threat as the fertility level fell below 2 in the early 1930s, but, allowing for

1 Note that it is common for demographers to focus on the “gross reproduction rate”which is similar to the fertility measure

in Figures 10.5 and 10.6 but counts only female births, so that the benchmark net reproduction rate (the gross rate less the

expected deaths of females up to age 49) is 1 (unity). The rough calculations in the text for sustaining reproduction rates

are based on Chesnais 1999 and on age-specific female death rates in the UK.

244 Robert Millward and Joerg Baten



mortality, the reproduction rate had actually fallen below 2 in 1922. Natality
programs flourished in many countries, though the exaltation of motherhood
and family life took a racist tone in Germany. Aryans were encouraged to
propagate but not Jews and Slavs.
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Figure 10.5 Fertility in northern and western Europe, 1910–45 (contemporary boundaries;
average number of births per woman aged 15-49). Source: Chesnais (1999, p. 106). The
entries for Republic of Ireland and the UK 1910–14 (which excludes S. Ireland) are estimates.
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How can one account for the huge fall in fertility from 1914 to 1945 and
the tendency to convergence? Before looking at the economic issues, it is
important to recognize that the fertility decline was strongly conditioned by
socio-cultural factors. This is not surprising, in that family size was affected
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Figure 10.6 Fertility in southern and eastern Europe, 1910–45 (contemporary boundaries;
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by the age of marriage and by birth control practices within marriage. The
decline in fertility in this period is often termed “parity specific” in that it
involved controlling family size after some target number of children had
been achieved (Coale 1986). Unlike the involuntary control that occurs
during breast feeding and owing to wars etc., it required a willingness to
use contraceptive techniques. Demographers have agreed that there was
nothing new here, in that coitus interruptus and abstinence had been used
for a long time, and high-quality inexpensive condoms were apparently
widely available in, for example, Germany by the early twentieth century. It
was the willingness of adults to use these methods that was important, and
recent interview evidence from old people suggests that many of the nego-
tiations between partners were tacit and with uncertain aims (Fisher 2000;
Guinanne 2003).
In sum, we might expect fertility to decline more rapidly in middle-class

and non-catholic areas, and to be enhanced by the spread of family planning
programs and increases in educational enrollment and literacy rates. At the
same time, the pace of decline, its spread and convergence, were strongly
determined by economic forces. We suggest that a coalescence of four forces
accounts for the great decline in average fertility (roughly 40 percent over the
thirty years 1914–45) and the convergence of levels by the late 1940s. First is
the fact that as mortality declined, a given target family size could be
achieved by a smaller number of births. The crucial long-term decline in
infant mortality started in the early 1900s, by which time child mortality had
been falling in many countries for some thirty years, enough experience to
trigger off commitments to a smaller target number of births. In England and
Wales, for example, in 1871 there were 72 deaths per 1,000 boys less than
five years old, a figure that had fallen to 47 by 1911 and continued thereafter
to fall to 23 in 1926 and to 7 in 1950. Similar patterns of child mortality have
been recorded in France, Sweden, Norway, Germany, and Castile in Spain.
The experience of the two outliers reinforces the point. If French families had
the same target family size as other European families, then, given that they
already had relatively low fertility levels by the end of the nineteenth century,
we would expect adjustments to the mortality decline to be the smallest of
all. That is what happened – France experienced the lowest decline in fertility
between 1914 and 1945, and by 1950 it was no longer an outlier. Ireland also
showed only a small decline in fertility. This was no doubt due in part to
strong catholic traditions, but it should also be noted that its relatively
healthy rural expanses meant there were only 38 male child deaths per
1,000 in 1871 and it was not until 1926 that the recorded levels in Ireland,
England, and Wales converged at 23. Since, finally, the decline in mortality
was steepest of all in many eastern European countries, that would make
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some contribution to inducing faster falls in fertility in these countries and
hence to convergence.
The second key factor in 1914–45 was the large structural change in the

European economies which reduced the significance of sectors like agriculture,
cottage industry, and outwork, where the labor value of children was high and
the merging of work and home made good economic use of mothers’ time.
Shifts out of these sectors to service employment and factories reduced the
labor value of children and raised the time cost of rearing them. A key indicator
here is the percentage of the male labor force in agriculture. There were huge
differences in 1911, matching some of the differences in fertility levels.
Agriculture’s share ranged from 11 percent in Britain and 24 percent in
Belgium to over 65 percent in Poland, Finland, Romania, Bulgaria, Russia,
Turkey, and Serbia. The large fall over the 1911–50 period was accompanied by
some convergence, such that the major bunching by 1950 was of countries
whose agricultural share lay between 20 percent and 40 percent. Of note are the
large declines in Austria, Russia, Finland, and Poland, which also saw some of
the largest declines in fertility. The modest declines in the agricultural sectors of
southern Italy and southern Spain were matched by their modest declines in
fertility. Turkey lost 20 percent of its population during the First World War,
including large numbers of urban dwellers, and was therebymore rural after the
war than before.
Thirdly, there is evidence of increasing participation of females in the

labor market, raising the cost of children in terms of mothers’ wages and
use of time. Female employment was always high in textiles in the late
nineteenth century; the decline in fertility was noticeably early in the Czech
lands of Bohemia, a big textile area, and was rapid and substantial in the
English textile towns (Millward and Bell 2001). In Turkey, over half the
textile labor force in the 1930s was female; it was an urban-based industry
and fertility was distinctly lower in urban areas. Employment in secretarial,
teaching, and other service jobs rose throughout Europe in the interwar
period. The late 1930s saw a clearly rising number of women in full-time
employment in Germany. Data for married females in Britain indicate a
labor market participation rate of 12 percent for those aged 15–24 in 1911,
and this rose to 18.7 percent by 1931 and 36.6 percent by 1951. For those
aged 25–64 it rose from 9.7 percent in 1911 to 10.0 percent in 1931 and
22.5 percent by 1951, much of which could have been the effects of war
(Matthews, Feinstein, and Odling-Smee 1982, Table C.3). An interesting
case is southern Italy, where in the first half of the twentieth century female
paid employment actually fell (because of a decline in textiles and owing to
fascist policy), providing an additional element in the very slow decline in
fertility levels.
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The fourth factor was the growing awareness of developments in family
planning; an important element here was the rising literacy rates in eastern and
southern Europe and rising school enrollments generally. Literacy rates were
already 90 percent or more in northern and western Europe in 1913. In Spain
the rate was only 52 percent, in Finland 59 percent, Italy 62 percent and Austria
66 percent. These were all countries with fertility levels of four births or more
per mother. By 1950 the literacy rates were over 80 percent, in Finland
90 percent and in Austria 99 percent. The relatively low levels of literacy still
found in Turkey (32 percent), Portugal (56 percent), Yugoslavia (45 percent),
and Albania (46.2 percent) were reflected in their fertility levels, which were the
highest in Europe in 1950 (Crafts 1997). Fertility levels also remained high in
catholic regions such as Ireland and parts of the Netherlands, which witnessed
very strong campaigns against family planning. Ireland and Portugal still had
relatively low income levels and saw much emigration. Ireland saw a strong
increase in educational enrollments in our period, but many young people
emigrated, leaving behind a population containing many men and women who
did not marry until their forties.
Ireland was in fact a single outlier within western Europe in still having a very

lowmarriage rate by 1950. Themarriage boom in western Europe from the 1930s
was a major break with the past. For centuries the age of marriage in western
Europe, which fluctuated in response to economic conditions, had not shown a
decisive long-term trend, upwards or downwards. The early age of marriage in
eastern Europe characterized by Hajnal (1965) as a region to the east of a line
from Trieste to St. Petersburg – was associated with a culture of extended
families, though its origins may have lain in the relative abundance of land.
The nuclear family household wasmore characteristic of western Europe, and the
economic independence with which it was associated required couples to have a
good prospect of an independent income. A large family size threatened family
income per head, and the traditional method of safeguarding that income was by
delayed marriage. It seems likely that the decisive shift to earlier marriages in
western Europe from the 1930s, although it followed the world depression, was a
consequence of the new willingness and ability to control fertility within mar-
riage. This is supported by evidence from as early as the 1860s of a fertility decline
in some departments in France being followed by rises in nuptiality in those same
departments (Watkins 1986). The number of people who got married in 1913
varied from 10 per 1,000 population in Ireland to 18 in Hungary and Romania.
Such marriage rates rose decisively in Scandinavia, Austria, the British Isles, and
the Netherlands, and by the 1940s many countries were in the range 16–21. The
rates in eastern Europe were somewhat higher but, despite a slight rise, Ireland
was still an outlier (together with Greece), with only 11 persons per 1,000
population getting married in 1950.
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Economic migration

The most striking feature of population change in this period was not so much
its growth over time as movements within Europe. The population increase was
modest when compared to the rise in the late nineteeth century, especially since
the large overseas emigration of that century petered out in the face of immi-
grant quota restrictions in the USA from the 1920s and of the economic
depression of the 1930s. Russia, Yugoslavia, and the rest of eastern Europe
suffered most from the two world wars, but did see their population rise by
nearly 40 million. In north-west Europe it rose by slightly more. The remaining
20 million increase in southern Europe constituted the largest proportionate
change. Italy, Spain, Portugal, and Greece all experienced some decline in
fertility, but it remained higher than in the rest of Europe.
The most harrowing dimension of migration was the forced movements

associated with population displacement and ethnic cleansing which were
themselves closely linked to the political impact of the two world wars (see
Chapter 6 in this volume). Here we shall focus on economic migration, which,
we should emphasize from the start, was not primarily directed to permanent
agricultural employment. Some people from northern Italy did settle in south-
west France but they were the exception. There were many agricultural settle-
ment and colonization schemes promoted by national governments –Germany,
Poland, Yugoslavia, Russia – but they all failed. The key driving forces in
economicmigration were industrialization and the growing gap in income levels
between the Americas and Europe. This gap had induced a peak overseas
emigration rate of over one million persons per annum in the first decade of
the twentieth century (Table 10.2). The highest rates were in Italy, where the
underdeveloped south was the main source; similar push factors operated in
Ireland, Portugal, and Spain. Britain was also a major source of emigration both
to the Americas and to the Commonwealth (Canada, Australia, New Zealand,
etc.) and this was given an extra boost by the support provided in the 1922
Empire Settlement Act. Latin America continued to welcome immigrants and
3 million arrived between 1921 and 1940. For many Europeans, however, the
USA’s 1921 and 1924 Quota Laws were a body blow. They limited immigration
to 0.16 million persons per annum, and its allocation across countries to the
national origins of the US population, thereby effectively discriminating against
Italy, Russia, and Poland. Whilst 12.4 million Europeans entered the USA
between 1901 and 1921, this fell to 2.8 million between 1921 and 1940 (Faron
and George 1999). Moreover, the nationalistic policies of Germany and Italy
made for active discouragement of emigration. The exceptions were Jews, who
were allowed to move or, if they were not, escaped – the main non-economic
overseas migration of the interwar period.
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The major economic opportunities for emigration in the interwar period
therefore lay in the industrializing regions of Europe, and into them large
numbers flowed from rural areas in the same countries or from other
European countries, with only a small trickle of non-European immigrants.
The 1920s was an especially active decade, but the world depression of the
1930s reduced the opportunities in urban areas. Some idea of the size of the
shift may be given by a crude calculation that the share of the male labor force
in agriculture over all Europe fell from about 55 percent in 1910 to 40 percent in
1950. Given the total European population figures recorded earlier, rural areas
would have had over 80 million more inhabitants in 1950 if the agricultural
share had remained at 55 percent; over one half is accounted for by the shift to
industrial employment in Russia.
De Santis and Livi Bacci (2005) have shown that in Italy the tendency to

emigrate from any given region was greater, the larger was the share of
agriculture in that region’s economy and the lower was output per head.

Table 10.2 Overseas emigration from Europe, 1901–50 (annual average, 1,000 individuals)

1901–10 1911–20 1921–30 1931–40 1941–50

Italy 361.5 219.4 137.0 23.5 46.7

Britain & Ireland 315.0 258.7 215.1 26.2 75.5a

Austria 111.1b 41.8b 6.1 1.1 na

Spain 109.1 130.6 56.0 13.2 16.6

Russia 91.1 42.0 na na na

Portugal 32.4 40.2 99.5 10.8 6.9c

Sweden 32.4 8.6 10.7 0.8 2.3

Germany 27.4 9.1 56.4 12.1 d 61.8e

Poland na na 63.4f 16.4 g na

Norway 19.1 6.2 8.7 0.6 1.0a

Finland 15.9 6.7 7.3 0.3 0.7

Denmark 7.3 5.2 6.4 10.0 3.8

France 5.3 3.2 0.4 0.5 na

Switzerland 3.7 3.1 5.0 4.7 1.8h

Belgium 3.0 2.1i 3.3 2.0 2.9

Netherlands 2.8 2.2 3.2 0.4d 7.5a

a1946–50.
bAustria–Hungary.
c Includes emigration to European countries 1941–9.
d 1932–6.
eWest Germany.
f Incomplete data.
g 1931–8.
h Includes emigration to European countries 1941–4.
iExcludes 1913–18.

Source: Mitchell 2003.

251 Population and living standards, 1914–1945



There is little doubt that this applied to Europe generally. The general move-
ment was from the south and east to the west, typified by what happened in
Czechoslovakia. The net outflow in 1921–30 from the eastern provinces was
1.2 million from Slovakia and 0.15 million from Carpathian Ukraine, while the
industrialized western province of Bohemia had a net inflow of 0.03 million,
rising to 0.33 million in the 1930s (Kulischer 1948). For Italy, the industrial
centers in the north, such as Milan and Turin, replaced the USA as the
destination for emigrants from the south, in the same way as Britain became
the main destination for the Irish, and Spain also saw a massive shift from the
south and west to the Basque area, Catalonia, and the center. Even France, one
of the least urbanized countries in north-west Europe, saw the share of its
population living in villages fall from 56 percent in 1911 to 45 percent in 1951.
In 1911 only 27 percent of those aged forty-five were born in a different
department from the one where they lived; by 1932–6 it was 37 percent. The
main destinations were the Ile de France and other industrial areas into which
the net inflow was about 1 million persons during the years 1920–31. Within
Poland, there was considerable movement in the 1920s from the center and
south to western regions which promised access to the sea and industry. In
1918–21 some 0.9 million moved from former Russian and Austrian Poland to
the (former German) western regions of Poznan and Pomerania, where
“Polonization” was more successful than the attempt at Germanization had
been in the years before the First World War. In the 1930s, with urban outlets
and overseas emigration closed, many central and southern areas of Poland
were seen to be overpopulated, with 79 persons per square kilometer, about
double the density of France.
Nor were the migrations limited to transfers within countries. There had

always been movements of seasonal agricultural labor across the French,
German, and Russian borders, but industry now attracted those willing to
stay. The main emigrants were from Poland, Italy, the Balkans, Russia, Spain,
and Portugal, and the main destinations were northern France, the Ruhr, and
ports like Rotterdam and Hamburg. In Germany in 1914 there were already
half a million Poles, Ukrainians, and Byelorussians, accounting for 90 percent
of the foreign labor force. They reinforced the internal rural exodus which in
the 1930s saw the armament factories emerge as an important destination.
From 1935 they were being built in the safer central zone and in the Berlin
suburbs. By that time, with unemployment rising, new immigrant labor was
being curtailed, though in 1939 there were still half a million foreign workers.
However, the most striking feature of the interwar cross-border economic
migration was the flow to France. Faced with significant war losses and a
long prior history of stationary population levels, it opened its doors to foreign
labor (though entry permits were required). The emigrants entered mining,
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building, chemicals, steel, and public works; over 60 percent of the labor in the
Longwy steelworks in 1929 was foreign. Some 0.6 million Poles entered in the
1920s and up to 0.4 million Spaniards. Residents of foreign origin in France
rose by 1.7 million from 1911 to 1931, by which time they totaled 3.3 million or
7.9 percent of the French population (Bardet 1999).

Changes in income and human development

In the last sections of our survey, we will consider how all these developments
affected people’s welfare. We use three different measures of welfare develop-
ment: (1) GDP growth as a proxy for purchasing power increase, (2) the
Human Development Index (HDI) as a more comprehensive measure to
include life expectancy and education, (3) human stature as an indicator of
the quality of nutrition and health. Mapping these indicators will offer an
overview of a large number of European countries simultaneously.
The increase in purchasing power during this period contains a number of

paradoxes. Given the terrible destruction of the two world wars, the Great
Depression after 1929, and the economic disintegration during the whole interwar
period, we would not expect much growth in purchasing power. But national
incomes did grow substantially and Foreman-Peck (1983) has argued that the wide
diffusion of new basic technologies such as electricity and the internal combustion
engine, while already developed before the First World War, still led to income
gains from their application in many fields. Moreover (as we saw above), Europe
benefited during this period from the demographic gift of having amodest share of
the population who were children or elderly persons who were not working.
The typical measure of purchasing power is GDP per capita. The UK was

clearly the richest country in Europe in 1913, with almost $ 5,000 measured in
1990 dollars (Maddison 2001). In the next group, between $ 3,500 and $ 4,500, we
find Switzerland, Belgium, the Netherlands, Denmark, Germany, France, and
Austria. The poorest countries were those in the Balkans, Turkey, and the
RussianEmpire. The growth ofGDPper capita between 1913 and 1938 is displayed
in Figure 10.7. In themap,wehave recalculated all contemporary statistics tomatch
modern borders. Thismakes themapsmore easily readable for themodern reader,
and facilitates comparisons of pre- and post-First World War.2

2 Before the war “Austria–Hungary” was a large empire consisting of southern Poland, the south-western Ukraine, north-

western Romania, Slovakia, the Czech lands, Hungary, Austria, and the northern parts of later Yugoslavia (and a small part

of Italy). The Russian Empire included Finland and parts of today’s Poland. The German Empire stretched to today’s

territories of Poland, Russia (East Prussia, eastern part), part of Denmark, and France (and small parts of Belgium and of

later Czechoslovakia). Ireland was still part of the UK before the First WorldWar, and the Ottoman Empire still existed. In

the interwar period, Czechoslovakia was one country, as was Yugoslavia, and Poland was situated further east compared to

today’s position. Germany still had some eastern territories such as Silesia, East Prussia, and Pomerania.
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In Figure 10.7, GDP in 1990 dollars is measured as an index, making it
comparable with the HDI maps discussed later; it ranges between 0 and 1.3

Note that both Germany (under the Nazi government in 1938) and parts of the
Soviet Union may not have provided entirely reliable statistics. In most coun-
tries the change of purchasing power was positive between 1913 and 1938. Only
Spain, which experienced a civil war in 1936–9, and Romania, which suffered
heavily from rural overpopulation and unsuccessful reforms, showed a decline
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Figure 10.7 Change of GDP per capita in European countries, 1913–38.

3 0 is set equal to the log of $ 100 and 1 equals the log of $ 40,000.
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in GDP per capita between 1913 and 1938 (Feinstein, Temin, and Toniolo
1997). Very modest were the increases in Bulgaria, Austria, Belgium, and
Ireland. The strongest growth can be found in Scandinavia, Switzerland, and
Greece; the countries of the Soviet Union, Turkey, and Portugal also performed
relatively well, as far as we can tell from their GDP statistics. The latter three
countries were converging from initially quite low levels of purchasing power.
Another way to measure living standards is by the Human Development

Index (HDI). The idea behind this is to include life expectancy and education
levels as well as purchasing power. As the aim of this chapter is to bring living
standards and population development together, this index is particularly
attractive. Its calculation takes into account minimum and maximum levels
of three components:

(a) GDP per capita in 1990 dollars, ranging from $ 100 to $ 40,000
(b) Life expectancy, ranging from 25 years to 85 years
(c) Primary school enrollment and literacy, from 0 to 100 percent.

There is a debate about whether the HDI should include declining marginal
utility effects of GDP per capita – that is, it is clear that 100 additional
dollars for a person close to starvation provides more additional utility than
100 additional dollars for a millionaire. As a compromise, the most recent
version of the HDI employs (as we do) the log of GDP per capita in order to
account for those effects. Another issue is whether political freedom, human
and gender-specific rights and capabilities, inequality, environmental quality,
etc. should also be included, and a number of extended HDI versions have
been suggested. However, given the scarcity of historical data and a prefer-
ence for simplicity, we will present the standard form of the HDI in the
following, and discuss the stature indicator separately below (the only differ-
ence being that our HDI is calculated on the basis of schooling only, not
literacy plus schooling).
What were the major changes in educational spending during the interwar

period? Germany continued to have a strong educational sector in the 1920s,
but the Nazis changed the contents in the 1930s to serve their political aims,
making previous progress obsolete. The Soviet Union pursued similar aims, but
given the low level of public schooling before the First World War, its record of
educational achievements still looks impressive. Some of the previous parts of
the Habsburg Empire, such as Hungary and western Romania, were not able to
keep the level of primary schooling when they experienced serious economic
crisis in the 1920s (Lindert 2004). Finally, the southern European world was
quite divided. Italy, for example, achieved remarkable progress in education
(relative to low pre-First World War levels), but the Portuguese state did not
invest much in education during the 1920s.
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Looking at the year 1913, that is, before the wars and interwar distortions, we
find a strong core–periphery structure in Europe (Figure 10.8). The group with
the highest HDI values consists of the UK, France, Germany, Austria,
Switzerland, the Netherlands, Denmark, and Sweden. The reasons for inclusion
in this group vary. In the UK, for example, a high GDP is the key element,
Germany and France feature particularly well in education, and in Scandinavia
life expectancy was quite high, compared with national income. Also high are
the values for Hungary, Belgium, Ireland, Norway, and the Czech and Slovak
territories (they share one value, although Slovakia may in fact have been less
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developed). At the other extreme, the regions of the Russian and Ottoman
Empires, as well as Portugal, performed badly, and the Balkans were also quite
modestly developed. The historical change between this early core–periphery
structure in 1913 and 1938 was dramatic (Figure 10.9). Of particular note is the
rise of the Soviet Union: according to the statistics available, its education
system developed rapidly, as the communist government aimed at requiring
all children to attend school, and mortality declined dramatically. The increase
in life expectancy and GDP, as recorded in the official statistics, was remark-
able. Apart from the Soviet Union, other initially less developed countries such
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as Poland, others on the Baltic, Portugal, and to a lesser extent the Balkan
countries and Turkey, increased their HDI values, whereas the European core
made the smallest gains and in some cases even declined; Lindert (2004) argues
that France had particularly high pre-war schooling values, and the country
may have lost some educational coverage up to 1938.
We can conclude that GDP per capita and HDI showed signs of convergence

within Europe during the interwar period. eastern Europe in particular
improved in welfare until 1938. But some rich countries such as Switzerland
and Sweden also achieved substantial GDP growth. The change of the HDI in
contrast shows some unequivocal convergence, which was to a large extent
driven by educational efforts in the east.

Height as an indicator of living standards, 1914–1945

The study of human stature is another approach to measuring welfare develop-
ment. This concept has also been termed the “Biological Standard of Living,” as
it tends to be correlated with most biological dimensions of welfare such as
health, life expectancy, and nutritional quality (Komlos 1985; Steckel 1995).
The height of any one individual tells us little about her/his well being, as there
is much genetic height variation among individuals. However, the average of a
large number of height measurements can reveal much about the quality of
nutrition and health. There is a large literature on these “anthropometric”
welfare measurements, which uses a wide range of sources (Fogel 1986;
Steckel and Floud 1998; Komlos and Baten 2004).
The amount of research by economic historians on height in the early

twentieth century is actually quite limited. We know more about the cycles of
height during the eighteenth and nineteenth centuries than in the early twen-
tieth century. This is understandable, given that for the eighteenth and nine-
teenth centuries other living standard indicators, such as GDP per capita and
real wage estimates, are in particularly scarce supply. For the interwar period of
the twentieth century those indicators are again problematic, as the Stalinist
Soviet Union, Nazi Germany, and some of the war economies regulated prices
and wages and so the purchasing-power-based indicators are less than reliable.
Height research has many strengths and some weaknesses, but offers the largest
added value when other welfare measures are unreliable or unavailable.
Previous research on the early twentieth century focused strongly on Britain,

for which Harris (1988) studied the development of schoolchildren during the
years of high unemployment. On the Soviet Union, a number of studies have
been published in a special issue of the Slavic Review. The interpretations of the
Soviet anthropometric record are quite controversial.Wheatcroft (1999) finds a
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positive trend in the Central Russian male heights, and attributes this to welfare
improvement and success of communist policies. Taking the opposite view,
Komlos (1985) compares the Soviet height record with those of a number of
other countries and finds that while the trend was positive, it was not impres-
sive in international comparisons. Other countries, Komlos argued, performed
much better. Given the global spread of hygienic and medical knowledge, small
upward trends of height in this period can be an indication of disappointing
developments. Only a comparison with a worldwide trend, which is not yet
available, will yield a correct interpretation. Mironov (1999c) aimed at explain-
ing the positive height trend, especially during the 1950s, by the enormous
reduction in fertility. He also suggests a number of adjustments toWheatcroft’s
height record, given that a very large number of above-average height Soviet
soldiers died during the SecondWorldWar, which was biasing the early height
estimates downwards. Moreover, some older individuals were included among
the early cohorts.
Turning to another undemocratic and inhuman regime of the time, Baten

and Wagner (2003) studied the biological standard of living during the early
Nazi period in Germany. They found that, in quite ironic contrast to the Nazi
insistence on tall Germanic body properties, the heights of German school-
children actually stagnated or slightly declined during the Nazi period, in
contrast to other European countries. In a similar vein, life expectancies
developed much less favorably than in France, the USA, or other countries,
and some diseases spread much more than in other countries (diphtheria, for
example, and most nutrition-related diseases). The reason behind these devel-
opments was the disintegration of foodmarkets in Germany due to autarky and
market interventions. Moreover, investments in public health developed much
more slowly than in other countries; even poorer countries such as Hungary
started vaccination campaigns against diphtheria earlier and were more suc-
cessful than Germany.
While those individual country studies are instructive, we need to discuss the

broad picture for all of Europe. We first consider the time trends of height (in
centimeters) in different European regions (Figure 10.10). It should be noted
that these figures are interpolated to a considerable degree; therefore some
short-term movements are not visible. But the broad trends and the degree of
height growth yield substantive information.
Initially, in 1910–14, there was a “tall” group in Europe (Scandinavia, the

UK, and Ireland), a middle group of central, south-eastern, eastern, and west-
ern Europe, and a “short” group of southern European countries. The “tall”
groups had a very favorable nutrition, which consisted of substantial amounts
of protein and calcium (contained in milk, for example), and a high educational
standard. In general, heights trended upward in all of Europe during the early
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twentieth century, but the rate of increase was somewhat different in different
regions. The least growth can be found in the south-east and the British Isles.
The UK and Ireland together fell clearly back into a middle group, and south-
east Europe fell from the middle group to the shortest height group. Southern
Europe converged upward, as nutrition, education, and health improved. What
are the reasons for this development? Well, clearly the UK lost its prominent
position as the “workshop of the world” during the early twentieth century.
Moreover, the UK was the world’s largest food importer in the pre-war period,
and it may have suffered considerably from the great trade disruptions during
periods of war and depression. The Balkans, on the other hand, had initially a
fairly good nutrition (relative to their low income) from subsistence farming in
the remote mountains of Bulgaria, Montenegro, and Albania, but strong
population growth and slow productivity change ate up each initial advantage.
The Scandinavian countries were among the leaders in developing the classical
European welfare state, which had quite a positive impact on the health of the
poorer strata of society. Whilst stature did not decline in eastern Europe, it did
not show much convergence with Scandinavia or other countries with more
favorable anthropometric values. The development of the Soviet Union
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dominates the estimate for eastern Europe. While increasing more strongly
than the Balkans, eastern European stature development was not exceptionally
strong. The positive effects of the communist schooling efforts, which showed
up in the discussion of the HDI above, cannot be found in the pre-1950 height
record. However, this cannot be simply attributed to communist economic
development. The German armies which invaded the Soviet Union in 1941 also
destroyed much of the capital stock and other growth components.
Other interesting developments which can be seen in this figure are the

modest southern European height development before 1940 – probably influ-
enced by the civil war in Spain, among other factors. In a similar vein, the
socialist and communist experiments also contributed after 1945 to the poor
development in south-east Europe. Together with the southern Europeans, the
south-eastern Europeans became the shortest on the continent; but southern
Europe started to improve its position. In central Europe, Germany faltered
from its long-run growth trend during the First World War and its aftermath,
whereas the nutritional problems of the 1930s and 1940s are not visible in the
maps (perhaps owing to the catch-up growth during the early post-war period,
or to imprecise estimates).
Even as late as the early twentieth century, proximity to protein (cattle,

milk, etc.) explained a lot of the variation of height, because those who lived
close to this kind of agricultural specialization could consume the bottleneck
factors of protein and calcium at relatively low prices. In Scandinavia, for
example, this proximity advantage was strong, even if income was not as high
as in England.
During the interwar years, income also became important for height, and

protein proximity lost its significance for longevity. Hence there is a gradual
switch from protein proximity to income and other factors (such as public
health) over time as determinants of biological welfare. Was there convergence
in heights between 1910 and 1935? Interestingly, in this period of market
disintegration, there was divergence rather than convergence in heights
(Figure 10.11). As the economies no longer exported as much of their staples
of comparative advantage, consumption temporarily increased in those coun-
tries of high protein supply, whereas it declined in the Mediterranean econo-
mies. The picture is much more mixed when we move from the late interwar
period to the 1950s: Some countries of initially lower heights, such as Greece,
Russia, and Spain, started to improve considerably, whereas Sweden and
Norway had lower than average growth. But there were also counterexamples
on both sides, such as Denmark and the Netherlands among the initially tall
nations. Most notably, Turkish heights did not increase at all, in spite of the
large scope for catch-up.
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Conclusion

The 1914–45 period will be remembered mostly for the devastation of two
world wars, the collapse of major imperial systems, a major economic depres-
sion, and civil wars in Russia and Spain. Research studies show how these
disasters had major short-run effects on incomes; and, where income data are
unreliable as in Nazi Germany and Soviet Russia, new indicators of stature
reveal the stagnation of living standards. In this light, the fact that over the
whole forty years, population rose by nearly 100 million, income per head by
over 25 percent and average individual height by more than four centimeters,
was remarkable. European society seems to have had strong powers of recovery;
after each conflict and population displacement there was an early resumption
of long-term trends. Indeed the macro movements in population and incomes
were perhaps less important than some of the more qualitative dimensions of
living standards – life expectancy, family size, literacy, education – and changes
in the structure of economies wherein industrialization promoted major eco-
nomic migrations from agriculture to industry, from villages to towns, from the
poorer agricultural economies of southern and eastern Europe to western
European industrial regions.
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The Human Development Index records major advances in this period, with
a distinct convergence of eastern and southern Europe towards the levels in
north-west Europe. Income growth was not the most important underlying
factor. Much more important was how incomes were spent and how govern-
ments intervened. Infant mortality fell dramatically and was a major element in
life expectancy, rising by about 40 percent – a product mainly of public health
expenditure, better housing, and a mushrooming of counseling and support for
mothers and of childcare. Knowledge of the key parameters was being spread
throughout eastern and southern Europe, which were able to catch up. The fall
in infant mortality induced mothers to have fewer children, a trend enhanced
by the large fall in the share in the economy of those sectors, like agriculture,
which traditionally used much child labor, and by the significant rise in the
labor market participation of females which, in conjunction with the increased
training needs of children, raised the opportunity cost of having children. The
eastern and southern European countries which were able to catch up with
northern and western Europe experienced a greater decline in the share of the
traditional sectors, a major distinguishing feature of this period.
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Introduction

An important part of western Europe’s post-Second World War success story
was its rapid integration into the world economy as well as its rapid integration
with itself. The Great Depression, protectionism, and the war had reduced
foreign trade to the levels recorded just before the First World War. In 1947–8,
for instance, the volume of western European exports was barely above what it
had been in 1913 (Svennilson 1954). As for capital movements, they had virtually
come to a standstill, in a world riddled with inconvertible currencies and rigid
controls on foreign exchange flows. Sixty years later, the volume of exports had
been multiplied by fifty, free trade prevailed in both western and eastern Europe,
and the degree of openness had reached unprecedented levels, as had the extent
of intra-European trade, while capital movements were almost completely free.
Indeed, a significant number of countries had gone as far as doing awaywith their
domestic monies in favor of a new common currency – the euro.
The rising importance of foreign trade over the period is documented in

Figure 11.1, which shows the share of exports in GDP for western Europe in
constant prices. The series, after dipping in the interwar years, rises very sharply
after 1950 to levels that by 1973 had already overtaken those achieved during
the last phase of globalization at the beginning of the twentieth century. The
rise in the trade share is even more spectacular in the last few decades. And
while Europe’s share of world output (measured at purchasing power parity, or
ppp) declined quite rapidly through the period, the same was not true for
Europe’s share of world trade (Figure 11.2). This had fallen from almost 60
percent in 1870 to barely a third in 1950, but it rose again in the 1950s and
1960s, fluctuated in the 1970s and 1980s, and only began gently declining in the
early 1990s, as a number of formerly relatively closed emerging economies
entered into world markets. One important reason lying behind this resilience
was themuch greater share taken by intra-European exchanges (Table 11.1). Of
the world’s three major trading areas, Europe is today by far more integrated
than either the Americas or the Asia-Pacific zone.
The same may well be true of capital movements; the dearth of data on

country-by-country flows makes it more difficult to reach firm conclusions in
this area. As mentioned above, the period began with severe restrictions on
capital transactions which were relaxed only very slowly between the 1950s and
the 1970s. The jettisoning of controls accelerated in the 1980s, and free capital
movements were given further powerful boosts by the EU’s 1992 Single Market
Program and the creation of the euro. Probably the best indirect indicator of
this gradual opening is provided by so-called Feldstein–Horioka tests (Feldstein
and Horioka 1980). These look at the simple relationship between gross
domestic saving and investment rates. A near-perfect correlation (as would
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be expected in a closed economy) is at least suggestive of the absence of free
capital movements; lack of correlation, conversely, shows that countries can
supplement their domestic savings by borrowing abroad, or, alternatively, are
able to freely lend their excess savings to the rest of the world.
Table 11.2 presents some very simple tests of this relationship over half a

century for fourteen western European countries. The lower the figure shown
(i.e., the lower the coefficient linking gross investment to gross savings in a
simple linear regression), the closer western Europe would be to perfect capital
mobility. The evidence, as it stands, suggests that this is still far from being the
case and/or that portfolio preferences have a strong bias in favor of domestic
assets. It also points, however, to a gradual and fairly steady move towards
greater mobility from the 1950s to the mid-2000s.
The reasons for these various trends are numerous. Falls in transport costs

and improvements in communications are likely to have helped to raise trade

Table 11.1 The importance of intra-European trade

(Share of intra-trade in total)

Intra-western Europe Intra-total Europea Intra-Americas Intra-Asia-Pacific

1938 52.2 61.4 33.3 …

1950 49.3 58.7 53.9 …

1970 67.3 73.9 46.9 35.1

1990 72.2 75.2 47.8 41.7

2008 … 76.6 57.2 50.1

a Including eastern Europe and Soviet Union (CIS in 2006).

Sources: GATT International Trade and WTO International Trade Statistics (various issues).

Table 11.2 Capital mobility in western Europe

Simple Feldstein–Horioka tests for capital mobilitya

Fourteen western European countries

1950–9 0.78

1960–9 0.76

1970–9 0.63

1980–9 0.58

1990–2006 0.48

aThe data show the value of the β coefficient in simple regressions of the form

I/Y= α+ β S/Y, where I/Y and S/Y stand for the current price shares of gross

investment and gross savings in GDP. For more detail see text.

Sources: Feldstein and Horioka 1980; OECD National Accounts and Economic

Outlook Data Base (various issues).
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and encourage capital mobility. More importantly, economic growthmust have
contributed strongly. In rapidly growing economies, demand spills over into
imports, while productivity gains create new and cheaper products and hence
potential exports; also, as growth proceeds, financial systems become more
sophisticated and the distorting influence of controls more costly. Equally, of
course, rapid involvement in international exchanges adds to growth by raising
demand, stimulating competition, promoting technological spillovers, and
attracting foreign direct investment.
Yet most observers of post-war Europe would add a further institutional

explanation for the Continent’s successful opening and integration: the process
of economic and political unification. The abolition of tariffs on intra-European
trade, the dismantling of non-tariff barriers, and the abolition of capital con-
trols must surely have been one further important, indeed crucial, contributor
to the process. From the timid beginnings of the European Coal and Steel
Community (ECSC) to the eastward enlargements of 2004 and 2007, Europe
has moved from a club of six countries to a union of twenty-seven (Table 11.3).
Indeed, it might well grow to 30 or more over the next decade. According to
conventional wisdom, had this process not occurred, the integration story that
has just been briefly sketched out could never have happened. And in the
absence of that integration story, surely, the growth that was recorded would
also have been a good deal more modest. But is this conventional wisdom
necessarily justified?

Table 11.3 Some major steps in Europe’s unification

Importance of the area

Number of

countries

Population

(millions)

Share of Europe’s

total GDPa (%)

1957 Signing of Treaty of Rome 6 167 49

1973 First enlargement 9 257 68

1981 Entry of Greece 10 271 69

1986 Entry of Spain and Portugal 12 322 77

1990 German unification 12 346 82

1995 Further expansion 15 373 88

2004 First East European

enlargement

25 456 95

2007 Entry of Bulgaria and Romania 27 489 96

aAt constant 1990 prices; the Europe GDP data include estimates for eastern Europe (excluding

the former Soviet Union).

Source:Groningen Growth and Development Center (GDDC), Total Economy Database, January

2008; Maddison 2003.
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Approach

The view that regional integration was one of the leading processes shaping the
development of the European economy after the Second World War is very
common. Contributors to the literature generally take one of two approaches to
identifying its effects. Exponents of the narrative approach point to influential
individuals (Monnet, Schuman, Delors), key events (the decisions to form the
ECSC, sign the Treaty of Rome, establish the SingleMarket), and underlying forces
(the preference of export and banking interests for trade and financial liberaliza-
tion, the acquiescence and even support of the USA for European integration),
implying that things would have turned out quite differently in their absence.
Those taking a quantitative approach employ data for a cross-section of countries,
regressing measures of economic performance – the growth of, say, output,
exports, or employment – on their standard determinants, augmented by meas-
ures of a country’s participation in the EU. Here the assumption is that the impact
of integration on the economy can be captured by setting the EU membership
variable to zero and in effect comparing the statistical performance of member
states and other countries, controlling for their other observable characteristics.
Both approaches have limitations. In the narrative approach the conclusion

that things would have turned out differently in the absence of key individuals
or events typically remains implicit, and how exactly they would have differed is
unspecified. Thingsmight have indeed been different had, for example, Monnet
not been a committed Europeanist, an able diplomat and first head of the
ECSC. But these observations beg the question of how precisely the actual and
hypothetical would have diverged. Without Monnet, would the ECSC never
have been created, and would Europe have been unable to sustain its recovery
from the Second World War? Or would other mechanisms have been devised
for locking Germany into Europe, freeing her heavy industries from production
ceilings, and reactivating Europe’s principal source of capital goods? Might not
alternative avenues have led as successfully to the Treaty of Rome? And, if not,
how then would Europe have developed? Would European countries have
ended up trading less with one another and more with the United States?
Would the Common Agricultural Policy (CAP) have failed to develop, and if
so would the price supports and import restrictions imposed at the national
level instead have been more or less generous?
Similarly, in the quantitative approach the belief that the impact of European

integration on, say, exports can be captured by setting the EU membership
variable to zero rests on the assumption that the degree of integration is
exogenous and everything else is equal. But, in reality, exports and integration
were simultaneously determined as part of a larger historical system. Not only
did the liberalizing influence of the EU encourage intra exports, but the growth
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of intra-regional trade lent further stimulus to the deepening and development
of the EU. In this setting, estimating the effect of an endogenous variable like
EU membership is not simple.
In this chapter we take another approach. Rather than imagining that one

can analyze the impact of European integration by imagining that a particular
integrationist initiative did not occur but that everything else of substance
remained unchanged, we set up a counterfactual world. We ask, for example:
if the ECSC had not been created, would European countries have found other
ways of restarting production and trade in their iron and steel industries? If the
Common Market had not been established, would western Europe have found
other ways of increasing its intra trade? Rather than simply imagining the non-
existence of a specific initiative and assuming that nothing else would have
changed we explicitly consider how the entire system would have adapted in its
absence. In this sense we follow economic historians like Fogel (1964) in
attempting to fully specify the counterfactual.
We also seek to counter the triumphalist bias in previous accounts of the

integration process (often written by individuals “present at the creation”) by
seeing how far we can push the hypothesis that little would have differed
economically in the EU’s absence. It is our hypothesis that the EU did matter
for the development of the European economy. By seeing how far we can push
the thesis that it didn’t (adopting assumptions that work to minimize its
effects), we are biasing our procedures against our preferred conclusions.
Here again we are drawing on Fogel’s approach to counterfactual analysis.1

The second section outlines in more detail our analytical framework. We
then turn to the counterfactual exercises. In each case we imagine that a pivotal
event did not occur, or that a particular factor that encouraged integration
operated less powerfully or not at all. We then envisage how the integration
process and the economy would have developed in its absence. The concluding
section reviews what we have learned.

Analytic considerations

A first way of framing counterfactuals is in terms of the determinants of economic
growth. In early neo-classical models like that of Solow (1956) – developed at the

1 Recall that Fogel (1964) wished to argue that the impact of the railways on American living standards was small. He could

thus adopt any assumption of convenience, no matter how unrealistic, so long as this worked to exaggerate the change in

American living standards that would have taken place in the absence of the railways. In our case, we wish to argue that the

impact of the EuropeanUnion on European living standards was non-negligible. Thus, we want to see how far we can push

the argument that, in the absence of the EU, the difference in European living standards would have been disappearingly

small, either because the economic impact of the EUwas negligible or because, in its absence, Europeans would have found

other ways to reach the same ends.
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same time as the European Economic Community (EEC) was being established –
the level of income per capita depends on the aggregate savings rate (domestic
savings determining domestic investment in this period of low capital mobility),
and the rates of population growth and technical progress. In this restrictive
framework, the key variable through which European integration affected steady
state levels of income (and growth for a transitional period) would have been by
encouraging savings. By fostering peaceful cooperation between France and
Germany, it could have promoted a sense of security that resulted in higher
savings and investment rates. By facilitating the speedier relaxation of wartime
controls, it could have encouraged firms to reallocate resources to more profitable
activities and stimulated additional corporate savings. These mechanisms, how-
ever, most plausibly operated in the 1950s; it is more difficult to see how they
could have been of first-order importance in later years.
One possible exception to this last statement is the formulation in which

savings, investment, and profitability depend on wage pressure (Bruno and
Sachs 1985; Armstrong et al. 1991) and wage pressure is affected by integration.
One might imagine that the more competitive environment created by freer
cross-border trade would, for instance, have encouraged wage moderation. The
problem for this linkage is that the period famous for wage moderation was one
when European integration was in its infancy and import competition was still
limited. The period when integration-linked competition intensified, with the
completion of the customs union, was also the period when wage moderation
was notoriously lacking. Similarly, in recent years, and despite monetary union,
there have been very different nominal and real wage trends in different euro-
area countries – contrast Italy and Portugal with Germany, for example –
suggesting that wages are more heavily determined by national factors than
Europe-wide processes.
In the Solow formulation, the rate of technical progress is exogenous and

therefore unaffected by factors like European integration. In subsequent growth
models, technological change was endogenized and linked to, inter alia, the rate
of growth of exports. Models of export-led growth (e.g., Little, Scitovsky, and
Scott 1970; Myrdal 1970) suggest that learning by doing is faster in export-
linked activities; they thus suggest that Europe’s creation of a customs union
and then a Single Market, by speeding the removal of cross-border barriers to
trade, could have stimulated learning, led to technological spillovers, and
increased productivity growth. In so far as higher productivity meant higher
profits, there also would have been a stimulus to additional capital formation,
leading to faster growth and still higher incomes. And, to the extent that
technological progress is embodied in capital equipment, the result could
have been an even faster rate of growth. In this class of endogenous growth
models, a shock like the creation of the Single Market can shift the economy to
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an entirely new growth trajectory, in which not just the level of income and
output but the growth rate itself is permanently higher (Baldwin 1989).
The models considered so far tend to assume that markets are perfectly

competitive. If this assumption is relaxed, economic integration can have
further effects. One channel of transmission would be through economies
of scale, fostered by larger markets. Another would build on the idea of
X-efficiency (Leibenstein 1966), and suggest that EEC policies, by intensifying
cross-border competition, could have stimulated the development and adop-
tion of new techniques andmodes of corporate organization by forcing firms to
innovate or die. Further effects could come through improvements in institu-
tions. “Good” institutions promote development. In an integrated Europe,
demonstration effects from countries with “superior” institutions might have
encouraged the adoption by other governments of better practices and policies.
Similarly, Brussels might have been able to encourage reforms stimulating
more pro-competitive behavior or more market-friendly policies than would
otherwise have occurred.
Thus, alternative models of economic growth point to potential impacts on

saving, investment, profitability, exports, the determinants of technical change,
and corporate and institutional reform as channels through which European
integration could have had an impact (possibly a substantial impact) on the rate
of economic growth. The changing focus of these models suggests that the
relative importance of different channels may have also changed over time,
with the tendency for the EEC to enhance security and boost savings having
been more important at the beginning of the period and its efforts to enhance
competition and encourage measures boosting efficiency beingmore important
more recently. These models also suggest that integration mattered most for
outcomes (in other words, that the counterfactual would have been very differ-
ent) in so far as it operated through channels emphasized by models of
economic growth with endogenous technical change, or in models stressing
the role of trade in increasing competition.
Following a large literature, the preceding discussion takes policies as exoge-

nous and asks: How would economic outcomes have differed in the absence of
the policies actually observed? In the sameway as new growthmodels endogenize
technical change, new political-economy models endogenize policies. One tradi-
tion – the so-called adding-machine model – takes policies as a function of the
self-interest of sectors or factors of production (Moravcsik 1998; Frieden 2006).
The EEC developed the CAP because agriculture was still an important source of
employment and production in the 1950s and 1960s; it adopted a Social Charter
enshrining the rights of workers because workers were well organized through
Social Democratic parties and trade unions; it eventually mandated free capital
mobility because financial capital became increasingly influential. The common
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element in these applications is that policies flow from the sectoral composition
of activity which, in turn, flows from factor proportions. Thus, unless the policies
of European integration have a first-order impact on, say, the capital/labor ratio,
they cannot have a first-order impact on policies.
Again, these observations point to the question of what is the relevant growth

model: in Solow-typemodels, there is a tendency for factor proportions to settle
down not far from the initial equilibrium following a shock. Thus, if a particular
set of policies had not been adopted then it is plausible to think that self-
interested lobbying by the same factors that had, in reality, brought about those
policies would have led governments to devise close substitutes in a counter-
factual world. By contrast, in new growth models a counterfactual change in
policy can lead to a very different capital/labor ratio and a very different sectoral
composition of production. One can then imagine that the lobbying and the
policies that would result might be very different.
The other tradition in the literature on European integration assumes that

policy outcomes are shaped by particular individuals with agenda-setting powers.
Policies are endogenous with respect to their actions. Thus, the literature empha-
sizing the influence of, inter alia, Monnet, Schuman, DeGaulle, andDelors posits
that policies would have been very different in their absence. If this is one’s
approach, then one needs merely to trace out the implications of counterfactual
policies (presumably, the status quo ante) in one’s preferred growth model.
Alternatively, scholars writing in the tradition of Haas (1958) suggest that early
policy choices and institutional developments importantly shaped subsequent
policy options. Policy itself was path dependent, in other words. If Monnet and
Schuman had not been there to create a European bureaucracy to regulate the
coal and steel industries, there would not have been a Treaty of Rome. If Delors
had not been there to help create the Single Market, there would not have been a
single currency, since there were positive spillovers, both economic and political,
from economic to monetary integration.
Whichever of these approaches is adopted, imagining the counterfactual is

no easy task. Depending on the growth model one regards as relevant, counter-
factual policies might have had either very large or very small effects. And
depending on the model of policy one regards as pertinent, one can imagine the
counterfactual policies might have been very different, or differed little if at all,
from those actually observed.

Some counterfactuals

Here we apply the counterfactual method to different stages in the European
integration process, starting with the European Payments Union (EPU) and the
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ECSC, proceeding through the Common Market, the EMS, and the 1992
Single Market Project (SMP), and concluding with European Monetary Union
(EMU).

The European Payments Union

The EPU of 1950 was the first significant post-war step in European integra-
tion. Exchange controls had been used for regulating the balance of payments
during the war and in the second half of the 1940s. Now eliminating exchange
controls and making currencies convertible on current account (that is, allow-
ing them to be freely bought and sold for trade-related purposes) was a
precondition for reconstructing intra-European trade and creating a common
market.
But in seeking to restore current account convertibility, European countries

faced a coordination problem. Imagine that one country had unilaterally freed
up imports and exports by making its currency freely available for such trans-
actions. Residents would have indulged their pent-up demands for imported
goods, but exporters would still have been unable to sell their products abroad
(since other countries had not similarly relaxed their exchange restrictions).
The danger of a worsening trade balance would thus have discouraged govern-
ments from liberalizing unilaterally.
The EPU solved this problem by encouraging governments to coordinate

this transition. The participating countries – essentially recipients of US
Marshall Plan aid – agreed to adopt a Code of Liberalization committing
them to jointly phase out exchange controls and other discriminatory trade
measures over a period of years. The Organisation for European Economic
Cooperation, or OEEC (which evolved into today’s OECD), administered that
code. The USA contributed $500 million through the Marshall Plan to provide
adjustment assistance to countries that experienced temporary balance-of-
payments problems in the course of liberalizing, as Germany did in 1951. A
Managing Board, composed of independent financial experts, monitored the
governments’ compliance with their commitments and administered emer-
gency assistance.
Full current account convertibility was gradually restored over the course of

the 1950s. Meanwhile, intra-European trade expanded robustly from roughly
$10 to $23 billion. The counterfactual is that, in the absence of the EPU, trade
liberalization would have lagged and exports would have grown more slowly.
Economic expansion and adjustment would have suffered and performance
would have been less satisfactory.
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It is hard to dispute the importance of trade in the golden age of European
economic growth (1950–73). Without the ability to export, it would have been
impossible for countries to restructure along comparative advantage lines.
Learning-by-doing, which was heavily export-linked, would have been slower.2

Productivity growth being slower, rates of capital formation would have been
lower. And a more sluggishly growing economy would have meant less enthu-
siasm for other regional initiatives.
But it is possible to dispute the assumption that trade would have stagnated

in the absence of the EPU. If the advantages of reconstructing Europe’s trade
were so strong, then other means might have been found to this end. The
obvious alternative was the International Monetary Fund (IMF). The IMF’s
Articles of Agreement similarly obliged countries to restore current account
convertibility within five years of the Fund’s coming into operation. As events
transpired, the IMF had limited influence in the late 1940s and early 1950s. The
USA essentially prohibited the recipients of its Marshall aid from also borrow-
ing from the IMF, which would have constituted double dipping and under-
mined American conditionality. Indeed, the EPU can be thought of as the
Marshall Plan administrators’ targeted response to this very ban (recall that
$500 million of Marshall Plan funds were used to capitalize the EPU). With no
EPU – which in the aforementioned sense implies no Marshall Plan – the ban
on borrowing from the IMF need not have followed.3Without EPU adjustment
assistance, there would have been more help from the IMF. Liberalization by
different European countries would not have been coordinated as closely, since
an IMF-led process would have been less Europe-centered.4 If, as a result, they
had not been able to expand their trade with one another, at least as quickly,
they would have still been able to trade with the USA. This form of trade would
presumably have grown more quickly.
Thus, the relevant counterfactual is not no EPU and all other institutional

arrangements unchanged. Rather, it is no EPU and an expanded role for the
IMF in pressing for current account convertibility and providing emergency
financing to countries experiencing trade balance difficulties. It is somewhat
faster expansion of Europe’s trade with the USA, offsetting in part the some-
what slower expansion of intra-European trade. European countries would still
have been able to raise their exports and to restructure along lines of compa-
rative advantage. It is not clear that learning effects and rates of capital
formation would have been all that different.

2 These points are developed in detail in Eichengreen 1996b.
3 This additional counterfactual is beyond the scope of this chapter, but it is addressed in DeLong and Eichengreen 1992.
4 That said, it would still have been Europe-centered to a considerable extent. The IMF had a European managing director

and European countries had fully a third of the seats on the Fund’s executive board.
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The European Coal and Steel Community

The heavy industry community centered on France and Germany (and includ-
ing Italy and the Benelux) was the next significant step in European integration.
As Gillingham (1995, p. 151) put it, the ECSC was based on a new idea:
supranationality. Membership required transferring sovereign powers to a
new European authority. A working paper produced under Monnet’s direction
provided the basis for a June 1950 conference which established the new High
Authority. Monnet’s blueprint sought to empower this body to promote com-
petition, steer investment, create a single market, and eliminate all subsidies,
quantitative restrictions, and cartel-like restraints on trade. Imagine, however,
that Monnet had not come up with this idea and Schuman had not developed it
further. How would the European economy have differed as a result?
In terms of the pricing, production, and profitability of coal and steel and the

investment in capacity and technology that flowed from them, little would have
been different. Following the 1950 conference, governments moved quickly to
avoid having to cede their control of taxes, subsidies, and tariffs on coal and
steel products to the High Authority. Contrary to Monnet’s aspirations, the
ECSC did not create a single market. In coal, subsidies and price controls at the
national level remained pervasive, since governments regarded subsidized
energy as essential for social stability (fuel costs figuring importantly in house-
hold budgets) and for their development plans; the High Authority could do
nothing about it. In steel, tariffs were harmonized rather than eliminated;
European markets continued to be segmented by residual restraints on intra-
European trade. A concrete indication of the ECSC’s failure to create a common
market in steel among the Six was that German exports to the members of the
so-called common market grew less quickly than its exports to other European
countries. This change in trade patterns was precisely the opposite of what one
would have expected if the community had had strong trade-creating effects. As
a result, the ECSC did little if anything to stimulate technological and organiza-
tional change.5

Another community aim was to promote competition by breaking up large
producers and pre-Second World War cartels. But it is hard to argue that
Europe’s coal and steel industries would have been less competitive in the
absence of the ECSC. The deconcentration of German heavy industry never
occurred, since US officials recognized that a radical reorganization of German
ownership was incompatible with their desire for an immediate increase in
production in response to the outbreak of the Korean War. As for collusion, a
new organization to replace the old German cartel of coal producers was

5 Gillingham 2003, p. 27.
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established as soon as the so-called common market in coal was created. The
International Steel Export Cartel was then formed in Brussels in 1963 to
regulate prices both in Europe and third markets, and began by setting price
minimums for some 15 percent of total community production. The evidence
thus suggests that the ECSC had little ability to restrain the recreation of cartels
along pre-war lines. It is hard to imagine that cartelization and concentration
would have been significantly greater in its absence.
Might there be subtler reasons why prices, production, and profits – and

therefore the development of the European economy – would have differed
under the counterfactual? Authors like Gillingham (1995), Berger and Ritschl
(1995), and Eichengreen (1996b) have argued that, without the ECSC, France
and the other victorious powers would not have acquiesced in the removal of
ceilings on German industrial production. As Gillingham (1995, p. 152) puts it:
“The great achievement of the ECSC … was to have made the revival of
Germany acceptable to its former victims …” It created at least the myth, if
not the reality, that the industries on which the country’s military prowess
hinged had been placed under supranational control. In its absence, the con-
clusion follows, ceilings on German steel production would have been main-
tained in order to make France and other western European countries feel
secure.6 But with such ceilings, a key precondition for European economic
growth would have been missing, since the German machine-building industry
was critical to the recovery of not just Germany but also other western
European economies that relied on German capital goods.7 And slower eco-
nomic growth could have resulted in serious economic and social consequen-
ces, for example increasing labor militancy, as labor struggled for a larger share
of a more slowly growing pie, and more support for left-wing governments,
both of which could have depressed the high investment rates that were one of
the key economic motors of the so-called golden age.8

But this pessimistic counterfactual assumes that, in the absence of the ECSC,
no other mechanism could have been found to reconcile the economic and
political advantages of freeing German heavy industry from production ceilings
with France’s desire for security. In so far as the USA saw the elimination of

6 An alternative formulation is that in the absence of the ECSC a revived German steel industry would have led to quick

remilitarization and the rapid renewal of military conflict. We regard this counterfactual as implausible: not just France

and Germany but also the USA were prepared to go to great lengths to prevent the outbreak of another war.
7 This scenario is most plausible for the first half of the 1950s, when the steel-producing capacity of the Ruhr provided

essential inputs into German machinery production. By the second half of the decade, additional capacity had been added

in Europe’s coastal regions and elsewhere, making Ruhr capacity less essential. From this point the argument would have

to be that without high employment and growth in the Ruhr, the rate of growth of the German economy as a whole would

have been less, dragging down aggregate demand and growth rates Europe-wide.
8 These assumptions might seem extreme. But this is an example of how we adopt assumptions with the effect of

accentuating the difference between the actual and counterfactual in order to reinforce our point.
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restraints on German heavy industry as critical to geopolitical stability, it is
likely that America and its European allies would have found another solution
to this problem. For example, there might have been more support in both the
USA and France for putting German troops under some sort of European
command. Monnet himself drafted a plan for a joint European army following
the outbreak of the Korean War. One can imagine that the French would have
dropped their opposition to a European Defense Community in the absence of
the ECSC and that this would have produced much the same result.
Alternatively, one can imagine that the USA would have guaranteed French

security in the absence of the ECSC by maintaining more troops in Germany.
NATO had already been established, not just to provide security against the
Red Army but to tie the hands of “would-be mischief-makers” within western
Europe itself.9 A related possibility is that the French would have demanded
and the USA would have agreed to delay adoption of the German state treaty,
which terminated the operations of the Allied High Commission, beyond the
actual date of May 1955.
The other important effect ascribed to the ECSC is that it paved the way for

the Treaty of Rome. Without the High Authority, the Council of Ministers, the
Common Assembly, and the High Court of the ECSC, it is said, it is hard to
imagine that as part of the Treaty of Rome the same six countries would have
envisaged the creation of a Commission, a Council, a Parliament, and a Court
of Justice. In the counterfactual world with no ECSC there might well have been
no Treaty of Rome. But answering the question how much difference this
would have made for the development of the European economy requires
considering another counterfactual.

The Common Market

Europe’s great achievement following the Treaty of Rome was to complete
its Common Market, which entailed eliminating tariff barriers to intra-
Community trade. However, quantitative restrictions were still used to limit
trade in sensitive sectors (e.g., agricultural products produced by powerful farm
lobbies, or selected industrial goods whose domestic production was seen as
essential to national security). Barriers behind the border (product standards
and regulations) were also maintained initially.
Despite such lingering restrictions, intra-European trade saw an impressive

expansion. The share of intra-exports of the Six rose from 35 to 49 percent
between 1960 and 1970. The problem with ascribing this to the Common

9 Gillingham 2003, p. 23.
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Market is that Europe’s economies were expanding robustly throughout the
1960s – growth was even faster than in the 1950s – and not merely because
members of the EEC enjoyed increased freedom of trade. Given income
elasticities of demand for imports and exports greater than unity and the
tendency of countries to trade disproportionately with their neighbors, it is
not implausible to think that the main effect ran from higher incomes to greater
trade, and greater intra-European trade in particular, rather than from the
creation of the Common Market to greater trade and from there to higher
incomes.
The conclusion of the great majority of the studies which have tried to

separate the various influences is, however, that the customs union did make
a difference and that this difference was welfare-enhancing, since trade creation
was significantly larger than trade diversion, particularly in the early years of
integration. For example, the estimates of Bayoumi and Eichengreen (1997)
imply that trade among the Six in 1953–73 grew 3 percent per annum faster
than can be explained by their other economic characteristics and the behavior
of other countries. As a result, growth in the Six may have been boosted by one
third of a percentage point per annum, resulting in a 1969 GDP level some 4
percentage points higher than otherwise (Eichengreen 2007). Indeed, applying
the results of Frankel and Romer (1999) roughly doubles the size of this figure
(ibid.). Alternative estimates have attempted to quantify the increased scope for
economies of scale. Owen (1983), extrapolating from his detailed microeco-
nomic work on three sectors (cars, trucks, and white goods), puts the total GDP
gain of the customs union (including trade creation effects) at 3 to 6 percentage
points in 1980.
These and other not dissimilar estimates are clearly very tentative. They

nonetheless suggest significant gains, to which could be added further, if small,
favorable effects coming from increased foreign direct investment attracted by
the large size of the market, and improved terms of trade; this last gain, of
course, would have come at the expense of other countries (Petith 1977). As a
very rough guess, it could thus be argued that the customs union may have
boosted the GDP of the original six members by, say, 5 percent by the mid-
1970s. Against this should be set the welfare losses arising from the CAP. These
were almost certainly substantial for the UK, once it entered the EEC, but are
unlikely to have been very significant for the original Six (as indirectly sug-
gested by the very small amount of trade diversion that seems to have occurred,
according to most estimates, between 1958 and 1973).
Not all of these gains and losses can, however, be attributed to the Common

Market since, in its absence, the participating countries might have found other
ways of satisfying their appetite for more product variety and hence greater
trade, and would probably have gone on protecting their farmers. But while it is
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relatively easy to argue that what the ECSC accomplished would in all like-
lihood have occurred even in its absence, and that, similarly (given the impor-
tance of agriculture at the time) a fair amount of protection in this area
would have materialized irrespective of the CAP, the same is probably less
true for the customs union. Though pressures for liberalizing trade had been a
constant since the war and would have continued in the 1960s under American
pressure, there was strong opposition in several countries as scarce factors and/
or weak sectors feared for their incomes and jobs.10 In Germany and Italy the
politicians overcame this opposition by appealing to the need for European
integration.11 France, which had deep misgivings about fully freeing trade in
industrial goods (Bonin 1987), did so only because the Treaty of Rome allowed
it to achieve several other more political aims (Milward 1992). And while it is
true that the Kennedy Round of trade negotiations lowered tariffs substantially,
it can be argued that having a single large negotiator facing the USA instead of
several smaller countries eased the process (Davenport 1982).
Sapir’s (1992, p. 1500) judgment that “the process of EC integration was a

catalyst in the reduction of Europe’s external protection” seems appropriate.
Similarly, while some scale economies in the durable goods sector would surely
have been reaped even in the absence of the customs union, rapid trade
integration must have helped. All these are reasons for thinking that the level
of output in a counterfactual world where the Common Market did not exist
would almost certainly have been somewhat lower than the one that was
actually recorded. A very rough guess could put the figure at perhaps 3 to 4
percent of GDP – a welcome, if perhaps only limited, addition to living stand-
ards that were already growing very rapidly.
A final argument about the effects of the Common Market is that without it

there would have been less pressure to stabilize intra-European exchange rates
following the breakdown of the Bretton Woods System. Had intra-European
trade been lower, policy makers would have worried less about the tendency for
exchange rate variability to depress intra-European imports and exports. Hence
there would have been less pressure to create the EMS. The limitation of this
argument is that empirical studies have failed to find a first-order negative
impact of exchange rate variability on the volume of intra-European or world
trade. Alternatively, and more plausibly, had European countries not removed
barriers to cross-border transactions in agricultural goods, it would not have
been necessary to harmonize agricultural support prices and hence to stabilize

10 In the event, of course, the unforeseen rapid growth of intra-industry trade greatly mitigated any such potential costs.
11 Interestingly, the main opposition to the customs union in Germany came not from protectionist but liberal interests.

Erhard was against any form of trade discrimination and German industry was in favor of free access to the world market

(Milward 1992). In Italy, on the other hand, industry feared that, deprived of protection, it would be decimated by

German competition (Corbino 1964; Sylos-Labini 1970).
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exchange rates in order to avoid creating incentives for cross-border arbitrage.
The problem here is whether to ascribe Europe’s appetite for exchange rate
stability to EEC policies like the CAP or to memories of the economically and
politically disruptive effects of haphazard exchange rate movements in the
1930s –memories that would have persisted and presumably influenced policy
even in the absence of the EEC. And even if one accepts the argument that no
Common Market would have meant no EMS, answering the question how
much difference this would have made for the development of the European
economy requires considering yet another counterfactual.

The European Monetary System

The next important step in the road to European integration was the late-1979
attempt to stabilize exchange rates via the EMS. The system had a perceptible
impact only until August 1993, when the permitted fluctuation bands for each
currency were moved from 2½ to 15 percent. Up until then, and with the
exception of the September 1992 episode when the Italian lira and the British
pound left the Exchange Rate Mechanism, the EMS was broadly successful in
achieving its main aim: exchange rate stabilization. It is true that currency
realignments were numerous in the years to 1987, but academic studies have
shown that, overall, member countries’ exchange rates fluctuated significantly
less than the currencies of other developed economies which did not at the time
benefit from similar arrangements (Artis and Taylor 1994; Hu, Jiang, and
Tsoukalas 2004).
The impact on longer-run growth is likely, however, to have been negligible.

For one thing, as already mentioned, the available evidence suggests that
exchange rate variability reduces trade only very modestly, if at all. Hence any
gain from the greater stability that was achieved would have been small. In
addition, it could be argued that such gains could have been more than offset
by the (presumably) higher interest rate volatility that pegging the exchange rate
should have caused. Interestingly, however, one of the studies quoted above,
which established that exchange rate fluctuations were dampened, also found
that, contrary to expectations, interest rate variability was no higher than it was at
the same time in the control group of other non-EMS industrialized countries
(Artis and Taylor 1994). One plausible explanation for this apparent paradox lies
in the likelihood that financial markets saw the system as reasonably credible and
therefore did not engage in speculative portfolio shifts that would have elicited
from the authorities interest rate responses designed to preserve existing parities.
The EMS’s second main contribution was to reduce inflation in countries

such as France and Italy. It is doubtful, however, that this would have had an
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important effect on longer-run growth. Both countries would almost certainly
have reduced their rates of price increase, albeit over a longer time horizon,
even in the absence of the EMS.12 Any EMS-specific gain could only have come
if the “sacrifice ratio” (the amount of extra unemployment needed to squeeze
out any reduction in inflation) had been lowered thanks to credibility effects.
Devolving de facto monetary policy control from national central banks to the
Bundesbank might, it was argued at the time, lower the inflationary expect-
ations of French and Italian workers and thus speed up disinflation. But the
available research shows that, contrary to what seems to have happened on
financial markets, no such credibility bonuses emerged: inflation declined
because unemployment rose, not because wage and price setters were con-
vinced that a “regime change” had occurred (Egebo and Englander 1992).
Financial markets may have seen the EMS as a credible system; labor and
product markets seem to have been much more skeptical.13

A final EMS contribution was, of course, the one of paving the way for
eventual monetary union. While earlier attempts, such as the Werner Plan of
1970, were shelved in the aftermath of the Bretton Woods collapse, the EMS
was seen by most observers as a step towards that ultimate goal, and not just
because it aimed at stable exchange rates. An important feature of the period
was the gradual acceptance by countries such as France and Italy (but also
Spain and others) of macroeconomic policies that put a premium on monetary
stability and, in particular, on low inflation and orderly public finances. Both of
these were seen by Germany as sine qua non conditions for its acceptance of
eventual monetary integration. Whether this stepping-stone role would justify
a more upbeat assessment of the EMS’s contribution to Europe’s growth
depends on how one assesses EMU’s impact on the area’s welfare.

The 1992 Single Market Program

The origins of the SMP go back to the early 1980s, a period in which growth had
faltered and the EEC had become bogged down in CAP and budgetary rows. A
1985 White Paper called for a removal of non-tariff barriers (tariffs having
already been abolished), such as restrictive regulations and product standards
inhibiting cross-border competition, as well as the free movement of factors of
production. Approved in 1986, it presided over a gradual liberalization and
deregulation process through the next twenty years.

12 Indeed, in the case of France, it has been argued that the relentless pursuit of a “franc fort” policy within the EMSmay well

have kept unemployment well above desirable levels (Blanchard and Muet 1993).
13 This finding also matches similar UK and US results, suggesting different responses by financial and labor markets to

what might be characterized as “regime changes” (Buiter and Miller 1981; Blanchard 1984).
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The rationale was to enhance efficiency and stimulate growth by intensifying
product- and factor-market competition. In goods markets the principle of
mutual recognition was used to ensure that products in compliance with
consumer-safety standards in one member state were automatically deemed
to be in compliance elsewhere in the Community. National preferences were
similarly reduced, or challenged by the European Commission in the Court of
Justice. In factor markets, controls on cross-border capital flows were removed
to create a level playing field for investors and establish a more competitive
environment for financial institutions.
The “Cecchini Report” (Emerson et al. 1988) calculated that full implemen-

tation of the SMP’s provisions could boost EC output by 2½ to 6½ percent of
GDP over the next decade or so, via resource reallocation, scale economies, and,
most importantly, a higher degree of competition. In addition to this one-off
gain, even more optimistic estimates suggested that a permanent GDP growth
bonus of between one quarter and nearly one percentage point was also
attainable thanks to the higher income, savings, and investment that the SMP
would have brought about (Baldwin 1989).
The empirical evidence for such so-called endogenous growthmodels is not very

strong, however (Crafts 1992a) and few now believe in permanent growth effects
arising from institutional changes such as those outlined above.14 Even the initial
“Cecchini Report” assessment of likely SMP effects has been scaled down signifi-
cantly bymore recent research. Thus, an early estimate for the period to 1994 found
that, as for theCommonMarket, trade creation had dominated trade diversion, but
put the gains at somewhere between½ to 1½ percent of GDP (Allen, Gasiorek, and
Smith 1998). A later Commission estimate thought that, by 2002, the overall
positive impact had been of the order of 1½ to 2 percent of GDP (European
Commission 2002), very much in line with what more skeptical observers had
already anticipated at the time the SMP was launched (e.g., Peck 1989). Some
further gains can probably be expected, since not all the SMP’s provisions have yet
been implemented; but any remaining effect is likely to be quite small.
While the probable benefits of the SMP thus look significantly smaller than

those apparently achieved by the Common Market, they are not insignificant.
Yet, as with so many other aspects of European unification, they might well have
been reaped even in the absence of Commission initiatives. The 1980s was a
period that saw a good deal of domestic liberalization and deregulation in Europe.
To take just one example, the interventionist French government had relaxed
some of its tight hold over the financial sector well before the SMP was launched.
More broadly, the Fraser Institute’s Economic Freedom Index, which “measures

14 For an exception, see Henrekson, Torstensson, and Torstensson 1997, a study that finds a permanent growth effect for the

EC (and EFTA), but does so using dummy variables to quantify the impact of integration.
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the degree to which the policies and institutions of countries are supportive of
economic freedom” (Gwartney and Lawson 2006, p. 3), shows that the EC
countries deregulated their economies faster between 1980 and 1990 than they
did between 1990 and 2000. It is thus quite plausible to argue that efforts to
liberalize and open economies further might have been made in any case.
That said, it is hard to imagine that European countries would have moved as

far or fast in deregulating product markets in the absence of the SMP. National
governments were prepared to remove subsidies only if they were assured that
their neighbors would do likewise, so that domestic firms would not be placed at
an unfair competitive disadvantage. The EC’s institutions helped to coordinate
these decisions and secure governments’ commitment to them. Often “Europe”
was used as a shield against domestic opposition to deregulation. Thus, the
German telecommunications reform commission shifted the onus for difficult
measures onto EC officials, helping to overcome opposition to deregulation from
the Bundespost and the unions (Moravcsik 1998). French governments similarly
saw pursuing domestic reforms in the context of Community liberalization as a
way of shifting responsibility for painful actions.
In addition, two aspects of the SMP might not have occurred (or might have

occurred only very partially) in its absence. One was the push to open public
procurement to foreign firms, a push imposed by Brussels on mostly very
reluctant member states. It is true that the efforts many countries were making
at the time to reduce their budget deficits might have led them to seek
economies by resorting to cheaper imports, but any such effect would almost
certainly have been much more drawn out. The other was the (earlier and
unrelated) legal decision that standards and regulations adopted by partner
countries should be mutually recognized, a decision taken by the European
Court of Justice in 1979. This greatly facilitated the SMP’s task of doing away
with non-tariff barriers. Here too, one might have expected that efforts at
harmonization would have proceeded even in the absence of the SMP (as
they are, for instance, proceeding, albeit very slowly, between the USA and
the EU), but mutual recognition is a far faster and infinitely less bureaucratic
procedure than harmonization. Both of these practices thus seem to have been
genuine achievements of the European integration process. As an upper esti-
mate it could thus be argued that perhaps half of the SMP’s gains, as estimated
by the Commission in 2002, might not have been obtained in its absence.

European Monetary Union

The EMU has clearly been (and still is) Europe’s most ambitious project since
the Treaty of Rome. Originally entered into by eleven countries on January 1,
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1999 (sixteen by 2010), it has involved devolving monetary policy to a supra-
national (and fiercely independent) European Central Bank (ECB), while also
constraining, at least in theory, the use of fiscal policy by limiting the size of
budget deficits and public debt/GDP ratios.15

After a decade of operation, the verdict on EMU’s achievements is still open.
Both growth and inflation in the Eurozone have been somewhat lower than in, for
instance, the USA and the UK, though higher than in Japan. Financial integration
has been very rapid and trade integration has risen further. Yet, at the same time,
significant divergences in economic performance have emerged, in particular
among some of the countries of the European periphery. Thus, Finland, Ireland,
and Spain have grown rapidly at least until the 2009 recession, spurred in part by
low real interest rates; Italy and Portugal, on the other hand, have hardly grown at
all, held back, in particular, by high real intra-euro exchange rates.16

EMU’s contribution to the growth of the European economy may come
through three channels: higher investment rates because of greater confidence
and a lower cost of capital; increased X-efficiency encouraged by rapid intra-
Eurozone trade growth; and further efficiency gains brought about by institu-
tional reforms spurred by the increased competitive pressures that countries are
now facing within a single currency area. The evidence, so far at least, does not
suggest major effects in any of these areas.17

Nominal interest rates have clearly been very low by historical standards,
largely reflecting low inflation. Real interest rates have, similarly, been well
below the levels recorded in the 1980s and 1990s and this may have stimulated
investment. It is difficult, however, to attribute such developments to EMU.
World inflation and nominal and real interest rates have all been low during the
EMU’s first decade, reflecting global forces (e.g., the widespread switch to
central bank independence, increased international trade competition, world
financial deregulation, the large East Asian and OPEC current account sur-
pluses) that have little to do with the creation of EMU. The latter could still
have had favorable effects had it created a climate of greater confidence in
future growth and stability. This too, however, seems to have been lacking. For
several years, in the early 2000s, the Eurozone went through a phase of very
modest growth, while more recently, the difficulties of Italy and Greece, in

15 These constraints were initially enshrined in the Maastricht Treaty and therefore apply to all EUmember countries. They

are, however, somewhat more binding for EMUmembers because of the perceived potential negative externalities that an

overexpansionary fiscal policy could generate in a monetary union.
16 A common nominal interest rate and exchange rate, in the presence of still diverging inflation rates, has clearly led to

diverging performance across the area. In theory, the growth of high-inflation countries, while benefiting from low real

interest rates, should be held back by the appreciation of their exchange rates, and vice versa for low-inflation countries. In

practice, in open economies in which financial markets are still highly regulated (such as those of Italy, but also of

Germany), the impact of interest rate changes on activity is muted, while exchange rate changes can have powerful effects.
17 For a survey of the growth effects of EMU, see Barrell et al. 2008.
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particular, have sown the first doubts about the perennity of the present
monetary arrangements. Neither development was, or is, conducive to
increased confidence.
One area in which EMU’s contribution to investment is highly likely to have

been positive is the creation of a vast and liquid financial market that may well
have lowered the cost of capital (Freixas, Hartmann, andMayer 2004). This has
been particularly the case in the bond market. For the public sectors of the
Eurozone countries, bond yield differentials have been greatly reduced,
allowing much lower budget deficits (and hence higher savings) than would
otherwise have been the case, at least in those (many) countries with high public
debt/GDP ratios. The private sector saw a boom in corporate bond issues in the
years immediately following the introduction of the single currency, a boom
that was more pronounced in the euro area than elsewhere in Europe (Rajan
and Zingales 2003). This must have had a favorable impact on investment and
hence on growth. The size of the effect is, however, likely to have been very
small. For one thing, investment is not particularly interest-rate elastic. For
another, any favorable effects have probably been limited to a sub-sample of the
corporate sector, namely large companies.
A second channel of transmission could come through increased trade

integration fostered by the single currency and promoting resource reallocation
and greater X-efficiency, along the lines already looked at in the sub-section on
the CommonMarket. Initially, it was expected that such effects would be small:
since the move to floating exchange rates following the Bretton Woods break-
down seemed to have hardly dented the growth of world trade, it followed that
the move to fixing parities should have had only a minor trade-stimulating
effect. This consensus view was then shaken by research that showed that
currency unions boosted intra-union exchanges by a factor of three relative
to the trade of countries not participating in suchmonetary unions (Rose 2000).
Adapted to the experience of the Eurozone, research in the same vein suggested
that future trade gains, while not as large, could still raise trade by 50 percent or
more (Rose and van Wincoop 2001). Indeed, even the ultra-skeptical UK
Treasury, in an evaluation of the costs and benefits of British participation in
EMU, concluded from such estimates that membership could boost the coun-
try’s per capita income growth rate by as much as 0.2/0.3 percent per annum for
some twenty to thirty years (HM Treasury 2003).
The Eurozone has seen a significant expansion of its intra-zone trade, but the

orders of magnitude so far are a good deal less than those suggested by such
studies. In a review of the evidence, Baldwin (2006a, 2006b) has pointed to
some problems with the earlier optimistic estimates and concluded that trade
may have risen by some 5 to 15 percent between 1999 and 2003 over what
might otherwise have been expected. More importantly, he also argued that this
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rise derived mainly from the increased trading activities of small and medium-
sized firms which now faced lower fixed costs in intra-Eurozone trade. This
effect is in the nature of a one-off adjustment, suggesting, therefore, that further
large gains on this score are highly unlikely. That benefits have accrued would
thus seem undoubted. Their impact on the level, let alone the growth rate, of
output seems, however, on the basis of the available evidence, to have been very
small so far and is likely to remain so.
Finally come growth effects that stem from institutional changes designed to

make member countries more market friendly and spurred by the increased
competition inevitable in a monetary union. Firm evidence in this area is
difficult to come by. TheOECD and theWorld Bank have both tried to quantify
the importance of regulation and other restrictions in hampering competition
in labor and product markets. A selected sample of their results is presented in
Table 11.4. This shows (unweighted) averages for the Eurozone and for a group
of five other western European countries not participating in the single cur-
rency. The overall impression is that there has been some reform in EMU
countries, but this has not been noticeably faster than in the non-EMU ones,
especially given the much more liberal nature of the latters’ economies.18 For
the one indicator for which evidence is available for the 1990s (strictness of
employment protection), it would appear that reform had been significantly
more rapid in the decade preceding monetary union than it has been since.
And, according to the World Bank, deregulation seems to have been very
limited over the years 2003–7.19 A similar impression is conveyed by the
already mentioned Economic Freedom Index produced by the Fraser
Institute – for the years 2000–7, this shows, if anything, a slight regression for
the Eurozone.20

The overall verdict is thus only mildly positive. The single currency has
undoubtedly provided greater financial stability to thosemember countries that
were in the past prone to high inflation and rapidly depreciating exchange rates.
It has also helped create a large capital market which has almost certainly
reduced the cost of raising money for both governments and companies. It has,

18 Taking the percentage “improvement” (i.e., shift towards less regulation) for all the fourteen indicators for which the

World Bank provides data in both 2003 and 2008–9, results in an average change for the Eurozone countries of some 12

percent, as against a small change in the opposite direction for the other European economies. But then the latter were, in

2003, some 40 percent less regulated than the former.
19 The World Bank has also produced a “regulatory quality” indicator for a longer time span (1996–2008). This attempts to

measure “the ability of the government to formulate and implement sound policies and regulations that permit and

promote private sector development” (Kaufmann, Kraay, and Mastruzzi 2007, p. 5). Here too, the years 1996–2000 saw a

sharp increase in the pace of deregulation in the Eurozone, but in the years 2000–08, only little progress in contrast to the

experience of other west European industrialized countries.
20 An alternative, and somewhat more erratic, Freedom Index (Heritage Foundation 2009) paints a different picture,

however. For the years 1999–2008 it shows faster deregulatory activity in the Eurozone than elsewhere in western Europe.
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in addition, led to somewhat faster trade integration than would otherwise have
occurred, and it may also have spurred some regulatory reforms that might not
have been adopted without it, though the evidence in this area is more mixed.
None of these changes, however, is likely to have had much more than a very
small effect on the area’s growth rate or even level of output.
Would things have looked very different had EMUnot occurred?While the de

facto monetary union linking the greater Deutschmark area (Germany, the
Benelux, and Austria) might, conceivably, have adopted a single currency, it is
highly unlikely that France, let alone Italy or Spain, would have joined such an
arrangement. Hence, the (small) gains from trade and from the expanded capital
market that EMU generated would not have been forthcoming. Similarly, given
trends in the dollar and in oil prices, and frequent political uncertainty, there

Table 11.4 Regulatory reform in western Europe

OECD indicatorsa

Employment protection Regulationb

Eurozonec late 1980s 3.19 …

late 1990s 2.66 2.26

2003 2.52 1.57

Other W. Europed late 1980s 2.51 …

late 1990s 1.94 1.72

2003 1.94 1.31

World Bank indicatorsa

Labor market

rigiditiese
Starting a

businessf
Closing a

businessg
Enforcing

contractsh

Eurozonec 2003 45.5 26.5 67.6 494

2009 37.1 11.4 68.6 557

Other W. Europed 2003 28.4 10.6 73.3 224

2009 20.4 8.5 76.3 397

aUnweighted averages.
bAverage of four indicators: barriers to entrepreneurship, product market regulation, barriers to

trade and investment, extent of state control.
cExcluding Cyprus, Luxembourg, Malta, Slovakia, and Slovenia.
dDenmark, Norway, Sweden, Switzerland, and UK.
eAverage of difficulties in hiring, in firing, and of the rigidity of hours worked.
fAverage of number of procedures and duration (in days).
gFinancial recovery rate (%).
hDuration (days).

Sources: Conway, Jarod, and Nicoletti 2005; OECD, Employment Outlook 2004; World Bank,

“Doing Business”, http://www.doingbusiness.org.
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would almost certainly have been much less financial stability in several coun-
tries, noticeably so Italy and possibly also Spain, an economy that by 2007–8 had
recorded a current account deficit of some 10 percent of GDP.
Yet, paradoxically perhaps, Italy in particular might in such circumstances

have followed more deliberate reform policies at home than it actually did.
When the lira depreciated sharply in 1992, or when joining EMU was seen as a
national goal, the Italian authorities took fairly drastic monetary and fiscal
measures designed to reduce inflation and rein in the budget deficit. When all
pressures on the exchange rate and on the interest rate were removed thanks to
the single currency, Italy’s deficit began growing again, pension reform was
diluted, and public expenditure was not trimmed (while Spain allowed its
national savings rate to plummet).21 Necessary reforms, in other words, were
almost certainly postponed, and any future adjustment might turn out to be
more costly than it otherwise would have been. While it may be far-fetched to
suggest that EMU’s contribution to Italy’s welfare, in particular, may have been
negative (after all, net interest payments on the country’s public debt fell from
more than 10 to less than 5 percent of GDP between the mid-1990s and the
mid-2000s thanks to the drop in long-term interest rates that EMU member-
ship brought about), a final verdict will have to wait.

Conclusion

European integration, starting with the ECSC, proceeding through the estab-
lishment of the Common Market and the EMS, and culminating (if that is the
right word) with the completion of the Single Market and the creation of the
euro, is one of the most visible, controversial, and commented-on aspects of
Europe’s development since the end of the Second World War. It is hard to
imagine that Europe’s economy would have developed the same way without it.
Or is it?
This brief survey of the economic impact of European unification began by

taking a skeptical standpoint. We have tried to see how far we can push the
argument that European living standards, growth rates, and economic struc-
tures would have been little different in the absence of the institutions and
processes that have culminated in today’s EU. This entailed two steps. We
argued, first, that in standard growth models trade and other forms of integra-
tion that were central to the European process have only a relatively minor (and
temporary) impact on economic growth; in endogenous growth models the
effects can be larger, but the empirical evidence for such models is not

21 And thanks also to the complacent attitude of financial markets to the country’s massive public debt.
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particularly robust, suggesting that not too much weight should be given to
their predictions. And even if research could point to relatively large effects, we
then argued that many of these might well have occurred even without the
integration process, since economic forces would almost certainly have pushed
for freer trade, stable exchange rates, and less regulation in Europe in any case.
The ex-ante hypothesis was thus that the economic (as opposed to the political)
impact of European unification has been limited.
In a sense this argument is an application of the Coase Theorem, and as such it

is subject to all the limitations of that famous proposition. The Coase Theorem
proposes that the allocation of property rights has no implications for the
efficiency of economic outcomes, because interested parties can always make
side payments sufficient to reallocate resources and rights in a more efficient
direction. In the present instance it implies that where a particular allocation was
needed for efficiency, governments, banks, firms, and households would have
found other ways of achieving it in the absence of the EU. And where an
allocation was inefficient, governments, banks, firms, and households would
have been quick to find ways around it. But Coase’s result obtains only when
there are no liquidity constraints, no transactions costs, and no uncertainty. Yet in
Europe uncertainty was and is pervasive, transactions costs were and are far from
negligible, and agents were and are liquidity constrained. All these are reasons for
thinking that the actions of the EU and the outcomes of the integration process
have mattered for the development of the European economy.
Thus, while it would still seem to be true that the growth effects of economic

unification can never match those arising from changes in the rate of techno-
logical progress, it would appear that not everything that happened on the
economic integration front in western Europe over the last half century would
have happened anyway. Trade would no doubt have grown, but the decision to
create a Common Market – a decision that went against the interests of
powerful lobbies in most of the original six member countries – might well
not have been taken without the political drive to unification. While Europe’s
revealed preference for relatively stable exchange rates would almost certainly
have led to attempts similar to those of the “Snake” arrangements of the second
half of the 1970s or of the EMS, the move to monetary union goes well beyond
schemes to manage exchange rates. By giving up their monetary policies, the
EMU countries have ceded sovereignty in what many see as one of the principal
prerogatives of a state.22 It is inconceivable that such a step would have been
taken had there not been a strong political will to pursue integration.

22 For some EMU members, of course, that sovereignty was somewhat limited, given their financial integration with

Germany: “As European Vice President Christofferson noted in late 1989 after the Bundesbank raised its discount rate,

the other central banks of Europe had about 45 minutes of sovereignty” (quoted in Cooper 1990, p. 277).
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It is more difficult to quantify the effects of the process. The approach followed
was in the nature of a two-step assessment. First, potential channels of trans-
mission between a particular episode and economic growth were selected and
evaluated (often using estimates available in the literature). Then, we made an
attempt to see what part of those evaluations reflected genuine unification effects,
additional to what, using educated guesses, might have occurred anyway. By
design, these attempts went in the direction of minimizing the positives in an
attempt to bias the conclusions away from our priors.
The bottom line is that the growth effects stemming from exchange rate

efforts (the EMS and EMU) were limited, although for EMU the jury is still out.
The same was not true of trade, however. Both the Common Market and the
SMP probably boosted output in the EU by more than might have been
expected on the strength of the trade liberalization that was occurring in the
world at the time. A rough guess suggests that EUGDP is some 5 percent higher
today than it would otherwise have been (an impact of the EU on European
incomes similar to that Fogel found for the impact of the railroad on US
incomes). Whether this is a large or small number is ultimately for the reader
to judge.23

A final positive contribution of European unification comes from its attrac-
tiveness to non-member countries. The economic successes since the 1980s of
Spain and, to a lesser extent, Greece and Portugal may well have owed some-
thing to the strengthening of democracy and openness which membership of
the EU imposed. Even more importantly, the promise of eventual membership
that Brussels provided to eastern Europe after the fall of the Berlin Wall must
have contributed strongly to the anchoring of both democracy and economic
reform in the Accession countries. In many ways, that promise acted as an
extremely successful “structural adjustment program,” as also confirmed indi-
rectly by the much less satisfactory performances of those east European
countries that have (so far?) been left out, be this in the former Soviet Union
or in the former Yugoslavia.
The overall economic verdict is thus cautiously favorable. Integration has

clearly not been a panacea for the Continent’s economic ills, as claimed by some
of its proponents. But it has bestowed some benefits. It is difficult to see how it
could have been otherwise. After all, few would doubt that the USA’s prosperity
today owes at least something to it having been a single market and a monetary
union for many decades.

23 It is a good deal more modest than a recent estimate which suggests that the “GDP per capita of the EU would be

approximately one-fifth lower today if no integration had taken place since 1950” (Badinger 2005, p. 50), but such

estimates assume that virtual autarky would otherwise have prevailed.
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A final argument is more political in nature. According to many, the major
achievement of European unification was not a somewhat higher level of GDP,
or even monetary union, but lasting peace in western Europe. For instance,
without Franco-German reconciliation (a major by-product of economic inte-
gration), conflict would have returned to the Continent as it had always done in
the past. The most appropriate counterfactual in such a scenario would be the
Europe of the interwar years, against which what happened looks like a
spectacular improvement. Yet, however plausible this view may have seemed
to a generation that had lived through two world wars, it ignores another
political factor that, on its own, would almost certainly have made for west
European cooperation even in the absence of economic integration efforts,
namely the ColdWar. The threat of a communist take-over (particularly felt in
the 1950s in countries such as France and Italy) would surely have made
otherwise querulous nations close ranks, all the more so given the USA’s pre-
eminent role in aiding and cajoling its much poorer and weaker European
partners. Peace in post-war Europe almost certainly owes much more to Stalin
and Truman than it does to Monnet or Schuman.
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Introduction

Since the Second World War, western Europe has experienced an unprece-
dented period of growth, but its performance relative to Asia and the United
States has seemed less impressive in recent decades than in the early post-war
period. eastern Europe did much less well, as communism was unable to
sustain similar improvements over the long run and the initial years of tran-
sition to market economies proved difficult; but the region has seen rapid
growth in recent years. Against this background, variations in the performance
of individual countries also catch the eye: for example, the “Celtic Tiger” phase
of growth in Ireland and the long period of relative economic decline in the UK.
The objective of this chapter is to describe Europe’s post-war growth perform-
ance, understand its main causes and, in the process, also explore what econ-
omists, historians, and policy makers can learn about modern economic
growth from European successes and failures.
Our analysis is informed by two conceptual approaches. The first of these

focuses on the microfoundations of growth in terms of incentives to invest and
innovate, and draws on endogenous growth theory. The key ideas are captured
in Figure 12.1 which is adapted from Carlin and Soskice 2006. Here the
downward-sloping (Solow) line represents the well-known inverse steady-
state relationship between technological progress (x) and the capital intensity
of the economy (k) for a given savings rate in the neo-classical growth model.
The upward-sloping (Schumpeter) line reflects the endogeneity of technolog-
ical progress, based on the assumption that with a higher capital-(and output)
to-labor ratio a larger market makes innovation potentially more profitable.
The equilibrium rate of technological progress is established by the intersection
of these two lines and, in turn, this determines the rate of economic growth.

Schumpeter relationship (high λ) 

Schumpeter (low λ) 

Solow (high saving)

Solow relationship (low saving)

x

k
^

Figure 12.1 Endogenous growth
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Figure 12.1 implies that the rate of innovation increases when the Solow and/
or the Schumpeter line shifts upward. In the former case, this will be the result
of an increased rate of investment, which has growth rate effects, unlike the
neo-classical model in which technological progress is exogenous. In turn,
investment will respond to changes in the economic environment which affect
its expected profitability. In the latter case, the increased innovation rate will be
the result of an increase in innovative effort for any given market size, which
will reflect such changes as greater technological opportunity, lower R&D costs,
increased appropriability of returns, and intensified competitive pressure on
managers. An improvement in any one of these with no change in the rest
would give higher λ. The implication of Figure 12.1 is that the growth rate will
be affected by institutions and policies.
The second set of ideas on which we draw is that of catch-up growth in the

tradition of Abramovitz (1986). This literature highlights the fact that growth
may be very rapid in phases where countries start from a low initial level but are
able to catch up with the leaders by reducing gaps in capital intensity and
technology. This implies that scope for catch-up must be taken into account in
evaluating growth performance. Abramovitz stressed that catch-up is by no
means automatic but depends on “social capability” and “technological con-
gruence.” The former relates to the incentive structures which influence the
effective assimilation of new technology, and the latter to the cost effectiveness
of technologies that might be transferred from more advanced countries. In
terms of Figure 12.1, Abramovitz can be thought of as seeing catch-up oppor-
tunities as potentially shifting the Schumpeter line upwards, but by how much
depends on social capability and technological congruence. A phase of success-
ful catch-up growth will tend to be one in which investment is highly profitable
and will also see outward shifts of the Solow line.
The post-war history of economic growth in both western and eastern

Europe has seen different episodes with largely coincident time patterns. In
western Europe, the period 1950–73 is conventionally known as the “golden
age of economic growth”; it was followed by a period of slowdown and then, from
the mid-1990s, by the era of the “New Economy.” This gives rise to classic
questions which can usefully be addressed in the light of the theoretical
approaches outlined above. These include the following: “why did Europe
experience the golden age and why did it come to an end?”; “what accounts for
relative success and failure across countries in different periods?”; “why has
Europe failed to complete its catch-up to the United States?”; “what is different
about growth in the era of information and communications technology (ICT)?”
In eastern Europe, we can distinguish a communist “silver age” of growth

ending in the early 1970s, followed by slowdown culminating in collapse at the
end of the 1980s, and the subsequent transition to catch-up growth in a market
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economy. Here too classic questions are apparent: “why did the communist era
lead in (Abramovitzian terminology) to falling behind rather than forging
ahead?”; the linked, but distinct, question “why did the communist era end so
abruptly?”; “how does catch-up in the transition economies compare with
earlier experience elsewhere?”

European growth in long-run perspective

This section seeks to establish the basic facts of European economic growth
taking a long-run perspective and using the standard periodization employed
by Maddison (2003). We both review aggregate European performance and
offer a preliminary view of catch-up and convergence across countries.
Table 12.1 reports the combined growth performance of sixteen western

European countries, and provides comparison with the United States. Long-
run growth has been formidable: in 2005 real GDP per capita in western Europe
was about ten times the level in 1870. The growth rate has been quite variable –
the golden age of 1950–73 stands out as an era of extraordinarily rapid growth,
which in part represents recovery from a period when growth had been under-
mined by the world wars and the Great Depression. The post-golden age slow-
down period has seen growth which by pre-1950 standards looks quite good.
Table 12.1 also shows that from 1820 to 1950 real GDP per capita in the

United States pulled a long way ahead of that in western Europe, which was at
96 percent of the American level in 1820 but had fallen to 48 percent by 1950.
The golden age saw a catch-up such that by 1973 western Europe had reduced
the gap markedly and was at 68 percent of the United States level. Since 1973,
however, growth rates have been virtually the same on both sides of the
Atlantic, and the western European catch-up in real GDP per capita has stalled
while still far from complete. Most countries share in the overall European ups
and downs between periods, but there are some notable exceptions. For

Table 12.1 Levels and growth rates of real GDP per capita: western Europe and United
States ($ 1990 GK and % per year)

Western Europe United States Western Europe United States

1820 1205 1257 1820–70 0.98 1.34

1870 1962 2445 1870–1913 1.33 1.82

1913 3461 5301 1913–50 0.78 1.61

1950 4582 9561 1950–73 4.06 2.45

1973 11431 16689 1973–2005 1.86 1.91

2005 20589 30519

Sources: GGDC 2007; Maddison 2003, updated from website.
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example, the first industrial nation, the UK, saw growth slow down in the late
nineteenth century; Norway, Sweden, and Switzerland escaped the worst effects
of war and had relatively strong growth in the 1913–50 period; while Ireland
spectacularly bucked the trend to slow down in the late twentieth century. The
long run has seen some notable changes in the rank order of countries, most
obviously the relative decline of the UK.
Table 12.2 shows that the ratio of real GDP per capita in the top compared

with the bottom country has fallen since 1950, so that in 2005 it was about 2,
while eleven countries were clustered within 9 percent of the median. There has
been a clear tendency towards β-convergence since 1950 such that, on average,
countries with low initial income levels have grown more quickly. Generally
speaking, however, over the long run countries in southern Europe have
persistently had relatively low levels of real GDP per capita. On the other
hand, peripherality now appears to be less of a handicap – in some cases at
least, as the rise of Ireland and Norway confirms.1

Table 12.3 presents data comparable to Table 12.1 for the aggregate of
eastern European countries for whichMaddison 2003 and GGDC 2007 present
long-run estimates, and also for Russia/USSR. In eastern Europe over the long
period since 1870 real GDP per capita has risen by less than in the west, about
seven times (five times in Russia) compared with ten times. Levels of real GDP
per capita have always been well below those in western Europe and over time
the gap has widened, especially since 1973. Obviously, this was partly attribut-
able to the collapse in output at the end of the communist period and the delay
before catch-up growth started in the transition economies, but slow growth
was also very much the case in the 1970s and 1980s. In the golden age, however,
communism delivered growth rates only a little below those in western Europe,
although this is not so impressive once the much greater scope for catch-up is
taken into account.
The USSR was clearly always a long way below the United States in terms of

real GDP per capita – about 30 percent in 1950 and 36 percent in 1973 – and,
despite a promising start, in the golden age only reduced the gap very slowly.
The growth rate of 3.35 percent per year for this period reported in Table 12.3
compares quite unfavorably with the achievements of western European
countries like Italy or Spain, which started out with relatively low income levels.
A similar point emerges in Table 12.4, where Czechoslovakia is seen to have
grown at 3.08 percent per year – almost 2 percentage points per year lower
than Austria. At the end of the “silver Age” in 1973, all countries except

1 Measured in terms of real GDP per capita, the figure for Ireland in 2005 was $ 27,295, i.e., just ahead of Norway. However,

Irish GDP is distorted by transfer pricing encouraged by the corporate tax rules, and GNP is a more appropriate measure

for recent performance (Cassidy 2004).
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Czechoslovakia were below Ireland, which at that time had the lowest level of
real GDP per capita in the west. In 2005, East Germany was just below Portugal,
then the lowest western European country.
Table 12.5 provides estimates of cross-section equations of the form:

GYP ¼ aþ bðY=PÞ0

Table 12.2 Levels and rates of growth of real GDP per capita in western European
countries ($ 1990 GK and % per year)

1950 1973 1950–73

Switzerland 9064 18204 3.08

Denmark 6943 13945 3.08

UK 6939 12025 2.42

Sweden 6739 12494 3.06

Netherlands 5971 13081 3.45

Belgium 5462 12170 3.54

Norway 5430 11324 3.24

France 5271 13114 4.04

West Germany 4281 13153 5.02

Finland 4253 11085 4.25

Austria 3706 11235 4.94

Italy 3502 10634 4.95

Ireland 3453 6867 3.03

Spain 2189 7661 5.60

Portugal 2086 7063 5.45

Greece 1915 7655 6.21

1973 2005 1973–2005

Switzerland 18204 22972 0.74

Denmark 13945 24116 1.73

Sweden 13494 22912 1.68

West Germany 13153 20576 1.41

France 13114 22240 1.67

Netherlands 13081 22531 1.72

Belgium 12170 21953 1.87

UK 12025 22417 1.96

Norway 11324 27219 2.78

Austria 11235 22036 2.13

Finland 11085 22121 2.18

Italy 10634 19252 1.88

Spain 7661 18166 2.74

Greece 7655 14868 2.10

Portugal 7063 13954 2.15

Irelanda 6867 23019 3.84

aThe Irish figure is for GNP in 2005

Sources: GGDC 2007; and West Germany from Statistisches Bundesamt Deutschland 2007.
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where GYP is the rate of growth of real GDP per capita and (Y/P)0 is the level of
real GDP per capita at the start of the periodmeasured as a percentage of that in
the leading country. Since no other variables are included, this is an uncondi-
tional convergence regression in which the null hypothesis of no β-convergence
is rejected by a significant negative coefficient on (Y/P)0. Unlike earlier periods,
β-convergence is evident in the 1950–73 period and less evident after 1973; the
estimates imply a rate of convergence of a little over 2 percent per year in the
golden age, but 1.5 percent per year thereafter.

Table 12.3 Levels and rates of growth of real GDP per capita in eastern Europe and
Russia/USSR ($ 1990 GK and % per year)

Eastern Europe Russia/USSR Eastern Europe Russia/USSR

1820 683 688 1820–70 0.63 0.63

1870 937 943 1870–1913 1.39 1.06

1913 1695 1488 1913–50 0.60 1.76

1950 2111 2841 1950–73 3.81 3.35

1973 4988 6059 1973–2005 1.14 0.14

2005 7174 6336

Source: GGDC 2007; Maddison 2003.

Table 12.4 Levels and rates of growth of real GDP per capita in eastern European
countries ($ 1990 GK and % per year)

1950 1973 1950–73

Czechoslovakia 3501 7041 3.08

Hungary 2480 5596 3.60

Poland 2447 5340 3.45

East Germany 2102 5753 4.47

Bulgaria 1651 5284 5.19

Yugoslavia 1551 4361 4.59

Romania 1182 3477 4.79

Albania 1001 2273 3.62

1973 2005 1973–2005

Czechoslovakia 7041 10704 1.32

East Germany 5753 13800 1.56

Hungary 5596 8857 1.45

Poland 5340 8476 1.46

Bulgaria 5284 7147 0.96

Yugoslavia 4361 5582 0.79

Romania 3477 3992 0.44

Albania 2273 3476 1.34

Sources: GGDC 2007; and Statistisches Bundesamt Deutschland 2007.
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When eastern European observations are added to the cross-section
the estimated coefficient on initial income is virtually the same, but for the
post-1950 periods an eastern European dummy variable is significantly neg-
ative. The regression confirms the point made earlier: communist countries
underperformed in the golden age and, allowing for initial income levels, their
growth was about 1.3 percentage points lower than that of their western
European counterparts.
In Table 12.6, the regression analysis of unconditional convergence is

repeated using data on regional GDP per capita in western Europe. Not
surprisingly, the basic results are very similar to those obtained in Table 12.5.
Again, unconditional β-convergence is observed in both periods, but at a slower
rate after 1973. When country dummy variables are added to the regression, it
is interesting to note that estimated coefficients suggest quite large differences
among growth outcomes in the golden age, though not post-1973. Normalizing
for scope for catch-up, West Germany, Spain, and Italy seem to have over-
performed and the United Kingdom to have underperformed.

Growth accounting estimates

Growth accounting can be used to benchmark the sources of growth by
imposing a standard production-function formula. This allows comparisons
both among countries and over time and is a useful diagnostic for the

Table 12.5 Unconditional convergence regressions: eastern and western Europe

1950–73 1973–2005

Western Europe

Constant 6.340 4.091

(14.519)) (9.450)

Initial GDP/capita as % USA −0.045 −0.030
(−5.572) (−4.898)

R2 0.667 0.605

Western and eastern Europe

Constant 6.468 3.858

(15.309) (8.397)

Initial GDP/capita as % USA −0.047 −0.027
(−6.442) (−4.096)

Eastern Dummy −1.334 −2.084
(−3.932) (−6.374)

R2 0.643 0.637

Source: own calculations based on data in Tables 12.2 and 12.4; t-statistics in parentheses.
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evaluation of growth performance. The traditional methodology is based on a
Cobb–Douglas production function:

Y ¼ AK�L�

and the Solow residual measure of total factor productivity (TFP) growth is
computed as:

�A=A ¼ �Y=Y� sK�K=K� sL�L=L

where sK and sL are the factor income shares of capital and labor, respectively,
which are taken to be 0.35 and 0.65 in the benchmarked studies reported below.
The contribution of labor force growth can be refined by taking labor quality
into account rather than simply measuring the crude quantity of labor. So it is
quite standard to take account of the education of the labor force by converting
years of schooling per worker into an augmented labor input.
The basic growth accounting equation can be converted into an expression

that accounts for the rate of growth of labor productivity as follows:

Table 12.6 Unconditional convergence regressions: western European regions

1950–73 1950–73 1950–73 1973–2005 1973–2005 1973–2005

Constant 6.660 5.292 5.633 3.218 2.340 2.419

(39.755) (17.567) (13.926) (19.608) (9.731)

Initial GDP/capita −0.051 −0.029 −0.035 −0.019 −0.008 −0.011
% leader (–14.487) (–7.521) (–6.294) (–7.870) (–3.396) (–3.396)

Spain 0.920 0.826 0.793 0.660

(3.537) (2.975) (4.243) (3.350)

West Germany 1.046 0.917 −0.229 −0.265
(4.346) (3.683) (–1.247) (–1.514)

UK −0.833 −0.798 0.195 0.082

(–3.539) (–3.198) (1.088) (0.469)

France 0.169 0.167 −0.044 −0.028
(0.766) (0.765) (–0.263) (–0.176)

Italy 0.716 0.645 0.085 0.023

(3.017) (2.661) (0.492) (0.131)

Density 0.0002 0.0002

(1.895) (2.930)

Distance to −0.0001 0.0001

Luxembourg (–0.462) (0.807)

R2 0.713 0.870 0.873 0.420 0.662 0.696

Sources: own calculations based on GDP per capita relative to national average for France, Italy, Netherlands,

Spain, the UK, and West Germany for set of same eighty-five regions obtained from Molle 1980, Martı́nez-

Galarraga 2007, and Eurostat, Regional Statistics, various issues. These relativities were then applied to national

estimates for real GDP per capita reported in Table 12.2. Density (= population/land area) was calculated from

the same sources. Distances to Luxembourg are from www.mapcrow.info plus intercept of 100 km. t-statistics in

parentheses.
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�ðY=LÞ=ðY=LÞ ¼ sK�ðK=LÞ=ðK=LÞ þ�A=A

i.e., in terms of contributions from capital deepening and TFP growth.
It should be noted that TFP does not equate to technological progress even

though the latter is a major component of the former. Two important reasons
for this are improvements in the efficiency with which inputs are used and
economies of scale, which both show up in the Solow residual. Slightly less
obvious is that the underlying rate of technological progress may not feed
through into productivity improvements, because the economy does not always
operate at optimal capacity owing to adjustment costs and fixed factors of
production.
In episodes of catch-up growth, strong labor productivity growth is based on

a combination of substantial capital deepening and rapid TFP growth from a
starting point where capital per worker and, especially, the level of TFP are both
relatively low. The former reflects a history of a shortfall of savings and invest-
ment; the latter is partly a consequence of technology gaps, but also partly of
inefficient use of factors of production.
Table 12.7 reports growth accounting estimates for the sources of economic

growth in western European countries in three periods: the latter part of the
golden age, the subsequent period of slowdown, and the recent past when ICT
became important. The golden age era of rapid catch-up was indeed a period
when both capital deepening and TFP growth contributed greatly to labor
productivity growth. In fact, in the majority of countries TFP growth made
the larger contribution. This was not based to any significant extent on domes-
tic R&D but rather on a combination of technology transfer, structural change,
economies of scale, and fuller utilization of factors of production as post-war
reconstruction was completed (Temin 2002).
Similar estimates are not generally available for eastern European countries,

but it is possible to construct crude estimates for the USSR. As Table 12.7
shows, the striking feature of catch-up growth in the communist world is that,
if standard growth accounting assumptions are adopted, it relied much more
on “extensive growth.” While the capital deepening contribution to growth in
the golden age was similar or a bit lower, TFP growth was decidedly inferior,
such that its contribution was very weak compared with countries like Ireland
or Italy with similar catch-up potential.2 A comparison between Tables 12.7
and 12.8 shows that catch-up growth in golden age western Europe owed a

2 It has been suggested that this may be an artefact of the methodology, and that the USSR is better described in terms of a

production function with a very low elasticity of substitution between capital and labor and thus severely diminishing

returns to capital (Weitzman 1970). Allen (2003) provides a convincing rebuttal of this claim, noting that the technological

possibilities were similar in west and east and that there is clear evidence of massive waste of capital in the Soviet system,

which implies that standard benchmarking is appropriate.
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Table 12.7 Contributions to labor productivity growth: western Europe, USA, East
Germany, and USSR (% per year)

Capital

deepening

Human capital

deepening

TFP Labor productivity

growth

1960–70

Austria 2.39 0.18 2.90 5.47

Belgium 1.36 0.42 2.33 4.11

Denmark 2.15 0.13 1.25 3.53

Finland 1.66 0.37 2.64 4.67

France 2.02 0.29 2.62 4.93

West Germany 2.10 0.23 2.03 4.36

Greece 3.63 0.26 4.45 8.34

Ireland 1.78 0.22 2.21 4.21

Italy 2.39 0.36 3.50 6.25

Netherlands 1.43 0.74 0.89 3.06

Norway 1.18 0.48 1.80 3.46

Portugal 2.05 0.35 3.99 6.39

Spain 2.45 0.38 3.73 6.56

Sweden 1.34 0.19 2.40 3.93

Switzerland 1.40 0.40 1.37 3.17

UK 1.45 0.17 1.24 2.86

USA 0.03 0.43 1.54 2.00

East Germany 1.10 n/a 1.71 2.81

USSR 1.84 n/a 0.90 2.74

1970–90

Austria 1.32 0.22 1.00 2.54

Belgium 0.96 0.18 1.38 2.52

Denmark 0.82 0.24 0.02 1.08

Finland 0.98 0.62 0.90 2.50

France 1.28 0.36 0.84 2.48

West Germany 0.79 0.40 0.69 1.88

Greece 1.24 0.50 0.06 1.80

Ireland 1.47 0.38 1.18 3.03

Italy 0.98 0.32 1.22 2.52

Netherlands 0.72 0.25 0.65 1.62

Norway 0.90 0.70 0.84 2.44

Portugal 0.90 0.44 1.01 2.35

Spain 1.54 0.37 1.13 3.04

Sweden 0.67 0.36 0.27 1.30

Switzerland 0.72 0.30 −0.38 0.64

UK 0.83 0.32 0.74 1.89

USA 0.24 0.41 0.43 1.08

East Germany 1.05 n/a 0.75 1.80

USSR 1.14 n/a −0.06 1.08

1990–2003

Austria 0.86 0.27 0.37 1.50

Belgium 0.76 0.25 0.26 1.27

Denmark 0.72 0.19 0.95 1.86

Finland 0.49 0.31 1.49 2.29
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good deal more to TFP growth and less to capital deepening than was the case
in the East Asian Tigers from the 1960s through the 1980s.
Table 12.7 reveals that the slowdown in labor productivity growth in

western Europe after the golden age reflected declines in both capital deepening
and TFP growth in every country, the latter being generally more important.
The unweighted average decrease between 1960–70 and 1970–90 was 1.00
percentage points per year for the capital deepening contribution, but 1.75
percentage points per year for TFP growth, which was largely the result of the
evaporation of transitory components mentioned above. In the Soviet Union,
TFP growth turned slightly negative, but the decline in labor productivity
growth owed almost as much to a reduction in the contribution from capital
deepening.
In the most recent period, 1990–2003, Table 12.7 shows a considerable

diversity in performance among western European countries. Nine of these
sixteen countries were no longer catching up with the United States in terms of
labor productivity, and in eleven of them TFP growth was below that of the
United States. While both capital deepening and TFP growth recovered from
the lows seen in 1970–90 in the United States, they fell further in the majority of
western European countries, though with some notable exceptions with regard

Table 12.7 (cont.)

Capital

deepening

Human capital

deepening

TFP Labor productivity

growth

France 0.58 0.27 0.13 0.98

Germany 0.76 0.17 0.60 1.53

Greece 0.61 0.35 1.25 2.21

Ireland 0.49 0.26 2.24 2.99

Italy 0.60 0.38 0.14 1.12

Netherlands 0.26 0.28 0.07 0.61

Norway 0.31 0.21 1.81 2.33

Portugal 1.13 0.47 −0.31 1.29

Spain 0.63 0.37 −0.37 0.63

Sweden 0.73 0.44 1.16 2.33

Switzerland 0.60 0.08 −0.23 0.45

UK 0.91 0.41 0.74 2.06

USA 0.90 0.10 0.82 1.82

Note: All estimates based on Δ(Y/L)/(Y/L) = αΔ(K/L)/(K/L) + βΔ(HK/L)/(HK/L) + TFP growth

assuming α =0.35; for USSR human capital deepening is subsumed in TFP.

Sources: estimates from Bosworth and Collins 2003, updated from website, except for USSR

which is derived from data underlying Allen 2003, Figure 10.2, and, for employment, Harrison

1998c, both kindly supplied by the authors; East Germany is derived from Ritschl 1996, adjusted

for revisions to labor productivity growth as reported in GGDC2007. Irish estimates are adjusted to

GNP basis.

Table 12.7 (cont.)
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to TFP growth, including the Scandinavian countries, Greece, Ireland, and the
UK. More detailed growth accounting confirms that these outcomes are quite
closely related to differential success in exploiting the opportunities of the ICT
era (Timmer and van Ark 2005), a theme which will be explored below
(pp. 323–7).
Finally, Table 12.9 reports growth accounting estimates for the transition

economies of eastern Europe starting from the mid-1990s. Labor productivity
growth in the countries which have now joined the EU is still quite modest
relative to the rates achieved by western European countries in the golden age,
except in the Baltic countries. These outcomes seem to result more from TFP
growth than from capital deepening contributions, although it should be noted

Table 12.8 Contributions to labor productivity growth: East Asian Tigers (% per year)

Capital

deepening

Human capital

deepening

TFP Labor productivity

growth

1960–90

Singapore 3.34 0.31 1.32 4.97

South Korea 2.84 0.80 1.42 5.06

Taiwan 3.17 0.60 2.30 6.07

1990–2003

Singapore 1.76 0.82 0.93 3.51

South Korea 2.40 0.46 0.95 3.81

Taiwan 2.67 0.34 1.75 4.76

Source: derived as in Table 12.7 from Bosworth and Collins 2003, updated on website.

Table 12.9 Contributions to labor productivity growth: eastern Europe (% per year)

Capital

deepening

Human capital

deepening

TFP Labor productivity

growth

1996–2006

Czech Republic 2.1 n/a 1.1 3.2

Estonia 3.1 n/a 4.3 7.4

Hungary 1.8 n/a 1.7 3.5

Latvia 2.7 n/a 3.9 6.6

Lithuania 2.1 n/a 4.1 6.2

Poland 1.9 n/a 2.5 4.4

Slovakia 2.3 n/a 1.5 3.8

Slovenia 2.0 n/a 1.8 3.8

CIS 2.0 n/a 3.7 5.7

Russia 1.3 n/a 2.7 4.0

Source: derived from data in Iradian 2007, imposing same benchmarking assumptions as in

Table 12.7 with human capital subsumed in TFP.
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that the data used to construct these estimates are more than usually imperfect.
TFP growth in CIS countries has been relatively strong. In this region, strong
TFP growth probably reflects a bounce back from an earlier output collapse,
similar to post-war reconstruction but on a much larger scale, with in some
cases (including Russia), a strong impetus from a high price of oil (Iradian
2007).

The golden age

From the late 1940s to the mid-1970s, growth in Europe was exceptional but
performance was not uniformly good. This raises two questions which this
section addresses, namely:

(1) What explains the golden age?
(2) What accounts for relative success and failure during the golden age?

In fact, examining the latter question gives further insight into the former, as
the variance in growth outcomes is quite informative.
Western Europe had endured two world wars and the interwar depression,

and so in 1950 many countries were well below the income level that a
continuation of pre-1914 trend growth would have predicted. Recovery, and
the correction of policy errors such as the disastrous protectionism of the
interwar period, had the potential to deliver a phase of rapid growth.
International economic relations would be different under the auspices of the
Bretton Woods Agreement and the Marshall Plan from what they had been
under the League of Nations and the Treaty of Versailles.
It is widely recognized that the BrettonWoods era of international monetary

system, which coincided with the golden age, was a period when macroeco-
nomic fluctuations were relatively gentle, and it has been argued that this
provided a highly favorable context for rapid post-war growth (Boltho 1982).
Theory is ambiguous about this claim, however, and economists have struggled
to identify robust effects of output volatility on growth (Norrbin and Yigit
2005).
Rapid catch-up growth was, however based on more than this. The golden

age can be seen as a period when western European growth was augmented by
enhanced “social capability” and “technological congruence” (Abramovitz and
David 1996). In terms of Figure 12.1, better institutions and policies promoted
favorable shifts in both the Solow and Schumpeter lines.
The relative importance of these factors varied over time, as is revealed by the

cross-country growth regressions in Temin 2002. In the 1950s, countries with
relatively large scope for post-war reconstruction (e.g., West Germany) grew
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relatively quickly; in both the 1950s and early 1960s, countries with large
agricultural sectors (e.g., Italy) performed relatively well, but after 1965 ortho-
dox reduction of capital to labor and technology gaps took center stage.
The results from long-run time-series analysis of the “Janossy Hypothesis”

obtained by Mills and Crafts (2000) confirm and extend these conclusions.
Janossy (1969) maintained that the phase of super growth after the Second
WorldWar was based simply on a reversion to the pre-1914 trend growth path.
This was shown to be incorrect, in that in all western European countries real
GDP per capita was above the pre-1914 trend line by the end of the golden age.
However, in the most war-affected economies – Austria, France, Netherlands,
and West Germany – there is clear evidence of a slowdown in growth from the
late 1950s.
The role of theMarshall Plan, whereby the United States provided $13 billion

of grant aid to western Europe in the period 1948–51, has been the subject
of significant research. It is now generally agreed that the direct effects were of
little importance in the launching of the golden age. The investment rate
was raised by perhaps 1 percent of GDP, but basic growth economics suggests
that would have only a modest impact on growth and that there is no reason to
think that the alleviation of supply bottlenecks mattered much either
(Eichengreen and Uzan 1992).3

If the Marshall Plan had any substantial effects, they came through indirect
channels. DeLong and Eichengreen (1993) suggest that it was a highly successful
structural adjustment program –muchmore so than those designed by theWorld
Bank in the 1980s and 1990s. These indirect effects worked through conditionality
that changed the environment in which economic policy was made, both by
strengthening commitments to the market economy and trade liberalization and
by facilitating social contracts that underpinned high investment.
Trade liberalization can be expected to raise income levels by more than

just the traditional welfare triangle effect. In addition, there may be positive
impacts from greater investment, more technology transfer, intensified com-
petition, and the realization of both internal and external economies of scale.
Whether or not these have permanent effects on the growth rate, there is strong
evidence that they have raised the level of income. Badinger (2005) finds that
the process of European integration from the 1950s meant that European
incomes were 26 percent higher in 2000. His index of integration shows that
the strongest impact was felt between the late 1950s and the early 1970s, when
about 55 percent of the initial trade barriers were eliminated through the

3 Using standard neo-classical assumptions, with an initial capital to output ratio of around 2 and an output elasticity of

0.35, the growth effect of an increase in the investment rate of 1 percent of GDP would have been less than 0.2 percentage

points per year.
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establishment of the European Community, EFTA, and the Kennedy Round of
GATT. The implication was an increase of the European growth rate of around
1 percent per year during this period.
External trade liberalization and the increased integration of the European

market were factors that speeded up technology transfer and helped Europe to
reduce the technology gap with the United States (Madsen 2007). There was
more to it than this, however. Nelson and Wright (1992) also stressed the
greater cost effectiveness of American technology in Europe, the increasing
codification of technological knowledge, and increases in European technolog-
ical competence based on increased investments in human capital and R&D.
Even the most technologically advanced European countries were still obtain-
ing over 40 percent of their technological progress from American research in
the 1980s (Eaton and Kortum 1999).
In turn, it would be incorrect to see rapid TFP growth in golden age Europe

as simply a reflection of technology transfer. Improvements in resource allo-
cation played an important part, most notably in the context of a contraction of
agricultural employment. Orthodox shift-share analysis does not capture this
adequately, because it assumes that productivity growth rates in each sector
would be unaffected by the absence of structural change, whereas rapid pro-
ductivity advance in agriculture was predicated on the transfer of surplus labor
out of small-scale family farms. Table 12.10 quantifies the contribution of

Table 12.10 Contribution of structural change to labor productivity growth,
1950–73 (% per year)

Orthodox

measure

Broadberry

measure

Denmark 0.24 1.10

UK −0.12 0.31

Sweden 0.00 0.60

Netherlands −0.31 0.29

France 0.00 0.52

West Germany 0.18 0.77

Italy 0.83 1.77

Spain 0.80 1.77

Note: The orthodox approach assumes that the contribution of structural change

equals ΔAO/AO – ∑ΔAi/Ai*Ai/AO*Si where A is labor productivity, S is share of

employment, and subscripts o and i stand for the whole economy and sector i,

respectively (Nordhaus 1972). Broadberry (1998) modified this so that labor

productivity growth in declining sectors wasmeasured using the overall rate of labor

force growth, not the sectoral rate.

Source: derived from data in van Ark 1996 using a three-sector (agriculture, industry,

services) decomposition where agriculture is assumed to be the declining sector.
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structural change to labor productivity growth using the method proposed by
Broadberry (1998), which implies that this had a major impact in Italy and
Spain and a quite sizeable impact in France and West Germany.
Jerzmanowski (2007) provides a decomposition of TFP gaps between

European countries and the United States which shows that while these gaps
were still quite large in 1960, they were primarily due to shortfalls in efficiency
rather than technology gaps. By 1985, big reductions in these efficiency gaps
accounted for a good part of European catch-up. This tends to confirm both the
importance of improvements in resource allocation and the fact that American
technology was appropriate for early post-war western Europe.
Themost striking hypothesis to explain enhanced social capability in post-war

western Europe is that of Eichengreen (1999a), who argued that high investment
rates (which allowed successful exploitation of catch-up opportunities) were
facilitated by successful social contracts that sustained wage moderation by
workers in return for high investment by firms. These “corporatist” arrange-
ments provided institutions to monitor capitalists’ compliance and centralized
wage bargaining, which protected high-investment firms and prevented free-
riding by sub-sets of workers. In addition, the state provided “bonds,” in the form
of an expanded welfare state, that would be jeopardized if labor defected on the
agreements. The central foundation of a high investment/wage moderation
equilibrium is that both sides are willing to wait for jam tomorrow.
It is certainly true that corporatist industrial relations were quite widespread

in the golden age. Crouch (1993) puts Austria, Belgium, the Netherlands,
Switzerland, West Germany, and the Scandinavian economies in this category.
France and Italy, while not adopting the corporatist model as such, nevertheless
enjoyed some of its advantages due to direct government intervention in the
wage-bargaining process in the technologically advanced sectors where state-
owned companies prevailed, thus providing guidelines to the overall wage-
setting process (Toniolo 1998). The latter was, as in the corporatist countries, to
a large extent centralized. Two of the most obvious “failures” of the golden age,
Ireland and the UK, did not succeed in establishing these institutions, having
strong but decentralized collective bargaining. But centralized wage bargaining
does not appear to have been correlated with faster growth, ceteris paribus
(Crafts 1992b). This is, however, at best, a crude test of the Eichengreen
hypothesis on which the jury is still out.
A glance at Table 12.2 shows a strong inverse correlation between the level of

real GDP per capita in a country in 1950 and its growth rate during the golden
age, as would be expected given the evidence of unconditional convergence in
this period. However, Table 12.2 also points to countries which appear to have
done rather better or worse than their initial income might predict, and these
do indeed include West Germany in the former and Ireland and the UK in the
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latter category. The residuals from the regression of Table 12.5 are +0.68 for
West Germany and –1.70 and –0.68 for Ireland and the UK, respectively. Thus
the diagnosis is that the UK could not have grown as fast as Italy or Spain,
which had greater scope for catch-up, but should have been able to match
Denmark or Sweden, while Ireland’s growth might have been similar to that of
Italy rather than Switzerland.
Going beyond the Eichengreen hypothesis, does the literature on these

countries suggest further reasons for their apparent success or failure? In
particular, is it possible to understand this in terms of the microfoundations
of growth? Ireland is a particularly interesting case because the poor growth
performance of the golden age was followed from the late 1980s by the famous
Celtic Tiger phase of very rapid catch-up growth. Analysis of the reasons for
this acceleration is also, either explicitly or implicitly, analysis of the reasons for
Ireland’s golden age failure.
It seems clear that the issues relate primarily to Irish economic policy rather

than to peripherality, which Table 12.6 suggests was not an adverse factor. The
most obvious initial error, which was corrected in the 1960s and 1970s, was to
delay trade liberalization and instead pursue policies of import substitution
(Ó Gráda and O’Rourke 1996). More than this, from the late 1960s, Ireland
adopted a series of policies that facilitated technology transfer by attracting
foreign direct investment (FDI) which could use Ireland as a platform from
which to export, and thus to create a favorable shift in the Schumpeter line of
Figure 12.1. These included a very generous corporate tax regime and a big
(belated) upgrade in the educational standards of the Irish labor force. When
macroeconomic stablization was achieved in the late 1980s in the context of a
social contract, the ingredients for the Celtic Tiger were in place (Barry 2002).
With regard to West Germany and the UK, there were important differences

in institutions and policies during the golden age. First, it is clear that West
Germany was much more successful at human and physical capital accumula-
tion. In 1973, capital per hour worked in West Germany was 35 percent above
the UK level and in 1978/9 only 34.5 percent of West German workers were
low skilled compared with 72.8 percent in the UK (O’Mahony 1999). This strong
record of accumulation was based on corporatist institutions that incentivized
vocational training, and an “insider” financial system that fostered relationship-
specific long-term investments (Carlin 1996). Secondly, there was a major differ-
ence between the two countries in terms of industrial relations. Whereas West
Germany established a system of industrial unions, multiple unionism was quite
prevalent in the UK. Multiple unionism makes the “hold-up problem” for
investments in fixed capital much more serious and encourages free-riding by
unions; Bean and Crafts (1996) show that multiple unionism imposed a signifi-
cant penalty in terms of productivity growth on the UK. Third, competition
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was relatively weak in the UK compared with West Germany, partly because
the UK was slow to liberalize external trade and partly because competition
policy was a low priority and badly designed. Price–cost margins were much
higher and supernormal profits more persistent in the UK than in West
Germany (Crafts andMills 2005; Geroski and Jacquemin 1988). This mattered
because UK firms suffered more from the agency problems that arise from
separation of ownership and control, and to which competition is the anti-
dote.4 The UK evidence is that weak competition in the absence of a dominant
external shareholder was associated with markedly inferior productivity per-
formance (Nickell, Nicolitsas, and Dryden 1997).5 In terms of the growth
economics of Figure 12.1, West Germany was better placed than the UK.
The picture of golden age growth in western Europe that has emerged is as

follows. First, the era was one of strong β-convergence. Second, fast growth was
partly based on opportunities to recover from earlier adverse shocks and policy
errors, but it is clear that European growth involved more than just that; both
capital-to-labor and TFP gaps with the United States were considerably
reduced over a prolonged period. Third, as modern growth economics stresses
and as comparisons across European countries confirm, incentive structures
mattered for growth performance.
The performance of eastern European economies during their silver age was

less impressive, even though growth was rapid by historical standards. The
diagnostics developed earlier reflect this. The regression of Table 12.5 suggested
that there was a growth shortfall of about 1.3 percentage points, and the growth
accounting of Table 12.7 points to weak TFP growth as a key reason.
Closer examination of growth in the USSR helps explain this outcome and

also highlights important themes in the western European experience.
Following the Second World War, the Soviet economy grew much as the
Janossy hypothesis would predict, albeit with a modest trend growth in labor
productivity. Worrying signs of a serious retardation in productivity growth on
top of a Janossy-type slowdown did not appear until the 1970s (Harrison
1998c). The Soviet economy succeeded in producing “extensive growth,” in
that the investment/GDP ratio roughly doubled between 1950 and the early
1970s to just under 30 percent and the capital stock grew at about 8.5 percent
per year in this period (Ofer 1987). Diminishing returns to capital accumu-
lation (a rapidly rising marginal capital to output ratio), exacerbated by slow

4 West Germany relied much less on public joint stock companies where these issues are likely to matter most. German

companies almost always had shareholders owning 25 percent of the company, whereas in the UK only a small percentage

did (Carlin 1996, p. 488). It should be noted that it is ownership concentration, not bank shareholdings per se, that delivers

good performance (Edwards and Nibler 2000).
5 In the one instance where UK competition policy was made considerably tougher – the 1956 Restrictive Practices Act

which addressed the widespread cartelization that prevailed at the time – there was a marked improvement in productivity

in the sectors which were collusive prior to the legislation (Symeonidis 2008).
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TFP growth, implied that the rate of capital stock growth delivered by a given
investment rate was falling over time.
Relatively low TFP growth was not the result of inadequate volumes of R&D,

which by the 1970s was very high by world standards at around 3 percent of
GDP. Rather the problem lay in the incentive structures that informed innova-
tion at the firm level. This was a classic case of a failure in terms of “social
capability.” The planning system rewarded managers who achieved production
targets in the short term rather than those who found ways to reduce costs or
improve the quality of output over the long term. The balance of risk and reward
was inimical to organizational and technological change, and the “kicking foot”
of competition was absent (Berliner 1976). The Schumpeter line of Figure 12.1
was subject to a major adverse shift compared with western economies.

The post-golden age slowdown

After the early 1970s growth slowed down quite markedly right across Europe.
The end of the golden age had a number of unavoidable aspects, including the
exhaustion of transitory components of fast growth such as post-war recon-
struction, diminishing returns to investment as the post-war boom went on,
and reduction in the scope for catch-up as the gap with the leader narrowed
and, in addition, growth of real GDP per capita in the United States weakened.
In the east, the problems of slowdown became so acute as to trigger a regime-
changing collapse.
On closer inspection, however, the story is clearly more complex and the

context in which growth took place was changing. By 1973, deindustrializa-
tion had begun in much of western Europe and in the ensuing decades it
became general (cf. Table 12.11); increasingly, the key to successful growth
performance was going to reside in services rather than the manufacturing
sector. This tendency was intensified by the rapidly increasing integration of
world markets (globalization) and the switch of world industrial production
and exports from Europe to Asia. And, since there was less scope for catch-up,
slowdown was exacerbated by a sharp fall in the rate of catch-up, as reflected in
the smaller coefficients on the initial income term in the regressions reported in
Tables 12.5 and 12.6. Although the lower-income countries of western Europe
continued to grow more quickly, in western Europe as a whole, since the early
1970s, catch-up has stalled with real GDP per capita at only about two thirds of
the American level (Table 12.1). It is also noticeable that the pattern of relative
success and failure changed after the golden age: for example, growth perform-
ance in Ireland has improved dramatically whereas that of France, Germany,
and Italy has deteriorated.
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Table 12.11 Sectoral employment shares

Agriculture Industry Services

1950

Austria 32.3 37.1 30.6

Belgium 12.2 48.9 38.9

Denmark 25.1 33.3 41.6

Finland 46.0 27.7 26.3

France 31.5 31.8 36.7

Germany 23.2 42.9 33.9

Greece 48.2 19.3 32.5

Ireland 39.6 24.4 36.0

Italy 42.2 32.1 25.7

Netherlands 17.8 38.4 43.8

Norway 25.9 36.9 37.4

Portugal 48.4 25.1 26.5

Spain 48.8 25.1 26.1

Sweden 20.3 40.9 38.8

Switzerland 16.5 46.6 36.9

UK 5.3 48.8 45.9

1974

Austria 13.0 44.8 42.2

Belgium 3.8 41.0 55.2

Denmark 9.6 32.3 58.1

Finland 16.3 36.1 47.6

France 10.6 39.4 50.0

Germany 7.0 46.7 46.3

Greece 36.0 27.8 36.2

Ireland 22.8 32.6 44.6

Italy 17.5 39.3 43.2

Netherlands 5.7 35.9 58.4

Norway 10.6 34.3 55.1

Portugal 34.9 33.8 31.3

Spain 23.2 37.2 39.6

Sweden 6.7 37.0 56.3

Switzerland 7.5 44.3 48.2

UK 2.8 42.0 55.2

2004

Austria 5.0 27.8 67.2

Belgium 2.0 24.9 73.1

Denmark 3.1 23.7 73.2

Finland 4.9 25.7 69.4

France 3.5 23.0 73.5

Germany 2.4 31.0 66.6

Greece 12.6 22.5 64.9

Ireland 6.4 27.7 65.9

Italy 4.5 31.0 64.5

Netherlands 3.0 20.3 76.7

Norway 3.5 20.9 75.6
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With regard to labor productivity, although here too there was a marked
drop in the size of the catch-up term in growth regressions (Crafts 2007),
western European countries continued to narrow the gap with the United
States until themid-1990s, as Table 12.12 shows. However, the growth account-
ing estimates of Table 12.7 show that this was despite very big reductions in the
contribution of capital deepening (the median fell to 1.0 from 2.0 percent per
year in 1970–90 compared with 1960–70) and, especially, in TFP growth (the
median fell from 2.5 to 0.9 percent per year).
This description prompts the following questions:

(1) What accounts for the differing trends in GDP per capita and labor
productivity vis-à-vis the United States?

(2) Why did the European growth slowdown go beyond what was unavoidable?
(3) Why was the slowdown so much more serious for eastern Europe?

The short answer to the first of these questions is that, since the golden age, on
average, Europeans work less than Americans (cf. Table 12.13), in particular,
because they have more unemployment, longer holidays, and in some areas (e.g.,
Italy) lower female participation in the labor force. The implications for eco-
nomic welfare depend on the extent to which shorter work years for the
employed are attributed to distortions from tax (Prescott 2004) or from collective
bargaining (Alesina, Glaeser, and Sacerdote 2005) rather than different prefer-
ences (Blanchard 2004). The experience across Europe is quite complicated; the
literature has not yet reached a consensus on this issue and a satisfactory
explanation has not yet been achieved. The elasticity of labor supply to tax
changes seems too small to account for more than a modest part of the experi-
ence, and the cultural argument seems less than fully convincing given that the
differential is recent, while strong collective bargaining produced work-sharing
responses in some countries but not others (Faggio and Nickell 2007).
In considering labor productivity growth, it is helpful to divide the post-

golden age period in the mid-1990s at the point where ICT had a major impact.
Table 12.12 shows that from 1973 to 1995, western European countries

Table 12.11 (cont.)

Agriculture Industry Services

Portugal 12.1 31.4 56.5

Spain 5.5 30.5 64.0

Sweden 2.1 22.6 75.3

Switzerland 3.7 23.7 72.6

UK 1.3 22.3 76.4

Note: mining included in “industry.”

Sources: Bairoch 1968; OECD 2001, 2005

Table 12.11 (cont.)
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Table 12.12 Levels and rates of growth of real GDP/hour worked

(a) Levels (1990 GK $)

1973 (1) (2) 1995 (1) (2) 2005 (1) (2)

Switzerland 18.88 Norway 31.67 28.78 Norway 39.78 36.68

Netherlands 18.01 17.69 W.Germany 30.08 France 35.24 31.44

Sweden 17.15 16.94 Belgium 29.21 Belgium 33.54

Belgium 16.95 France 29.13 26.10 Netherlands 31.87 28.17

Italy 16.16 14.76 Italy 27.61 23.44 Austria 31.05

W. Germany 16.05 Netherlands 27.47 23.28 Denmark 30.13

Denmark 15.88 Denmark 27.01 Sweden 30.01 28.39

France 15.73 15.99 Austria 24.76 UK 29.62 28.56

Norway 15.70 14.96 Germany 24.50 21.31 Ireland 29.29 27.32

UK 14.05 14.05 UK 24.06 22.78 Italy 28.94 24.89

Austria 13.39 Sweden 23.47 21.89 Germany 28.86 24.88

Finland 11.61 12.40 Switzerland 23.33 Finland 28.13 26.79

Greece 10.15 Spain 22.24 18.44 Switzerland 26.82

Spain 9.47 9.96 Finland 22.20 20.23 Spain 21.78 19.74

Ireland 9.45 10.41 Ireland 19.60 17.38 Greece 18.94

Portugal 9.21 Greece 14.70 Portugal 17.20

Portugal 14.31

USA 21.28 USA 27.77 USA 35.20

(b) Rates of growth (% per year)

1973–95 (1) (2) 1995–2005 (1) (2)

Switzerland 0.97 Norway 2.31 2.46

Netherlands 1.94 1.26 Belgium 1.40

Sweden 1.44 1.17 France 1.93 1.89

Belgium 2.51 Italy 0.48 0.62

Italy 2.47 2.13 Netherlands 1.50 1.93

W. Germany 2.90 Denmark 1.10

Denmark 2.44 Austria 2.29

France 2.84 2.25 Germany 1.66 1.57

Norway 3.24 3.02 UK 2.10 2.29

UK 2.48 2.22 Sweden 2.49 2.63

Austria 2.83 Switzerland 1.41

Finland 2.95 2.25 Spain −0.21 0.70

Greece 1.91 Finland 2.40 2.85

Spain 3.94 2.84 Ireland 4.10 4.62

Ireland 3.37 2.36 Greece 2.57

Portugal 2.02 Portugal 1.87

USA 1.22 USA 2.40

Note: figures for Ireland are for GNP/HW. (1) refers to observed values and (2) refers to “structural values.”

Sources: derived from Bourles and Cette 2006, and GGDC 2007.
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generally continued to catch up with the United States in terms of labor
productivity and all except Switzerland had faster growth. Indeed, the raw
data show that by 1995 six countries had apparently overtaken the United
States and had a higher level of labor productivity. In fact, underlying

Table 12.13 Annual hours worked/worker and total hours worked/population: western
European countries and United States

1950 1973 1995 2005

Annual hours/worker

Austria 2100 1889 1561 1519

Belgium 2404 1851 1642 1611

Denmark 2145 1747 1499 1575

Finland 2035 1914 1776 1714

France 2233 2019 1650 1529

(West) Germany 2372 1870 1494 1437

Greece 2322 2111 1922 1912

Ireland 2437 2103 1835 1636

Italy 1928 1788 1635 1592

Netherlands 2299 1823 1456 1413

Norway 2039 1703 1414 1360

Portugal 2344 2024 1822 1709

Spain 2052 2124 1814 1774

Sweden 2016 1642 1626 1588

Switzerland 2092 1810 1598 1534

UK 2112 1919 1667 1624

United States 2016 1898 1853 1791

Total hours/population

Austria 1037.9 839.2 729.0 709.7

Belgium 936.9 718.0 625.4 654.5

Denmark 1033.4 878.1 753.3 800.5

Finland 1055.1 955.2 714.2 786.4

France 1053.9 833.4 644.1 631.0

(West) Germany 982.5 819.5 643.9 685.6

Greece 787.9 754.4 702.1 785.2

Ireland 1000.8 728.4 648.9 785.8

Italy 686.2 658.1 623.5 665.3

Netherlands 885.1 726.3 673.8 706.9

Norway 892.1 721.1 685.3 684.3

Portugal 970.7 766.7 811.6 811.5

Spain 868.5 809.3 578.3 834.2

Sweden 988.8 786.8 751.6 763.5

Switzerland 1044.0 964.4 883.5 856.7

UK 943.6 856.2 731.1 756.7

United States 804.6 784.2 885.8 882.7

Note: 1995 figures are for West Germany; the data for Germany are 1534 and 704.0, respectively.

Source: GGDC 2007.
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performance was probably not quite that good, as European responses to
the difficult macroeconomic environment of the 1970s and 1980s entailed
reductions of labor inputs promoted both by collective bargaining and by
government policies which disproportionately affected the employment of
low-productivity (especially young and elderly) workers. The estimates in
column (2) of Table 12.12 report the results of an econometric procedure to
normalize for the productivity impact of different labor market structures. On
the basis of these normalized estimates it seems probable that only Norway
(which had become a major oil producer) actually overtook the United States,
and that underlying European labor productivity growth was a fair bit lower
than the raw data suggest. Even so, virtually all countries continued to catch up
with the United States through the mid-1990s, albeit more slowly than before.
What may have accounted for this undue weakening of productivity growth?

One very obvious point is that the fragility of the Eichengreen wage moder-
ation/high investment equilibriumwas revealed and it did not generally survive
the turbulence of the 1970s, a time when unionmilitancy and union power rose
dramatically, as did labor’s share of value added, and the rewards for patience
fell in conditions of greater capital mobility, floating exchange rates, and greater
employment protection. At the same time, the corporatist model of economic
growth was becoming less appropriate in economies which now needed to
becomemore innovative and less imitative in achieving productivity growth, as
Eichengreen (2007) himself has recently emphasized.
Especially given the difficulties of the 1970s, in many countries the post-

war settlements entailed a substantial rise in social welfare payments, financed
to a considerable extent by “distortionary” taxation (Table 12.14).6 The
estimates in Kneller, Bleaney, and Gemmell (1999) indicate that an increase
of one percentage point in the ratio of distortionary taxation to GDP reduces
the growth rate by 0.1 percentage points, so the tax increases between 1965
and 1995 would on average entail a fall in the growth rate of about one
percentage point.
Equally, the typical western European country also acquired a legacy of

strong regulation (cf. Tables 12.15 and 12.17) which inhibited growth perform-
ance, but was politically difficult to reform. The evidence is that strict product
market regulation raised mark-ups and lowered entry rates, thus reducing
competitive pressure on managers with adverse impacts on both investment
and innovation (Griffith and Harrison 2004; Griffith, Harrison, and Simpson
2006), and reduced TFP growth relative to the United States in this period by
around 0.75 percentage points on average, based on the estimates in Nicoletti

6 “Distortionary” is the term used by Kneller, Bleaney, and Gemmell (1999). This is basically direct taxation, which in many

new growth models has adverse effects on growth whereas indirect taxes do not.
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Table 12.14 Distortionary tax revenues and social transfers (% GDP)

(a) Distortionary tax revenues

1965 1980 1995 2004

Austria 21.2 26.7 29.6 30.6

Belgium 19.5 30.0 32.4 33.7

Denmark 17.8 27.0 33.1 32.8

Finland 17.3 23.2 31.8 30.2

France 21.3 30.0 31.2 32.3

Germany 21.2 27.3 26.8 24.6

Greece 10.0 13.9 18.6 22.0

Irelanda 11.8 18.0 19.6 22.2

Italy 15.4 21.8 29.2 30.3

Netherlands 22.4 31.3 31.3 25.5

Norway 17.4 27.5 25.2 30.9

Portugal 8.8 12.6 19.2 21.2

Spain 8.7 17.9 22.9 25.0

Sweden 24.1 35.7 34.8 37.4

Switzerland 11.5 19.5 21.7 22.3

UK 20.3 24.9 22.7 24.5

USA 19.1 21.7 22.9 20.8

(b) Social transfers

1960 1980 1995 2003

Austria 15.9 22.6 26.6 26.1

Belgium 13.1 23.5 26.4 26.5

Denmark 12.3 25.2 28.9 27.6

Finland 8.8 18.4 27.4 22.5

France 13.4 20.8 28.3 28.7

Germany 18.1 23.0 26.6 27.3

Greece 10.4 11.5 19.3 21.3

Irelanda 8.7 17.4 18.4 18.8

Italy 13.1 18.0 19.8 24.2

Netherlands 11.7 24.1 22.8 20.7

Norway 7.8 16.9 23.5 25.1

Portugal 10.8 18.1 23.5

Spain 15.5 21.5 20.3

Sweden 10.8 28.6 32.5 31.3

Switzerland 4.9 13.9 17.5 20.5

UK 10.2 16.6 20.4 20.6

USA 7.3 13.3 15.4 16.2

aFor Ireland the figure represents % of GNP.

Sources: Lindert 2004; OECD 2006, 2007a.

321 Aggregate growth, 1950–2005



and Scarpetta 2005.7 Similarly, high levels of employment regulation (if
enforced) slow down the process of creative destruction and the labor force
adjustment that it entails. The results in Caballero et al. (2004) could account
for a difference of 0.5 percentage points per year between France and the
United States in labor productivity growth in the 1980s and 1990s.
Two countries which were “growth failures” in the golden age and which

were in crisis in the 1970s and early 1980s, namely Ireland and the UK, stand
out as having made important reforms which improved their relative perform-
ance. The former represents an interesting permutation on the Eichengreen
hypothesis because it developed a new kind of social contract, in which wage
restraint was exchanged for tax cuts which were conducive to employment
growth and to massive inflows of FDI already encouraged by Ireland’s low
corporate tax rates and strong connections with the United States (Barry
2002).
The UK was a country which had failed to establish a favorable Eichengreen

equilibrium. Yet it held back on policy reform in areas such as fiscal policy,

Table 12.15 Product market regulation (0–10) and price–cost margins

PCM

manufactures

PCM

services

PMR

1980

PMR

1998

PMR

2003

Austria 1.15 1.28 8.50 3.00 2.33

Belgium 1.10 1.20 9.17 3.50 2.33

Denmark 1.11 1.25 9.17 2.50 1.83

Finland 1.18 1.27 9.00 3.50 2.17

France 1.12 1.26 10.00 4.17 2.83

Germany 1.13 1.25 8.67 3.17 2.33

Greece 9.50 4.67 3.00

Ireland 9.50 2.50 1.83

Italy 1.15 1.38 9.67 4.67 3.17

Netherlands 1.13 1.24 9.33 3.00 2.33

Norway 1.13 1.26 9.17 3.00 2.50

Portugal 9.83 3.50 2.67

Spain 1.14 8.33 3.83 2.67

Sweden 1.11 1.17 7.50 3.00 2.00

Switzerland 7.00 3.67 2.83

UK 1.11 1.16 8.00 1.83 1.50

USA 1.12 1.19 4.50 2.17 1.67

Sources: PMR indicator for 1980 from Conway and Nicoletti 2006, and for 1998 and 2003

from Conway, Jarod, and Nicoletti 2005; the 1980 numbers are not strictly comparable

with those for the later years. Price–cost margins from Hoj et al. 2007.

7 The concept of product market regulation employed by these authors and which the OECD PMR indicators seek to

capture is the extent to which the regulatory environment is conducive to competition.
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privatization, and collective bargaining in vain attempts to do so. The Thatcher
years after 1979, when a radical prime minister, aided by the absence of
restraints in the British political system on the exercise of executive power,
finally gave up on corporatism and ended the implicit trade union veto were a
period of deregulation and much increased competitive pressure on manage-
ment, and of reform in industrial relations, thus addressing some of the
weaknesses that had undermined the UK in the golden age (Crafts 2002b).
The Soviet economy suffered from problems which in a sense were similar

but were much more severe. By the 1970s, the arithmetic of Soviet growth was
becoming considerably less friendly as diminishing returns reduced the capital
deepening associated with the constant investment rate of a little under 30
percent of GDP. The data constructed for the analysis in Allen 2003 show that
the capital stock growth rate fell from 7.4 percent per year in the 1960s to 3.4
percent per year in the 1980s, and the scope for raising the investment rate was
constrained by defense expenditure (16 percent of GDP). The situation was
exacerbated by a decline in TFP growth, which turned negative at this point (cf.
Table 12.7). This was driven by “waste of capital on a grand scale” (Allen 2003,
p. 191) as old factories were re-equipped and expansion of natural resource
industries in Siberia was pursued.
The incentive structures used by the Soviet leadership to motivate manag-

ers and workers were a complex mixture of rewards, punishments, and
monitoring. Each of these became increasingly expensive over time, with
the consequence that the viability of the system was threatened. Product
innovation drove up monitoring costs, which also inhibited moves from
mass to flexible production. A more educated population meant both that
incarceration was more costly in terms of loss of human capital and that
rewards needed to be higher. A TFP growth failure undermined the returns to
extra effort. The interesting feature of this system is that it could be tipped
from a high-coercion, high-effort equilibrium to a low-coercion, shirk-and-
steal equilibrium if rewards and punishments were no longer credible – and
this was perceived by the workers. Harrison (2002) argues that this accounts
for the sudden collapse at the end of the 1980s.

The era of the “New Economy” and transition

It is well known that the United States has enjoyed a labor productivity growth
revival since the mid-1990s and that for the first time in the post-war period
this has outpaced average western European performance. At about the same
time, it became clear that the Solow Productivity Paradox (you could see the
computer everywhere except in the productivity statistics) no longer applied.
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A standard American perspective on recent European growth is that it has been
handicapped by too much taxation, too much regulation, and too little com-
petition (Baily and Kirkegaard 2004).
This summary needs some qualification. Table 12.12 reports considerable

diversity in western European productivity growth in the period 1995–2005,
when seven countries exhibited stronger productivity growth than in 1973–95
and five (Finland, Greece, Ireland, Norway, and Sweden) had faster productiv-
ity growth than the United States. On the other hand, Italy and Spain experi-
enced major declines in productivity growth.
Two questions deserve attention:

(1) Is the “American diagnosis” of weak European productivity growth
correct ?

(2) How far does ICT explain productivity growth differentials?

Tables 12.14 through 12.16 show that the United States has relatively low
“distortionary” taxation, product market and employment protection regula-
tion, and price–cost margins in services, while the evidence reviewed in the
previous section confirms that this would be conducive to stronger productivity
growth. However, if these aspects of the European social market model were
damaging, they had largely been already put in place by the 1980s. Moreover,
they did not preclude catch-up prior to 1995.

Table 12.16 Employment protection (0–10)

1960–4 1973–9 1988–95 2003

Austria 3.25 4.20 6.50 4.85

Belgium 3.60 7.75 6.75 5.00

Denmark 4.50 5.50 4.50 3.50

Finland 6.00 6.00 5.65 5.00

France 1.85 6.05 7.05 7.00

Germany 2.25 8.25 7.60 5.60

Greece 8.00 7.00

Ireland 0.10 2.25 2.60 2.80

Italy 9.60 10.00 9.45 4.85

Netherlands 6.95 6.95 6.40 5.50

Norway 7.75 7.75 7.30 6.50

Portugal 0.00 7.95 9.65 8.00

Spain 10.00 9.95 8.70 7.50

Sweden 0.00 7.30 7.65 5.50

Switzerland 2.75 2.75 2.75 2.75

UK 0.80 1.65 1.75 1.75

USA 0.50 0.50 0.50 0.50

Source: Nickell 2005.
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Recent research has found that the adverse effects of regulation on produc-
tivity performance are strongest in the face of new technological opportunities
and have impacted strongly on the diffusion of ICT. Cross-country regression
evidence shows that employment protection deters investment in ICT equip-
ment (Gust and Marquez 2004) because reorganizing working practices and
upgrading the labor force, which are central to realizing the productivity
potential of ICT, are made more expensive. Restrictive product market regu-
lation has deterred investment in ICT capital directly (Conway et al. 2006),
and the indirect effect of regulation by raising costs has been relatively pro-
nounced in sectors that use ICT intensively. There has been a strong correlation
between product market regulation and the contribution of ICT-using services
(notably in distribution) to overall productivity growth (Nicoletti and Scarpetta
2005). Thus, the story is not that regulation has become more stringent but
rather that existing regulation has become more costly in the context of a new
technological era based on ICT.
The contribution that ICT made to labor productivity growth can be esti-

mated using growth accounting techniques. In principle, this approach would
identify contributions from ICT capital deepening, TFP growth in ICT pro-
duction and (unremunerated) TFP spillovers from the use of ICT capital.
In practice, this last aspect has proved somewhat elusive. Growth accounting
estimates are reported in Table 12.17. They confirm that ICT contributed more

Table 12.17 Contributions to labor productivity growth in the market
economy (% per year)

1980–95 1995–2000 2000–5

EU

Labor productivity 2.6 1.8 1.2

ICT capital deepening 0.4 0.7 0.4

TFP in ICT production 0.2 0.4 0.2

Other capital deepening 0.8 0.4 0.3

Other TFP 0.9 0.1 0.0

Human capital deepening 0.3 0.2 0.3

USA

Labor productivity 1.9 3.0 2.9

ICT capital deepening 0.7 1.4 0.6

TFP in ICT production 0.3 0.6 0.6

Other capital deepening 0.3 0.3 0.2

Other TFP 0.4 0.5 1.0

Human capital deepening 0.2 0.3 0.4

Note: EU is based on ten countries (Austria, Belgium, Denmark, Finland,

France, Germany, Italy, Netherlands, Spain, UK).

Source: derived from EUKLEMS data kindly provided by Bart van Ark.
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to productivity growth in the United States than in the EU both before and after
1995, and that it played a significant role in the acceleration of American
productivity growth after the mid-1990s.8

Another take on the role of ICT in recent growth can be obtained by
considering the part that particular sectors have played. Here the big story is
the contributionmade bymarket services that are intensive in the use of ICT, in
general, and the distributive trades, which account for close to 20 percent of
employment in a typical OECD country, in particular. This may reflect the
impact of TFP spillovers, and it certainly involves so-called “soft savings”
achieved through the extra information that ICT provides, permitting better
organization of inventories, logistics, etc. ICT-using market services contrib-
uted 1.3 percentage points per year to US labor productivity growth from 1996
to 2001 compared with −0.1 in France, 0.1 in Italy, and 0.2 in Germany
(Nicoletti and Scarpetta 2005).
The UK has experienced a relatively strong contribution to productivity

growth from the regulation-sensitive ICT-using services sector, and ICT capital
deepening has been above the EU average. As a lightly regulated economy, the
UK has been better positioned than the other big European economies to
prosper in the ICT era. This has been reflected in TFP growth and relatively
strong contributions to productivity growth from both ICT-using services and
ICT capital deepening. In a sense, this can be seen as an unexpected bonus from
the failure to establish a successful corporatist model in an earlier generation.9

Irish growth during the “Celtic Tiger” phase was sustained by both strong
employment growth and strong productivity growth.10 Fast growth represented a
belated catch-up as policy errors from the golden age, such as protectionism
and neglect of human capital formation, were corrected and macroeconomic
stabilization was achieved; but it was augmented by a very elastic supply of
labor in a regional economy starting with high unemployment where labor
market reform dramatically reduced the non-accelerating inflation rate of
unemployment (NAIRU) (Crafts 2005).
The key aspect of recent Irish productivity performance is the huge contri-

bution of ICT production (almost entirely for export).11 If this is taken out of
labor productivity growth, it appears that the other components have not been
exceptional. Clearly, the large ICT production sector in Ireland is a result of
supply-side policies that have attracted FDI and have developed a successful

8 However, in Finland, Sweden and, especially, Ireland, countries where ICT production comprised a relatively large share

of GDP, ICT made a larger contribution than in the USA and labor productivity growth surpassed that of the USA.
9 Though it should also be noted that recent legislation has substantially strengthened competition policy.
10 Labor inputs grew at 2.1 percent per year from the start of the Celtic Tiger phase in 1987 up to 2004, during which period

real GDP per capita grew 1.4 percent per year faster than real GDP per hour worked (GGDC 2007).
11 TFP growth in ICT production contributed 3.62 percentage points per year to labor productivity growth between 1995

and 2001 (Timmer and van Ark 2005).
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cluster. These include interventions that have improved the infrastructure and
labor supply available to the multinationals. However, the success of the low-
tax, light-regulation approach would have been much less spectacular if the
composition of manufacturing output had happened to be less favorable. This
suggests that Ireland is something of a special case, rather than an experience
that can now easily be replicated across the European economies as a whole.
Specialization in ICT exports is not possible for everyone, and low corporate
taxes are most effective in attracting a large share of FDI if other countries do
not follow suit.
ICT has mattered but is not the whole story, as is apparent from Table 12.17.

The weakening of other capital deepening in the EU since 1995, and post-2000
the very strong performance of other TFP in the USA, stand out. Both may be
transitory rather than permanent changes. The EU experience at the country
level seems to be quite closely (inversely) correlated to hours per capita (cf.
Table 12.13). Increases in employment reflecting attempts to reform the labor
market, and social factors influencing female labor force participation, have not
been matched by growth in the capital stock and have tended to reduce labor
productivity growth, as in Spain, for example (Gordon and Dew-Becker 2008).
In the United States, strong TFP growth seems to reflect huge pressure to
reduce costs in the face of a profits squeeze (Oliner, Sichel, and Stiroh 2007).
The end of the communist regime ushered in a process of transition for

central and eastern European economies, which now had an opportunity to go
down the path of rapid catch-up growth but needed to be transformed into
effective market economies. In some ways, the situation might be thought to
have similarities to the beginning of the golden age in western Europe, but
obviously there were also big differences in terms of social capability, access to
foreign capital, and initial economic structure. The immediate experience of
transition was traumatic as GDP fell dramatically in most countries. Since the
mid-1990s, there has been rapid economic growth in many countries, but also
considerable variance – for example, from 1992 to 2004 real GDP per capita
rose by 64 percent in Poland but shrank by 26 percent in neighboring Ukraine
(Beck and Laeven 2006).
This prompts two questions:

(1) How does catch-up growth in eastern Europe since 1995 compare with
the experience of golden age western Europe?

(2) What accounts for early growth success and failure in the transition
economies?

Four big differences between the east in the 1990s and the west in the 1950s
deserve to be highlighted. First, the legacy of communism was an allocation of
resources which reflected the extensive model of Soviet growth and was highly
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distorted in many ways. One important corollary of this was the absence of a
large reserve of low-productivity agricultural labor: none of the countries listed
in Table 12.18 had a share of the labor force in agriculture in 1990 as high as
France (or Italy or Spain etc.) in 1950. Another implication was that the starting
point was one of “over-industrialization” and a very weak development of the
service sector.
Second, while post-Second World War reconstruction in western Europe

took about five years, during which there were extremely high growth rates, the
post-ColdWar transition from socialist tomarket economy in the former USSR
was long and painful. In 1998, Russia’s GDP per capita was only 56 percent of
the 1990 level. The post-socialist slump in eastern Europe was less severe, but
also entailed negative growth for several years in the early 1990s.
Thirdly, this new episode of catch-up growth is taking place in the context of

a muchmore globalized world economy. This implies that the domestic savings
constraint is no longer binding and that foreign capital and technology can be
drawn upon more readily. Lucas (2000) argued that it was realistic to think that
new countries joining the catch-up growth club could expect to achieve much
faster growth than their predecessors; his calibrated model suggests a bonus of
2.5 percentage points per year nowadays compared with fifty years ago.
Fourthly, the institutions necessary for a successful market economy had to

be developed ab initio. This was not a matter of fine-tuning the rules of the
game for the capital market or wage bargaining but something much more
fundamental: for example, establishing secure property rights and the rule of
law to underpin investment and innovation, in some cases in economies which
had been under communist control for over seventy years. As Table 12.19
shows, progress was quite rapid in central Europe and the Baltic states, but not

Table 12.18 Economic structure of the transition economies in 1990

% Agricultural

employment

% Industrial

employment

% Services

employment

Industry

% GDP

Overindustrialized

% GDP

Bulgaria 18.5 49.3 32.2 59 23

Czech Rep. 12.9 44.0 43.1 58 21

Estonia 21.0 36.8 42.2 44 10

Hungary 15.6 36.4 48.0 36 −1
Latvia 16.4 40.6 43.0 45 10

Lithuania 18.9 41.2 39.9 45 10

Poland 23.4 36.4 40.2 52 13

Romania 31.1 41.5 27.4 59 22

Russia 13.2 42.3 44.5 48 7

Slovakia 10.0 44.5 45.5 59 23

Slovenia 9.7 49.2 41.1 44 6

Sources: Raiser, Schaffes, and Schuchhardt. 2004; De Melo et al. 2001.

328 Nicholas Crafts and Gianni Toniolo



in Russia. However, even in 2006 the rule of law indicator still shows a big gap
between the best of western Europe and the best transition economy.
Beck and Laeven (2006) showed that weakness in institutional reform has

been highly correlated with the number of years under communism and the
importance of rents from natural resource exports. Indeed, some countries
in this region appear to be vulnerable to the “natural resource curse.”12 In
addition, the prospect of joining the EU acted as an effective form of

Table 12.19 The rule of law (–2.5 to 2.5)

1996 2006

Bulgaria −0.11 −0.17
Czech Republic 0.84 0.73

Estonia 0.50 0.91

Hungary 0.85 0.73

Latvia 0.13 0.52

Lithuania 0.29 0.45

Poland 0.66 0.25

Romania −0.16 −0.16
Russia −0.74 −0.91
Slovakia 0.21 0.43

Slovenia 0.86 0.79

Austria 1.86 1.87

Belgium 1.55 1.45

Denmark 1.91 2.03

Finland 1.92 1.95

France 1.45 1.31

Germany 1.80 1.77

Greece 0.90 0.64

Ireland 1.72 1.62

Italy 0.97 0.37

Netherlands 1.81 1.75

Norway 2.00 2.02

Portugal 1.13 0.97

Spain 1.33 1.10

Sweden 1.84 1.86

Switzerland 2.07 1.96

UK 1.83 1.73

Note: the rule of law indicator measures the extent to which agents

have confidence in and abide by the rules of society. It is based on an

aggregation of components which include the effectiveness and

predictability of the judiciary and the enforceability of contracts.

Source: Kaufmann, Kraay, and Mastruzzi 2007.

12 The “natural resource curse” refers to the poor growth performance of countries rich in minerals. Sala-i-Martin and

Subramanian (2003) report estimates suggesting that the channel through which this works is bad institutions.
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conditionality for the 2004 accession countries that needed to make reforms to
qualify.13

Table 12.20 juxtaposes labor productivity growth rates in the west in the
golden age and in the east in the early years of catch-up, and places them in the

Table 12.20 Labor productivity: growth and initial level

Labor productivity

growth, 1995–2005

% per year

GDP/worker, 1995

$ 1990 GK (% USA)

Predicted labor

productivity growth

% per year

Bulgaria 2.89 13294 (25.8) 5.49

Czech Republic 2.75 16974 (33.0) 5.02

East Germany 4.87 20525 (39.9) 4.57

Estonia 7.72 19478 (37.9) 4.70

Hungary 3.35 16422 (31.9) 5.09

Latvia 6.18 14676 (28.5) 5.32

Lithuania 6.36 12707 (24.7) 5.56

Poland 4.71 14539 (28.3) 5.33

Romania 3.47 7587 (14.7) 6.21

Russia 3.76 10761 (20.9) 5.81

Slovakia 4.24 17754 (34.5) 4.93

Slovenia 3.86 23028 (44.8) 4.26

Labor productivity

growth, 1950–73

(% per year)

GDP/worker,

1950 $ 1990 GK

(% USA)

Austria 5.42 7498 (31.3)

Belgium 3.56 14018 (58.5)

Denmark 2.89 14410 (60.1)

Finland 4.42 8203 (34.2)

France 4.64 11166 (46.6)

(West) Germany 4.73 19338 (43.2)

Greece 5.99 5644 (23.6)

Ireland 3.79 8407 (35.1)

Italy 4.78 9840 (41.1)

Netherlands 3.31 15508 (64.7)

Norway 3.39 12407 (51.8)

Portugal 5.83 5037 (21.0)

Spain 6.08 5171 (21.6)

Sweden 3.17 13744 (57.4)

Switzerland 2.79 18161 (75.8)

UK 2.43 15529 (64.8)

Note: predicted labor productivity growth is based on the following estimated equation for golden

age western Europe: LabProdGr =7.168 – 0.065 Y/L%US, R2=0.833

(19.815) (−8.718)
Source: GGDC 2007 and own calculations.

13 Clearly this has not worked very well for Bulgaria and Romania.
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context of the initial labor productivity gap. The fast-growing Baltic countries
have growth rates which, if sustained, will compare favorably with anything
seen in the golden age, and which are based (as Tables 12.7 and 12.9 reveal) on
very strong TFP growth. Generally, however, labor productivity growth has
been appreciably below what would have been predicted on the basis of
western Europe’s experience. Certainly these growth rates are also lower than
would be expected on the basis of early growth regressions that ignore the
importance of institutional quality.14 In fact, relative growth performance is
well explained by the extent of liberalization and of (the exogenous component
of) institutional reform, both of which have been shown to have strong positive
effects on growth (Beck and Laeven 2006; Fidrmuc, 2003).

Conclusion

The aim of this chapter has been to describe and explain sixty-odd years of the
European experience of economic growth as well as drawing some policy
lessons from it. The framework that we have used to do this is based on the
key concepts of growth based on endogenous innovation and catch-up. This
concluding section seeks to pull together some important overview points from
the details that have emerged in the course of our exposition.
First, it is clear that rapid, sustained catch-up growth in Europe was based on

substantial contributions from both capital deepening and TFP growth. The
latter obviously did benefit from technology transfer, but rapid TFP growth, as
measured by conventional growth accounting, also reflected improvements in
the allocation of resources and economies of scale. The Achilles heel of the
Soviet economy was its inability to achieve strong TFP growth.
Secondly, evaluations of growth performance must take account of differ-

ential scope for catch-up. This matters for comparisons among both countries
and periods. A notable case in point is comparison of golden age growth rates in
eastern and western Europe. The raw data say that there was little difference –
3.81 percent per year compared with 4.06 percent per year – but normalizing
for initial real GDP per capita, average eastern European growth was inferior
by 1.3 percentage points.
Thirdly, and most important, incentive structures matter for growth, so

institutions and policy make a real difference. This is confirmed throughout
the chapter, notably in terms of understanding why growth was so strong in

14 Initial optimism about growth in these transition economies was based on projections which emphasized high levels of

education and big initial productivity gaps (cf. Fischer, Sahay, and Vegh 1998); these would suggest average productivity

growth rates of around 5.5 percent per year.
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the golden age and then slowed down so much thereafter; in explaining why
Ireland’s golden age failure was transformed into the emergence of the Celtic
Tiger; and in making sense of the emerging pattern of success and failure
among the transition economies. The demise of the Soviet Union exemplifies
the importance of incentive structures rather than an unfavorable elasticity of
substitution between capital and labor.
Fourthly, elaborating on this fundamental point about the role of incentive

structures, several further insights deserve to be highlighted. These include the
following:

(a) Contrary to conventional wisdom, European experience suggests that
conditionality can sometimes be successfully deployed to improve long-
term growth prospects through the promotion of institutional and policy
reform. This is a plausible interpretation both of the main impact of the
Marshall Plan and also of the EU accession process fifty years later.

(b) The evidence suggests that strengthening competition was conducive to
faster productivity growth, notably in the context of adjusting rapidly to
new technological opportunities and in mitigating agency problems
within firms. The old (Schumpeterian) claim that market power is good
for technological progress does not represent a good basis for anti-trust
policy, as the UK experience, in particular, underlines.

(c) The relative failure of European countries generally to exploit the oppor-
tunities of ICT is, at least partly, a result of having more regulation than
the United States. The point to note, however, is that this did not reflect
more stringent regulation: rather the costs of existing regulation rose in
the context of the new technology.

Finally, history matters. Western European countries developed institutions
and policies that, generally speaking, served them well during the golden age.
The downside of these arrangements was that they commanded political
support that made them difficult to reform when this became necessary in
the subsequent period.

332 Nicholas Crafts and Gianni Toniolo



CHAPTER

13
Sectoral developments, 1945–2000

Stefan Houpt, Pedro Lains, and Lennart Schön

Contents
Introduction 334
Agriculture 334
Industry 343
Services 350



Introduction

Structural change has been comprehensive in Europe since 1945, with a shift
from agriculture to industry and increasingly to services. It has also been an
uneven process over time and space. In this chapter, trends and regional
variations in output and productivity in each of the major sectors (agriculture,
industry, and services) are presented and discussed in relation to the impact
from primarily technological change and economic policy.

Agriculture

Growth and structural change

In the aftermath of the Second World War, agriculture still employed a large
share of the workforce in most of Europe. Only the early developers – Great
Britain, Belgium, and to a lesser extent the Netherlands and Germany – had by
then already relatively low shares of labor employed in agriculture. During the
half century that followed, employment in agriculture lost its importance across
most of the Continent, due to the increase in factor productivity, which was
crucial for catching-up and productivity convergence (Mellor 1995; Broadberry
2008). In 2000, agricultural employment was significant only in the most
backward countries to the east, including Albania, Bulgaria, Romania, the
Ukraine, and Turkey. The fall in the share of agricultural employment was in
many places accompanied by a fall in the share of agriculture in total output.
Yet these two changes were not closely correlated, because of differences in
labor productivity across Europe. The sharp decline in the importance of
European agricultural activity was a consequence of events within the agricul-
tural sector, as well as changes in the industrial and service sectors.
The changes were motivated bymarket forces, but they were slowed down by

government policies to protect the sector. Agriculture received special attention
from governments for several reasons, including the need to provide food
security, particularly in the aftermath of the Second World War, and also to
limit welfare losses for the population in the rural areas. Government inter-
vention occurred in the democratic west, where officials had higher incentives
to respond to pressure groups, but also in the many dictatorial countries that
existed in Europe before 1975 or 1990.
The changes in European agriculture are depicted in Table 13.1, which shows

the evolution of the shares of agriculture in total employment and GDP in 1950,
1975, and 2000. Countries in the table are arranged according to levels of
economic development in about 1950. The first group comprises the early

334 Stefan Houpt, Pedro Lains, and Lennart Schön



Table 13.1 Shares of agriculture in employment and GDP and labor productivity gaps, 1950–2000 (%)

1950 1975 2000

Emp. GDP Prod. gap Emp. GDP Prod. gap Emp. GDP Prod. gap

Forerunners

Belgium 9 8 88.9 4 3.3 82.5 1.8 1.4 77.8

France 23 13 56.5 10 5.9 59.0 2.8

Germany 14 10 71.4 7 3 42.9 2.7 1.3 48.1

Luxembourg 2.6 1.5 0.7 46.7

Netherlands 10 13 130.0 6 4.6 76.7 3.1 2.6 83.9

Norway 22 13 59.1 9 4.8 53.3 4.1 2.2 53.7

Sweden 16 13 81.3 6 5.5 91.7 2.4 1.9 79.2

Switzerland 15 8 4.7 1.7 36.2

United Kingdom 5 5 100.0 3 2.8 93.3 1.5 1.0 66.7

Second comers

Austria 23 17 73.9 13 6.6 50.8 5.8 2.1 36.2

Denmark 18 21 116.7 10 5.3 53.0 3.3 2.6 78.8

Czechoslovakiaa 22 14 8 57.1 5.1 3.9 76.5

Slovak Republic 6.7 4.0 59.7

Finland 35 26 74.3 15 9.8 65.3 6.0 3.8 63.3

Italy 33 22 66.7 17 7.5 44.1 5.3 2.8 52.8

Spain 42 22 52.4 22 9.7 44.1 6.6 4.4 66.7

First Periphery

Cyprus 15.7 5.3

Greece 57 31 54.4 35 14.5 41.4 17.4 7.3 42.0

Hungary 53 26 49.1 25 15 60.0 6.5 5.4 83.1

Ireland 37 30 81.1 22 17 77.3 7.8 3.4 43.6

Poland 57 35 61.4 30 16 53.3 18.8 5.0 26.6

Portugal 44 31 70.5 34 26.5 77.9 12.6 3.8 30.2

Second Periphery

Albania 71.8 29.1 40.5

Bulgaria 64 30 46.9 24 26.2 14.2 54.2

Romania 70 31 44.3 42.8 12.5 29.2

Turkey 76 58 35.8 61.7 36.0 15.4 42.8

USSRb 22 17 14.5 6.4 44.1

Estonia 7.2 4.9 68.1

Latvia 14.5 4.6 31.7

Lithuania 18.7 7.8 41.7

Georgia 52.1 21.9 42.0

Ukraine 20.5 17.1 83.4

Yugoslaviac 28 13 19.4

Croatia 14.5 9.1 62.8

Slovenia 9.5 3.2 33.7

Figures in bold: 1950–54, 1955–59, 1960–64, 1965–69, 1970–74, 1975–79

(a)Czech republic from 1990. (b)Russian Federation from 1990. (c)Serbia in 2000.

Sources: World Bank Indicators Online & Mitchell 2003, pp. 929–34 & http://ddp-ext,worldbank,org/ext/

DDPQQ/showReport,do?method=showReport
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developers in north-west Europe, where agriculture already had a small role in
1950, particularly in terms of its share in total output. There are important
differences within this first group of countries, however. In fact, whereas the
share of labor employed in agriculture in the UK, Belgium, and the Netherlands
was 10 percent or below, France and Norway had agricultural employment
shares above the 20 percent threshold. The most important unifying factor in
this group of countries is the fact that structural transformation was very rapid,
and that by 1975, in all of these countries, the shares of labor and GDP had
converged to ratios within a small range. Table 13.1 also reports the labor
productivity gap between agricultural and non-agricultural sectors, and again
there are many differences in this indicator. The Netherlands, the UK, and
Belgium had relatively low productivity gaps in 1950, but in the Netherlands
that gap increased considerably in the years to 1975. Labor productivity gaps
increased in most countries from 1975 to 2000.
The transformation of the structures of the economies of the second group of

countries in Table 13.1 was less rapid than that of the forerunners, and
continued to an important extent down to the end of the period. In 2000 the
employment and output agricultural shares in this group of countries were
much closer to those of the forerunners. The third and fourth groups of
countries in Table 13.1 represent two very different patterns of development.
The third group includes countries that had very large agricultural populations
in 1950, but went through a period of strong structural transformation in both
the 1950–75 and 1975–2000 periods. The fourth group consists of the countries
in eastern and south-east Europe which lagged behind. It is however important
to note that the labor productivity gap was very high in both groups of
countries.
The data in Table 13.1 show that there is no significant correlation between

the agricultural labor productivity gaps and the speed of structural transforma-
tion. In fact, the countries at the very bottom end of the table had large labor
productivity gaps and yet their structures did not change more rapidly. This
implies that either the productivity gaps were not matched by equivalent gaps
in relative agricultural wages or, alternatively, labor did not move out of
agriculture because of institutional factors, namely, sticky labor markets and
government policies. This implies that an understanding of changes in
European agriculture in the period from 1950 to 2000 needs also to take into
account the role of economic policy.
European agricultural output expanded markedly, although there was a

sharp decline in the labor force which was replaced by capital. Table 13.2
shows the very sharp decline in the absolute size of the agricultural workforce,
which fell from 66.2 million in 1950 to 17.6 million in 2000. Despite this fall, the
acreage was reduced by just 12 percent to 133 million hectares, but total fixed
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capital in the sector increased by 178 percent. This pace of change was peculiar
to the European continent and contrasted with what occurred in the othermore
developed region for which Federico (2005) provides information, namely
North and Central America, as shown in the same table.1 The increase in
capital invested in agriculture is associated with the expansion of irrigated
acreage and the number of tractors used. Yet the use of fertilizers in Europe
declined significantly after a peak in 1980.
Table 13.2 also provides data on the evolution of output, and labor and land

productivity. The data on output is further disaggregated and depicts different
trends for western and eastern Europe. Significantly, output growth in the west
peaked in the 1980s, whereas in the east it continued to increase down to the
1990s and declined sharply thereafter. The differences in the two parts of the
continent need to be related to changes in economic policies, respectively
changes in the Common Agricultural Policy (CAP) and the changes that
occurred in the communist regimes. Self-sufficiency within the CAP area was
achieved in the 1980s, before the southern enlargement, and thus the CAP was
a success in this respect. In the following decades the EEC’s share in the
OECD’s agricultural exports increased to 56 percent, from 45 percent in the
late 1960s (Neal 2007, p. 65). In the rest of the world, with the exception of
the USSR/Russia, agricultural output growth proceeded down to the year 2000.
The changes in the growth rate of output were reflected in the growth of labor
and land productivity, as shown in the same table.

Agricultural policy

As a consequence of the effects of the war, by 1950most European governments
were concerned to secure self-sufficiency in terms of the supply of foodstuffs
and raw materials. Governments in Europe, Japan, and the United States
followed policies of promoting import substitution agriculture which were
made possible by access to new technologies of production (Aparicio, Pinilla,
and Serrano 2008, p. 66). European agriculture had been protected in the past,
but some trade and international specialization was nevertheless allowed. This
was not a problem of the agricultural sector alone, as industrial trade and
international specialization were also affected by protection and state inter-
vention. Yet European governments, particularly in the west, were much
quicker to dismantle protection of the industrial sector, whereas liberalization
of agriculture was only marginal. After the end of the Second World War,
several important instruments were developed to promote trade liberalization,

1 See Olmstead and Rhode 2008.
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including the Bretton Woods institutions, namely the International Bank for
Reconstruction and Development (IBRD) and the International Monetary
Fund (IMF), the Organization of European Economic Cooperation (OEEC),
which channeled the Marshall aid, and the General Agreement on Tariffs and
Trade (GATT). These institutions helped the recovery of international trade,
either by providing the funds to finance trade and multilateral balances, or by
stimulating the reduction of trade barriers; but agricultural trade was largely
unaffected by them.2

The liberalization of international trade in agriculture was only addressed
directly within the limited group of six western industrialized countries that
created the European Economic Community (EEC) in 1957, and the Common
Agricultural Policy, which was agreed in 1962 and implemented between 1964
and 1968. The CAP had three main objectives: to stabilize agricultural markets;
to assure the availability of food and agricultural raw material supplies; and to
control prices (Ingersent and Rayner 1999, p. 151). The CAP worked by
supporting agricultural product prices, and this implied major coordination
planning problems, akin to those of the central planners in the east, though
only at a sectoral level (Eichengreen 2007, p. 183). The option of price supports
instead of income supplements to farmers may have been a lost opportunity to
promote the integration of European agriculture into the international econ-
omy. Subsidies were ultimately replaced by aid to producers in 1995, following
the GATT negotiations in the Uruguay Round (Neal 2007, p. 67). In 1999–2001
subsidies accounted for 36 percent of the total value of EU agricultural output,
down from 42 percent in 1986–8, but ahead of the equivalent shares in the USA,
which decreased from 25 percent to 22 percent in the same period. The CAP
subsidies are complemented by national subsidies to a large extent. In 1999, the
governments of France, Sweden, and the Netherlands transferred further to
their farmers, respectively 31.8 percent, 46.8 percent and 77.6 percent of total
EU subsidies (Neal 2007, p. 87). This makes total subsidies in the EU countries
akin to those conceded by two non-EU countries, namely Norway and
Switzerland, as well as Japan, where the equivalent rates were above 60 percent
in the same years (Neal 2007, p. 80).3 The objectives of the CAP were in tune
with those of national interest groups and governments. The alternative would
not have been the absence of support policies, but the proliferation of agricul-
tural policies at the national level, which would have limited intra-European
trade in agriculture. In fact, by coordinating agricultural policies, the govern-
ments of the Six allowed borders to open up to trade, as national agricultural
sectors came under equivalent levels of external tariff or price protection or

2 See Ingersent and Rayner 1999, pp. 121–6. 3 See also Federico 2005, p. 201.
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received similar amounts of subsidies (Milward 1992). The implementation of
the CAP was accomplished the year before the completion of the Common
Market, in 1968. The CAP ultimately also favored monetary integration, as it
was the first area of intervention that was affected by exchange rate instability
that followed the demise of the Bretton Woods System in 1971, and provided
the background for the development of exchange rate mechanisms that led to
the European Monetary System, created in 1979 (Ingersent and Rayner 1999,
p. 151; Eichengreen 2007, p. 183).
Whatever its form, subsidies to agriculture within the EEC may have facili-

tated capital deepening and improvements in the sector, and thus the release of
labor to the rest of the economy followed by large increases in both labor and
land productivity. In any case, protection of agriculture did not prevent struc-
tural change, and between 1950 and 1975 the share of agriculture in total GDP
declined substantially in the EEC Six, and also in the other six wealthy western
countries that belonged to EFTA, namely Austria, Denmark, Norway, Sweden,
Switzerland, and the United Kingdom.4 In all of these countries agriculture’s
share of GDP was below 7 percent. A similar fall occurred in Czechoslovakia
and Spain, where agriculture’s GDP share declined from 22 percent in 1950 to 8
or 9 percent in 1975. Protective policies in the agricultural sector in those
countries were much weaker than those that were imposed in the wealthier
countries and thus the move towards the non-agricultural sector was possibly
facilitated. In any case, the most important driving force behind the demise of
agriculture in the two countries was the fact that industrialization was very
rapid in the period 1950–73.
The United Kingdom, which joined the EEC only later and did not benefit

from the CAP, also inherited interventionist policies from the interwar and the
two world war periods, but protection was abandoned at an earlier phase. The
demise of protection was important for the growth of agricultural exports from
neighboring countries, particularly Denmark, Norway, and Ireland. In the
countries that are grouped as second comers in Table 13.1, agricultural policies
were designed at the national level and without international coordination, as
these countries did not belong to any international organization that promoted
policy coordination. Yet that was not an obstacle to rapid changes in these
economies, as agriculture’s share in total employment and output also declined
rapidly. In fact, in Austria, Denmark, Finland, and Spain, as well as in com-
munist Czechoslovakia, the importance of the agricultural sector fell to about
15 percent of GDP in 1975, and by 2000 its importance had reached the low
levels of the EEC countries.

4 Portugal was the seventh EFTA member. Because it joined as a developing economy, it managed to secure some trade

liberalization for transformed agricultural products, such as canned tomatoes and fish, and cork.
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In the countries grouped as the first periphery, the demise of agriculture was
slower; this was due to the fact that liberalization camemuch later, and also that
agriculture was heavily protected. The accession to the European Communities
of the three southern European countries was followed by a more rapid trans-
formation of the structure of their economies. The countries in the second
periphery still have to endure that process and their agricultural sectors are still
heavily protected.
As in many other areas, there are large differences between the speed of

liberalization in the western democracies and the southern and central
European dictatorships, but that political divide was not always important. In
fact, Czechoslovakia had a rapid structural transformation during 1950–75
when it was a dictatorship, whereas the process was much slower in democratic
Ireland.

The costs of protection

One major feature of European agriculture is that it was a heavily protected
sector in the decades between 1950 and 2000. Despite protection, the share of
agriculture in total employment and output fell sharply all over Europe, and
only in the poorest parts of south-east Europe did agriculture still account for a
considerable share of economic activity at the end of our period. Agricultural
policies switched from protecting domestic producers from imports towards
the protection of farmers’ incomes, which was less harmful to growth. But even
this more benign form of protection had large costs in terms of government
budgets and, more importantly, in terms of European trade specialization in the
wider world. It is hard to assess with precision whether agricultural policies in
Europe impacted negatively on the pace of economic growth of the European
nations and on the speed of economic convergence within the continent. By
looking at how European agriculture was transformed in the half century here
analyzed, we may posit that the impact was probably not too large. According
to one estimate, the costs of the CAP in terms of overall economic efficiency
were about 1.5 percent of GDP (Neal 2007, p. 83). CAP expenditures are the
single most important item in the EU budget, and are of a regressive nature as
they correlate positively with income levels (Sapir et al. 2004, p. 72).
But if the costs of protection were relatively low, it was certainly not because

of the careful design of agricultural policies, but rather because the market
forces that led to the growth of the manufacturing and service sectors were
sufficiently strong to offset any wrongdoing by governments with regard to
European agriculture. What happened outside agriculture was many times
more important for overall macroeconomic performance.
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Industry

The golden age (the 1950s and 1960s)

The golden age of European economic growth can perhaps most aptly be
described as a virtuous cycle of growth. Demand and supply expanded hand
in hand, attaining very high and sustained rates of change. Initially they
expanded in a process of rapid reconstruction and recovery to the pre-war
levels of income and production. But further on, the sustained high levels of
growth were obtained through a fortunate combination of enhancing phenom-
ena and lack of disequilibria. Among the growth-enhancing factors, population
growth provided expanding markets and a growing labor force. Possible
disequilibria in labor markets were avoided by in- or out-migration, female
labor force allocation, and mechanization. Capital requirements and balance
of payments tensions were overcome by export-led growth, which rapidly
re-established exchange convertibility and permitted capital movements.
Once expansion was under way, the profitability of investments drew capital
into Europe at a low cost. In parallel, Keynesian policies stimulated demand
and smoothed economic cycles.
The high growth rates of labor productivity during this period can be traced

back to both the movements in employment between sectors and the relative
growth of output with respect to the growth of sectoral employment. Both of
these sources tended to diminish over time: First, because the shift of low-
productivity labor from agriculture to high-productivity industry had nearly
been exhausted – the shift from industry to services has no similar productivity
differential – and secondly, because intra-sector improvements are limited by
the reduced scope of productivity gains in services, which had become the most
important sector in terms of output and employment.
But during this phase of European economic growth, new practices aimed at

increasing efficiency, such as mass production, consumption, and distribution
technologies, provided important productivity and utility gains. At the same time,
these new modes of production and consumption combined well with trade
liberalization and intra-European product market integration, because they
allowed for specialization and economies of scale. New product lines, especially
household appliances andmotor vehicles, but also processed food and new leisure
products, drove and responded to important changes in household decisions:
more andmore women joined the labor force; the accumulation of human capital
received a higher priority in family household functions; appliances substituted
for household labor; articles and services related to personal attire and appear-
ance, leisure articles and activities, and health increased in household budgets and
provided new markets mainly to the industrial and service sectors.
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But overall, improvements in production tended to save all factors – labor,
capital, and materials – thus leading to a general fall in costs within industry
and so to a fall in the relative price of its products. This had a cumulative impact
on costs and productivity in the industries using industrial intermediate goods.
New and cheaper goods led to increases in demand. Thereby output and
employment expanded, leading to economies of scale and further reductions
in costs and prices.
Intra-European trade, mainly among nations with similar levels of income

per capita and economic development, drove overall trade to grow faster than
output, especially in manufactures. Large-scale industrial expansion evolved in
a context of expanding home and foreign markets, elastic factor supply, and
new technology with a high potential for increasing productivity and embrac-
ing economic policy. Furthermore, among others, Chandler (1977) and
Freeman (1997) insist that large productivity gains were attainable in techno-
logical innovation via scale and flow economies in science-based industries by
increasing R&D, education, and fixed capital investment.
In this context, an important part of the golden age productivity growth

spurt was due to the imitation of technology, and in many cases, this high
productivity growth potential was combined with new social and economic
institutions: wage moderation and deployment of profits, large companies
coexisting with a strong system of medium and small-sized firms, and good
technical education and vocational training.
Three of the four regions examined in this chapter followed this pattern.

Western Europe pushed into the age of mass consumption and developed
welfare states; northern and southern regions experienced even higher rates
of change, which allowed for catching up in terms of productivity, income, and
sector composition.
And finally, although eastern Europe showed similar high growth and

transformation, its political and institutional regime marked important differ-
ences. As satellite countries to the USSR, the political regimes maintained
command economies with highly centralized planning and enforcement. A
high overall priority was given to industrialization, especially to the heavy
sectors as providers of durable investment goods for production. Resources
and effort were channeled into iron and steel, chemicals, metals, electric power,
and machinery. All eastern European countries experienced important shifts
from agriculture to industry, in both output and employment. The potential for
increasing output by shifting labor from low-productivity agriculture to indus-
try was highest in the more backward countries. Bulgaria, Czechoslovakia,
Hungary, Romania, and Yugoslavia strongly reduced their shares of agricul-
tural labor by increasing their industrial labor force. Nonetheless income levels
remained low in comparison to the rest of Europe. Consumer products showed
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moderate growth, combined with a limited choice in the range of products.
Low-paid workers benefited from low prices for essential products, cheap
housing, public health, and education, but skilled labor lost relative purchasing
power and suffered strong economic disincentives.
Population and labor force in the east expanded at a higher rate than in the

rest of Europe, but even so, forced investment drove an increase in fixed capital
per person employed in all sectors. Extensive growth and lack of market
dynamics to allocate and use resources efficiently led to lower capital, labor,
and multi-factor productivity, resource underutilization and waste, slack labor
discipline, misallocation of investment, and adverse incentives for technolog-
ical change. From the 1960s, creeping economic reform introduced some
degree of decentralization into decision making, market mechanisms for allo-
cating resources, and private enterprise activity.

Slowdown (the 1970s and 1980s)

Stagflation and severe recession followed the economic boom of 1972–3. What
was initially perceived as a trough in the cyclical movement of the post-war
European economy languished on into an absolute decline in economic activity
and two-digit rates of unemployment and inflation. Instability, the coming to
an end of the Keynesian economic policy paradigm, and energy price hikes
deepened the fall and dispersion of growth performance. Some scholars have
interpreted these decades as a readjustment from previous abnormally high
growth rates back to a sustainable growth path (Crafts and Toniolo 1996,
pp. 16–20).
Much has been written on the favorable circumstances of previous decades

and how changing adverse circumstances contributed to economic slowdown.
We mentioned the virtues of adaptive labor supply, scale technologies, and
efficient resource allocation in the previous section. A dimension which was
to worsen the strains and imbalances of the early 1970s was energy costs.
Terms of trade in general had been highly beneficial for Europe over the
previous period. Commodity prices rose steadily, but food, energy, and raw
material prices had lagged behind. Cheap energy had allowed the develop-
ment of energy-intensive sectors. When the OPEC price hike hit production
and consumption patterns, it required time and restructuring to adapt to the
new relative prices.
Scope for further gains from catch-up in technology and allocating resources

efficiently was limited by the 1970s. In industry, big was no longer beautiful: the
“visible hand,” as Chandler had termed the progressive replacement of
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Table 13.3 Sectoral shares of value added at constant and current prices, and labor force (%)

1950 1960 1970 1980 1990 2000

Western Europe (constant prices)

Agriculture 3.0 2.7 2.5 2.2

Industry and construction 39.7 36.1 33.2 29.9

Services 57.8 61.5 64.3 67.9

Western Eurpoe (current prices)

Agriculture 4.8 3.2 2.5 1.7

Industry and construction 34.2 31.2 27.0 22.0

Services 60.9 65.6 70.4 76.2

Western Europe (employment)

Agriculture 12.8 8.4 5.4 5.0 4.6

Industry and construction 44.8 44.6 38.7 34.2 24.5

Services 42.4 46.9 55.8 60.8 70.9

Northern Europe (constant prices)

Agriculture 5.4 4.5 4.1 3.5

Industry and construction 33.0 31.3 30.7 33.5

Services 62.1 64.2 65.2 64.5

Northern Europe (current prices)

Agriculture 7.0 5.5 4.1 2.4

Industry and construction 27.1 27.0 24.3 27.1

Services 65.9 67.5 71.6 70.5

Northern Europe (employment)

Agriculture 25.6 13.0 8.4 5.5 3.1

Industry and construction 35.1 37.4 32.4 28.5 24.5

Services 39.3 49.7 59.2 65.9 72.4

Southern Europe (constant prices)

Agriculture 6.5 5.3 4.6 4.8

Industry and construction 33.4 33.7 31.8 30.1

Services 60.6 61.5 63.6 65.3

Southern Europe (current prices)

Agriculture 17.8 13.1 9.2 7.5

Industry and construction 25.7 25.8 24.8 22.1

Services 56.5 61.2 66.0 70.5

Southern Europe (employment)

Agriculture 46.8 35.0 29.8 22.7 20.1

Industry and construction 26.3 32.3 31.5 28.9 28.8

Services 26.9 32.7 38.8 48.3 51.1

Eastern Europe (constant prices)

Agriculture 28.1 19.0 12.3 10.5 13.3 9.1

Industry and construction 31.0 46.7 48.8 50.7 42.4 45.3

Services 40.9 34.3 38.9 38.7 44.3 45.6

Eastern Europe (current prices)

Agriculture 14.7 12.8 14.4 8.9

Industry and construction 41.2 41.4 36.3 25.6

Services 44.1 45.7 46.4 62.8

Eastern Europe (employment)

Agriculture 50.2 38.0 12.5 12.3 18.5

Industry and construction 23.0 35.5 48.4 45.5 32.0

Services 18.2 26.6 39.1 42.2 49.5
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market allocation mechanisms by large firm management, suffered a serious
setback. Outsourcing, just-in-time or sub-contracting services previously done
by company departments reduced the size and scope of firms. It helped make
them more flexible and adaptive to rapid changes in a climate of instability.
But at the same time, it shifted more and more resources out of industry and
into services.
If we look back in European economic history for empirical regularities in

economic development which might constitute what has been referred to as
patterns of development, we can find two such patterns related to the
allocation of labor: an initial phase, during which labor moved out of
agriculture into industry, and a second phase when services grew at the
expense of both industry and agriculture. We find that the 1970s were a
period during which most European countries suffered a decline in the share
of the labor force engaged in industry. Looking at the different areas of
Europe, we find that the higher was the initial share of industry, the deeper
was the subsequent fall. Deindustrialization was most pronounced in those
countries where the proportion of the labor force in industry was already at
or above 40 percent in 1960 (Feinstein 1999, pp. 37–8). Table 13.3 shows how
the share of labor in western European industry dropped from around
45 percent in the 1970s to below 35 percent at the end of the 1980s. Less
dramatic drops can be observed for northern and southern Europe, with falls
from 35 percent to around 30 percent and 32 percent to 28 percent,
respectively.
The fall in the share of industry has been steeper in the five big economies –

France, Germany, Italy, the Netherlands, and the United Kingdom – which
show a decline of more than ten points from 29 percent of value added in
1979 to less than 19 percent in 2003. Structural changes in the ten smaller
EU-15 economies were far less pronounced. Industry fell from 22 percent to
19 percent and services rose from 75 percent to 79 percent. Thus, big and
small economies became more similar in sector composition. Furthermore,
most of the deindustrialization took place before the “New Economy” growth
phase in the 1990s. Only after 2000 was there a renewed dip in industry
shares for all the EU-15.

Table 13.3 note: division of Europe in geographical areas: northern Europe: Denmark, Finland, Norway, Sweden.

WesternEurope:Austria,Belgium,France,Germany, Ireland,Liechtenstein, Luxembourg,Netherlands,Switzerland,

United Kingdom. Eastern Europe: Balkans (Bosnia-Herzegovina, Croatia, Moldavia, Montenegro, Serbia, Slovenia),

former Czechoslovakia (Czech Republic, Slovakia), Bulgaria, Hungary, Poland, Romania, former USSR (Estonia,

Latvia, Lithuania). Southern Europe: Andorra, Cyprus, Italy, Greece, Malta, Monaco, Portugal, Spain.

Sources: Constant VA: UN Data GDP at constant 1990 US Dollars. Current VA: UN Data GDP at current national

currency. National shares weighted by population. Data for eastern Europe 1950 and 1960 from Aldcroft (2001),

Table 6.2, weighted with population data from Maddison 2003.
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Recovery and sluggish growth (the 1990s to the present)

The 1990s introduced important changes in European economies. The creation
of European economic and monetary union provided fiscal and monetary
discipline by limiting debt, deficit, and interest rate variation. Inflation was
brought back under control and gradually increasing economic stability helped
business, employment, and consumption to recover. But fixed exchange rates
were also adopted to reduce risk and facilitate the efficient allocation of capital.
Growing EUmembership from the 1990s to the present has spread this stability
and further increased scale. On the one hand, centripetal forces are concen-
trating high-tech industry in Europe’s transport center in a clear example of
Marshallian externalities – driven by skilled labor pools, the ease of technology
spillovers, and most appropriate infrastructures. On the other hand, centrifugal
forces are moving specialized activities and low-skill activities into the outer
circles.
China’s spectacular industrial growth performance – the awakening of the

sleeping dragon – is moving assembly industries and labor-intensive activity in
general towards East Asia. Europe has deindustrialized at a steady pace. The
exception is northern Europe, which has been reindustrializing in terms of
output. In this adverse economic context, the high growth of productivity in
northern European industry compared to overall productivity growth has
implied a lower share of labor inputs absorbed by that sector relative to its
share in total output. The relatively good productivity performance also led to a
relatively lower increase in prices, with a corresponding reduction in this
region’s share of output valued at current prices.
The revolution in information and communication technology (ICT) shows

signs of constituting a “productivity paradox” similar to the replacement of
steam power by electricity at the beginning of the twentieth century. Paper and
digital formats continue to coexist and although ICT is providing higher speed
and diversity and reduced storage space, the high pace of innovation –
Schumpeterian creative destructive – may be contributing, as Solow (1987)
observed, to a situation where we can “see the computer everywhere except in
the productivity statistics.”
Van Ark, O’Mahony, and Timmer (2008, pp. 25–6) hold the slower emer-

gence of the knowledge economy in Europe responsible for the slowdown of
labor productivity growth in Europe since 1995. They find lower growth
contributions from investment in ICT and a small share of technology-
producing industries in Europe. As Gordon (1997, 2004a, 2004b, 2006) has
argued, part of the growing gap between Europe and the United States in
productivity performance must be found in the rigidities of Europe’s labor
market. In Europe, labor force participation and working hours per person are
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low and there are higher preferences for leisure and high income taxes in
support of a social welfare state system with generous unemployment benefits.
In addition to these structural variables, increasingly poor primary and secon-
dary education and high unionization are reinforcing a process of capital
deepening.
The shift away from manufactures to services, which accompanies higher

income per capita and the marketization of household production activities,
reduces the potential for future productivity growth. Industry has often been
considered the locus of innovation and technological change – the sector which
has most intensively applied economies of scale, capital intensification and
incremental innovation. However, from the 1990s, productivity growth related
to the production of ICT equipment has been spectacular even in European
industry. Thus, productivity increase in the European Union in the production
of office machinery and electronic valves and tubes is calculated to have been in
the range of 40 to 50 percent annually from 1990 to 2003!5 These branches are,
of course, only a small fraction of total industry. In 2003 they represented one
percent of the total industrial labor force. In the production of telecommuni-
cations equipment, comprising roughly another one percent of the total labor
force, productivity growth has also been impressive, at around 10 percent
annually over the same period. In industry at large, however, there was no
similar quickening of productivity growth up to the beginning of the 2000s:
productivity growth has hovered around 2 to 3 percent per annum in most
branches since 1980.

Space and concentration in European industry

Progressive European economic integration over the last half century, from six
to twenty-seven countries, has created growing interest in the spatial distribu-
tion of industry in Europe and the impact of European Union expansion into
the periphery. Examining employment data for nine industrial activities from
1977 to 1999 for 197 NUTS2 regions, Ezcurra, Pascual, and Rapún (2006) have
found an increase in geographic concentration in most industrial activities. The
concentration of employment has increased in six of the nine sectors consid-
ered: non-metallic minerals; chemical products; metal products, machinery
and electrical goods; transport equipment; textiles, clothing, and footwear;
and other manufacturing. The greatest increase in concentration took place
in the textiles, clothing, and footwear industry as a result of the shift of
production to the southern periphery of the EU. The ores and mineral sector

5 http://www.ggdc.net/dseries/totecon.html. The data refer to the EU15.
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suffered dispersion, mainly due to the dismantling of the industry in formerly
highly concentrated countries, and there was virtually no change in concen-
tration in food, beverages, and tobacco or in paper and printing products,
which are characterized by low-technology intensity and limited possibilities
for exploiting economies of scale. The process of concentration has been
increasing and the ergodic distributions the above-mentioned authors estimate
seem to indicate a future trend to even higher concentration.
Rojec and Damijan (2008) analyze the relocation of economic activity from

the EU-15 to the new member states. Although they find that inward foreign
direct investment (FDI) to new member states is mainly efficiency-seeking FDI
inmanufacturing, the stock of such investments is very small in terms of overall
EU-15 outward FDI. The low degree of relocation confirms Esteban’s (2000)
conclusions that differences in aggregate labor productivity in Europe are not to
be attributed to the regional differences in the sector mix, where each sector has
a different labor productivity, but rather to the fact that all sectors of a region
have similarly high or low productivity. Sectormix is irrelevant. Infrastructures,
social capabilities, and human capital are what matters. Ireland may stand as an
example of this.

Services

For the last fifty years, services have been a dynamic part of the European
economy, increasing their share of both output and employment. This struc-
tural change has been propeled by some major forces, from both the demand
and the supply sides.
The demand for services has risen over these decades, for two main reasons.

First, the level of knowledge intensity and specialization in European produc-
tion has increased overall, which has meant a growing need for a number of
services such as education, R&D, information, financial mediation, and trans-
portation. Thus, inputs from the service sector have become more important in
all production and a major factor behind productivity growth. Secondly, rising
income has shifted demand to a number of services. From a consumer per-
spective, there is a high-income elasticity of demand for services such as
education, healthcare, transportation, and tourism.
On the supply side, two major technological and organizational changes

have exerted a strong influence on the service sector. First, during the period
after the Second World War, possibilities of a catch-up with the more devel-
opedUS service sector opened up in Europe, as part of the growth process of the
golden age and the rapid transformation of large parts of Europe. Secondly, the
ICT revolution that started in the 1970s and gained momentum in the 1980s
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and 1990s had a strong impact on service sector technology and organization. It
also affected, of course, the demand for services, with a concomitant increase in
knowledge intensity.
The interaction between the aggregate growth performance in Europe and

the technological changes since 1945 gives a clear periodization of service sector
performance. During the golden age of growth up to the mid-1970s, services
were modernized in a way that was complementary to the expansion of the
manufacturing sector. In the post-industrial society from the 1970s, however,
services became a key sector in European growth. This periodization also fits
with another major watershed in service sector production: the shift from
public sector service growth to private sector service growth. Such a shift
occurred in the late 1970s or early 1980s in large parts of Europe, when a
political reorientation coincided with the technological changes that altered
some of the conditions for public sector service provision. It is also evident that
the increased emphasis on the role of services in economic growth has placed
new items on the agenda for European integration.
There were, moreover, clear regional differences within Europe in all the

developments outlined above. Income levels, sectoral composition, and institu-
tional arrangements differed. As a general pattern, southern and eastern
Europe were lagging in growth andmodernization, while there were differences
within northern and western Europe as well. Thus, catch-up within the service
sector was not only a process between Europe and the USA but also an intra-
European process that has widened in scope in the last decades.

The golden age (the 1950s and 1960s)

The acceleration of economic growth in Europe that occurred after recovery
from war in the 1950s was a modernization and catch-up process that involved
services to a very large extent. The productivity gap with the US economy that
had widened over the interwar and war period was even more pronounced in
services than in industry.6 Mass education, particularly higher education, had a
decisive lead in the USA over Europe, serving both industry and a growing
service sector. From the end of the nineteenth century a new technology and a
new organization of service production had developed and been diffused in the
United States. It involved new office machinery with telephones, typewriters,
calculators, cash registers etc. It also involved a new and more hierarchical
organization suitable for standardized services in a high-volume production

6 In combination with differences in the sector composition; cf. the emphasis on the shift out of agriculture in the golden age

growth in Temin 2002.
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adapted to the large and integrated American market (Broadberry 2006).
Europe was slow to adopt the new technology before 1950. Services in
Europe were generally more customized, adapted to the individual customer
on narrow national markets and hence produced in low volumes with high
margins. Furthermore, services were mainly an urban activity with low demand
from traditional agriculture. The slowdown in the release of labor from agri-
culture to industry and services since the late nineteenth century had further
limited the market for services in Europe (Broadberry, 2004, 2006).
Differences within Europe were large, however, in a number of respects. By

1950, Britain had a clear lead within Europe in service sector organization as a
result of its radical urbanization, which provided a larger and more dynamic
market for services, and also as a result of its international orientation in high-
value-added services such as finance, insurance, and transportation. The rapid
catch-up of the German economy in the 1950s and 1960s was to a large extent
based on the flow of labor from agriculture to urban services, propeling a
productivity-enhancing modernization of service production. Another region
taking a lead was Scandinavia, characterized by small open economies. These
adapted to the modernization and high-volume production of a number of
services through a standardization process within the public sector, which was
also integrated into a new welfare policy. Sweden, for instance, was also
comparatively open to American ideas of standardization not only in industry
but also in retailing, with early successes such as IKEA and HM (Schön 2000).
Comprehensive data for the service sector are still very scarce for the early

post-war decades. It is clear, though, that in this golden age of growth there was
a strong complementarity between the service sector and the rapid growth in
the material production of manufacturing industry and construction, fueling
urbanization in large parts of Europe.
The modernization of Europe, on different regional levels, provided new

demands on the supply of human capital. Thus, one primary task of the service
sector was tomobilize human resources. Education expanded explosively in the
1950s and 1960s due both to the high rates of population increase in the 1940s
and 1950s and to the rise in the school-leaving age. Europe entered the era of
mass education. Furthermore, the healthcare sector grew substantially in these
decades, with both modernization of hospitals and medical treatments and
extension of the supply of healthcare as part of post-war political programs.
During the 1960s and 1970s another labor-mobilizing service gained in

importance: the provision of public childcare to release female labor from
unpaid domestic work within the household. This link between the release of
female labor and the growth of the public sector was particularly apparent in
countries with comprehensive social programs for labor force mobilization
and – progressively more outspoken – programs for gender equalization.
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Thus, the link is clear in the northern European countries developing the
Scandinavian model of public services as it appears from the Swedish historical
national accounts used in Figure 13.1.
Education, healthcare, and childcare were to a large extent supplied by the

public sector, by states or by local communities, and all over Europe employ-
ment in the public sector increased. This trend was further intensified by social
democratic or Keynesian-inspired policies that gave a prominent role to the
public sector in providing services to stabilize societies in the process of rapid
modernization and reintegration into the world economy. Apart from more
ambitious programs of income transfers, greater emphasis was put on social
planning and this made the output of administrative services grow.
Consequently, the employment share of services grew particularly in north-

ern Europe, i.e., in Scandinavia. Over the 1960s the service share grew by ten
percentage points, and by 1970 roughly half the labor force was employed in
services and close to one third in the public sector. During the 1960s
Scandinavia overtook the mainly large economies of western Europe in service
shares of employment, but all of these regions had high shares. Southern and
eastern Europe were on a distinctly lower level with service shares increasing
from a quarter to a third, marking the much more agricultural character of
these regions.
Besides public sector provision of services (mainly public provision in the

field of human capital mobilization), distribution was another main area of
employment. In this branch employment stagnated, however, and decreased in
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Figure 13.1 Shares of total labor force in Sweden, 1870–95.
A: women in unpaid domestic work; B: Public sector. Source: Schön 2000.

353 Sectoral developments, 1945–2000



relative importance within the service sector. The 1960s was a period of rather
intensive rationalization in retailing, particularly in northern and western
Europe. With the massive modernization of society, the diffusion of automo-
biles, and nationwide electrification, large-scale retailing was introduced more
widely in Europe. Employment in transport and communications diminished
relatively – an indication of technological change in this service area – but it was
also an effect of the diffusion of private automobiles.
The financial sector was on a comparatively low level quantitatively, indicat-

ing the rather limited role that financial intermediation had to play in the
Keynesian era, with nationally regulated markets. It was, however, relatively
more important, in terms of employment, in the advanced economies of
western Europe and particularly in the UK.

The service sector in the post-industrial society (the 1970s to the 1990s)

From themid-1970s, Europe entered into a new era of accelerated growth of the
service sector, particularly in terms of employment, at the expense of both the
agricultural and the manufacturing sectors. There were certainly several factors
behind this growth of the service sector. First, there was technological change.
The advent of the microchip in the 1970s sparked off a new direction in the IT
revolution with the massive diffusion of computer processing power, flexible
communications, and low-cost information transfer. The intensity of informa-
tion and knowledge rose steeply in most activities, creating scope and need for
more and new services. Secondly, the prolonged income increases of the post-
war period shifted demand in the direction of services such as personal care and
domestic aid, tourism, media and cultural experiences, and financial interme-
diation. Thirdly, intensified global market integration and the diffusion of
industrialization shifted European advantages in the direction of services –
both internally by sustaining real income growth and externally by increasing
demand for financial services or other business services.
Technological change and global market integration also changed the struc-

ture of services. The public sector growth ended in the 1980s and even went into
reverse in the 1990s. There were two main reasons for this. First, there was a
widespread political reaction against increasing levels of taxation, leading to
new political ideas of deregulation and privatization from the 1970s and the
1980s (in eastern Europe this reaction to public sector redistribution took a
very particular form in the 1980s and 1990s). Secondly, technological change
created distinctly new possibilities of information flows and organization,
reducing transaction costs as well as reducing information asymmetries. The
pendulum shifted from the public to the private sector. It also shifted from
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national regulation to international integration. The financial sector was a
forerunner, breaking down Keynesian-inspired regulations during the 1970s
and 1980s. The media sector followed suit, and in the 1990s the Internet
revolutionized most sectors of information and transactions.
When the bulk of growth forces shifted to the new service sector, taking both

demand-side and supply-side factors into account, Europe was presented with
both acute new possibilities and problems – particularly in relation to the
American productivity lead and the American mode of production. On the
one hand, technological change rendered a new flexibility in production and a
new profitability to low-volume customized production that is more in line
with European tradition and organization (Broadberry and Ghosal 2005). Such
a reversal in technological trends may prove important for comparative
European growth in the longer run, once the European catch-up in ICT
investments has been carried through. On the other hand, services represent
areas that to a large extent are difficult to integrate within Europe. Many
services demand culture-specific competencies that have reduced the mobility
of labor and of services (or increased the demand for a common language). The
obstacles to integrating the Europeanmarket were evenmore severe taking into
account national regulations that had developed in the preceding period. Some
of the most expansive and most knowledge-intensive sectors, such as the
healthcare sector and the education sector, were deeply integrated into the
public sector and had different national regulations. The Bologna process is one
step in the direction of integrating higher education. Administrative integration
and the integration of social insurance systems, in particular, are probably one
of the keys to a more effective labor market and service sector in Europe. For
any strategy to make Europe a world-leading area in terms of productivity, the
integration of the service sector is vital, as expressed for instance in the Lisbon
strategy of the year 2000.
Van Ark, O’Mahony, and Timmer (2008, pp. 39–42) relate the better

performance in US market services to the large differences in financial and
business services and multifactor productivity working through ICT. Common
language and less diversity in consumption culture have also allowed the US to
develop large-scale lean retailing with a high ICT input. Retailing was the
leading sector in the productivity growth of US services in the 1990s, very
much dependent upon spacious American towns and the massive use of
automobiles. Europe was then handicapped by the restrictions of dense cities
and more dependent upon collective transport systems. New trends in energy
prices and climate change may however provide another reversal in favor of
European organization.
The service sector growth can be seen clearly in employment shares all over

Europe. In northern and western Europe, the service sector increased its share
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of employment from roughly half to close to three quarters from 1970 to the
turn of the millennium in 2000. In southern and eastern Europe the increase
was from one third to half of the total employment. Thus, by 2000 the southern
and eastern periphery had reached the service shares of northern and western
Europe in 1970, although with proportionately larger agricultural sectors and
smaller manufacturing sectors.
The relative productivity of the service sector – in relation to the GDP

productivity level – decreased considerably over the period. In part this was
due to slower productivity growth in services than in manufacturing and
agriculture.7 It was also due to the fact that the agricultural sector, which has
constantly had a lower productivity level, was rapidly shrinking, reducing the
relative productivity advantage of services in a GDP perspective. In northern
and western Europe this development was very similar, in both level and
direction, although the decrease was more pronounced in northern Europe,
where the female participation rate in the service sector has been the highest.
From productivity levels distinctly above the average, the service sector fell
below average by the year 2000. In southern Europe the relative level of service
sector productivity was considerably higher than in central and northern
Europe, which mainly reflects the large agricultural sector, debasing general
productivity levels. It may also reflect differences in price structures and gender
composition among regions. That may be the case in eastern Europe as well,
with comparatively low relative service sector productivity despite a large
agricultural sector. This may also be due to the composition of the services
provided: a comparatively low share of highly productive financial services or
other business services and a larger share of (female) care.
Employment in the various sub-sectors of services has mainly followed

trends from the 1960s, with the public sector as the exception. Thus, the area

Table 13.4 Relative service productivity levels, 1970–2000 (share of
GDP/employment share)

1970 1980 1990 2000

Western Europe 1.23 1.10 1.06 0.96

Northern Europe 1.24 1.08 0.99 0.88

Southern Europe 1.84 1.58 1.32 1.28

Eastern Europe – 0.99 1.05 0.92

Source: Derived from Table 13.3 sectoral shares.

7 The productivity growth rate of the service sector is low, at least it we take no account of the problem of measuring output

in the service sector or the role of services as inputs contributing to productivity increases in other sectors. Cf. Gadrey and

Gallouj 2002.
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of distribution (including not only wholesaling and retailing but also tourism
activities such as hotels and restaurants) has followed an overall mild relative
decline. While modernization of distribution has intensified, tourism activities
have expanded. Employment in transport and communications bears witness
to the impact of technological change. Despite the increase in transport and
communication flows, employment has decreased. The financial sector and
related business services and R&D, i.e., the highest value-added group of
services with the most competence intensive processes, is the only category
that increased its share of services. The employment share has doubled and the
rate of increase risen over the decades.
From 1979 the Groningen 60 sector database gives a more detailed account

of the service sector in terms of production, employment, and labor produc-
tivity per hour, mainly from the EU countries. The overall impression from the
OECD data is corroborated. Employment in transport and communications
has decreased while productivity has increased muchmore strongly than in any
other service sector. Employment has been most expansive in business-related
services, to a certain extent signifying the outsourcing of services earlier
provided within manufacturing companies, but also signifying an increasing
demand for more specialized competence in relation to new products and
production processes. Real estate services have also been quite expansive in
terms of employment, while employment in financial services more strictly
defined has grown only slowly, despite considerable expansion of the financial
markets. This is due primarily to the fact that the banking sector was the first
service sector – besides communications itself – to apply modern IT technol-
ogy, rationalizing heavily in front-office positions.
It is furthermore noticeable that employment in private household services

has expanded rapidly, although productivity performance has been poor. Not
only does this part of the service sector have the lowest level of productivity, but
productivity is also on a downward slope. Admittedly, productivity in this and
other service areas is hard to measure, and reflects mainly supply and demand
conditions of the relevant labor.

Table 13.5 Employment shares in different service sectors in Europe, 1960–2000 (%)

1960 1970 1980 1990 2000

Trade and tourism 34.5 31.5 31.9 31.5 31.1

Transport and communication 15.9 13.6 11.8 10.4 9.9

Financial services, real estate, R&D 8.1 9.1 10.7 13.1 16.8

Public administration, community social work 41.5 45.8 45.6 45.0 42.2

Total 100 100 100 100 100

Source: OECD database.
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Labor productivity levels at three benchmark years are given in Figure 13.2.
Labor productivity of real estate is not included – it is vastly inflated by the
capital stock in the sector in which value added is mostly made up of interest
rate charges. Evidently, labor productivity is the highest in the financial sector,
engaging not only high competence but also much capital per employee. The
same is true of the transport and communications sector, which has improved
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Figure 13.2 Value added per hour in service sectors, 1979, 1990, and 2000 (euro in 1995
prices). Source: see Table 13.6.

Table 13.6 The service sector in the EU15, 1979–2003, annual growth rates

Employment Production Productivity

Distribution and tourism 0.67 2.11 1.44

Transport and communication −0.11 3.56 3.67

Financial 0.79 2.48 1.69

Real estate 2.62 2.68 0.06

R&D 1.27 2.43 1.16

Other business activities 4.06 4.33 0.27

Public administration, health, education 1.17 1.82 0.65

Private households 3.37 2.49 −0.88
Total services (excl. real estate) 1.26 3.10 1.84

Source: Groningen Growth and Development Center database, www.ggdc.net.
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its position much and surpassed R&D, business activities, and the public
sector – expressed in 1995 prices. Trade, tourism, and, in particular, private
household work linger in the low-productivity realms. The decreasing value per
hour in the latter case may also be the result of labor market deregulation,
opening up new low-wage areas in the EU over recent decades.
Thus, development within the European service sector over the past decades

involves both new opportunities for catch-up with the still leading American
technologies, and an intensified intra-European catch-up from the eastern
regions, and a divergence between the high-income and low-income sectors
of service production.
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Introduction

In the first age of rapid economic growth after 1945, fluctuations in western
European output and employment were so mild that the very notion of a
“cycle” was transformed or even seemed obsolete. A second period of much
slower average economic growth was marked by large and frequent oscillations,
associated with the “oil shocks” and the Great Inflation of the 1970s and early
1980s. A third phase, characterized by smooth and modest swings in output
and inflation which lasted until 2007, has been dubbed the “GreatModeration,”
reflecting the gradual reduction of inflationary trends.
Different reasons have been proposed for these changing patterns, but a

common factor is that the conduct of economic policy was critical. In this
chapter we explain how governments contributed and responded to fluctua-
tions in economic activity in Europe during the second half of the twentieth
century. In the second section we sketch the basic ideas essential to under-
standing the relationship between economic policy and business cycles. They
include the notion that monetary and fiscal policies influence fluctuations in
output, employment, and inflation according to the financial openness of the
economy (free capital flows versus capital controls), as well as the currency
regime chosen by policy makers (pegged versus flexible exchange rates).
We also document the timing of financial liberalization in Europe and the
persistent preference of most European governments for pegged exchange rate
regimes over the entire period. We then examine the evolution of basic features
of cycles in Europe, such as volatility and synchronization. We note the falling
volatility of cycles in the 1960s and from the mid-1980s until 2007, explaining
why changes in economic policy making were a fundamental driver. In the next
section we support this analysis with narratives of the responses of national
governments and central bankers to cyclical fluctuations before and after the
global recession of 1974–5. Finally we look briefly at the historical and recent
experience of eastern Europe, assessing the area’s reintegration from 1989 after
the long economic decoupling from the rest of the continent in 1945.

A conceptual framework

Policy objectives

Governments’ preferences determine whether stable purchasing power of the
currency or a high and stable level of production and employment will be their
main policy focus. They assign different weights to fluctuations in the level of
prices and economic activity when taking policy decisions.
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Historically, policy preferences reflected a broader societal consensus about
the desirability of alternative objectives. The great slump that began in 1929 was
the catalyst for acceptance of Keynesian economic doctrine, andmore generally
a belief in the obligation of governments to prevent such a crisis from recurring.
In most of the post-war industrialized world, government activism was legiti-
mated, and heightened expectations of welfare turned the pursuit of social
reforms and full employment into the major objective of economic policy. This
approach has been blamed for creating a persistent inflationary bias, which
judged large fluctuations in the price level as only a minor evil (Burns 1979;
Ciocca and Nardozzi 1996). A notable exception wasWest Germany, where the
public reaction to earlier twentieth-century economic history was an abhor-
rence of inflation and an independent central bank committed to price stability.
Only after 1980 did a growing consensus about the undesirability of high and
volatile inflation eventually change the macroeconomic regime, so that “taking
on inflation” became the main priority of economic policy making (Volcker
and Gyohten 1992). In the course of this regime shift, West German monetary
arrangements became the model for European transnational money in the
European System Central Banks set up by the 1991 Maastricht Treaty.

Policy instruments and optimization

Monetary and fiscal policies are the two principal means of stabilizing prices,
output, and employment. During the 1950s and 1960s, the classic instru-
ments of monetary policy – discount rate (Bank Rate), open market opera-
tions, and reserve requirements – were used in different combinations across
western European countries; their mix also changed over time in the same
country.
For example, Bank Rate was systematically employed by monetary author-

ities in the UK, West Germany, Belgium, the Netherlands, and Sweden. The
French authorities also resorted frequently to this instrument in the 1950s, but
much less frequently in the following decade. Conversely, the Italian authorities
left discount rates almost unchanged for very long periods (Michaely 1971,
pp. 33–7). Both French and Italian authorities gave increasing priority to the
maintenance of low and stable nominal interest rates, in order to guarantee
cheap funding for the government and the large state-owned industrial sector.
In many countries traditional instruments were complemented by a wide

array of administrative controls, such as cash and liquidity ratios, quantitative
limits on rediscounting and credit, regulation of banks’ external position, and
so on. This diversity of instruments was maintained in the transition to target-
ing the growth rates of the money stock for anti-inflationary purposes, initiated
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by West Germany around 1974 (von Hagen 1999, pp. 421–36) and adopted by
the other major European governments by the end of the decade (Houben
2000, pp. 142–74).
After the Second World War the enhanced size of the typical central

government budget gave the state greater direct influence over the level of
spending in the economy. Total spending or aggregate demand determined the
short-term demand for workers and the pressure on prices. Countercyclical
use of taxation and government spending therefore seemed to some a way of
eliminating periodic slumps in employment. In practice the delays inherent in
approving and planning new public expenditure, coupled with political pres-
sures not to cut spending, meant that fiscal policy was insufficiently responsive
to be used for “fine tuning” economic policy. Indeed there is evidence that in
many cases fiscal stances were the principal destabilizing force in the economy;
government spending and taxing policies were the sources of fluctuations in
employment and output (Darvasz, Rose, and Szapary 2005).
According to the theory of macroeconomic policy, governments should

choose policy instruments so as to optimize policy targets, and there is some
evidence that this is what they tried to do. Macroeconomic policy coordination,
in its earliest theoretical formulation, suggested that different policy instru-
ments should be assigned to the various targets. In this way demand manage-
ment would be more effective, particularly when the value of one target, such as
unemployment, required expansion and another, such as the balance of pay-
ments, warranted contraction. Modern reformulations in game-theoretic fash-
ion also contend that fiscal andmonetary authorities can achieve higher growth
and price stability if they choose cooperative strategies (Nordhaus 1994).
By the 1990s, there was something of a reversion to nineteenth-century

idealized gold standard policy that gave less scope to policy discretion. The
success of West German macroeconomic management encouraged the adop-
tion of policy rules that constrained European governments’ options in mon-
etary and fiscal policy. The Maastricht criteria and the Stability and Growth
Pact were the most obvious examples. Governments were not competent, or
could not be trusted, to exercise macroeconomic policy discretion, or it simply
did not work.

How the economy worked

The relationship between policy instruments and targets depends on the
structure of the economy, which in our period was not fixed. Opinions as to
the relationship changed substantially in some countries over the sixty years
from 1945. Partly in consequence, direct controls and quantitative restrictions
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were more widely employed in the early period, while a greater willingness to
use prices and work with markets is apparent in later years.
Among structural factors, financial openness and currency regimes deter-

mined whether and to what extent economic policy instruments could achieve
their targets. There is a close relationship between the possibilities of an
independent monetary policy geared towards domestic goals, pegged exchange
rates, and international capital mobility for small open economies. A govern-
ment with a pegged exchange rate aims to counteract a recession by an expan-
sionary monetary policy that initially lowers domestic interest rates. The
interest rate differential opened up with foreign capital markets causes a capital
flight. Investors convert domestic currency into foreign currency at the pegged
exchange rate, and the country’s international reserves fall as the central bank is
obliged to intervene in foreign exchange markets (i.e., buys domestic currency
and sells foreign) in order to stabilize the nominal exchange rate around the
official peg. This foreign exchange operation contracts the monetary stock and
offsets the initial expansion: the domestic monetary stock is endogenous to the
economy and cannot be controlled by the monetary authorities, so that output
and employment ultimately remain unaffected.
Attempts to “sterilize” this monetary offset with a new expansion of

domestic monetary base will only accelerate the drain on reserves.
Exchange and capital controls may block or slow the outflow, but otherwise
foreign exchange reserves will eventually be exhausted. Before that happens
investors will anticipate the abandonment of the pegged exchange rate and
there will be a “speculative attack.” Fundamentals are inconsistent with the
target exchange rate: policy-makers face a “trilemma” (Obstfeld, Shambaugh,
and Taylor 2005) that obliges them, in the absence of capital controls, either
to abandon monetary expansion and keep the pegged rate, or to adopt a
floating rate if they continue their inflationary policy. Policy makers wanting
to use tight monetary policy to preserve price stability in an international
inflationary environment will be equally frustrated by the expansionary effect
of capital inflows and the accumulation of foreign reserves. In both cases, a
weak form of monetary policy independence could be achieved through
periodical realignments (i.e., devaluations or revaluations) of the nominal
exchange rate, validating the accumulated inflation differential.
This conceptual framework helps explain post-war economic policy in

western Europe. As shown in Table 14.1, over the second half of the
century European governments exhibited remarkably consistent preferences
for pegged exchange rates and a clear dislike of floating. Their choice
reflected the harm that they believed exchange rate fluctuations would
have caused to intra-European trade and the Common Agricultural Policy
(Eichengreen 1996b, p. 137).
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Pegging to the US Dollar under the Bretton Woods System was definitely
abandoned by most European governments in 1972–3, but quickly replaced
by de facto pegging to the Deutschmark. Two periods of anchoring to the
German currency as an external constraint on domestic economic policy were
the “Snake” (1972–8) and the European Monetary System (1979–93). Both
initially proved sustainable only for a group of northern European small
economies with moderate inflation. But the peg was successfully adopted by
large inflationary countries in the early 1980s as a disciplinary device to achieve
disinflation (Gros and Thygesen 1992).
Capital mobility and arbitrage also increased over the period, both because of

official financial liberalization and by circumvention of national capital con-
trols (Marston 1995). As shown in Table 14.2, based on an index of external
financial deregulation (Quinn 2003), European governments gradually relaxed

Table 14.1 Currency regime of sixteen western European countries, 1950–2007

Time on

pegged

exchange

rate (%)

Peg to

US$

Peg to

UK£

Peg to DM Currency

union

(euro)

Peg to

euro

Austria 96.5 1953–9 1959–98 1999–

Belgium 94.7 1954–5 1955–71 1999–

Denmark 100.0 1950 1951–71,

1978–98

1999–

Finland 71.9 1950–1,

1967–73

1973–92,

1993–8

1999–

France 89.5 1956–71 1971–3,

1974–98

1999–

Germany 47.4 1954–71,

1972

1999–

Greece 96.5 1950–81 1984–98 1999–

Ireland 100.0 1946–79 1979–98 1999–

Italy 86.0 1951–73 1983–92,

1993–8

1999–

Netherlands 100.0 1950–71 1971–98 1999–

Norway 0.0

Portugal 87.7 1950–1973 1981–98 1999–

Spain 100.0 1951–80 1981–98 1999–

Sweden 71.9 1951–73 1973–92

Switzerland 70.2 1950–73 1981–88

UK 43.9 1950–72 1991–2

Notes: Definition based on de facto classification by Reinhardt and Rogoff (2004) and related

backgroundmaterial. Pegs include: pre-announced peg or currency board, pre-announced band

narrower than or equal to +/−2%, de facto peg, pre-announced and de facto crawling peg, and

crawling band narrower than or equal to +/−2 percent.
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capital controls from the late 1970s and eventually dismantled them during the
1980s, enhancing the prominence of the “trilemma.”
From the mid-1950s to 1971, and again from the early 1980s to the adoption

of the single currency in 1998, pegged currency regimes limited the policy
discretion of governments. Pegged rates restricted how much inflation was
possible without capital flight and a change in the exchange rate. They thereby
contributed to holding down both expected and actual inflation.
In the last quarter of the twentieth century financial integration further tied

the hands of governments. Only during the fifteen years between the demise of
Bretton Woods and the last realignment within the EMS (1987) did floating or
pegged-but-frequently-adjusted rates relax this external constraint and give
policy makers significant leeway. As we show in the following section, this
was also the period in which fiscal and monetary policies became less disci-
plined and business cycles in Europe more volatile. Government policy was
more active and public uncertainty increased as to future inflation.
This uncertainty is demonstrated by the history of the Phillips curve, an

empirical relation between inflation and unemployment. Originally estimated
for the UK from 1861 to 1957, the data spanned a period of stable price

Table 14.2 Quinn index of capital liberalization, 1950–2000

1950–60 1960–70 1970–80 1980–90 1990–2000 Year of full

liberalization

Temporary

controls after

liberalization

Austria 12.5 62.5 62.5 75 87.5

Belgium 75 75 75 75 100 1990 1996–8

Denmark 37.5 75 75 75 100 1988

Finland 12.5 12.5 50 50 100 1994

France 62.5 75 75 75 87.5 1998

Germany 75 100 100 100 100 1957 1973,

1978–80

Greece 25 50 50 50 75 1997

Ireland 50 50 75 75 100 1992

Italy 37.5 75 75 75 100 1988 1990–2

Netherlands 75 75 75 100 100 1983

Norway 37.5 37.5 37.5 62.5 100 1990

Portugal 25 25 37.5 37.5 87.5

Spain 12.5 50 50 75 75 1999

Sweden 12.5 62.5 62.5 75 87.5

Switzerland 100 100 100 100 100 1950 1964–65,

1974–8

UK 50 50 50 100 100 1979

Note: Index of liberalization of capital account transactions. Scoring ranges from 0 (full restriction) to 100 (full

liberalization). See details in Quinn 2003. Reported values are median score by decades.
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expectations. Once figures from more inflationary subsequent years were
introduced, the simplicity of the inverse relationship disappeared. It could
only be recovered by introducing changing expected inflation (as well as
determinants of shifts in the underlying equilibrium unemployment rate).
Any idea that policy makers could trade off more inflation against less unem-
ployment disappeared along with the basic Philips curve. For if policy makers
chose any unemployment rate above the equilibrium rate, rising inflation
quickly shifted the apparent trade-off by raising price expectations.
The Phillips curve has subsequently been interpreted as an aggregate supply

curve. The apparent trade-off reflects aggregate demand fluctuations along a
short-run supply curve. In the long run, with price expectations consistent with
actual inflation, the supply curve is vertical at the equilibrium unemployment.
Demand management cannot influence this level of unemployment. Markets
have rational expectations and cannot be fooled by governments or central
banks. This explains why expansionary demand management in the 1970s
boosted inflation but not employment.

A European cycle?

Recessions

Whether or not policy stabilized or destabilized in practice, European econo-
mies were repeatedly struck by shocks, usually adverse, and oscillated accord-
ingly. There are various ways of identifying these cycles. The widely adopted
definition of the National Bureau of Economic Research (NBER) states that
recessions are characterized by “a significant decline in activity, spread across
the economy, lasting more than a few months, visible in industrial production,
employment, real income, and trade.” Peaks and troughs of output and
employment mark the turning points of cycles; expansions – that is, the move-
ment from trough to peak – represent the normal state of the economy, while
recessions are “brief and relatively rare.” In the post-war European experience
they were so indeed.
Figure 14.1 shows two alternative indicators of fluctuations. Recent

approaches define cycles in terms of deviations of output from underlying
secular growth trends (Hodrick and Prescott 1997; Backus and Kehoe 1992).
Extracting the cycle requires therefore detrending the (log) GDP series. This
can be carried out either by assuming a linear trend and first-differencing the
series, thus obtaining annual growth rates, or by applying a filter that removes
a non-linear trend from the series. The trend is meant to capture potential
output, and deviations from trend are interpreted as output gaps.
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Level of output data and growth rates suggest that western Europe went
through just three major episodes that can be classified as generalized reces-
sions. The first two episodes were not exclusively European, but rather com-
mon shocks to industrialized economies: the extraordinary jump in the price of
oil and food in 1974–5, and the second oil shock and the “austerity policies”
implemented to keep their inflationary consequences under control in 1980–2.
The third episode (1992–3) was more European in nature, for shocks were
mainly related to German reunification, the ensuing unusually tight monetary
policies and the crisis of the European Monetary System, although the crisis
partially overlapped with the US recession of 1990–1.
However dampened the cycle was for western Europe as a whole before

1973–4, episodes of stagnation or even recession were far from absent at
national level, as shown in Table 14.3. Country-specific recessions were rare
between 1958 and 1974–5, but reappeared from the late 1970s until the
early 1990s, reflecting the increased frequency of idiosyncratic shocks. These
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Figure 14.1 The European cycle, 1950–2007.
Weighted real GDP of sixteen European countries (weights are each country’s share);
includes Austria, Belgium, Denmark, Finland, France, West Germany (unified Germany after
1990), Greece, Ireland, Italy, Netherlands, Norway, Portugal, Spain, Sweden, Switzerland,
UK. GDP is expressed in 1990 international $. Growth rate is year-to-year change in log
(GDP). Cycles (output gap) are deviations from trend obtained by Hodrick-Prescott filtering
with smoothing parameter 6.5. Sources: Data from the Conference Board and Groningen
Growth and Development Center, Total Economy Database.
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shocks were often related to financial liberalization and the constraint
imposed by rigidly pegged currency regimes. The most dramatic example
was the deep crisis that hit the Nordic economies (Sweden and Finland in
particular) in 1990–3, the severest for those countries since the Great
Depression (Jonung, Schicknecht, and Tujula 2005).
The Nordic crisis was a particularly painful variation of a new type of

economic fluctuation that emerged in Europe in the 1980s. According to
this interpretation, successful disinflation, falling interest rates, and the liberali-
zation of traditionally highly regulated banking and financial systems favored
the excessive accumulation of debt, generating long boom cycles of credit
and asset prices (Borio 2003). At the peak of the cycle, mounting inflationary
pressures became incompatible with pegged exchange rates, and triggered
contractionary intervention of monetary authorities, turning the boom into
bust. Jaeger and Schuknecht (2004) identified sixteen episodes of asset prices
boom and thirteen of bust in western Europe after 1984.

Table 14.3 European recessions, 1950–2007: a synopsis
50 51 52 53 54 55 56 57 58 59 60 61 62 63 64 65 66 67 68 69 70 71 72 73 74 75   76    77    78   79

Austria
Belgium
Denmark
Finland
France
Germany
Greece
Ireland
Italy
Netherlands
Norway
Portugal
Spain
Sweden
Switzerland
UK

USA

80 81 82 83 84 85 86 87 88 89 90 91 92 93 94 95 96 97 98 99 00 01 02 03 04 05    06   07
Austria
Belgium
Denmark
Finland
France
Germany
Greece
Ireland
Italy
Netherlands
Norway
Portugal
Spain
Sweden
Switzerland
UK

USA

  

Notes: Recessions are indicated by years with annual real GDP growth either negative or in the range

between 0 and 0.5.

Source: Total Economy Database.
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Volatility

Ironically the business cycle was declared obsolete in the industrialized econo-
mies at the end of the 1960s, just when it was about to resume. The shocks of the
1970s caused a jump in cyclical volatility. There is now a broad consensus that
not only supply-side shocks (oil prices), but also governments’ pro-active
response based on Keynesian demand management, fueled inflation and fur-
ther destabilized fluctuations. From the mid-1980s until 2007, most industrial-
ized countries dramatically shifted to low volatility, entering an era of “Great
Moderation” in which cycles were barely perceptible, or at least attenuated
(Blanchard and Simon 2001; Stock and Watson 2004). Figure 14.2 clearly
suggests parallel stories for western Europe and the United States. By the
1990s output gap volatility reached historically low values in all European
economies, as illustrated in Table 14.4.
It is well established that the duration of cycles lengthened and their ampli-

tude (height of troughs and peaks) diminished during this period, which has
now of course ended (Borio 2003, pp. 6–7). Why did cycles stabilize over the
twenty years after the mid-1980s? And what has this period in common with
the previous stabilization of the 1960s?
In the 1960s, the absence of the cyclical swings of the interwar years was

often attributed to the greater role of government in the economy through
ownership of swathes of industry, supplemented by budgets of historically
unprecedented size. Heavier taxation and greater transfers, as well as bigger
state bureaucracies, meant that a large component of aggregate demand was
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Figure 14.3 Inflation and output gap volatility, 1950–2007. Inflation volatility: standard
deviation of consumer price index annual inflation in sixteen western European countries in
the periods 1950–73; 1974–93; 1994–2007. Output gap volatility: standard deviation of
output gap in the same periods. Source: CPI indices from IMF, International Financial
Statistics. Real GDP from Total Economy Database.

Table 14.4 The Great Moderation in western Europe

1950–73 1974–93 1994–2007

Output gap volatility

Austria 2.8 1.09 0.73

Belgium 1.22 1.22 0.65

Denmark 1.51 1.38 0.74

Finland 1.82 2.37 1.01

France 1.16 0.99 0.64

Germany 2.5 1.21 0.74

Greece 2.11 1.62 0.35

Ireland 1.48 1.59 1.22

Italy 1.33 1.29 0.68

Netherlands 1.77 1.04 0.93

Norway 0.92 1.25 0.67

Portugal 1.65 2.2 1.15

Spain 2.39 1.11 0.65

Sweden 1.03 1.28 0.84

Switzerland 1.81 1.85 0.83

UK 1.27 1.5 0.31

Mean 1.67 1.44 0.76

Variance 0.30 0.16 0.06
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less exposed to the vagaries of the market than in classic laissez-faire capitalism.
Anglocentric interpretations of history were inclined to attribute this greater
stability and high levels of employment to the Keynesian demand management
of benign and omniscient governments (Boltho 1982). But even in what should
have been the most Keynesian of economies, in Britain where the doctrine
originated, the cause of the higher levels of employment in these decades was
primarily higher investment, and secondarily higher exports, rather than public
sector deficits (Matthews 1968). Policy was not Keynesian in the sense that
fiscal policy targeted employment creation (Tomlinson 1984). Close observers
noted that, while the larger government sector may have contributed to strong
private sector demand by enhancing confidence, it was also government that
triggered recessions with demand management (Maddison 1960).
Contrary to the Keynesian interpretation, even the most conservative of

national economic policies met with apparently similar or greater success in
minimizing the business cycle. Ludwig Erhard’s economic miracle in West
Germany, based on currency reform and price decontrol, and António de
Oliveira Salazar’s balanced budgets in Portugal, are cases in point. Growth
was strong and prices stable also in Italy during the 1950s, where the Governor
of the Bank of Italy, Donato Menichella, targeted the exchange rate and
contended that unemployment was a structural problem, not one to be
addressed by demand management (Fratianni and Spinelli 1997).
Governments’ ability to keep inflation low and stable, by reducing uncer-

tainty about future inflation, may have reduced output variability again after
the 1980s. In turn this created a more favorable macroeconomic environment.
Also thanks to lower inflationary expectations, monetary policy was able to
respond more effectively to shocks. Consistent with this view, both in the
USA and western Europe the steep drop in cycle volatility coincided with a
clear anti-inflationary twist in the conduct of monetary policy. In Europe there
is a robust positive empirical relationship between inflation and output gap
variability, as shown in Figure 14.3.
The wide geographical spread of the Great Moderation points to common

causal factors: anti-inflationary policies and successful macroeconomic coor-
dination through the EMS, together with the increased independence of central
banks, kept inflationary expectations low and stable. Constrained discretion
and better coordination between monetary and fiscal policy may help explain
the outstanding moderation of the British cycle since the 1990s, in spite of
sustained economic growth (HM Treasury 2002).
Or possibly it was just good luck; that is, particularly benign economic

conditions with only mild and infrequent adverse events (such as supply shocks).
Stock andWatson (2004), for instance, find that the fall in G-7 countries’ output
variance in the 1980s and 1990s relative to the 1960s and 1970s is almost
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completely explained by the decline in the magnitude of shocks. But, if oil price
hikes were the main driver of GDP volatility, the shift to the moderation era
should have been synchronized. The significant lags with which different coun-
tries stabilized suggest that the role of the vanishing oil shocks in the Great
Moderation is ambiguous at least (Summers 2005, pp. 15–20).
Links between the low inflation and low volatility of Figure 14.3 may be

more subtle. Since the 1980s the amplitude and persistence of asset price cycles
have increased in western Europe. The boom-and-bust fluctuations mentioned
above have also been associated with large and persistent deviations of output
growth from trend. This regularity is consistent with the financial system and the
real economy becoming more closely associated, through household and corpo-
rate indebtedness, gross fixed investments, and asset prices. Some argue that this
new environment is a return to that of the gold standard (Goodhart 2003).

Synchronization

Along with a secular fall in volatility, European cycles after 1950 also became
more synchronized. By the end of the twentieth century a true “European” cycle
seems to have emerged (see Figure 14.4). Why?
Increased synchronization of cycles across countries can be caused either

by common shocks – such as the oil price hikes – or by the strengthening of
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Figure 14.4 Increasing synchronization of main European cycles. Output gap based on (log)
real GDP. Source: as for Figure 14.1.
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mechanisms that transmit unanticipated events. One possible mechanism is
international integration and interdependence created by increasing trade in
goods and financial assets (Bayoumi and Eichengreen 1993). But trade might
also increase the probability of sector-specific, asymmetric shocks, which could
reduce cycle correlation (Krugman 1993).
Greater integration is not strictly necessary to explain closer cycle correla-

tion, however. For any level of integration, cycles may be synchronized if
common shocks become stronger or more frequent: the two oil shocks
synchronized the recessions of 1974–5 and 1981–2 and explain the greater
correlation of the 1970s and 1980s. But in the absence of large common shocks
since the early 1990s, the causes of subsequent synchronization must be
different.
Pegging exchange rates to the DM within the EMS may have enhanced cycle

correlation through increased coordination of macroeconomic policies (Artis
and Zhang 1997; Inklaar and de Haan 2001). Subsequently the EMU and the
Growth and Stability Pact, by requiring countries to follow fiscal rules or
disciplines, might create an optimum currency area, as Darvasz, Rose, and
Szapary (2005) contend. Or simply introducing such rules might trigger com-
mon shocks and therefore a policy-induced cycle correlation.
In any case, the increased synchronization of national fluctuations with the

German cycle is unquestionable. Table 14.5 shows that a limited number of
European economies fluctuated with Germany before 1973. By the end of the
century the German connection had become a salient feature of most European
cycles, with the important exception of the UK’s, which was decoupled from
continental cycles and more synchronized with North America’s (Artis,
Marcellino, and Proietti 2004; Duecker and Wesche 2004).

Analytic narratives

Coordination failures

Under the Bretton Woods System, a target for both governments and central
banks was to maintain the value of pegged exchange rates, but what this
required was not always well understood. Uncertainty about the time that the
economy took to respond to policy measures compounded the challenge.
As noted above, under the pegged exchange rate government policy was

constrained by the external balance. Therefore economic policy should have
responded to fluctuations in the exchange rate, international reserves, and the
current account. Yet statistical evidence suggests demand management was
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unresponsive to external imbalances in the vast majority of European countries.
According to the most detailed study available for nine western economies
between 1950 and 1966 (Michaely 1971), no consistent pattern of response by
budgetary policies, as an instrument of aggregate demand policy, to the balance
of payments can be found.
Evenmore strikingly, such unresponsiveness apparently cannot be explained

by the use of the budget for competing policy targets. Rather, fiscal policy
seemed unavailable for the correction of domestic, as well as balance-of-
payments, disequilibria. Governments apparently did not combine fiscal and
monetary policy in a manner consistent with the “policy mix” rule. Tighter
monetary policy was appropriate to correcting a balance of payments deficit,
for higher interest rates would draw in mobile capital. Expansionary fiscal
policy, according to the Keynesian economic doctrine of the day in Britain
and the USA, would address rising unemployment. With hindsight, govern-
ments probably did not use the policy mix rule simply because it would not
have worked in most circumstances. More likely, the long run level of unem-
ployment was determined by the structure of the labor market and the extent of
competition between firms. Attempts to reduce unemployment below this level
using demand policy would have been met with rising inflation. Then, as policy
switched to bringing down inflation, unemployment would have begun rising.

Table 14.5 Increasing German dominance?

Synchronization of cycles with Germany

1950–73 1974–93 1994–2007

Switzerland 0.06 0.56 0.90

Italy 0.16 0.81 0.87

Netherlands 0.13 0.87 0.87

Austria 0.79 0.66 0.82

France 0.57 0.67 0.79

Belgium 0.49 0.63 0.78

Spain −0.20 0.32 0.75

Denmark 0.44 0.58 0.70

Sweden 0.36 0.28 0.69

Finland 0.39 0.13 .65

Portugal 0.00 0.55 0.62

UK 0.21 0.35 0.60

Ireland 0.15 0.37 0.55

Norway −0.04 0.35 0.17

Greece −0.16 0.64 0.06

mean 0.22 0.52 0.65

variance 0.08 0.04 0.06

Note: Based on correlation (Pearson) of output gaps.
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Coordination between domestic monetary and fiscal policy could be a
challenge, particularly with a formally independent central bank, for the
central bank might object to financing government budget deficits by mone-
tary expansion. It might prefer to rein in demand in order to stop price rises if
the government budget was too inflationary. The German Bundesbank (until
1957 Bank Deutscher Länder) often resisted the expansionary fiscal policies of
the West German Federal Government. A 1948 law imposed on the German
central bank the primary task of “safeguarding the currency.” From 1951 the
Bank was also required to support the government’s economic policy when
there was no conflict with the currency objective. Economic performance was
unlikely simply to have been a consequence of the accident of central bank
independence; among other influences the intellectual climate created by the
Freiburg School of Walter Eucken, which emphasized proactive policies to
support and enhance competition – a supply orientated neo-liberalism – must
have played a role (Denton, Forsyth, and Maclennan 1968).
History was perhaps even more important, as the following episode shows.

In mid-1955 the West German central bank raised interest rates, after a long
period of monetary ease, and publicly criticized the expansionary stance of
Federal fiscal policy (Berger and de Haan 1999). The government was planning
increased spending to improve its standing in the 1957 election, and therefore
used its temporary veto over the next interest rate rise inMarch 1956. However,
influential members of the government, Economics Minister Erhard and
Finance Minister Schaffer, supported the bank policy against Adenauer, the
Chancellor, in order to maintain price stability. These ministers also sat on the
central bank’s board and voted for yet another interest rate increase in May
1956. Together with the bank, they were publicly denounced by the Chancellor.
But public opinion was against Adenauer and he was obliged to back down.
More expansionary fiscal policy would not be accommodated by monetary
policy, and therefore it was less likely to reduce unemployment sufficiently to
boost re-election chances.
A similar conflict emerged ten years later. From 1964 strong expansion,

driven by domestic demand, was compounded by sustained wage growth that
was faster than the rise in productivity. Inflationary pressures were greater than
at any time since the Korean War boom. The Federal government’s budget
deficit increased and the current account deteriorated. Again a strong correc-
tion was imposed by the Bundesbank through discount rate hikes between 1965
and 1966, against the protests of Cabinet members. The 1967 “mini-recession” –
the first episode of negative growth experienced byWest Germany since 1945 –
was the result (Holtfrerich 1999, pp. 378–80).
Recent interpretations regard the Bundesbank’s switching from tolerance of

inflation in 1961–4 to a restrictive stance in 1965–6, in conflict with the Federal
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government, as a new episode of institutional rivalry. Marsh (1992, pp. 186–8)
and Leaman (2001, pp. 138–42) underline the opportunistic behavior of the
German central bank. According to this view, pre-eminence given to inflation-
fighting should be evaluated against a broader political context, and could be
interpreted as an attempt to absolve the central bank from government’s
responsibility for rising inflation, as well as a decisive step in the Bundesbank’s
ascent to political and economic dominance.
Formal or legal central bank independence may have mattered less for policy

than the brief or target assigned to the institution or their ignorance of policy
impacts. This is suggested by the conflict between the Governor of the Bank of
England and British Chancellor of the Exchequer (Finance Minister), Peter
Thorneycroft in 1957. The Bank Rate was raised to 7 percent in September, as
inflation triggered short-term capital movements that threatened the exchange
rate (Cairncross 1996). Thorneycroft wanted to increase his range of monetary
instruments so that interest rates need not rise so high, adversely affecting
industry and employment. He tried to persuade commercial banks to reduce
their loans by 5 percent, but they refused, and the Governor would not issue the
directive.
Despite the nationalization of the Bank of England in 1946, Thorneycroft

lacked the authority to coerce the banks or dismiss the Governor, as he would
have liked. Unemployment duly increased from autumn 1957 to a peak in
November 1958. Reflationary measures, beginning in May 1958, were slow to
take effect, but by the second half of 1959 were creating excessive expansion. No
doubt this helped the re-election of the Macmillan government in October
1959. Removal of banking restrictions in the middle of 1958 almost doubled
loans in the following three years. In addition there were tax concessions and
greater public spending in the 1959 budget. Bank Rate was reduced from
6 percent in March 1959 to 4 percent in November. These measures interacted
with each other to produce an unexpectedly strong expansion in spending. The
balance of payments began to cause concern as imports soared, and the first
experiments with incomes policy were discussed, to limit wage increases. The
contrast with the German episode is more in the lack of coordination between
the deregulation of banking and other policies than in lack of central bank
independence.

Monetary brakes and the external constraint

During the 1960s, in a significant group of European countries, instruments of
monetary policy – mainly the discount rate and the growth rate of money
supply – moved in a direction (though not necessarily with a magnitude)
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consistent with the external position. That is, interest rates increased and
growth of the money supply fell during periods of balance of payments deficit.
This evidence is broadly compatible with monetary policy being flexible and
effective, whereas fiscal policy was inflexible and inappropriate.
The IMF view was that countries affected by “temporary and reversible

disequilibrium in the balance of payments … should not be expected to incur
fluctuations in internal demand and activity.” Rather, they should pursue
“policies aimed at attracting appropriate equilibrating movements of private
capital through international coordination of interest rates.” But coordinating
such policies between sovereign governments was a considerable challenge
(Chalmers 1972). Pursuing domestic policies that maintained the confidence
of internationally mobile capital turned out to be a surer bet.
Domestic monetary policy might offset contractions triggered by the balance

of payments. When international reserves, a central bank asset partly balancing
the liability of domestic money, fell without a change of policy, the domestic
money stock would normally decline. However, policy could, and in the 1960s
did, counteract this effect by increasing central bank holdings of domestic
assets (government bonds and bills in particular) made easier by copious
government borrowing. But the exchange rate, and the foreign reserves to
support it, were not protected by this “sterilization” operation. Sterilization
therefore meant more balance of payments crises, which could force exchange
rate re-alignments.
The external constraint was binding on all governments, irrespective of

their ideology. In Franco’s Spain, still operating under a semi-autarkic regime
in the late 1950s, inflation was fueled by populist wage measures taken to stem
political unrest and uncontrolled creation of liquidity by the Bank of Spain.
This led in 1959 to a mounting current account deficit and the virtual
exhaustion of reserves. Assisted by the IMF and the OECD, the regime agreed
to devalue the peseta and implement an orthodox package of fiscal adjustment
and monetary restriction (Carreras and Tafunell 2004b, pp. 325–35). In Italy
three years later, inflationary pressures at a peak of the expansionary cycle, a
current account deficit approaching 4 percent of GDP, and massive capital
flights (also caused by untimely nationalization of electric utilities) decided the
Bank of Italy to implement a credit squeeze. Devaluation of the lira was
avoided at the cost of a sudden contraction of economic activity (De Cecco
1969; Fratianni and Spinelli 1997, pp. 509–16). For those governments too
timid to put on the brake when inflationary pressure accumulated, the only
alternative in the end was reluctantly to accept exchange rate changes, as in
the cases of the 1967–9 devaluations of the pound and the French franc
(Eichengreen 1996b, pp. 125–8, 2007, pp. 233–41; Patat and Lutfalla 1990,
pp. 207–10).
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But “stop” policies could fail too. In West Germany in 1970–1 the
Bundesbank’s attempt to curb domestic liquidity and control rising inflation
by using restrictive monetary and credit policies was swamped by massive
inflows of foreign capital attracted by high interest rates. To allow the
Bundesbank to regain control of the money supply, floating was judged a
more feasible solution than an escalation of administrative capital controls
(Emminger 1977, p. 28; von Hagen 1999, pp. 404–19).

Stop–go: responding to unemployment

The recession of the mid-1970s brought to an end the post-war epoch of
stability: “stagflation” – rising unemployment and inflation – marked the
next decade or more. In fact inflationary pressures, powered by high wage
demands from trade unions and sustained expansion of governments’ expen-
ditures, had become evident in most European economies from 1970. But no
longer was policy constrained by the pegged exchange rates of Bretton Woods,
and attempts to control inflation with tight monetary policies in 1972–3 were
soon abandoned. In the short run, both in the USA and in western Europe
fiscal and monetary policies accommodated the oil shock, interpreted as tran-
sitory negative shocks to aggregate supply. Increasing budget deficits and
government debt, fast money growth, and low or even negative real interest
rates dominated until the early 1980s.
Proactive responsiveness to adverse shocks contributed to the creation of

unusually large inflation differentials between European countries. One group,
anchored to West Germany, switched earlier to price stability and learned
coordination between fiscal and monetary policy – not without conflicts
between the two arms of government. The other, including Britain, France,
and Italy, was reluctant to abandon full employment as its main policy objec-
tive, and preferred the expansion followed by contraction of “stop–go” policies,
rather than acknowledge the constraint that international capital mobility and
confidence placed on their choices.
A policy innovation intended to contain rising wages and prices was to

persuade unions and firms to limit these increases to less than a specified
annual percentage. These “corporatist” patterns of economic policy making,
based on “the co-ordinated, co-operative, and systematic management of the
national economy by the state, centralized unions, and employers” (Siaroff
1999), succeeded in containing inflation where it had developed into a basic
feature of the “post-war settlement,” as in Austria, Germany, or Scandinavia.
Here governments’ commitment to raising living standards with economic
growth policies and planning was reciprocated by wage restraint in the

379 Business cycles and economic policy, 1945–2007



knowledge that such moderation would allow higher investment and therefore
high future living standards (Eichengreen 1996a). But in countries with differ-
ent political traditions and institutional setup, the “post-war settlement” failed
in the face of mounting inflationary expectations. Prices and incomes policies
in the UK, France, and Italy (in the two latter as part of indicative planning)
were ineffective in controlling inflation for more than very short periods on
those occasions when policies could be agreed (Ulman and Flanagan 1971).
The classic example of a Keynesian policy response is the British fiscal

expansion of 1972–3. Following four disappointing years of low growth, rising
unemployment, and mounting cost inflation and now in the cycle trough, the
British government increased spending and cut taxes significantly. The aban-
donment of external equilibrium as a policy objective was announced by the
Chancellor of the Exchequer, who declared that “it is neither necessary nor
desirable to distort domestic economies to an unacceptable extent in order to
retain unrealistic exchange rates” (James 1996, p. 239). Recovery of growth and
employment in 1972–3 was therefore accompanied by a new bout of infla-
tionary pressures, the worst deterioration of the current account in the post-
war period, and a new external crisis forcing sterling out of the “Snake.”
In spite of the removal of the balance of payment constraint by floating the

exchange rate, growth remained slow and both unemployment and inflation
kept rising. The end of demand-led growth policies came with the 1976 IMF
crisis, when in order to obtain a loan to support the balance of payments, the
Chancellor of the Exchequer was obliged to write a Letter of Intent to pursue
“sounder” economic policies. By then, Labor Prime Minister Callaghan recog-
nized that the option to “spend your way out of a recession” was no longer
feasible (Budd 1998, pp. 275–6).
On the Continent, however, this notion had yet to spread. French policy

makers proved the most reluctant to abandon demand expansion policies. The
anti-inflationary “Plan Fourcade” of 1974–5, launched after the first withdrawal
from the Snake, soon gave way to an expansionary “Relance Chirac” leading to
mounting budget and current account deficits, a new exit from the Snake, and
the resignation of its proponent. The “austerity plan” of the new prime minis-
ter, Raymond Barre, temporarily succeeded in achieving external balance and
controlling the budget and inflation. But unemployment rose, and even the
gains that had been made were wiped out by the second oil shock and the 1980
socialist victory in the presidential election.
The newly elected government, facing a global downturn, embarked on a

program of nationalization to promote investment and heavily increased
government spending. Under the “Plan Mauroy,” the budget deficit reached
3 percent of GDP, the continuous devaluation of the exchange rate failed to
reduce the mounting current account deficit, and inflation remained around
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10 percent. Within eighteen months capital flight forced a reversal of policy. A
stable exchange rate could not be maintained with such fiscal expansion.
Between 1983 and 1986 a new “austerity plan,” under the management of
Jacques Delors, eventually achieved disinflation, although unemployment had
reached 2.4 million at the end of 1984, four times greater than ten years earlier
(Estrin and Holmes 1983; Patat and Lutfalla 1990, p. 232).
These overambitious aggregate demand policies were driven not only by

mistaken economics but also by political party competition for the votes of
electorates. Hence it is reasonable to wonder to what extent the political
orientation of western European governments influenced their economic
policies.
Parties want to be re-elected, but they may also have ideological commit-

ments that appeal to only a section of the electorate. Debtors might be inclined
to vote for left-wing parties and creditors for right-wing representatives, on the
grounds that left-wing parties are expansionary and inflationary while right-
wing parties pursue contractionary policies in the interests of price stability.
Supposing this to be so, and bearing in mind that the outcomes of elections are
often uncertain, when a left-wing government wins an election average expect-
ations of inflation over the next year or two are likely to be lower than felt
desirable by the new government, in so far as there was some chance that a low-
inflation right-wing government could have been elected. Inflation expect-
ations before an election are based on averaging the policies of the possible
governments and weighting by the likelihood of their election. So long as
inflation expectations are lower than actual inflation, real wages will be reduced
and labor demand will expand. Eventually expectations will catch up with
reality and the cycle upswing will stop. The converse is the case for the election
of a right-wing government in this “rational partisan theory” (RPT) of business
cycles.
The case of the French socialists is consistent with RPT. In a period of world

recession (1981–3), the Mitterrand government at first pursued expansionary
policies, keeping French economic growth positive while many other major
industrial economies were in recession (Alesina 1989). The Swedish conserva-
tives (1976) also offer a particularly good fit to the theory. In Sweden, output
growth fell strongly from 1975–6 to 1978, consistent with inflation expectations
being above the government’s target.

Taking on inflation

The 1980s saw increasing acceptance of conservative macroeconomics by
policy makers in the US and UK, especially the belief that there was no
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trade-off between inflation and unemployment. Most of western Europe
shared in the recession of 1980–2, but the urgent task of eradicating inflation
left governments with little countercyclical leeway. Especially in most infla-
tionary countries, increasingly independent central banks carried out their task
of “taking on inflation” with unprecedented tight money. Monetary authorities
pushed nominal and real interest rates up to record highs until 1983, often in
the face of offsetting fiscal policies (Ciocca and Nardozzi 1996).
Pegging weak European currencies to the DM within the EMS proved a

successful mechanism for disinflation. By 1985 inflation in countries with past
records of loose money and irresponsible budgets had substantially converged
to the German rate. By anchoring to the Bundesbank, European monetary
authorities could “buy” part of Germany’s anti-inflationary reputation (Giavazzi
and Pagano 1988). Perhaps helped by falling oil prices from 1986 as well,
inflation was gradually squeezed out of the cycle through the 1980s. The
Single Market initiative was probably also a benign supply-side shock.
New domestic equilibria emerged, based on the gradual relaxation of wage

and pension indexation and novel relationships with trade unions that helped
control wage dynamics. Unemployment fell when unions were either forced to
cooperate by legislative changes, as in the United Kingdom, or chose to
cooperate, as in the Dutch Wassenaar Agreement of 1982. In this Agreement,
the unions moderated wage demands and in return management committed to
expand part-time employment (Nickell and van Ours 2000). Government tax
concessions were made for part-time employment and public sector employ-
ment, and wages were cut. Wage tax rates were reduced so that a lower nominal
wage increase was required to maintain household incomes. Employment grew
and real wage growth in the Netherlands was similar to that in the United
States.
Less successful was West German government policy at the end of the

decade, certainly turning what could have been a positive supply stimulus for
Europe into amassive and sustained negative shock.With the breaking down of
the Berlin Wall in 1989, the Cold War ended. The Soviet client states of eastern
Europe were allowed to abandon their experiment with central planning, and
shift to markets. Had Chancellor Kohl managed economic aspects of German
reunification with the perspicacity shown half a century earlier by Ludwig
Erhard, European economic history would have been transformed.
In July 1990 the Germanies were united monetarily at a rate of one

Ostmark to one Deutschmark for two months’ wages and two Ostmarks to
one Deutschmark above that amount. Unfortunately the low productivity of
the East German economy meant that this exchange rate massively overvalued
East German labor and assets. Prices were controlled in former East Germany,
creating a large new market but with impossibly low productivity. The
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currency conversion rate bankrupted eastern financial institutions. The burden
of supporting a large population rendered unproductive by the terms of the
monetary union pushed up unemployment.
This negative shock was superimposed upon what seemed to be a successful

system of pegged European exchange rates, the EMS. Then the 1992 crisis
forced the UK and Italy off what was effectively the DM peg, but other
economies managed to stay on it. UK exports and economic activity generally
began to expand while those of France stagnated. Momentum for a single
currency was nevertheless maintained, and the euro was introduced for eleven
countries on January 1, 1999.

Business cycles in eastern Europe and Russia, 1945–2006

Cycles under central planning

The USSR and the command economies of eastern Europe boasted that their
economic systems were free of the periodic bursts of higher unemployment,
swings in output, and price instability characteristic of the traditional western
cycle. According to Loshkin (1964), central planning of production and dis-
tribution, together with state ownership of all productive resources, succeeded
in replacing “the cyclical character of development which is organically inher-
ent in capitalism” with “unswerving, continuous growth.”
With Soviet national accounting systems and state control of information,

this claim is not easy to evaluate. Levels of economic activity in Soviet systems
were harder to measure than economic growth rates, and official data were
censored. Nevertheless, large fluctuations of output growth rates (but not of
employment) seemed to be characteristic of planned economies too, as sug-
gested by Figure 14.5.
This cyclical output pattern almost certainly arose because of shocks, such

as harvest failure, and because of the information and coordination chal-
lenges intrinsic to resource allocation in any large complex system. Absence
of scarcity prices meant that there was a very limited role for monetary or
fiscal policy. Policy was implemented instead by direct commands and
controls. The changing phases of efforts to fulfill Plan targets were a signifi-
cant source of fluctuations. At the end of a Plan period pressure to attain
planned output could accelerate production and reduce quality, or bottle-
necks in the system might require the planners to apply the brakes (Kornai
1992, pp. 186–93).
Besides this timing element, the system of capital grants provided without

interest by the state, and the legal framework (absence of bankruptcy),
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favored expansion of business over contraction. The allocation mechanism
was biased towards dividing capital grants into smaller grants for various
projects, for central planning tended to provide a similar amount to every
project, failing to focus on especially attractive ones and ignore those with
poorer prospects.
Consumption and investment targets were announced long before they

were achieved, which may have increased the speed of adjustments and
contributed to shorter cycles compared with market economies, in addition
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Figure 14.5 Cycles Soviet-style, 1950–88. Annual growth rate of (log) real GDP. Source:
Data from Total Economy Database.
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to the five-year plan planning horizon (Hutchings 1969). Kontorovich (1990)
identified, as the driver of cyclicality of growth rates, mistakes in the alloca-
tion of investment. These triggered imbalances and declining capital utiliza-
tion rates, which in turn caused the fluctuations. Examples of these mistakes
were overfulfilment of plan targets in the Khruschev era of 1957–64 for heavy
industry, and persistent underachievement in the consumer sector. In the
following period down to 1985, that of Brezhnev and his successors, plans for
industry tended to be less ambitious and more scientifically based. But
information deficiencies ensured that plans continued to be inconsistent
and therefore subject to continual revisions during implementation. This
was a potential source of output fluctuation, but more importantly also of
slow productivity growth, which widened the lag behind the western econo-
mies (Davis 1999).

Cycles in the post-1989 transition

In March 1985, the Communist Party elite chose Mikhail Gorbachev as
General Secretary to implement reforms that would correct the many prob-
lems of the previous “stagnation era,” while maintaining the communist
system. Gorbachev’s economic reforms were unsuccessful, with the conse-
quence that industrial performance and living standards deteriorated.
Economic collapse ignited deep-seated ethnic and regional grievances. The
ensuing political reaction exploded in a coup attempt in August 1991 and the
subsequent dissolution of the USSR along with its international system.
Russia’s and eastern Europe’s transitions to market economies brought
them distinctive shocks that continued to ensure that their economic experi-
ences diverged from western Europe’s.
As shown in Figure 14.6, after a period of collapsing output, the transition

economies among the central and east European countries (CEECs) began to
catch up with the west, achieving high rates of economic growth. However the
former Soviet Union (FSU) generally followed a different path, with divergent
patterns of prices and unemployment (Boeri and Terrel 2002). Underlying
these paths, the shocks and their transmission processes differed for a number
of reasons; proximity to western Europe both geographically and culturally,
plus the opportunity to join the EU, appear to have been critical.
Whereas the “Washington consensus” of the World Bank, the IMF and

influential US academics and policy makers, favored a “big bang” approach of
sudden transition to markets and private enterprise, the Copenhagen criteria that
had to be satisfied for eligibility for EU membership were more concerned with
institution building, convergence, and stability. “Washington” and “Copenhagen”
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combined seemed tolerably effective for most of the CEEC. “Washington” alone,
as applied to the FSU in the 1990s, looked considerably less so.
In spite of moderate economic growth in the CEEC, unemployment

increased quickly and stayed high. Regulation and (particularly) labor market
policies were responsible for high unemployment rates, especially minimum
wages and unemployment benefits. Those with low skills could not find jobs
because the wage floor was above what they could contribute to an employer. In
addition, benefits discouraged employment because they were a “negative
subsidy”; the state took away benefits if people started working. Accordingly,
excessive benefits were often blamed for creating a “poverty trap” and for
fostering the black economy, especially in eastern Germany. Rising employ-
ment from the mid-1990s in the Baltic states, which took regulatory reform
most seriously, is consistent with this interpretation.
Financial stability was a major concern of the transition. After a big financial

shock, inflation rates fell quickly in the CEECs; high convergence with German
rates was achieved by the turn of the century. For some of these economies, the
synchronization of their fluctuations with the Eurozone countries also increased
(Artis, Marcellino, and Proietti 2004). EU accession (eight CEECs joined in May
2004, and Bulgaria and Romania in 2007), fostering trade and foreign direct
investment, contributed and also helped to enhance the quality of institutions
(Andreff 2004). Improved institutional quality was much needed. Becoming a
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EU member state was not an end of the transition to a fully fledged market
economy.
In contrast in Russia, which dominated the FSU, the Gaidar government

implemented a transition policy of privatization, liberalization, and free mar-
kets. They were impressed by the 1990 Polish “shock therapy” program, but the
impact in Russia was very different. The policy shocks cut Russian gross
industrial output by 40 percent in six years, as shown in Table 14.6. Most of
this production decline was genuine rather than attributable to measurement
error. Such a collapse of industrial output during peacetime in a major econ-
omy was unprecedented over the twentieth century. While the measurement of
output must be subject to some controversy, there is no question that the most
vital element of welfare, the health of the population, collapsed along with
recorded production.
At the same time, inflation dropped from well over 1,000 percent in 1992

through to 1997, but unemployment rose in every year as well. Although
aspects of economic performance had improved, they could not prevent the
crash of August 1998. This was precipitated by falling oil prices and by the
Asian economic crisis, but policy errors and internal weaknesses in the eco-
nomic system – perhaps 70 percent of economic activity was conducted
through barter – dragged down the Russian economy. The equity market
bubble burst first, the stock market index dropping from a peak of 450 to 50
in August 1998. Unwise investments and speculative activities of most major
Russian banks increased their vulnerability to shocks. So when in August the
Kiriyenko government permitted the ruble exchange rate to crash and failed to
service the government’s debt (the GKOs), the banking system was paralyzed.
Russian banks refused to honor forward exchange contracts with western banks
and inflation jumped to over 80 percent (Davis and Foreman-Peck 2003).
The slump of 1998–9 showed that a rapid transition in Russia on the basis

of the Washington consensus had failed. At the root of the problem was a
weak and corrupt state, which had allowed mass privatization and expropria-
tion of lucrative state assets with an ineffective legal system. Persistence of

Table 14.6 The Russian economy during transition, 1992–9

Indicator Units 1992 1993 1994 1995 1996 1997 1998 1999

GDP growth % −14.5 −8.7 −12.7 −4.1 −3.4 0.8 −4.06 2.0

Industrial production 1991=100 82 71 55 54 52 53 50 54

Investment/GDP % 23.9 20.4 21.8 21.3 21.2 19.4 17.6 15.3

Unemployment %LF 4.8 5.3 7.1 8.3 9.2 10.9 12.4 12.6

Consumer price inflation % 1526 875 311 198 48 15 28 87

Source: Davis and Foreman-Peck 2003.
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bureaucratic control, on the other hand, ensured the continuation of rationing.
Soft budget constraints for government fueled inflation, the flight from money,
and a barter economy. All this remained to be reformed if recovery was to be
achieved.
A major contributor to the different paths in CEECs and the FSU was

political stability. In 1991 the “Russian coup,” the arrest of President Mikhail
Gorbachev, and the breakdown of the “Emergency Committee” were not a
good start to the transition process. The increasing power of “oligarchs,” who
benefited from privatization under Boris Yeltsin, created substantial political
instability. Many companies paid no taxes at all and a tax collector’s life was
very dangerous. Insecurity was a breeding ground for high crime rates and
widespread corruption, exacerbated by irregular payment of pensions, wages,
and benefits, which weakened demand.
A lower exchange rate, and a rising oil price, respectively restored the

competitiveness of Russian industry and replenished the state coffers from
1999. At the same time the authority of the central state was reasserted under
Vladimir Putin. Yet in appointing Gref, a liberal reformer, Putin ensured that
Russia remained committed to a market economy, and was duly rewarded by a
long upswing of production and productivity during the eight years of his
presidency.

Conclusion

The new millennium opened with much more of an international consensus
about the potential and proper application of macroeconomic policy than was
apparent at the end of the Second World War. Economists and policy makers
had learned from history. Ambitions for state action were generally reduced,
particularly for demandmanagement with fiscal and monetary policy – or even
with exchange rate regimes. “Stability” remained the watchword.
On the one hand, the supremacy of markets over state plans for delivering

goods and services was established. On the other, periodic unemployment
associated with business cycles, as well as structural unemployment, had not
gone away in western Europe and had returned in the east. Shocks had not
disappeared; the “sub-prime” financial crisis beginning in July 2007, linked to
oil and other commodity price hikes, indicated that the recession of 2008–9 was
likely to be especially severe and widespread. Financial innovation without
appropriate regulation had created some very vulnerable structures, raising risk
perceptions and interest rates.
The market fundamentalism of the Washington consensus had proved

to be inadequate in Russia without the appropriate supporting institutions.
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Fiscal policy had proved too rigid an instrument for general demand
management. Monetary policy was more flexible and therefore more appro-
priate in normal times for smoothing the business cycle. In this respect the
new policy orthodoxy resembled that under the late nineteenth-century gold
standard, without the link between money and gold. In addition, confidence
abounded that another Great Depression could be avoided by prompt action
on the part of the monetary authorities to prevent collapses of large financial
institutions.
Keynesian economic management was not responsible for the rapid growth

of “the golden age.” Nor were monetarism, independent central banks, and
replacement of policy discretion by rules entirely to be credited with the
stability of the Great Moderation of the 1990s. But much of the volatility of
the 1970s and 1980s could be attributed to policy extravagances.
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Introduction

The sixty or more years since the end of the Second World War have seen
an unprecedented increase in the average European’s material standard of
living. Europeans are now enjoying incomes that are, on average and in
real terms, about three to five times as high as in 1950; those born now
can expect to live about ten years longer than the generation born in the
early 1950s, and access to secondary and tertiary education is far wider
than it was sixty years ago.
The now widely-used Human Development Index (HDI) seeks to capture

changes in the quality of life as a weighted composite measure of per capita
income (GDP), longevity, and years of formal education cum literacy. A
bounded, relative index of development, the HDI is useful as a convenient
means to document some of the comparative quantitative dimensions of
welfare change in Europe. Below we report HDI scores for nineteen
European countries. Leaving aside, for the moment, changes in country
rankings, regional variations and the behavior of the underlying series, the
big message is clear: in HDI terms just as much as in terms of per capita
GDP, Europeans are now much better off than they were in 1950, and
variance in HDI across European countries is now only half the level it
was then.
However, the HDI is certainly a less than perfect measure of broadly

conceived living standards. It ignores the extent to which human rights,
civil liberty, and political freedom are protected. It makes no allowance for
how income and wealth are distributed among members of society or for the
extent of unemployment. It incorporates longevity, but not the health status
of the population. Most tellingly, perhaps, it does not inform us about what
could be reasoned to be a fair expression of human well being – happiness.
Richard Layard’s recent work (2003) has shown that the happiness of the
population in the western world has not increased, despite rapid growth in
material living standards.
The changes in living standards across Europe since the end of the

Second World War have been shaped by changes in incomes, demo-
graphics, and the institutional settings of “welfare delivery.” The chapter
starts by sketching out the Europe-wide rise of the public sector. The
second section offers a comparative quantitative examination of changes
in key welfare measures and the relationships between them. The final
section explores the causes and economic consequences of demographic
change.
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The role of the state

Welfare expenditure

The origins of public involvement in the provision of welfare services reach
back into the late eighteenth century. Initially this meant no more than “poor
relief” and, to a very limited extent, also some provision for education. The
introduction of basic social insurance schemes to cover industrial accidents,
sickness, unemployment, and old age pensions for manual workers started in
the late nineteenth century. By the interwar period most European countries
had adopted some or all of such measures in some form. However, after 1945
public welfare provision changed in both its quantitative and qualitative
dimensions (Johnson 1999, pp. 122–3; Lindert 2004, pp. 11–15). In most
European societies, coverage across economic sectors, the labor force, and the
population at large became almost universal. The objectives of public welfare
provision were expanded beyond limited alleviation of hardship towards com-
prehensive social protection, encompassing unemployment and invalidity
benefits, income support for those on low incomes or no income at all, the
provision of pensions via public agencies, and free access to healthcare. The
outcome was a long-term increase in the absolute level of social expenditure
and its share in national product in practically every (western) European
country (see Figures 15.1 and 15.2). This holds irrespective of the significant
differences in the accounting conventions used by national and international
agencies and the respective changes over time which so complicate the pro-
duction of reasonably consistent comparative data.
A detailed treatment of the deeper causes of rapid advance of the modern

“welfare state” after 1945 as reflected in the growth of “social” expenditure is
beyond the scope of this chapter. It ought to be emphasized, however, that it
was the rise in tax-based social spending that accounted for most of the growth
in post-war total government spending and taxation, not, for example, national
defense, public transport or public enterprises (Lindert 2004, p. 20). This shift
in the composition of public expenditure reflects the shift in the role of the
modern state beyond its traditional role of guarantor of the physical security of
the citizens and their property rights towards that of provider of far more
broadly conceived economic and social protection. In the literature this process
has been linked to three “other great social transformations: the transition to
fuller democracy, the demographic transition toward fewer births and longer
life, and the onset of sustained economic growth” (Lindert 2004, p. 20). The
effects of demographic change and economic growth will be dealt with in
the following sections. Here it is important to note the fundamental change
in the societal and political context within which welfare delivery occurred after
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Figure 15.1 Social expenditure growth in Europe, 1950–74. Source: Castles 2001.
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the SecondWorldWar as compared to earlier periods. Following Johnson (1999,
p. 123), two broad explanations can be identified among the many on offer that
speak directly to the hypothesis of political change and “democratization” as
necessitating and engendering the expansion of public welfare spending in
western Europe. Milward (1992) views both the rise in social spending and the
inclusion of previously excluded social groups as a key component in post-war
policies to re-establish the nation state and re-legitimize it in the eyes of the
citizenry. Baldwin (1990) maintains that the creation of extensive post-war
welfare systems was to a large extent an outcome of governments’ attempts to
fashion supportive electoral alliances among groups faced with similar exposure
to social risks and similar needs of public support.
However, whilst there are strong common threads running through wel-

fare policies across Europe, one should not lose sight of the fact that the
specifics of welfare delivery within countries, its mechanisms, means, aims,
objectives, and outcomes, were shaped by historical contingency as much as
by deliberate political choices. The European Commission (1995, pp. 33–4)
suggested that EU member countries in the early 1990s were clustered into
four distinct groups. The first group includes the Scandinavian countries.
Here social protection is a citizen’s right and coverage is universal. The
system is centrally administered and general taxation provides the main
source of finance for social protection, augmented by additional occupational
schemes for the gainfully employed. The second group comprises the United
Kingdom and Ireland, where coverage of social protection is either universal
or nearly so. Whilst administration is also centralized, benefits are more
modest than in Scandinavia and means-testing of eligibility is more wide-
spread. Healthcare is funded through general taxation, but social insurance
contributions from both workers and employers play a major role in financ-
ing much of the remainder of social expenditure. The third group of countries
is made up of Austria, the Benelux countries, Germany, and France. Here
the emphasis is on a “Bismarckian”-type coverage whereby employment and
family status, rather than citizenship, offer entitlements. The insurance prin-
ciple underlies the determination of earnings-related benefits and often
different regulations apply to different occupational groups. The system
rests heavily on contributions from employers and employees, augmented
by (tax-financed) social assistance schemes for those falling through the gaps
in work-related social protection. The fourth group comprises the southern
countries of Greece, Italy, Portugal, and Spain. Here we find a mixture of
fragmented “Bismarckian” income maintenance schemes and separate social
assistance for the uninsured. Benefit levels tend to be markedly lower than in
the third group of countries and gaps in coverage are greater than elsewhere
in the EU.
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In central and eastern Europe and up until the fall of communism in 1989–90,
social protection evolved under fundamentally different political, economic,
and social conditions (Berend 1998; Eichengreen 2007). For most of the period
under review, this makes east–west comparisons of social provision based on
broad expenditure data practically impossible. Such comparisons are already
problematic when looking only at the west European experience, since defi-
nitions of “social expenditure” change over time and vary between countries
and the different international bodies charged with collecting comparative
statistical material on the issue. Figures 15.1 and 15.2 should, therefore, be
read with some caution: the definitions of social expenditure used in the Castles
(2001) data set for 1950–74 are slightly different from those that apply to the
OECD (2007a) data for 1980–2000. However, both data-sets broadly corre-
spond with Lindert’s (2004, pp. 6–7) delineation of social transfers as consisting
of tax-based government spending, including basic material assistance to the
poor, unemployment compensation, public (non-contributory) pensions, pub-
lic health expenditure, and housing subsidies. What is of interest here is, first,
the significant rise in social expenditure across virtually all western European
societies up to the early 1980s, notwithstanding differences between countries
in the relative levels of resources devoted to social protection (Figure 15.1).
Starting from a range between about 7 to 15 percent of GDP, social expenditure
rose to between 20 and 42 percent in 1980. To some extent, this is the outcome of
post-war economic growth. As real per capita incomes grew rapidly (see
Figure 15.4) and basic necessities became readily accessible to consumers,
demand for goods with an income elasticity over one increased. Social protec-
tion, e.g., better health care or provision for old age, falls into this category:
during the golden age all west European countries had social expenditure
elasticities greater than unity, which means that for every one percent rise in
GDP, social expenditure increased by more than one percent.
In the 1980s social expenditure growth slowed down, but so did GDP growth.

With some variation between countries, social expenditure elasticities remained
slightly above or at least near unity up until the end of the century. But there were
nomore such pronounced increases in social expenditure as a share of GDP as in
earlier decades (Figure 15.2). The reasons for this are manifold, and the motives
behind governments’ attempts to limit the growth in social expenditure ranged
from growing general concerns about the state of public finances to perceived
adverse effects of welfare provision on incentives to find paid work.
For individual European economies there is strong evidence for a positive

association between income levels and social expenditure. This impression is
broadly confirmed in a cross-section of these economies at any one point in
time (Johnson 1999, pp. 133–4). However, one ought not to read this as unequiv-
ocal support for the notion of social expenditure growth being amere concomitant
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of economic growth. There is enough variation in the European sample to suggest
that factors other than growth played a role as well: similar levels inGDPper capita
were not necessarily associated with similar social expenditure shares. This is a
clear pointer to historical contingency. As set out above, post-war national welfare
regimes developed against a background of different historical conditions and
different ideological traditions (cf. Esping-Anderson 1990). Further, the timing
and extent of political and social pressures for substantial changes in welfare
expenditure were only partially aligned across different European countries.

Outcomes

What were the outcomes of growth in European social expenditure over the
longer term? Did the “welfare state”make for improvements in the standard of
living of the European population? Two widely used criteria to assess public
welfare performance are the extent of poverty prevalent in a society and the
degree of income inequality. The proportion of people living in poverty is a
basic, but reasonably useful indicator of the effectiveness of a welfare system,
for it captures the success or otherwise of attempts to protect people from the
potentially detrimental consequences of being unable to work, of being made
redundant, or of having large families. As alternative indicators, measures of
income inequality can point to broader welfare issues. “Poor” households in rich
European countries may not be poor in an absolute sense: they may well be able
to afford the basic necessities of life such as food, clothing, and housing and
they may not be poor compared with households in developing economies.
But they may have an income so much below the average or median in their
society that they cannot fully participate in social life. Hence a very unequal
distribution of income within a country may lead to the social exclusion of a
significant number of its members. Wilkinson (1992) has argued that beyond
certain threshold levels of income it is relative income, rather than absolute
poverty, that matters for health outcomes. Further, while there appears to be no
strong evidence suggesting an association between differences in per capita
incomes and differences in life expectancy across developed economies, within
these economies life expectancies and health are related to income distribu-
tion and social stratification (Wilkinson 2005; Wilkinson and Picket 2006).
However, consistent measurement over time in this area is as much of a

problem as finding coherent and compatible indicators of social expenditure
across countries. Modern, developed welfare states have a general tendency to
equalize post-tax and post-transfer incomes and one may very well argue that
this is an (if not the most) important part of the exercise in the first place. Yet
transfers can go from poor to rich taxpayers just as much as the other way round:
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the classic example being university education which, in most European coun-
tries, is still enjoyed disproportionately by students from families with above-
average income, but which is substantially financed out of general tax revenue.
Taking the European Community definition of people living in poverty if they

have an income of less than half the average income in their country, the
proportion of EC citizens living in poverty increased from 12.6 percent in 1975
to 14.7 percent in 1993 (Johnson 1999, p. 128). This rise coincided with the
slowdown in social expenditure growth documented in Figure 15.2 and a general
increase in income inequality in the 1980s. However, the comparative country
evidence suggests that there is a relationship between high levels of social expen-
diture and low levels of poverty. That social expenditure mattered in terms of
alleviating poverty is further borne out by different data which compare the
percentage of families in poverty (defined as living on half themedian net income)
before and after social transfers. According to this evidence for the mid-1980s,
between 32 and 38 percent of families in seven western European countries had
incomes below half the median prior to transfers. Receipt of transfer payments
reduced that proportion to between 5 and 10 percent (Bradshaw 1993, p. 57).
Internationally comparative data on income inequality that reach back

in time are hard to come by. Here, the figures from World Development
Indicators (2007) have been used. They provide good geographical coverage
for the late 1990s and the early twenty-first century and have been augmented
by additional data for c. 1985 from Mitchell and Bradshaw 1992. Both studies
rest on the Luxembourg Income Study database, allowing for at least some
degree of broad compatibility over time and between countries. Five main
messages emerge from Table 15.1. First, prior to the collapse of communism,
the countries of central and eastern Europe displayed persistently lower levels
of income concentration than their western capitalist neighbors. Secondly, the
period since the fall of the BerlinWall saw a sharp increase in income inequality
throughout the transition economies of the former eastern bloc countries.
Thirdly, in the west, too, income inequality increased significantly over the
last decade or two of the twentieth century: the evidence seems to suggest that
the post-golden age flattening out in the growth of social expenditure as a
proportion of national income (Figure 15.2) was associated with a marked rise
in income inequality as measured by Gini indices. In other words, the volume
and direction of transfer payments, taken together, now add up to compara-
tively less redistribution towards the relatively poor than in the 1980s. Fourthly,
the Scandinavian countries score highly in terms of their capacity to maintain a
relatively equal distribution of income through their tax regimes and/or social
security measures. In the cases of Denmark, Finland, and Norway this was
achieved against a background of relatively modest social expenditure to GDP
ratios of around 22 to 26 percent in 2000, pointing to either fairly flat pre-tax
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income distributions to start with or a strongly redistributive component in the
tax system. In the case of Sweden, we find both a strong tax impact and a strong
benefit impact on the distribution of net incomes (Bradshaw 1993, pp. 57–9).
Finally, within the group of western European economies the gap between
those with relatively modest degrees of income inequality (e.g., Scandinavia)
and those with relatively high income concentration (e.g., Portugal, United
Kingdom) widened over the last twenty or so years. Again, this is a pointer

Table 15.1 Income inequality: Gini indices (post-tax and post-transfer current incomes)

c. 1985 c. 2000

Albania .. 29.1

Austria .. 29.1

Belgium .. 32.9

Bosnia and Herzegovina .. 26.2

Bulgaria 23.4 34.3

Croatia 22.8 29.0

Czech Republic 19.4 25.4

Denmark .. 24.7

Estonia 23.0 35.8

Finland .. 26.9

France 30.0 32.7

Germany 25.0 28.3

Greece .. 34.3

Hungary 20.9 26.8

Ireland .. 34.3

Italy 31.0 36.0

Latvia 22.5 37.7

Lithuania 22.5 31.8

Macedonia, FYR .. 39.0

Netherlands 26.0 30.9

Norway .. 25.8

Poland 25.2 34.5

Portugal .. 38.4

Romania .. 30.2

Russian Federation 23.8 45.6

Slovak Republic 19.5 25.8

Slovenia 23.6 28.4

Spain .. 34.7

Sweden 21.0 25.0

Switzerland .. 33.7

United Kingdom 28.0 36.0

Notes: Data refer to observations for or nearest to 1985 and 2000, respectively. Minima and

maxima printed in bold. A low Gini index indicates a more equal income distribution, while a high

Gini index reflects a more unequal distribution. An index value of 0 corresponds to perfect equality

(everyone having exactly the same income) and 100 corresponds to perfect inequality (where one

person has all the income and everyone else has zero income).

Sources: World Development Indicators (April 2007); Mitchell and Bradshaw 1992.
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towards the significance of national welfare policies which, clearly, made for
far less “convergence” in within-country distributional patterns than between-
country income distribution.

Decomposing changes in the standard of living

Human Development Indices as a means to evaluate changes in living standards

The Human Development Index (HDI) is a useful tool for summarizing
changes in historical living standards. It attempts to capture the quality of life
by summarizing the core components of material wealth, longevity, and know-
ledge in a single index and measuring each of these components in terms of the
distance traveled between an assumedminimum andmaximum.1 However, the
HDI has its drawbacks as a welfare measure. For example, it fails to capture
important issues such as economic inequality or respect for human rights.
Every year (since 1990), the UN has published HDI estimates for almost all
countries in the world.
The HDI represents a relative index of development. A country with a GDP

per capita of $ 40,000 international dollars (at 2000 purchasing power parity),
an average life expectancy at birth of eighty-five, enrollment rates for all levels
of education of 100 percent and a 100 percent adult literacy rate, would score 1.
Table 15.2 reports HDI scores for nineteen European countries, organized by
rank for each year.
The average HDI score for Europe rose by almost 30 percent between 1950

and 2003 (0.699→ 0.905). There has also being a marked decline in the level
of dispersion of HDI scores across the continent, as measured by the coef-
ficient of variation (0.119→0.053) as well as some significant change in the
country rank order. What does this mean? The HDI is primarily concerned
with providing a comparative measure of development. For instance, we
could think of the UK in 1950 (0.774) as having a level of development
close to that of China in 2004 (0.768), or of Portugal in 1950 (0.530) being

1 We use the following formula (as in Crafts 2002a, 395–396):

HDI ¼ ðE þ I þ LÞ=3

Where

E ¼ 0:67LIT þ :33Enrol

I ¼ ðlog y � log 100Þ=ðlog 40; 000� log 100Þ
L ¼ ðe0 � 25Þ=ð85� 25Þ

E = education, I = income, L = longevity, Lit = the adult literacy rate, Enrol = percentage of relative age group enrolled in

primary education, y = GDP per capita, and e0 = life expectancy at age 0.
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comparable to Bangladesh in 2004 (also 0.530). Of course, this also highlights
the limitations of the HDI, as there are many reasons why most people would
be reluctant to draw an equivalence between these countries at these points in
time (Human Development Report 2006). Europe in 1950 can be categorized
as a region of “medium human development,” if we take an HDI of 0.8 as the
threshold (in line with Human Development Report 2006). No countries (at
least in this nineteen-country sample) could be categorized as countries of
“low human development” (HDI below 0.5). By 1975, the vast majority of
European countries could be described as having “high human development”
(above 0.8). Only the countries of eastern Europe and Portugal were below
0.8. By 2003, most of Europe had achieved an HDI of greater than 0.9, except
again for the countries of eastern Europe and Portugal. Today, in evaluating
changes in living standards the HDI loses a lot of its power. This is because of
the heavy discounting of growth in material living standards (as measured by
GDP per capita), non-linear relationships between longevity and incomes,
and also “bounds” on the values for the knowledge component (for instance,
most of Europe is now achieving close to full enrollment and 100 percent
adult literacy rates). Hence there is a need to investigate alternative and more
comprehensive measures of living standards.

Table 15.2 Historical HDI scores for Europe

1950 1975 2003

Denmark 0.786 Switzerland 0.873 Sweden 0.957

Netherlands 0.784 Sweden 0.864 Norway 0.950

Switzerland 0.782 Netherlands 0.862 Switzerland 0.935

Sweden 0.780 Denmark 0.862 Finland 0.934

Norway 0.776 Norway 0.859 Ireland 0.929

UK 0.774 France 0.845 Italy 0.929

Germany 0.744 UK 0.841 Austria 0.928

France 0.729 Belgium 0.840 Netherlands 0.927

Belgium 0.727 Finland 0.839 France 0.926

Austria 0.720 Germany 0.837 Belgium 0.926

Finland 0.707 Austria 0.836 UK 0.924

Ireland 0.698 Italy 0.826 Denmark 0.924

Hungary 0.682 Spain 0.810 Spain 0.921

Italy 0.668 Ireland 0.807 Germany 0.919

Poland 0.657 Poland 0.790 Portugal 0.867

Spain 0.627 Hungary 0.788 Poland 0.856

Bulgaria 0.607 Bulgaria 0.774 Hungary 0.854

Portugal 0.530 Romania 0.763 Bulgaria 0.803

Romania 0.510 Portugal 0.727 Romania 0.784

Average 0.699 0.823 0.905

Coefficient of Variation 0.119 0.048 0.053

Sources: Own calculations and Crafts 2002a.
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Within Europe, there has also been notable variation in rank of HDI score
over the past fifty years: for instance, the relative improvement of Ireland
(twelfth in 1950, fifth in 2003), and the relative decline of Denmark (first in
1950, twelfth in 2003). However, rank is not nearly as important in 2003 as it
was in 1950, because the coefficient of variation is much lower in 2003, and
differences between, say, the first and twelfth positions are much smaller in
the later time period. The decline in variation in HDI in Europe is a rough
indication of convergence in living standards over the period.

Regional variations in HDI

By aggregating annual HDI scores for individual European countries into
regions, it is possible to identify three distinct trajectories in the growth of
living standards in post-war Europe.2 In 1950, north-west Europe was clearly
more developed than both the southern and eastern regions of the Continent
(Figure 15.3). However, the southern European experience since is very much
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Figure 15.3 Human Development Index. Sources: see Table 15.2.

2 Regional aggregation is as follows: north-west Europe: Austria, Belgium, Denmark, Finland, France, Germany, Ireland,

Netherlands, Norway, Sweden, Switzerland, United Kingdom; eastern Europe: Bulgaria, Hungary, Poland, Romania;

southern Europe: Italy, Portugal, Spain.
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characterized by convergence. The HDI there grew far more rapidly than in
north-west Europe, and the differential between the two regions declined from
about 0.16 to 0.03 points.
The trend in eastern Europe’s HDI is very different from the rest of Europe.

From 1950 to about 1965, the HDI increased at a rapid rate, slightly above that
of north-west Europe. After 1965, however, HDI growth in eastern Europe
diminished strikingly, and in the late 1980s a period of decline followed, before
the HDI picked up again in the 1990s (1991–2003). What drove these patterns?
How can we explain southern Europe’s convergence, and eastern Europe’s
relative failure in improving living standards to levels experienced elsewhere
on the continent? The first step in answering these questions is to break up the
HDI scores, and examine the trend in the three components of income,
longevity, and knowledge.

Regional analysis of HDI components

Income
In terms of material standards of living, southern Europe’s convergence with
north-west Europe is magnified by the construction of the income component
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Figure 15.4 GDP per capita. Source: Maddison 2007.
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in the HDI series, where growth is discounted at higher income levels.
Analyzing the raw data (Maddison 2007), the overall picture is of persistent
income growth and also a consistent movement towards similar levels in GDP
per capita. Southern Europe’s GDP per capita amounted to about 46 percent of
north-west Europe’s in 1950. By 2003, the differential had fallen to a level
where southern Europe’s GDP per capita was equivalent to 75 percent of north-
west Europe’s.
Eastern Europe, however, experienced a divergent trend in GDP per capita

over the post-war period. Growth for the period as a whole was 2.6 percent
per annum for north-west Europe, 3.6 percent for southern Europe, and
2.3 percent for eastern Europe. However, as with the HDI series, we can
distinguish three different phases in the evolution of eastern European
income. From 1950 to 1979, GDP per capita grew at 3.8 percent on annual
average, but after 1979 income growth stagnated and GDP per capita even
declined in the early 1990s. Average growth for 1979–93 was –1.2 percent per
annum, recovering to 3.2 percent in 1994–2000. However, 1979 levels of GDP
per capita were not achieved again until 2000.
The differential timing and pace of economic growth across the nineteen

European countries generated three distinct phases of income convergence
and divergence (Figure 15.5). First, the period between 1950 and 1978 is

0.3

0.35

0.4

0.45

0.5

1945 1950 1955 1960 1965 1970 1975 1980 1985 1990 1995 2000

Coefficent of variation in GDP pc

Figure 15.5 Coefficient of variation, GDP per capita. Sources: see Figure 15.4.
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characterized by a sharply diminishing coefficient of variation in GDP
per capita. From 1978 to 1993, intercountry inequality increased, returning
to 1965 levels by 1993. After 1993 variation declined again, albeit at a
slower rate than before. This pattern was driven by eastern Europe’s far
more dramatic growth slowdown relative to the rest of Europe after the
golden age.
The causes of western Europe’s rapid economic advance during the

golden age, and eastern Europe’s initial success in keeping up with or
even exceeding western rates of growth in national product and subsequent
failure to do so in the post-golden age period, are discussed elsewhere in
this volume (see Chapters 12 and 13). Here it suffices to say that the era of
communism and central planning produced poor results at least from the
early 1970s, and that the stagnation and relative decline in eastern living
standards and incomes contributed to the collapse of these regimes
(Dobrinsky, Hesse, and Traeger 2006, p. 1). Initially, strong growth during
the golden age was primarily a result of the reallocation of labor, from the
primary sector (agriculture etc.) to secondary industries (manufacturing).
However, resource allocation was based on the motivations and political
priorities of the central planners, not necessarily on any economic rationale.
Eventually, such sub-optimal economic policy, together with insulation from
international markets, would translate into slower growth (Dobrinsky,
Hesse, and Traeger 2006, p. 11). It was only after the collapse of central
planning and the subsequent “transitional recession” that income growth
resumed during the early to mid-1990s.
The absolute and relative advance in material well being of the average

western European is brought into even sharper relief when the decline in
hours worked is accounted for. The average person in 1992 worked sig-
nificantly fewer hours per year than the average person in 1950
(Figure 15.6), aided by strong growth in productivity. The resultant impact
on welfare, ignored by measures such as GDP per capita and the HDI, is, of
course, hugely important as people gained leisure time to pursue non-work-
related but welfare-enhancing activities and had the material means to
do so.

Life expectancy
Growth in life expectancy at birth for both sexes (e0) was a great achieve-
ment of the post-war era and primarily a result of the spread of antibiotics
and immunization (Mesle 2004, p. 46). North-west Europe added over a
decade to average life expectancy between 1950 and 2002. Even more
remarkable is the catch-up of southern Europe, adding a population average
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of sixteen years per person to life expectancy. Recently the trend in life
expectancy has converged between north-west and southern Europe.
However, the data on eastern European life expectancy are shocking, espe-
cially when viewed relative to the trends elsewhere in Europe. Southern and
eastern Europe had a similar level of life expectancy in 1950, and both
experienced a strong rate of growth until their paths diverged in the late
1960s. From 1973 to 1991, the growth rate of eastern European life expect-
ancy was effectively zero. Only after 1997 did it display consistent growth
again. In 2003, life expectancy was over seventy-eight years for both north-
west and southern Europe, and just over seventy-two years for eastern
Europe (Figure 15.7).
However, a more disaggregate country- and age group-specific perspective

reveals some interesting features. Take the example of Hungary, where life
expectancy, for both sexes, was sixty-two years in 1950. By 2003, this had
increased to seventy-two years. However, male age-specific life expectancies
actually fell for every year of age over ten, for the years 1950–1996. (In
contrast, female age-specific life expectancy rose between 1950 and 1996.)
For every age point after age ten, male life expectancy at that age was lower in
1996 than it was in 1950 and 1975. This contrasts with the experience in
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north-west and south-west Europe, where there is no evidence of decreases in
age-specific life expectancy. We return to this point below.

Education

The knowledge component of the HDI comprises the combined general
enrollment rate (⅓ weight), and the adult literacy rate (⅔ weight).
Interestingly, eastern Europe scores relatively well in this regard, with
only a slight divergence from the trend in north-west Europe
(Figure 15.8). Southern Europe experienced strong catch-up and conver-
gence, in the main driven by Portugal’s very low initial levels in education
and subsequent high growth. However, enrollment and literacy are only the
very basic measures of human capital. The implied convergence as indicated
by the HDI components series may be misleading. For example, if we
examine a measure of knowledge at the higher end of the scale, such as
scientific journal articles per capita, north-west Europe has currently about
seven times eastern Europe’s level.
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Figure 15.7 Life expectancy at birth. Sources: own calculations based on Rothenbacher
2005 and World Development Indicators (2003).

406 Dudley Baines, Neil Cummins, and Max-Stephan Schulze



Causes and consequences of demographic change

Causes of the decline in mortality

In general, mortality decline in Europe has been substantial since the Second
World War. Continuing pre-war trends, life expectancy in north-west and
southern Europe at birth increased by some nine to eighteen years, for both
males and females (Table 15.3). Southern European countries experienced
strong convergence with the north-west, while improvements in eastern
Europe were more modest. Life expectancy in Spain and Portugal, for example,
was relatively low in 1950, but rose relatively fast. The fall was caused by the use
of antibiotics, which were unknown before the war, better diet – a product of
economic growth – and a large fall in the incidence of cardiovascular disease.
The components of the mortality fall are as follows. The widespread intro-

duction of antibiotics further reduced adult mortality. It was already relatively
low, because of the fall in deaths from infectious disease – along with war, the
major cause of adult death. The fall in infant mortality was much more
significant. Table 15.4 shows that in 1950 the variance in infant mortality
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Table 15.3 Expectation of life at birth in selected European countries (years)

1950 2005

W. EUROPE

Belgium 64.68 79.48

France 66.57 80.21

Germany 66.51 78.93

Sweden 71.97 80.55

Switzerland 68.69 81.24

UK 68.80 78.95

S. EUROPE

Greece 65.08 78.99

Italy 65.55 80.33

Portugal 59.12 78.07

Spain 62.15 80.57

E. EUROPE

Bulgaria n/a 72.56

Czech Republic 64.63 75.91

Hungary 62.13 72.85

Poland 61.57 75.00

Note: 1950 values are varying year averages centered around 1950.

Source: own calculations based on Rothenbacher 2005 and World Development

Indicators (2007).

Table 15.4 Infant deaths in the first year, selected European countries
(deaths per 1,000 live births)

1950 2005

W. EUROPE

Belgium 53.4 4

France 43.5 3

Germany* 55.7 4

Sweden 21.0 3

Switzerland 31.2 4

UK 31.2 5

S. EUROPE

Greece 35.4 4

Italy 63.8 4

Portugal 94.1 4

Spain 64.2 4

E. EUROPE

Bulgaria 45.0 (1960) 12

Czechoslovakia** 64.1 3

Hungary 85.7 7

Poland 108.0 6

*excludes GDR in 1950.

** excludes Slovakia in 2005.

Source: World Development Indicators (2007).
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was extremely large. It was 21 per 1,000 live births in Sweden and 108 in Poland.
By 2005, it had fallen to 3/000 and 6/000, respectively. This affected both
eastern and western Europe. There were two main reasons. The effect of the
fall in fertility meant that, on average, the mother’s age at birth was lower and
the baby was lower in the birth order, both of which are associated with lower
infant mortality. Secondly, the fall in infant (and child) mortality was related to
policy intervention, for example, government-owned clinics in both eastern
and western Europe. This largely nullified the effect of differences in the level
of urbanization (which was related to GDP growth) – so that infant mortality
was not related to GDP growth. Finally, in recent years, there has been a rise
in the life expectancy of older people. This has implications for age structure.
(See below.)
However, governments in eastern Europe failed to implement the appro-

priate health policies to tackle cardiovascular disease mortality. This is the
key source of the divergence in life expectancy between east and west (Mesle
2004, p. 66). In general, mortality in most eastern European countries failed to
fall between the mid-1960s and the mid-1990s at a time when mortality was
falling continuously in western and southern Europe. Table 15.5 shows this.
For example, between 1965 and 1995, male life expectancy (30–59) gained
nearly 1.2 to 1.3 years in western and southern Europe, but fell by 1.41 years in
eastern Europe. In the former USSR it fell by 4.52 years.
The Russian life expectancy figure is a special case, with deaths from

excessive drinking falling substantially when Gorbachev increased the price
of vodka in 1985–6. During this brief period, life expectancy grew by three
years for males and one year for females. It also briefly rose (by 5.7 and 3 years)
during the economic crisis of 1991–4 (Mesle and Vallin 2002, p. 175). In other
words, the further reduction in cardiovascular disease depended partly on

Table 15.5 Contribution of changes in age-specific mortality to the gains and
losses in life expectancy between 1965 and 1995 (years)

Age

group

Mediterranean

Europe

N. Europe E. Europe Former

USSR

All

Europe

Males

0–1 1.93 1.23 2.13 0.54 1.30

30–59 1.23 1.29 −1.41 −4.52 −1.25
All ages 6.69 5.59 1.31 −6.26 0.74

Females

0–1 1.68 1.02 1.95 0.48 1.21

30–59 1.23 0.98 0.33 −1.21 0.21

All ages 7.73 5.56 4.07 −1.98 3.37

Source: Mesle and Vallin 2002, p. 171.

409 Population and living standards, 1945–2005



individuals changing their behavior. Such behavioral changes occurred in other
parts of Europe, but not in eastern Europe – as we may see in the former USSR,
for example. The lack of government interest is important here. (Until recently,
the population continued to smoke heavily, for example, and accidents and
homicide also remained high.)
The unfavorable development in life expectancy in eastern Europe was also

related to other factors. Apart from the former Czechoslovakia, the former
USSR, and East Germany (the GDR), most of the east European economies
were, after the Second World War, still characterized by large agricultural
sectors in both absolute and relative terms. The eastern European economic
model prioritized accelerated industrialization, i.e., the enforced shift of labor
and material resources into industry and mining (cf. Eichengreen 2007, ch. 5).
Thus at a time when the more developed western European economies began
to “deindustrialize” (as reflected in changing employment shares) – i.e., from
the mid-1950s to the mid-1970s – industrialization continued in the former
USSR, Czechoslovakia, and the GDR, and began in earnest in the other
countries. As a consequence, the share of industry in total employment rose
from 37 percent in Czechoslovakia and 23 percent in both Hungary and
Poland to 48, 45 and 34 percent, respectively, in 1971. These employment
shares are comparable to those in early twentieth century Britain. A large
proportion of the labor force became engaged in physically demanding work
in an industrial environment that was far less severely governed by safety,
health, and environmental protection laws and their enforcement than in
western Europe. In reverse, the later upturn in east European life expectancy
coincided with the process of deindustrialization that started with the post-
1989 transition process.

Changes in fertility

Fertility was falling in most European countries before the Second World War.
In general, fertility fell during the war, but there were important exceptions: it
rose in Britain, France, and Scandinavia. Following the war, there was a brief
post-war rise in fertility. This was essentially the births that had been postponed
during the war. There was virtually no European equivalent of the “baby
boom,” and hence of the “baby boomer” generation, which was a phenomenon
confined to the USA, Canada, Australia, and New Zealand. (The “baby boom”
was a change in behavior, in effect an increase in the desired family size by one
whole child.) European fertility then continued slowly to rise until the mid-
1960s. But from then onward there was a major change. Fertility began to
decline in every country and, eventually, to very low levels. The overall effect is
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shown in Table 15.6. There has been some recent recovery but, at the time of
writing, no European country has replacement level fertility. (Clearly, a mean
total fertility rate of just over two is necessary for the population to grow
naturally in the long run.) In the 1990s, for example, only 15 percent of
European population growth was natural; 85 percent was immigration.

Measurement

The expectation of life at birth shows the period a newly born person will live
assuming s/he is subject to the relevant mortality at each age. This is a so-called
period measure. Period measures are partly an abstraction. They do not
account for changes in future mortality, which are known only for people
who have already died. Similarly the total fertility rate (Table 15.6) shows the
number of children that on average a woman will have assuming current
fertility (normalized by age) continues. We do not know, for example, if
younger women whose fertility is currently low will achieve a completed family
size which is higher than that predicted, although most demographers do not

Table 15.6 Total fertility rate, selected European countries (children born per woman)

1950 2005

W. EUROPE

Belgium 2.35 1.72

France 2.93 1.92

Germany 2.10* 1.36

Sweden 2.28 1.77

Switzerland 2.40 1.42

UK 2.69 (1960) 1.80

S. EUROPE

Greece 2.46 (1951) 1.28

Italy 2.49 1.32

Portugal 3.08 1.40

Spain 2.48 1.33

E. EUROPE

Bulgaria 2.34 (1960) 1.31

Czechoslovakia 2.08 1.28**

Hungary 2.02 (1960) 1.32

Poland 2.98 1.24

*excludes GDR in 1950.

**excludes Slovakia in 2005.

The number of births is completed family size (cohort measure) except for later years, when future

births to women who have not completed childbearing is estimated – i.e., a period measure. The

latter is not expected to be significantly different from the former.

Source: World Development Indicators (2007).
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expect this to happen. In the 1930s, for example, current fertility rates predicted
large falls in population in most European countries. Fertility did not actually
fall until the 1960s, which of course was a different female cohort.

Reasons for the fertility fall

Here, we are concerned with the trend fall in the total fertility rate (TFR).
Fertility is subject to short-term fluctuations, but these are usually caused by
economic uncertainty – i.e., the trade cycle – and the long-run effect on the
economy is limited. Table 15.6 shows that the fertility decline was a Europe-
wide phenomenon. Hence, we may discount those causes which are relevant
to only one country. For example, it is tempting to relate falling fertility to
the cost of children’s education, religion, or the extent of child employment.
But the variance in these factors across Europe was much greater than the
variance in fertility. Similarly, the introduction of particular birth control
methods, particularly the contraceptive pill, is a tempting hypothesis. But
fertility fell in countries where the pill was rarely used. (Abortion was com-
mon, and legal, in most of eastern Europe from the 1950s to the 1980s.) This
implies that the method used to prevent pregnancy was less important than
changes in the desire to have children. (The low fertility of the 1930s was
achieved in some countries using what today would be considered very
inefficient methods.) In other words, there is an important distinction
between sex and fertility. More efficient contraception affected coital fre-
quency to a greater extent than fertility.
Consider the general and long-run changes in post-war European fertility.

We might start with the rather nebulous concept of “modernization.” But what
we do know is that an increasing proportion of the population lived in cities;
mass communication made people more aware of conditions in other parts of
their own country or further afield; female education improved and the posi-
tion of women in the labor market also improved. So far, so good. But we are
left with a paradox. If, for example, children were substitutes for consumer
durables, why did the increase in household income lead to rising fertility to the
mid-1960s and then to falling fertility?
The most likely general explanation concerns the relation between income,

female employment, and status. Assume that in an ideal world most women
desire both to have children and a fulfilling occupation. In the 1950s, when
most women were married, household income was rising, making it possible
for a family to live (at then-current expectations) on a single income. On the
other hand, employment opportunities for women were limited and poorly
paid. Hence, for a woman, the opportunity cost of children in terms of both
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income and status was low. But by the later twentieth century, the labor market
was different. Female occupations, particularly in services, were often well paid
and had high status. But it was difficult for a woman to acquire sufficient
human capital to establish a career if she had two or three children. This partly
depends on the cost of childcare. Estimates of the impact of raising two children
born before the mother reaches age thirty on a woman’s lifetime income are
very varied – ranging, for example, from –25 percent (France) to –50 percent
(Britain). We show female participation rates in some European countries in
Table 15.7.
One criticism of this approach is that it applies less to southern than to

northern Europe. Fertility fell to exceptionally low levels in Spain and Italy, for
example, but female labor force participation was somewhat lower (Table 15.7).
It might be more instructive to stress the rise in the participation rate in
southern Europe, which was exceptional. In other words, it is possible that
we are observing lagged behavioral changes rather than cultural differences. To
reiterate, we are not arguing that women forwent childbearing completely in
order to enter the labor force. Most wanted both children and a job that was
more fulfilling than domesticity.
Overall, female participation rates were high (60–80 percent of the 15–64-

year-olds in western Europe). It follows that most of the women in the labor
force must have had (one or two) children. The proportion of women who were

Table 15.7 Participation rate, 15–64-year-old females, selected European
countries, 2006 (full and part time; percent)

Full time Part time

W. EUROPE

Belgium 38.5 20.4

France 49.3 14.6

Germany 41.7 26.8

Sweden 69.3 14.7

Switzerland 40.0 34.1

UK 43.0 27.3

S. EUROPE

Greece 47.9 7.1

Italy 35.9 14.9

Portugal 59.4 9.0

Spain 48.1 13.0

E. EUROPE

Czech Republic 58.9 3.4

Hungary 53.6 2.3

Poland 47.6 9.2

Source: OECD (2007b).
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working part time was much more varied – reflecting the cost and quality of
childcare in the different countries.
There was also a major change in the timing of births in the years after the

Second World War. The childbearing period became more compressed.
Women completed childbearing at an early age or, alternatively, postponed
having children until they had established a career. (The former was the more
common.) Currently, about 20 percent of married women in Europe are
childless (although that is not always from choice) and 80 percent have only
one or two children. Hence, it is the decline of the three- and four-child family
that has driven the fall in fertility. There have also been major changes in the
composition of the household since the 1950s. In the 1950s, the nuclear house-
hold (husband, wife, and children) was almost universal throughout Europe
and most children were born within marriage. This was because marriage was
the insurance against unwanted pregnancy. More recent years have seen the
growth of single-person households, composed of both older and younger
women. Children have been able to leave home at a younger age which is
related to the growth of “cohabitation” (technically, heterosexual non-married
partnerships). The fertility of unmarried couples is lower than that of married
couples, however. Moreover, illegitimate births as a consequence of promiscu-
ity are rare in most European countries other than Britain.

The consequences of demographic changes; changes in age structure

In recent years there have been two main reasons why populations are ageing:
first, the effect of falling birth cohorts; secondly, the change in relative mortality
rates, in particular fallingmortality of older persons. The fastest ageing has been
in southern Europe. This is because fertility in the past was relatively high, so
that there are many older survivors of large earlier birth cohorts. Life expect-
ancy at sixty five in the EU25 was 15.9 for males and 19.5 for females in 2004
(Carone and Costello 2005). In theory this has increased the number of
“dependants” relative to “producers.” In Europe, in 2000, there were about
four people aged 15–64 to those aged over sixty-five. By 2025, this will fall to
about three. (Children are an addition, of course.) But we may not be defining
“dependancy” correctly. For example, the demand for manual employment,
which could not be undertaken by older people, is falling relative to the demand
for service employment, some of which could. In other words, as the population
ages, participation increases. In the UK, for example, changes in the male
participation rate, which had been falling since 1931, had twice the effect of
changes in age distribution (Johnson 1997, p. 1898). Moreover, many older
workers have high levels of human capital. The latter point is critical. In the
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main, the increase in the participation rate of older workers did not cause the
youth unemployment problem, which has become commonplace in virtually
every European country, since that is caused by the low human capital embo-
died in many young people. Moreover, population ageing did not lead to a
reduction in expenditure on education, as it might have, because educational
expectations rose. There was a large increase in expenditure on tertiary educa-
tion, for example.
Finally, dire predictions that the ageing of European populations would

lead to a slowdown of economic growth have not occurred. This, it was argued
(e.g., by Keynes), would lead to a fall in the savings ratio, and hence in
investment. But, as we know, the most important component of economic
growth since the Second World War has been total factor productivity. In
other words, the investment rate has been largely determined by the growth
rate, not vice versa.

Pensions do, however, provide a challenge

Under so-called “pay-as-you-go” pension schemes, which have been common-
place in post-war Europe, individuals, while working, pay for the pensions of
retired people in return for an expectation that someone else will pay for their
pension in the future. There is no fund, as in a private pension scheme. Such
schemes became more generous in the 1950s and 1960s. It is easy to see why.
Politicians were able to benefit from promises to improve pensions which, at
the time, were easy to finance because there were relatively few existing pen-
sioners and they had not built up large contributions. In most European
countries pension scheme receipts increased faster than expenditure in the
1950s and 1960s, allowing pensions to increase without increases in taxation. In
France and Italy, for example, many (but by nomeans all) workers could expect
a retirement income at sixty of two thirds their average salary index-linked.

Table 15.8 Ratio of persons aged 15–64 to those aged sixty-five or more

1960 1980 2000 2025

France 5.32 4.57 4.24 3.12

Germany 6.25 4.27 4.24 3.01

Italy 7.04 4.98 4.02 2.9

Spain 7.81 5.88 4.39 3.38

Sweden 5.52 3.94 3.72 2.6

UK 5.56 4.26 4.24 3.12

Source: OECD 2007b.
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The equation

Wð%t:yÞ ¼ Pð%p:wÞ
models a pay-as-you-go pension scheme, where W is the size of the labor force;
P, the number of pensioners; %t, the contribution rate; %p, the replacement rate
(the ratio of pensions to average income); y, average income and w the average
wage. This shows that if the size of the labor force (W) falls (for example,
because of population ageing), the level of pensions (P) can only be maintained
if contributions (% t.y) rise or the value of pensions (% p.w) falls. Note that a
rise in GDP will not solve the problem, since it would lead to a rise in average
income (w) and hence a rise in pensions. The equation shows why changing the
age of retirement has been the preferred policy response to the funding prob-
lem. Germany and the Scandinavian countries have already changed the retire-
ment age – coupled with a small increase in contributions. As yet, no European
government has abandoned a pay-as-you-go pension scheme, making pensions
dependent on individual contributions. Such a policy would mean that existing
taxpayers would have paid taxes (their “contributions”) but would not receive
adequate pensions. Moreover, in a privatized scheme, the government would
have no option but to pay pensions to people with no savings – i.e., the very
poor. Hence, changing the terms of the existing pay-as-you-go schemes has
been politically more attractive. The UK is exceptional, however. The state
pension was inadequate when it was introduced in 1948, and was subsequently
eroded by inflation. Hence, personal (usually occupational) pensions were the
norm. This meant that the UK government’s exposure to pension problems was
comparatively limited.

Migration

In the immediate post-war period, European migration was dominated by
refugees and displaced persons. West Germany was the largest recipient
because of expulsions from eastern Europe. But by the early 1950s, the immi-
grants were predominantly workers. Immigration increased until the early
1970s, when it peaked at 3 million (1.5 million net). By 1973, 12 percent of
the German labor force were foreigners (and 10 percent of the French).
It is easy to see why immigration was so high. “Golden age” growth rates led

to labor shortages. Transport costs were low. The domestic labor force could
not increase fast enough – i.e., via increased participation and structural
change (e.g., labor moving from low productivity sectors, such as agriculture)
to compensate for the low fertility of the 1930s and the losses during the
Second World War. About 10 percent of the increased labor demand in the
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golden age was met by immigration. Within the original EEC six, migration
was uncontrolled but only Italy, where incomes were relatively low, had signifi-
cant intra-EEC migration. Immigration from outside the EEC was strictly con-
trolled. Immigrants entered on fixed-term labor contracts. Starting in the 1950s,
workers were recruited from Turkey, former Yugoslavia, Portugal, Greece, North
Africa, West Africa, Spain and – before its EEC entry in 1958 – Italy. The West
German Gastarbeiter – literally “guest worker” – experiment of the 1960s is the
best-known scheme, although it post-dated similar schemes in France and
other countries. (Before 1961, when the Berlin Wall was built, West Germany
could rely on immigration from the GDR.) The assumption of all the schemes
was that the immigrants would return home when demand for their labor fell.
Recruitment stopped in the early 1970s as growth slowed, but many temporary
workers declined to leave. Since deportation would have been politically
impossible, the European governments, and particularly the West German,
had no choice but to transform them into permanent immigrants. In turn, this
meant that more dependants entered than workers in the 1970s and 1980s.
Britain was an exception. There were no Gastarbeiter, or their equivalent, in
Britain, but immigration from the Irish Republic was uncontrolled, and high in
the 1950s and 1960s.
The immigrant populations were clustered. Most immigrants from Turkey

and former Yugoslavia were to be found in Germany, for example. There are
three reasons. First, recruiters targeted certain nationalities. Secondly, the
phenomenon of “chain migration.” Migration is characterized by uncertainty
and previous immigrants (sometimes relatives) are a key source of information
about, for example, the labor market. And finally, because of colonial links. The
most important of the colonial immigrants were people from North Africa in
France, from the Indian sub-continent and the Caribbean in Britain, and the
Caribbean in the Netherlands. However, the immigration of ethnic minority
people from erstwhile colonies has been politically problematic. Following
political pressures, most countries changed the status of colonial or ex-colonial
citizens. For example, before the 1960s, any person born within the British
Empire – e.g., anyone born in India or Pakistan before independence (1947), or
in Hong Kong, was a British citizen and had the right to live and work in the
UK. Following racial tensions in the 1960s, it became necessary for a British
passport holder to have a British-born parent to exercise this right.
There were major changes in immigration patterns towards the end of the

twentieth century (Table 15.9). Immigration rates increased. There was a
large increase in south to north immigration – i.e., from Africa. The migration
pattern in the southern European countries, Italy, Spain, and Portugal
changed from net emigration to net immigration. The influx of immigrants
from eastern Europe was less than expected. The number of immigrants
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claiming asylum increased and (net) emigration out of Europe fell. These
trends are relatively easy to explain. Labor demand continued to increase in
most European economies, but there were structural problems in some
European labor markets. Natural increase in every European country was
negative. At the same time, restrictions on non-European immigration con-
tinued. In effect, the only legal way to enter an EU country was to be an EU
citizen, to obtain a work permit (increasingly, only given to skilled workers),
or to claim asylum.
In economic theory, assuming no barriers to migration, trade, or capital

movements, migration is explained by the difference in the return to labor in
the origin and destination countries. In turn, this is determined by the relative
abundance of capital. Ceteris paribus, labor moves to where capital is relatively
cheaper and capital moves to where labor is cheaper, until a low net migration
equilibrium is reached – so called “factor price equalisation.” (Theoretically, the
relative abundance of resources is important, but this is not relevant to recent
European migration.) By the late twentieth century, there was free trade in
manufactures and free movement of capital in the EU, resulting in real income
convergence. Hence, we would expect net migration rates across EU borders to
have been low and this was the case, although gross movement was high. The
exception was migration from accession countries. Countries entering the EU
were usually relatively poor. Moreover, as in many other parts of the world, on

Table 15.9 Net migration, 1991 and 2006 (per 1,000 population)

1995 2006

W. Europe

Belgium 1.3 4.8

France 0.6 1.5

Germany 7.5* 0.3

Sweden 2.9 5.6

Switzerland − 3.4

UK 1.3 2.6

S. Europe

Greece 11.7* 3.6

Italy 0.1 6.4

Portugal 7.2 2.5

Spain 1.6 14.6

E. Europe

Czech Republic −5.5 3.4

Hungary 1.7 0.4

Poland −0.4 −0.9

Note: net inflows except where marked as net outflows.

*exceptional (political) factors.
Source: Eurostat, Demographic Yearbook 2004, 2007.
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average the productivity of both labor and capital was lower in these countries
than in the richer countries, predicting large migration flows. But existing EU
members did not have to offer free labormobility for up to six years. At the time
of writing, immigrants from the Baltic States and Poland, for example, without
a work permit may only (legally) enter the UK, Ireland, and Sweden. Bulgarian
and Romanian nationals may not. The majority of permits were normally
granted to skilled workers (and their dependants). Hence, in the later twentieth
century, the mean level of skills of non-EU immigrants was rising and that of
intra-EU immigrants was falling.
Obviously, the composition of the immigration flows was largely determined

by the labor market in the main immigrant countries. Two of the three tradi-
tional immigrant sectors, manufacturing and agriculture, had declined. (Only
construction continued to attract large numbers of immigrants.) The demand
for skilled labor in high-end services was met by recruitment, some of which
was within multinational corporations. But the main demand was for workers
in low-end services, particularly in the larger and wealthier cities. Since these
services could not be traded, the demand was met by unskilled immigration
from within the EU and by undocumented immigrants. These relatively low-
productivity jobs were not filled by natives, usually because their reservation
wage was too high and internal migration too low. But there were also struc-
tural reasons from within the domestic labor market. There were still many
(usually older) workers whose skills had become redundant because of indus-
trial decline. They found it very difficult to retrain into the new service
occupations. In some countries (e.g., the UK) they were sustained by social
security payments on the grounds that they could not undertake heavy manual
labor. Moreover, in several European countries, many young men (and, though
not to the same extent, young women) had few marketable skills. For example,
some of the declining industrial towns and rural areas of eastern Europe have
surplus male populations because a large proportion of the young women have
left to take up jobs in the larger cities – an option which is not open to young,
low-skilled men.
The rate of immigration is affected by an additional structural factor: the

extent of the secondary labor market. Undocumented immigrants work in the
informal sector because they cannot obtain a social security card. They are to be
found in every European country. But the largest number is to be found in those
countries with the largest informal labor market, e.g., Portugal, Spain, Italy, and
Greece. Social security contributions, mainly paid by employers in these coun-
tries, can increase the wage bill by 50–100 percent. This encourages employers
to hire undocumented workers. (Attempts to regularize their position have
often been unsuccessful because the workers would lose their jobs if the
employers had to pay social security contributions.) There is no question that
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the demand for illegal immigrant labor is more than zero, for example because
many of them provide low-cost domestic services. But in some countries they
have a presence in several sectors. The source of undocumented immigrants
was extremely wide, including Albania, north and west Africa, Latin America,
and Russia. (Note that the undocumented immigrants did not cause the growth
of the informal labor market. It was vice versa.) Finally, the number of immi-
grants claiming asylum increased in the late twentieth century. All the richer
countries were affected, but Germany was the most important recipient, with
large numbers of refugees from former Yugoslavia. Most of these returned,
however. Asylum seekers were universally disliked by the electorate. Hence,
policy in virtually all European countries has been seriously to discourage them.
It is easy to see why. At its peak in the late 1990s, there were about 500,000
applications per year in Europe. Of these, some 50,000 were accepted. Of the
450,000 who were refused, only 150,000 were deported. This left some 300,000
living in Europe illegally.

Conclusion

The six decades since the end of the Second World War have seen a major
increase in broadly conceived living standards in most parts of Europe. Welfare
improvements in western Europe were easier to achieve, however, during the
rapid economic expansion of the golden age, when incomes rose faster than
in subsequent decades, when social expenditure as a proportion of rising
output increased, and when demographics were more favorable than in the
late twentieth century. The evidence for eastern Europe is far more ambiguous.
While initially eastern Europe performed as well as southern Europe, if not
better, in terms of the HDI, there was a distinct falling off in welfare levels
relative to the west from the early 1970s onwards. This was, on the one hand, an
outcome of slower economic growth and, on the other, the result of a flattening
out in the growth of life expectancy. The stagnation in life expectancy, we
hypothesize, may have been an outcome of the failure to match the continued
fall in cardiovascular diseases in western Europe, and also the price paid for
rapid post-war industrialization, with its emphasis on the expansion of heavy
and pollutant-intensive industries. Alternatively, much of eastern Europe
was experiencing after the Second World War what the economically most
advanced parts of western Europe experienced during the industrial revolu-
tions of the nineteenth century.
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