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Introduction: Exploring
nineteenth-century English — past and
present perspectives

MERJA KYTO, MATS RYDEN AND
ERIK SMITTERBERG

1 Introduction

The structure and use of the English language has been studied, from both
synchronic and diachronic perspectives, since the sixteenth century.! The result
is that, today, English is probably the best researched language in the world.
But the field is as unlimited as language itself, and therefore there will always
be gaps in our knowledge of the historical development of English as well as
of its time-bound, or synchronic, uses. In this respect, Late Modern English
(1700-1950) has been given less scholarly attention than other periods in the
history of English. This is particularly true of the nineteenth century and the
first half of the twentieth century. The main reason why this period has been
relatively ignored by historical linguists is presumably that at first sight it appears
little different from Present-day English, resulting in the view that not much has
happened in the language in the course of the last 200 years or so (for discussion,
see Romaine 1998a: 7; Rydén 1979: 34; Rydén and Brorstrom 1987: 9). As Beal
(2004 x1) points out, until the millennium the nineteenth century was also ‘the last
century’ from a contemporary scholar’s perspective. The recency of nineteenth-
century developments may have added to the view that the language of this period
was not an interesting topic for historical research, where the ‘antiquity’ of the
English language has often been in focus.

However, knowledge of the immediate or recent past is often crucial for our
understanding of the language of the present day. Thus it is important to connect
research on earlier periods, including Late Modern English, and on Present-day
English intoa coherentaccount aimingata synthesis of the historical development
of the English language. Areas of research such as verb syntax and the enrich-
ment of the lexicon would benefit from such a coherent treatment. Moreover,
such research should cover both stability and change in language. Yet the nine-
teenth century ‘remains largely an unexplored territory’ in this context (Kyto,
Rudanko and Smitterberg 2000: 85; cf. also Denison 1998: 92). However, there
are a number of relevant monographs such as Arnaud (1973), Dekeyser (1975)
and Smitterberg (2005). Romaine (1998b) has also contributed greatly to our

1



2 Merja Kyto, Mats Rydén and Erik Smitterberg

knowledge of nineteenth-century English, and Poutsma (1914-29) remains an
important source of information. In addition, there are some recent overviews of
nineteenth-century English, such as Bailey (1996) and Gorlach (1998 and 1999).
These studies invite rather than preclude further research, and above all, they
indicate that there is a rising scholarly interest in nineteenth-century English.”

A few contemporaneous studies of nineteenth-century linguistic usage exist,
such as Andersson (1892) (relative clauses), Ljunggren (1893-4) (shall/will),
Palmgren (1896) (temporal clauses) and Western (1897) (can/may/must). Also
worthy of mention in the context of nineteenth-century English studies are
Koch’s and Mitzner’s grammars (first issued in the 1860s) and Sweet’s 4 New
English Grammar (published in 1891 and 1898), which is the first modern English
grammar written by an Englishman.® The language of great nineteenth-century
authors has also received some scholarly attention.” A study on metaphors like
Stitt (1998), bridging the gap between linguistic and literary studies, should also
be noted here.

In the form of ten specialized case studies, the present volume aims to pro-
vide an overview of some intriguing aspects of nineteenth-century English that
will shed new light on the language of this period. For reasons discussed in
section 2.2, the variety in focus in most of the case studies is the standard lan-
guage used in nineteenth-century South-Eastern England. This Introduction
addresses some central methodological issues involved, and outlines the case
studies, with special reference to the ways in which they illuminate both stability
and change in nineteenth-century English.

2 Corpus linguistics and nineteenth-century English

2.1 The corpus-based approach

Most of the studies included in the present volume are based on data drawn
from electronic text or citation collections, which are now considered the main-
stay of empirical linguistic research. For Present-day English, the compilation of
the seminal Brown and LOB (Lancaster-Oslo/Bergen) corpora, representative of
1960s usage, provided an impetus for a huge upsurge in research. Their structure
has since been paralleled by other corpus compilers in order to enable the study of
short-term linguistic change (e.g. by comparisons with the 1990s LOB and Brown
‘clones’, Freiburg-1.OB and Freiburg-Brown) as well as regional variation (e.g.
the Kolhapur corpus and the Wellington Corpus of New Zealand English).” In
the 1980s, the compilation of the Helsinki Corpus of English Texts, comprising
c. 1.5 million words, was a landmark in the historical study of the English lan-
guage, from the Old English period up until the early 1700s. Since then, there
has been an ever-growing interest in the compilation of historical corpora of
English. However, as yet, computerized corpora covering the 1800s (and the
early 1900s) have not been many (valuable exceptions include the ARCHER
Corpus (A Representative Corpus of Historical English Registers), which covers



Introduction 3

but does not specifically focus on the nineteenth century, and the Corpus of
Late Modern English Prose, which covers the period 1861-1919 and centres
on letters and journals).’ This lack of interest in compiling corpora devoted to
nineteenth-century English is probably a reflection of, among other things, the
above-mentioned deceptive similarity to Present-day English exhibited by the
language of the 1800s.

As regards Present-day English, the possibility of collecting texts represen-
tative of the language as a whole, from a linguistic as well as an extralinguistic
perspective, offers new possibilities for linguistic research. As implied above, for
the period following 1960 we have corpora including a wide variety of spoken as
well as written genres. This availability of relevant texts enables an approach to
language variation that takes medium into account as an extralinguistic param-
eter. Thus the researcher need not rely on genres consisting of speech recorded
in writing, intended to represent speech. The immediate descriptive and peda-
gogical applications of corpora covering learner English and/or a wide spectrum
of native-speaker Present-day English also influence corpus compilation. More-
over, compared with earlier periods, it is easy to correlate present-day linguistic
data with extralinguistic factors not only on the textual level (e.g. cross-genre
studies), but also on the level of the language user. This is because the charac-
teristics of individual language users with respect to parameters such as social
network structure, socioeconomic status and education are comparatively easy to
ascertain and can be coded for as part of the compilation process. Most such user-
related variables are more difficult to code for within a diachronic framework,
gender being the main exception.’

2.2 The mineteenth-century perspective

In addition to the need for analysing nineteenth-century English asa link between
Present-day and earlier periods of English, there are also reasons internal to the
nineteenth century that justify the study of this period. Some of them are related
to the comparatively rich and varied textual material available to us from this
century. Owing to the spread of literacy during the 1800s, we have access to
written texts produced by a greater proportion of all language users than is the
case for any preceding period (however, as Tony Fairman’s contribution to the
present volume shows, the concept of literacy itself needs to be addressed in more
detail). This is especially true as regards female language users: the nineteenth
century thus offers promising possibilities of investigating the gender variable as
afactor in language change (see below). In addition, research on the Brown, LOB,
Frown and FLLOB corpora has shown that as short a time span as thirty years may
be sufficient to observe changes in linguistic usage, provided that the researcher
has access to a sufficiently large corpus. The possibility of correlating short-
term linguistic change in nineteenth-century English with the many important
sociopolitical developments that took place during this period further adds to the
potential of this approach to the study of linguistic variation.
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The nineteenth century is also characterized by genres becoming more and
more diverse in their linguistic make-up; for instance, the language of formal
expository genres like academic writing and that of informal non-expository
genres such as private letters diverge increasingly (see Biber and Finegan 1997:
272-3). In addition, the nineteenth century was crucial to the development of
some genres that were to become (or remain) highly influential in the century that
followed. Not only private letters, but also newspaper language, the novel and
scientific discourse belong to this group of genres. These characteristics make
nineteenth-century English a vital period for researchers interested in genre and
cross-genre studies from a synchronic as well as a diachronic perspective.

Finally, the 1800s constitute a formative period in the development of many
extraterritorial varieties of English. The nineteenth century is important with
regard to the divergence of American and Canadian English from British English,
and probably even more important as regards the development of Southern
Hemisphere varieties of English. A full description of nineteenth-century English
thus requires a broad regional scope: results valid for one regional variety of
nineteenth-century English cannot safely be claimed to hold for the English
language as a whole.

However, focusing on one variety may provide scholars with a useful starting-
point for comparisons. Accordingly, the majority of the case studies included in
the present volume are based on Standard English English, the most extensively
researched variety across the centuries so far. From a diachronic perspective, they
thus further our understanding of the development of Standard Englishes. At the
same time, in synchronic terms, they help to establish a background against which
nineteenth-century extraterritorial and non-standard varieties can be contrasted.
A study such as Tony Fairman’s (this volume) points to the potential of such a
comparative perspective.

2.3 The CONCE project and the present volume

Given the wide range of research possibilities and the shortage of available cor-
pora, any one corpus project must be selective in terms of attempting to capture
the spectra of variation existing in nineteenth-century English. The present vol-
ume is, for the most part, a result of one such corpus project, launched at the
Departments of English at Uppsala University and the University of Tampere
in the mid-1990s. The aim of the project was to compile CONCE (A Corpus
of Nineteenth-century English), a one-million-word corpus focusing on English
English, and to produce research based on this new source of linguistic data.
Regardless of which period in the history of English researchers focus on, they
are likely to take an interest in language variation and change. In investigating
language change, scholars may carry out a synchronic study of a past stage of the
language, such as nineteenth-century English, for comparison forwards and/or
backwards in time. In this perspective, they may use CONCE as a synchronic
whole and compare the results with those attested for, say, Early Modern English
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Table 0.1. Word counts for period samples in
CONCE and for the whole corpus, excluding the

words within reference codes and text-level codes.

Period Total

1 (1800-1830) 346,176
2 (1850-1870) 341,842
3 (1870-1900) 298,796
Total 986,814

or Present-day English. In the present book, this research strategy is used by, for
instance, Juhani Rudanko, in his study of the pattern in -ing in the nineteenth
and twentieth centuries.

However, scholars may also chart the development of a linguistic feature within
a single historical stage of the English language. As mentioned above, recent
studies based on the LOB, FLLOB, Brown and Frown corpora are indicative of an
increasing interest in such short-term linguistic change. Reflecting this research
interest, the texts in CONCE have been stratified into three subperiods, covering,
broadly speaking, the beginning, middle and end of the nineteenth century, viz.
180030 (period 1), 1850-70 (period 2), and 1870—-1900 (period 3). This division
makes it possible to study short-term developments across the 1800s.

The texts in CONCE have been coded using text-level and reference codes
based on those applied to the Helsinki Corpus (see Kyto 1996b), making it
possible to exclude, for instance, foreign language and headings from the counts.
However, the system used for CONCE is slightly more rigorous, enabling the
exclusion of passages such as stage directions in plays (see the Appendix for a
full list of text-level codes). Table (.1 presents word counts per period for the
CONCE corpus.”

The division of the texts in CONCE into periods of several decades rather
than single years, as with corpora such as LOB and FLLOB, was a necessary
compromise between the interests of (a) obtaining a sufficiently narrow peri-
odization for cross-period comparisons to be reliable, and (b) including only
texts that reflect authentic nineteenth-century English. In addition, important
extralinguistic developments in England during the nineteenth century were
taken into account. For instance, period 1 predates most of the political reforms
of nineteenth-century England (e.g. the Reform Bills), while period 3 follows
many of them (see Kyto, Rudanko and Smitterberg 2000: 87). Most studies in
the present volume make use of this periodization in attempts to reveal diachronic
variation within nineteenth-century English; for instance, Peter Grund and Terry
Walker’s study of the subjunctive in adverbial clauses traces the development of
this verb form in relation to indicatives and modal auxiliaries across the century.
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Table 0.2. Description of the genres in CONCE.

Genre Characteristics

Debates Recorded debates from the Houses of Parliament
Trials Trial proceedings (in dialogue format)

Drama  Prose comedies including farces

Fiction Novels

Letters  Personal letters (between relatives or close friends)
History Historical monographs

Science Monographs pertaining to the natural or social sciences

However, merely looking at texts from different historical periods of English
may not be enough to identify the locus of the change under scrutiny, as linguistic
change is frequently mediated through other extralinguistic parameters as well
as time. Considering such parameters becomes even more important when rel-
evant extralinguistic developments have taken place within and/or between the
period(s) covered by the investigation. In the present volume, two extralinguistic
parameters receive special attention: genre and gender.

Multi-feature/multi-dimensional analyses of both Present-day English and
historical stages of the language, such as Biber (1988), Biber and Finegan (1997)
and Geisler (2002, 2003), have shown that the frequency of a large number
of linguistic features co-varies in texts, so that a given genre is characterized
by different co-occurrence patterns along dimensions of linguistic variation.
These patterns may also change across time, and Biber and Finegan’s (1997)
study indicates that the nineteenth century is of central importance in displaying
increasing genre diversity in terms of linguistic make-up. The divisions between,
on the one hand, oral, popular and/or non-expository genres, and, on the other
hand, literate, specialized and/or expository genres are of particular relevance in
this respect. In some cases, differences in the distribution of linguistic features
across the genre parameter can also be used as a cross-section of linguistic change,
with advanced genres representing a later stage in the development. However,
accounting for this diversity requires that the researcher sample a range of genres.
This requirement was one of the criteria used in the compilation of CONCE.

The original aim of the CONCE project was to provide comparative
nineteenth-century follow-up material to the Helsinki Corpus of English Texts.
Consequently, several genres are present in both corpora in order to increase com-
parability. In particular, it was deemed important to sample both speech-related
and non-speech-related genres, and both formal and informal written genres, in
order to enable research on how the use of nineteenth-century English varied
according to the parameters of medium and formality. A brief description of the
seven genres included in CONCE is given in table (.2 (from Kyto, Rudanko and
Smitterberg 2000: 88).
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Table 0.3. Word counts for period, genre and period/ genre subsamples in CONCE
and for the whole corpus, excluding the words within reference codes and text-level
codes.

Period Debates Trials Drama Fiction Letters History Science Total

1 19908 62,360 31,311 42,032 121,624 30,904 38,037 346,176
19,385 60,570 29,543 39,045 131,116 30,504 31,679 341,842
3 19,947 67,588 29,090 30,113 90,891 30,564 30,603 298,796

Total 59,240 190,518 89,944 111,190 343,631 91,972 100,319 986,814

In addition, the fact that the texts in CONCE have been stratified with
respect to both time and genre makes it possible to combine these two param-
eters in analyses of how linguistic change is reflected across the genre parame-
ter. As implied above, for some changes this will result in a diversified picture
with some genres being more advanced than others for each particular change.
Table 0.3 (from Kyt6, Rudanko and Smitterberg 2000: 89) presents word counts
by period and genre for the CONCE corpus (for the full list of source texts, see
the Appendix).

Reflecting the make-up of CONCE as well as the importance of the genre
parameter, many of the contributions to this book focus on cross-genre variation.
Among others, Christine Johansson considers three of the genres in CONCE in
an analysis of the use of relative clauses in nineteenth-century English.

As regards gender, the rich textual material available from the nineteenth
century makes it possible to investigate the interaction of several factors that,
according to previous research, increase differences between female and male
usage. Labov (2001: 292-3) claims that, on the whole, women will conform more
than men to prestige norms if these norms are specified overtly; conversely, in
processes of change from below, which take place below the level of normative
consciousness, women tend to be leaders in linguistic change. There are sev-
eral ways in which nineteenth-century English is an excellent testing ground for
comparisons of these different influences on female and male usage. First, as
mentioned above, the percentage of female literates increases dramatically dur-
ing the 1800s (see Altick 1957: 171). Consequently, texts produced by women
are more readily available in the nineteenth century than previously. Secondly,
nineteenth-century attitudes to language variation embodied a largely prescrip-
tive attitude on the part of grammarians. This attitude resulted in a number
of grammars in which some lexical and morphosyntactic variants were pro-
moted at the expense of others (see e.g. Dekeyser 1975, who compares pre-
cept and usage as regards number and case relations in nineteenth-century
English, and Denison 1998: 150-8, who studies the emergence and diffu-
sion of the progressive passive). The 1800s thus afford more data concerning
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Table 0.4. Word counts for the letters by female
and male writers in CONCE, excluding the words
within reference codes and text-level codes.

Period Female Male

1 69,271 52,353
62,340 68,776

3 50,154 40,737

Total 181,765 161,866

both usage and precept than most other periods in the history of English (see
section 2.2).

Reflecting the importance of gender aspects in nineteenth-century English,
CONCE was compiled to enable a gender perspective on language variation and
change. In an effort to include both women’s and men’s voices, the Letters genre
has been stratified in order to include the same number of texts by female and
male letter-writers. The necessity of reducing idiolectal influence on the overall
figures meant that more informants were sampled for the Letters genre than for
the other genres: each period includes five texts by female letter-writers and five
by male letter-writers.” The Letters genre may be regarded as especially suitable
for studying the interaction of the gender parameter, change from above and
below and linguistic precept. It constitutes a written category that is influenced
by spoken and/or colloquial norms; moreover, in general, private letters are not
normally intended for publication. Considering these production circumstances,
the texts in Letters can be expected to contain both language that has been influ-
enced by the norms promoted in grammars, and less self-monitored language.
Word counts by period and gender in Letters are given in table 0.4 (from Kyto,
Rudanko and Smitterberg 2000: 90).

Strictly, the letter-writers have in fact been coded according to their biological
sex rather than their socioculturally established gender identity. However, given
that the differences in language use between women and men attested in the
CONCE data are likely to be due to gender rather than sex, and in the interests of
simplicity and consistency, we will use the term ‘gender’ to refer to the parameter.
Many of the studies contained in this volume investigate linguistic variation with
gender by comparing female and male usage; for instance, Ingegerd Bicklund
looks at how terms for women and men were modified linguistically in nineteenth-
century English.

Needless to say, the parameters of genre and gender can be studied simultane-
ously, and several studies in the present volume combine the two. This approach
has great potential, as a cross-genre comparison may reveal stylistic grading in the
distribution of a linguistic feature, a finding that can then serve as the background
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for a study of differentiation between women’s and men’s language. Merja Kyto
and Suzanne Romaine use this perspective in an analysis of adjective comparison
in CONCE.

However, a volume such as this, which aims to provide an overview of
nineteenth-century English from several angles, cannot rely solely on extant
corpora. There are both linguistic and extralinguistic reasons for extending the
scope of the material studied beyond that currently covered by corpora. To begin
with, the study of low-frequency features may reveal results that are of great
theoretical and methodological significance; but a historical corpus like CONCE
does not, on its own, provide sufficient material for all such investigations. In
addition, in spite of the enlargement of the franchise and the spread of literacy
during the 1800s, the texts which have been sampled in electronic corpora by
and large reflect the language used by the upper echelons of nineteenth-century
society. In order to provide a fuller picture, it is therefore necessary to sample
texts outside those available in computerized corpora. Christian Mair’s and Tony
Fairman’s contributions reflect this need to go beyond corpora when approach-
ing particular research questions. Basing his research on the OED on CD-ROM,
with its vast quotation database, Mair investigates verb complementation after
remember. Fairman has compiled his own material, which includes pauper let-
ters written chiefly between 1800 and 1834, in order to investigate the written
language of these, often barely literate, letter-writers and compare some aspects
of their production with those attested in letters by more fully schooled and
wealthier people.

3 Empirical evidence of nineteenth-century English:
stability and change

The studies included in this volume illustrate nineteenth-century English on
several levels. As discussed in section 1, nineteenth-century English is of par-
ticular interest because it displays what may be termed a deceptive similarity to
present-day usage in many respects. Some features of the English language have
remained stable in the past 200 years; others, however, have developed over time.
Reflecting this tension between stability and change, some studies included in
the present work did not reveal evidence of language change in progress, pointing
rather to stability and linguistic continuity. Other studies, in contrast, unearthed
new evidence of differences across time.

In diachronic studies, the focus is often on linguistic change. However, lin-
guistic stability is also an essential object of study, as the possibility of tracing
conditioning factors, both linguistic and extralinguistic, allows comparison of the
situations that appear to encourage change with those which seem to promote
stability (Raumolin-Brunberg 2002: 102; see also Rydén 1979: 19). Linguistic
stability is not a concept exclusive to nineteenth-century English: as Raumolin-
Brunberg (2002) has shown, linguistic features may exhibit stability for cen-
turies. However, the 1800s offer linguists excellent opportunities of relating their
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results to extralinguistic parameters, such as sociopolitical events and stylistic
judgements (as observed in style manuals, grammar books, etc.), that may pro-
mote either change or stability. Given its importance, the stability vs change
parameter is taken into account in the overview (below) of the studies in this
volume.

It is of course difficult to group studies as focusing on either linguistic stability
or change: many diachronic investigations yield evidence of both, depending on
factors such as the level of analysis chosen (e.g. subperiodization scheme, the
range of genres and informants included, and the level of detail in linguistic
analyses). Nevertheless, a tentative grouping of the studies can be established
on this parameter, based on dominating trends in the data. Of the ten studies
included in the volume, three present results that highlight stability rather than
change, as against the five that emphasize change over stability. In two studies,
the starting-point and/or the results do not justify a conclusive classification in
this respect. These three groups of studies will be presented in that order below.

Drawing for data chiefly on the Science genre of CONCE, Larisa Oldireva
Gustafsson shows that continuity rather than change characterizes the use of
the passive in nineteenth-century scientific writing, although there is a great
deal of variation among the authors represented. In fact, this variation is found
to underlie some of the apparent changes in Gustafsson’s data, such as the
higher frequency of passives in simple sentences towards the end of the cen-
tury (subordinate clauses constitute the most frequent locus of passives in all
periods, however). Gustafsson shows that there are also considerable differences
in usage between scientific texts and private letters written by the same person
(Charles Darwin), as also found by Mark Kaunisto with regard to that of7 those of
constructions.

The overall frequency of the passive in the Science genre remains stable across
the 1800s, despite the variation among authors mentioned above. Neither does the
distribution of the passive across the parameters of tense, aspect and mood seem to
change dramatically across the 1800s, small increases in the relative frequency of
future passives, perfect passives and indicative passives notwithstanding: present-
tense indicative passives that are unmarked for aspect dominate the distribution
in all periods. There is shown to be a good deal of continuity with Present-
day English regarding which main verbs are used most commonly in passives
in scientific writing. The author concludes that the development of the passive
as a characteristic feature of English scientific writing is most likely to have
taken place before the nineteenth century. The results also imply that genre is a
more important parameter than time regarding the use of the passive from 1800
onwards.

Christine Johansson analyses the use of relativizers in nineteenth-century
English, and the distribution of that and wh-forms (who, whose, whom and
which) in particular. She shows that at least in Trials, Science and Letters,
wh-forms are used much more frequently than the relativizer that. In Present-
day English, that has been gaining ground, but this development was still in
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its early stages at the end of the nineteenth century. Of special interest in her
study is the attention paid to the use of relativizers across speaker roles in Tri-
als, and the gender-based differences in Letters. The use of that could not be
linked with speaker roles such as ‘members of the legal profession’ and rep-
resentatives of other occupations. That is slightly more common in the letters
written by women, but overall, it is rare in nineteenth-century correspondence.
There is, however, variation in individual (female or male) writing styles, with
some writers using relative clauses with that more frequently than other writers.
Johansson also takes a closer look at typical syntactic environments of that and
wh-forms (for example, sentential relative clauses, cleft sentences and pronominal
antecedents).

The use of the anaphoric pronouns that/those in connection with a following
of-phrase, as in ‘I hope my moral code is nearly as good as t4at of my neighbours’
(from a play by Thomas Holcroft), is investigated by Mark Kaunisto. In Present-
day English these constructions are generally associated with expository writing
and formal communication situations. Kaunisto shows that, in the nineteenth
century, ‘the use of that of/those of structures had already become fully estab-
lished, at least as regards its relative frequency’. According to the results obtained
by Kaunisto, this frequency is relatively low, and there are tangible differences
between genres. The that of/ those of constructions occur most frequently in for-
mal discourse such as Debates, Science and History, leaving Fiction, Letters,
Drama and Trials with fewer occurrences across the century.

The data also show variation in the ‘anaphoric distance’, i.e. the distance
between the pronoun and its referent, from zero to over twenty words. Inter-
estingly, there appears to be a degree of correspondence between the relative
frequency of the that of7 those of constructions and the anaphoric distance across
the genres: in genres characterized by frequent use of the constructions above, the
anaphoric distance is also greater. On average, the greatest distances are found
in Debates and Science, and the shortest in Drama and Trials, suggesting an
association between formality and degree of anaphoric distance.

In contrast to the three studies described above, a total of five studies, intro-
duced below, present results which suggest that linguistic change was in progress
regarding the feature studied. As was the case for the studies that pointed to sta-
bility, the parameters of genre and gender have often been found to be important
conditioning factors on the variation attested.

In her analysis of modifiers of common nouns with female and male reference,
such as person, creature, woman, lady, man, gentleman, mother and father, Ingegerd
Bicklund shows how the nineteenth-century use of female and male terms can,
to a certain extent, be taken to mirror the separate spheres of women’s and men’s
lives. The adjectives modifying male terms tend to refer to social status whilst
those modifying female terms more often refer to women’s appearance. Men
thus appear as powerful individuals, active in the public sphere, whereas women
appear as submissive, dependent and gentle in their domestic sphere. At the same
time the results obtained may suggest, to some extent, that the changing role of
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women in the nineteenth century was reflected in the descriptions of women and
girls.

A number of interesting differences emerged when the use of modifiers by
female and male writers was investigated. Whilst both groups increasingly used
modifiers across the century (female authors notably so towards the end of the
century), male writers used more modifiers than female writers. There were also
differences in the kind of modifiers used by female and male writers. For instance,
the male writers in the material were more prone to refer to women in negative
terms than were female writers; they also used negative modifiers about women
more often than about men. In texts by female writers, it is female reference that
dominates, whilst in men’s texts men are referred to more often than women.

Linguistic change in progress can also be observed in Peter Grund and Terry
Walker’s study of the subjunctive in adverbial clauses in nineteenth-century
English. Using data drawn from the entire CONCE corpus, Grund and Walker
include subjunctive verb phrases, indicative verb phrases and verb phrases con-
taining modal auxiliaries in their investigation in order to enable a detailed analysis
of the competition between these paradigmatic options. Adopting a broad defi-
nition of semantic equivalence, and defining the subjunctive in morphosyntactic
terms, they are thus able to compare the relative incidence of forms such as
‘... if the temperature be increased’ (subjunctive), ‘. . . if the Queen was deposed’
(indicative), and . . . unless something skould occur’ (modal).

The study shows that the indicative increased at the expense of both the sub-
junctive and verb phrases with modal auxiliaries especially towards the end of
the century, but also that the ratio of subjunctives to modal auxiliaries actu-
ally increased, suggesting that ‘the indicative rather than constructions with
modal auxiliaries was the preferred alternative to the subjunctive, especially in
the speech-related genres’. The importance of the genre parameter is also clear
from the fact that subjunctives were more common in genres characterized by
informational production rather than involved production in Geisler’s (2002)
factor score analysis of the CONCE corpus; formal registers also seem to favour
the subjunctive. Among the linguistic factors studied is the type of subjunctive
verb phrase: it is shown that the frequency of the subjunctive form be, as well
as that of subjunctive forms of verbs other than BE declined sharply over the
nineteenth century, whereas the subjunctive form were proved more resistant.

Merja Kyt6 and Suzanne Romaine explore variation in adjective compari-
son in nineteenth-century English. This variation involves rivalry between the
historically older inflectional forms (e.g. happier/ happiest), and the periphrastic
constructions (e.g. more/most elegant). Instances of the double forms (more quicker,
most delightfulest) were very rare in the material. The analysis revealed a steady
increase in the use of inflectional forms throughout the period studied. As in
previous studies of adjective comparison, word structure, notably word length
and the nature of word endings, was shown to constrain variation. For example,
as early as in the Early Modern English period, word endings such as -ous (e.g.
gracious) and —ful (painful) promoted the use of the periphrastic form in disyllabic
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adjectives. As regards syntactic functions and the use of comparative forms, usage
in the last decades of the nineteenth century resembled that of the present day.

The analysis of some central extralinguistic factors revealed a great deal of
variation across the seven genres and three subperiods. The importance of stylistic
factors such as the need by speakers for emphasis and clarity was found partly
to account for the anomalies in the results obtained. The gender parameter also
influenced the distributions of the variants: there was variation in the ways in
which male and female letter writers used inflectional and periphrastic forms.
For instance, male writers commonly used dearest in addressing women (mostly
wives, sisters or mothers), but only seldom when writing to male addressees.
However, dearest was used by female writers to female addressees when they
addressed each other as well as men (mostly husbands). Forms such as dearest,
dearest, or dearest dear, or the superlative followed by title rather than first name,
e.g. My dearest Mrs. Martin, found in the letters by women writers, pointed to
the intimate nature of their discourse.

Exploiting the citation database of the Oxford English Dictionary, Christian
Mair presents interesting evidence of continuous change in usage in the past
two centuries regarding nonfinite clausal complements of the verb remember.
The use of the construction comprising remember + NP + V-ing has been on
the increase but not at the expense of the gerundial construction with the geni-
tive/ possessive subject, held to be ‘correct’ by prescriptivists. The remember 4
NP + V=-ing construction emerged simultaneously with the related construction
with the genitive/possessive, and was firmly established in nineteenth-century
usage. Thus there is little or no foundation for the prescriptive arguments that
have given historical precedence to the possessive case in gerundial constructions
depending on remember, with regard to full noun phrases and probably also pro-
nouns. Mair ascribes the subsequent preference for the genitive in formal written
English to the victory of ‘the prescriptively minded stylistic conservatives’. In
overall terms, retrospective infinitival complements were not only replaced by
gerunds but there was also an additional increase in the use of the gerund, prob-
ably due to a decrease in the use of finite-clause complements. Mair concludes
that ‘it was during the nineteenth century that the way was prepared irreversibly
for the emergence of present-day usage conventions’.

In another study covering the nineteenth and twentieth centuries, Juhani
Rudanko investigates the development of a narrowly defined linguistic feature,
viz. in -ing constructions that function as complements of matrix verbs, as in
“The Titans delight in upsetting the odds’. He examines the occurrence of this
construction in the CONCE and LLOB corpora, as well as two subcorpora of the
Bank of English corpus (the London 7imes newspaper segment and the spoken
British English segment).

Rudanko’s study shows that linguistic change has taken place regarding the
in -ing construction. The range of matrix verbs that select the construction
has broadened semantically. In both CONCE and the twentieth-century cor-
pora, matrix verbs that belong to the semantic group ‘engage in’, e.g. succeed,
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predominate; however, his twentieth-century data also contain a noticeable pro-
portion of matrix verbs belonging to the group ‘be contained in’, e.g. consist, of
matrix verbs of emotion, e.g. delight, and of the matrix verb believe. The occur-
rence of matrix verbs belonging to the group ‘be contained in’ is also relevant to
the interpretation of the understood subject of the -ing clause. With matrix verbs
of the ‘engage in’ type, the understood subject of the -ing clause is interpreted as
coreferential with that of the superordinate clause; when the matrix verbs belong
to the ‘be contained in’ type, however, the interpretation of the understood subject
is more context-dependent. Although Rudanko’s investigation does not explic-
itly address cross-genre variation, the clear differences attested between the two
subcorpora of the Bank of English regarding both the overall frequency of the
in -ing construction and the matrix verbs selecting it suggest that the parameters
of genre and medium are relevant to the use of the construction.

As mentioned above, there are two studies which cannot be classified as high-
lighting either change or stability. Focusing on less-schooled language, Tony
Fairman investigates documents from English Record Offices, primarily from
the early nineteenth century. Fairman considers word choice (Anglo-Saxon vs
Latinate) as well as spelling in his account. He shows that many less than fully
schooled writers had difficulty spelling words with a non-Germanic stress pat-
tern, and that the percentage of Latinate words in letters varied greatly depending
on whether the writer was fully or minimally schooled. Fairman also shows that
the spelling of surnames varied depending on the strategy used by the person
who wrote down the name of the less-schooled writer.

Fairman contextualizes his study by examining contemporaneous textbooks
and syllabuses. He emphasizes the importance of examining the division between
Germanic and Latinate lexis, the ways in which schooled English spread — or
failed to spread — to writers of unschooled English, and the classification of less
schooled English. As the empirical part of Fairman’s approach is synchronic, the
division between change and continuity is not immediately relevant to his study.
By examining a type of language that has so far been comparatively neglected by,
for example, editors, Fairman makes the present volume more representative of
nineteenth-century English as a whole.

Erik Smitterberg gives evidence of both continuity and change in his study of
partitive constructions consisting of a partitive noun followed by the preposition
of and a prepositional complement, as in ‘a bit of advice’, in the CONCE corpus.
He shows that the overall frequency of partitive constructions was stable across
time. However, there are considerable cross-genre differences, suggesting that
partitives are characteristic chiefly of texts reflecting informational rather than
involved production; this impression is strengthened by an analysis of gender
differences in the frequency of partitives. Similarly, a classification of the parti-
tives into five semantic groups showed that there was little diachronic variation
in the material regarding the relative frequency of these groups, while there were
clear cross-genre differences. In general, expository genres tended to have a high
percentage of quantitative partition, while non-expository genres presented a
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more varied picture, with higher percentages of partitives of quality, shape, time
and intensity.

In contrast to the above, an analysis of verbal concord with partitives where
the partitive noun and the complement of the preposition ¢f do not agree in
number showed tendencies towards linguistic change, in which the complement
increasingly governed concord. However, definite conclusions are difficult to
reach for two main reasons. First, partitive nouns and prepositional complements
may differ as regards their tendency to control verbal concord, depending partly
on semantic connections with the rest of the sentence. Secondly, a case study of
partitives with the partitive noun number showed that there was no significant
difference between nineteenth- and twentieth-century English with respect to
concord, and that syntactic factors may affect concord choice.

4 Concluding remarks

The aim of the present volume is to provide an overview of nineteenth-century
English by way of empirical studies of various features exhibiting both stability
and change. Many of the studies included have emphasized the importance of
genre and gender as extralinguistic factors conditioning language use. Moreover,
the fact that most of the studies are based on the same, structured corpus increases
the comparability of the results. At the same time, given the limitations of any
closed corpus, it is clear that, for some research purposes, it is important to draw
material from sources outside the corpus.

This volume does not claim to fill in all the gaps in our knowledge of nineteenth-
century English. For instance, Fairman’s study highlights the importance of
considering the language of less than fully schooled people as regards nineteenth-
century English as a whole. Generally speaking, non-standard varieties of English
(e.g. social and regional dialects) deserve more scholarly attention, as do, for
example, Scottish, Irish, and extraterritorial varieties of the language (see e.g.
Beal 2004; Kortmann 2004; Hickey 2004). Beyond the nineteenth century, we
need corpus-based, empirical studies of early twentieth-century English, another
period as yet underexplored regarding both standard and non-standard varieties.
We hope that the studies in this volume will encourage further research in these
important areas.

Notes

1. Examples of early scholars include John Palsgrave (d. 1554) as ‘a pioneer in vernacular
language description’ (see Stein 1997) and Richard Mulcaster (d. 1611) as a linguist
(see Polifke 1999). Regarding interest in the systematic study of Old English texts in
Elizabethan England, see Adams (1917) and Graham (2000).

2. Diachronic studies of the whole of the twentieth century are even more rare than stud-
ies of the nineteenth century. Exceptions include Overgaard (1995), Westin (2002)
and Mair (2006). Brorstrom (1963), Lindkvist (1950) and Rydén and Brorstrom
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Merja Kyto, Mats Rydén and Erik Smitterberg

(1987) cover all or part of the Modern English period, including the first half of the
twentieth century. The last-mentioned work was the main outcome of a project entitled
‘Late Modern English Syntax 1700-1900’, which was launched by Mats Rydén at the
English Department, Stockholm University, in 1983.

. On nineteenth-century prescriptive grammars, see Gorlach (1998). Interestingly, the

first reasonably comprehensive book on the history of the English language, R. G.
Latham’s The English Language, was first published in 1841 (5th edn 1862). It is a
combination of a grammar and a history of English (see Quirk 1961a).

. These writers include e.g. Swinburne (Serner 1910), Carroll (Sutherland 1970),

Thackeray (Phillipps 1978) and Hardy (Elliott 1984). Austen and Dickens, in par-
ticular, have attracted attention, as seen from studies by, for instance, Phillipps (1970),
Page (1972), and Stokes (1991) on Austen, and Quirk (1961b and 1974), Gerson (1967),
Brook (1970), and Serensen (1985 and 1989) on Dickens.

. Inaddition, corpora of spoken English have been compiled, such as the L.ondon-Lund

Corpus. More recently, corpora sampled on an unprecedented scale, such as the British
National Corpus, have been made available, as have various corpora of learner English.

. The Lancaster1931 corpus, which is being compiled at Lancaster University, will be a

very valuable tool for studies of early twentieth-century English.

. However, it may be problematic even to find a sufficient number of texts produced by

women for early periods in the history of English. The same largely holds for members
of the lower socioeconomic ranks. A user-centred approach to language variation and
change is of course also possible for earlier periods, as witnessed by studies such as
Walker (2005). However, it is more difficult and time-consuming to carry out, as the
data necessary both to construct a continuum such as that of socioeconomic status in
for example the 1600s and to position language users of that time along this continuum
are more difficult to come by.

. If the Helsinki Corpus principles were applied to CONCE, the total word count would

be 1,030,409. Some studies in the present volume draw on word counts calculated by
other programs, which may lead to slight differences in the word counts applied.

. The only exception to this sampling principle occurs in period 3, where a misleading

period code necessitated the removal of one text by a female letter-writer from the
corpus. In addition to Letters, Fiction also includes female novelists, and care was
taken to represent female speakers as witnesses in Trials. However, in Fiction there are
only three texts per period, and the speakers in Trials have not been coded for gender
as part of the corpus mark-up. Thus, the Letters genre offers the best opportunities
for studies of gender variation based on CONCE.



1 Modifiers describing women and men
in nineteenth-century English

INGEGERD BACKLUND

1 Introduction

The investigation presented here concerns modifying expressions used in
descriptions of real or fictional women and men by nineteenth-century female
and male writers. The aim is to study whether, in these descriptions, the social
changes that occurred during the century, especially in the role of women,
are reflected in linguistic change, and if so, to what extent. The expressions
under investigation are modifiers such as good-natured, sallow, troublesome and
of fortune, and they will be studied from a qualitative as well as a quantitative
perspective.

During the nineteenth century, the notion that women and men belonged
to separate spheres of society very much influenced the way gender roles were
formed. This notion had its roots in eighteenth-century economic, social and
political conditions, and practically every aspect of life was influenced by it
(Kingsley Kent 1999: 154). Powerful and respectable men operated in the public
sphere of work and politics; virtuous and dependent women reigned over the
domestic sphere, ‘where their authority over all matters pertaining to morality
and civility went uncontested’ (Kingsley Kent 1999: 147).

During the century, however, women challenged this notion of separate
spheres. The women’s movement developed and women demanded certain civil
rights, access to education and, the most radical demand of all, the right to vote
(Kingsley Kent 1999: 191-3; see also section 4.7 below). In 1869, Girton, the first
college for women was founded and by and by, what Kingsley Kent (1999: 229)
terms ‘new women’ were admitted to colleges and universities. Many women
who accepted the importance of home and family nevertheless opposed the idea
that women should restrict themselves to being ‘Queens over their own hearths’
(Lewis 1991: 6). It became important for them to take an active part in life outside
their homes. Leading figures ‘argued strongly for women’s domestic talents to be
put to use in local government and in local institutions — in workhouses, hospitals
and schools — as well as in the homes of the poor within the local community’
(Lewis 1991: 8). Obviously, this would mean widening the sphere of women,
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giving them greater mobility outside the home and active involvement in public
affairs.

Thus the nineteenth century was a period during which gender roles and above
all women’s role in society underwent considerable change. At the beginning
of the century, the notion of separate social spheres for women and men was
firmly established; at the end of the century, the women’s suffrage movement,
dominated by middle-class women, had grown strong and the stage was set for
the suffragettes’ battle for the franchise at the beginning of the twentieth century
(Leneman 1998: 37-8).

The aforementioned aim of this study is to try to pinpoint possible linguistic
changes within a restricted area, that of modifying expressions, by investigat-
ing whether changes in gender roles and in social roles are reflected in the way
females and males are described in nineteenth-century drama, fiction and pri-
vate letters. Linguistic effects of the drastic changes in English society during
the period in question are discussed by Gorlach (1999: 41-3), and he also points
to ‘an awareness among a great number of educated speakers of social change and
its reflection in linguistic change — including measures to retain social distance’.
The present study will address questions such as: Does the consciousness of the
changing social role of women and of their growing claims to full citizenship and
legal rights seem to affect the descriptions of females in the course of the century?
Are men described in the same way at the end of the century as at the beginning?
To answer these and related questions the investigation will concentrate on dis-
covering which modifiers are used together with certain frequent nouns referring
to females and males. Another question to be addressed concerns possible differ-
ences in the use of such modifiers between female and male nineteenth-century
writers. Finally, certain comparisons will be made between the results of the
present study concerning the use of positive, negative and neutral modifiers and
corresponding findings of Wallin-Ashcroft (2000), who deals with collocations
with female and male terms in eighteenth-century novels.

2 Material

The data for the present investigation are taken from three of the genres in
CONCE (A Corpus of Nineteenth-century English), namely Drama, Fiction
and Letters (see the Introduction to the present volume). These genres were
chosen because it was believed that they would contain a high number as well as a
varied sample of premodifying adjectives and postmodifying of~phrases used in
connection with female and male referring expressions. The Letters genre covers
slightly more than a third of the CONCE corpus, Fiction and Drama about a tenth
each (see Kyto, Rudanko and Smitterberg 2000: 88-9). The corpus is structured
into three subperiods, 180030, 1850—70 and 1870-1900 (see Introduction). The
sub-set used for this investigation includes all texts within the three genres in
question, thus covering approximately 543,000 words, which equals 55 per cent
of the CONCE corpus (cf. Kyto, Rudanko and Smitterberg 2000: 89). In this
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Table 1.1. Number of words by female and male writers per period in the

sub-corpus.

Period Female writers Male writers Total

1 (1800-30) 88,869 (45%) 105,493 (55%) 194,362
2 (1850-70) 89,582 (45%) 109,783 (55%) 199,365
3 (1870-1900) 60,173 (40%) 89,271 (60%) 149,444
Total 238,624 (44%) 304,547 (56%) 543,171

sub-corpus, the category of Letters constitutes 63 per cent, Fiction 20 per cent,
and Drama 17 per cent of the material. Thus Letters, the written genre which
is generally regarded as closest to the colloquial stratum and most sensitive to
language change clearly dominates in this study. It is hoped that this fact may
make it possible to discover possible changes in the description of men and women
that took place over the nineteenth century.

Table 1.1 shows the amount of text written by women and men within each
period and in the sub-corpus as a whole. As the table shows, in all three periods
more text is written by men than by women, and the difference is greatest in the
last period. These differences will be taken into account in the analysis of the
results.

With a few exceptions explained below, the data consist of all instances of
certain nouns referring to females and males that are premodified by an adjective
or postmodified by a non-genitival of~phrase, as in (1).

(1) a gentleman of condition

(Letters, Charles Dickens, 1850-70, p. 538)

The investigation includes fifteen nouns. These have been chosen so as to allow
comparisons with the results of Wallin-Ashcroft (2000). They correspond to the
most frequent terms for females and males in Wallin-Ashcroft’s three largest
categories. She divides her female and male terms into six main categories;
the majority of her tokens fall within three of those categories, namely cen-
tral epicene terms, that is, basic terms for human beings excluding those that
define gender, central general terms, which are basic terms that are gender-
specific, and, finally, relational terms, referring to a person’s standing in relation
to other people. The latter two categories are subdivided into female and male
terms. For my investigation I have chosen the three most frequent nouns from
each of the five resulting categories, disregarding Wallin-Ashcroft’s distinction
between adult and non-adult terms. This has resulted in the following list of
nouns:

* Epicene terms: person, creature, child
¢ Qeneral female terms: woman, lady, girl
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* General male terms: man, gentleman, fellow
* Relational female terms: mother, sister, daughter
* Relational male terms: father, brother, husband

Obviously, the list above will not make comparisons possible between pairs of
terms such as husband—wife, boy—girl, but this has not been regarded as crucial
since the focus here is on modification, not on the nouns themselves.' They were
selected only because it was expected that they would be frequent in the present
corpus also.

From the CONCE sub-set described above all instances of the nouns in ques-
tion that are premodified by adjectives or followed by of~phrases have been
extracted.” A few instances containing certain types of adjectives or of~phrases
have been excluded from the material. According to Warren (1984: 12) there are
three possible functions for adjectives modifying nouns: they are characteriz-
ing/describing, classifying or identifying/specifying. In the present study, only
noun phrases containing descriptive and characterizing expressions are included.
This means that expressions such as the only person, the very man, the same girl,
with restrictive adjectives (see Quirk et al. 1985: 430) are excluded from the data.
The adjective in a noun phrase such as her eldest daughter is also categorized as
identifying/specifying, and such phrases are thus omitted, as are o/~phrases with
genitive meaning, as in (2).

(2) the daughter of these people
(Fiction, Theodore Edward Hook, 1800-30, p. II, 178)

In a few instances, phrases containing descriptive adjectives have also been
excluded from the data. This is the case with two types of noun phrases, namely
phrases where the word /ady is used as a title, as in (3), and a few instances where
the descriptive adjective is part of a title, as in (4).

(3) ’ve been dancing with o/d Lady Ptarmigant.
(Drama, T. W. Robertson, 1850-70, p. 54)

(4) This, sir, is the ‘ Young Lady’s Best Companion,’ [. . .]
(Drama, T. W. Robertson, 1850-70, p. 57)

Finally, opening and closing phrases in letters, such as Dear Mother and Your
affectionate Father have not been included among the data, since they may be
regarded as formulaic and thus do not reflect a choice on the part of the author,
in the same way as other premodifying adjectives, when it comes to describing
or characterizing men and women.

3 Method

The noun phrases in the material have been classified according to period, genre,
gender of author, gender of referent and semantic category of the adjectives or
of-phrases. In connection with the classification of gender of referent, a few noun
phrases were found where the head is an epicene term in the plural, referring to
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specified individuals, female and male, as in (5), or to female and male referents
in general, as in (6). Such instances have been excluded from the material, since
they, obviously, do not reflect possible differences in the descriptions of female
and male referents.

(5) Now I should tell you that Bilderdijk and his wife [. . .] took me into their
house at Leiden, [. . .] But it would take a longer letter than this to contain

all that I could say of these most excellent and most remarkable persons.
(Letters, Robert Southey, 1800-30, p. 405)

(6) ‘No, my dear; clergymen don’t go out hunting; or how could they teach the

poor little children?
(Fiction, Charlotte Mary Yonge, 1850-70, p. I, 95)

Another small group that has been excluded from the investigation consists of
noun phrases with an epicene noun in the singular whose referent either is not
specified by the author of the novel or the play, as in (7), or is not mentioned in
the context by the writer of the novel or the letter, as in (8).

(7) [. . .] he was not going up ‘grumpums’ by himself in a corner, with a fat
woman, a sick child, a fine lady, and a drunken sailor; [. . .|
(Fiction, Theodore Edward Hook, 1800-30, p. III, 317)

(8) [...] she went to throw herself upon the poor Child’s grave [. . .]
(Letters, Sara Hutchinson, 1800-30, p. 51)

As a basis for the semantic categorization of the adjectives in the material, a
model used by Hene (1984) has been adopted. For her study of how girls and
boys are described in books for young Swedish-speaking readers from the middle
of the twentieth century, Hene (1984) has created an elaborate system of classifi-
cation, where adjectives are brought together in semantic fields at various levels.
A general basis for this classification is whether the adjective is ‘intrapersonal’
or ‘interpersonal’. Intrapersonal adjectives focus on the referent as an individual
(thin, sick, angry, quick), whereas interpersonal adjectives describe the referent
as a social being (lonely, reserved, amiable, rich) (Hene 1984: 40). Hene’s clas-
sification includes twelve intrapersonal semantic fields and three interpersonal
ones, all with a number of sub-fields (Hene 1984: 39—43). This model has been
simplified and adapted slightly to suit the needs of the present more restricted
study, so that the classification of adjectives and of~phrases here includes six
intrapersonal categories and four interpersonal ones, all without sub-fields. The
fields or categories, listed in alphabetical order, are as follows.

Intrapersonal categories  Interpersonal categories

Ability Address
Age Attitude
Appearance Situation
Mental State Sociability
Nationality

Physical State
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Among the intrapersonal categories Age and Nationality are self-explanatory,
whereas the scope of the other categories needs some clarification. First of all,
however, it should be pointed out that neither in Hene (1984: 40) nor here is
a distinction made between adjectives and, in the present study, of~phrases that
denote a temporary state, such as zappy and those that denote a more stable quality,
such as kind-hearted. Both types are included in the same category, in this case
Mental State, because in a categorization of the present type it may sometimes
be difficult to draw a line between what is stable and what is temporary (Hene

1984: 40-1), as illustrated in (9)—(10).

(9) Honora wrote to Mrs. Charteris for permission to dismiss the mischievous
woman, and obtained full consent, [. . .]
(Fiction, Charlotte Mary Yonge, 1850-70, p. I, 113)

(10) I should be the most ungrateful creature if I did!
(Drama, Tom Taylor, 1850-70, p. 292)

The category of Ability comprises items that denote talents, experience and
knowledge, such as musical, skilful, of learning. The category of Appearance
includes modifiers referring to looks, bodily constitution, and clothing, such
as pretty, stout, elegant. The intrapersonal category of Mental State embraces
adjectives and of-phrases that refer to mental properties and states, intelligence,
will-power, character and mood. Examples are kind, brilliant, obstinate, sensible,
desperate. To the category of Physical State, finally, belong modifiers that refer to
life and health (dead, sickly) or physiological states or needs (wide-awake, hungry).

The four interpersonal categories are more diverse than the intrapersonal ones.
In Hene’s classification (1984: 43 and 230-3) the category of Address includes
adjectives occurring in phrases of address, such as good in (11), as well as adjectives
that modify nouns without actually describing their referents, such as dear in (12).

(11) [...] Here, take this purse, good fellow.
(Drama, Thomas Morton, 1800-30, p. 71)

(12) The master of this house is a kind dear old fellow: [. . .]
(Letters, William Makepeace Thackeray, 1850-70, p. 5)

Hene (1984: 43) treats these two uses as belonging to the same category because
they say something about the attitude of the speaker rather than about the per-
son referred to. In the present study, however, it was felt that more interesting
observations might be made if the two uses were kept apart. Therefore instances
such as dear in (12) have here been given a separate category, called Attitude. In
this category are adjectives like dear, little, 0ld and poor.

Of the remaining interpersonal fields, that of Situation comprises modifiers
referring to people’s social situation, that is, to their family relations and to the
areas of work, economy, reputation and popularity, such as widowed, of letters,
rich, illustrious and honourable. The last category in the list above has been termed
Sociability, following Hene (1984), and it includes adjectives and of-phrases
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denoting attitudes, manners, behaviour, as well as assessment of attitudes etc.
Examples of this category are grave, genteel, motherly, sweet, weary.

It is important to point out that in the semantic classification of modifiers in
the material, it is the contextual meaning that has been decisive. This means,
for instance, that the same lexical item may be assigned to different categories
depending on context. An obvious example here is the word poor, which is
sometimes classified as Situation and sometimes as Attitude.

In addition to the semantic categorization described above, each adjective or
of-phrase has been classified according to whether it denotes a positive quality
(+), a negative quality (—) or whether it might be thought of as neutral (4-/—).
Obviously, this is a subjective evaluation, even more difficult owing to the fact
that the material is between a hundred and two hundred years old; nevertheless
it has been included, since it was felt that such a classification might yield inter-
esting results. In this admittedly impressionistic classification, I have followed
Persson (1990: 52). Persson defines his criterion for ‘plus words’ as the answer to
the question ‘Is it generally thought better to be X than not to be X?’ The ‘minus
words’ are defined by the reverse question. Modifiers in instances where it was felt
that no clear answer to either question could be given were regarded as neutral.
With one or two exceptions depending on context, all items in the category of
Age in the present study are classified as neutral. Words like far and thin have also
been classed as neutral, since, presumably, present-day connotations might not
be valid, or at least not to the same degree, for nineteenth-century speakers. Only
modifiers which could be regarded as clear cases are classified as positive or nega-
tive. Nonetheless, it is important to keep in mind what Gorlach (1999: 8) observes
concerning ‘[hJow difficult a proper evaluation of 19th-century niceties can be’.
Gorlach states that ‘where the “meaning” was obvious to language-conscious
contemporaries, minimal stylistic distinctions can be lost on later readers who
do not share the cultural and sociolinguistic background’.

Returning to the principles for the present classification, it should be men-
tioned that the adjective poor is naturally classified as negative when it refers to
someone’s financial situation. But also when it belongs to the category of Attitude,
it has been classed as a minus word, even though it expresses positive feelings
of affection and pity. It was felt, nevertheless, that an expression with poor, as in
(13), has more negative connotations than, for instance, dear in (14).

(13) [$Lady B.§] My poor — poor boy!
(Drama, T. W. Robertson, 1850-70, p. 92)

(14) [. . .] to do yourself and me and your dear mother credit.
(Letters, Samuel Taylor Coleridge, 1800-30, p. 513)

Example (13) illustrates another decision in connection with the
categorization: when adjectives are repeated for emphasis, as in (13), they have
been counted as one occurrence of the adjective in question. This type of repe-
tition, as well as other means of giving emphasis to expressions in the data, such
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as the use of the superlative, or words like really, uncommonly and very, has not
been included in the present analysis.

To conclude the description of the categorization of modifiers used in the
present study, it should be pointed out that borderlines between categories
are sometimes fuzzy (cf. Hene 1984: 43). This applies above all to the bor-
derline between the categories of Mental State and Sociability, since mental
qualities, such as kindness or generosity are naturally apparent in the manners
and behaviour of the person in question. The fuzziness may be illustrated by

(15)~(16).

(15) She is really an agreable girl, so I think I may like her, [. . .]
(Letters, Jane Austen, 1800-30, p. 65)

(16) [...]and I have the snuggest little lodgings conceivable with a motherly good
woman [. . .] to wait on me.
(Letters, George Eliot, 1850-70, p. 42)

Here agreable and motherly have been assigned to the category of Sociability,
because they were felt to refer mainly to manners and behaviour, whereas good
was classed as a Mental State term, referring to the person’s character. It is hoped
that this potential fuzziness in connection with some modifiers will not skew the
results to any considerable extent.

4 Results

The presentation of my results opens with an overview of all modifiers in the
material and their reference. (The expression ‘the reference of a modifier’ is used
henceforth as an abbreviation for ‘the reference of the noun that the modifier
modifies’.) The distribution of modifiers across semantic categories and their
reference is then presented, with certain categories of particular interest dis-
cussed in more detail. The presentation also includes strings of modifiers and
modifiers consisting of non-genitival of~phrases. Next, the focus shifts to the
use of modifiers by female versus male writers; similarities and differences in
distribution across semantic categories are discussed. Following this comes a
presentation of the results of the categorization of positive, negative and neu-
tral modifiers, both in terms of reference and gender of writer. The category of
Mental State is given extensive treatment in a separate subsection. Finally, some
comparisons will be made with some results from an eighteenth-century corpus
(Wallin-Ashcroft 2000).?

4.1  Overview

The sub-corpus yielded 1,148 phrases, 511 with female reference and 637 with
male reference. The preponderance of male reference (55 per cent) is not unex-
pected. It has been shown in several studies that men are more often talked about
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Table 1.2. Distribution of modifiers with female and male reference over time.

Period Female reference Male reference Total
1 199 (45%) 248 (55%) 447
203 (40%) 308 (60%) 511
3 219 (48%) 242 (52%) 461
Total 621 (44%) 798 (56%) 1,419

Table 1.3. Number of modifiers per 1,000 words.

Period Words Modifiers Modifiers/ 1,000 words
1 194,362 447 23
199,365 511 2.6
3 149,444 461 3.1
Total 543,171 1,419 2.6

than women (cf. for example Romaine 1999: 109; Persson 1990: 50; Hene 1984:
248). The noun phrases extracted contain 1,419 modifiers, of which 1,336 are
adjectives, either single premodifiers or members of strings of modifiers, and §2
items (6 per cent) are postmodifying of~phrases. The distribution of modifiers
with female and male reference across the three periods is shown in table 1.2. The
table shows a drop in the percentage of modifiers with female reference between
periods 1 and 2 followed by an increase between periods 2 and 3 (and conversely,
a decrease in the proportion of male reference in period 3), so that towards the
end of the century female reference is nearly as common as male reference (48
per cent vs 52 per cent).

As regards density of modifiers, table 1.3 shows the number of occurrences
per 1,000 words in the three periods and in the material as a whole. Table 1.3
reveals that there is an increase in the use of modifiers in the course of the cen-
tury. Gorlach (1999: 158-60) points to a development from a ‘classical’ prose
style in many pre-1830 texts to a more elaborated ‘romantic’ style in later peri-
ods. This might explain the increase in the use of modifiers that is found in the
present study. Phillipps (1984: 41-2) discusses a statement by Meredith (quoted
in Phillipps 1984: 36) saying that English upper-class speech ‘is characterized by
a lavish use of vowels and adjectives’; Phillipps finds that, as far as adjectives are
concerned, the same observation has been made by other writers as well: adjec-
tives, especially ‘enthusiastic epithets’ are frequent. All Phillipps’s quotations are
from the latter half of the century and, possibly, the increase in the use of mod-
ifiers in the present material is a reflection of this characteristic of upper-class
speech reported towards the end of the century. Another possible reason would
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Table 1.4. Distribution of intrapersonal vs interpersonal semantic
categories over time.

Period Intrapersonal Interpersonal Total
1 242 (54%) 205 (46%) 447
268 (52%) 243 (48%) 511
3 295 (64%) 166 (36%) 461
Total 805 (57%) 614 (43%) 1,419

be that the change is a result of an increase in the frequency of nouns, at the
expense of pronouns, in the texts examined. In order to get a rough indication of
whether this hypothesis might be supported empirically, a search was run for the
forms /e and she unambiguously tagged as ‘pronoun’, and for the forms Aim and
her unambiguously tagged as ‘oblique pronoun’ (excluding genitive functions of
her), in a version of CONCE that has been tagged using the EngCG-2 tagger.
However, the results did not seem to imply change: in the texts examined for the
present study, there were 21 such forms per 1,000 words in period 1, 18 in period
2, and 20 in period 3.

4.2 Semantic categories

Asmentioned above, the modifiers have been grouped into ten categories depend-
ing on their meaning in the given context. These semantic categories are of two
kinds: intrapersonal, with modifiers focusing on the person as an individual,
and interpersonal, with modifiers describing the individual in interplay with
other people. The account of the semantic categories in the material begins
with an overview of intrapersonal vs interpersonal modifiers in general and
their distribution over time, followed by their distribution regarding female and
male reference. An account of the distribution of semantic categories within the
two groups is then given, followed by a more detailed analysis of some of the
categories.

Table 1.4 shows that in all three periods intrapersonal modifiers are more com-
mon than interpersonal ones. The difference is greatest in period 3. In period
1 and period 2, there is but a slight preponderance of the intrapersonal modi-
fiers, whereas period 3 shows a considerably larger proportion of intrapersonal
modifiers; focusing on people as individuals rather than in relation to others has
apparently become more important. These differences over time are statistically
significant.*

Table 1.5a shows the distribution of modifiers with female reference between
intrapersonal and interpersonal semantic categories and table 1.5b the corre-
sponding figures for male reference. Tables 1.5a and 1.5b show that the increase
in intrapersonal modifiers in period 3 occurs in descriptions of both women and



Modifiers describing women and men 27

Table 1.5a. Distribution of modifiers with female reference between
intrapersonal and interpersonal semantic categories.

Period Intrapersonal Interpersonal Total

1 99 (50%) 100 (50%) 199
110 (54%) 93 (46%) 203

3 146 (67%) 73 (33%) 219

Total 355 (57%) 266 (43%) 621

Table 1.5b. Distribution of modifiers with male reference between
itrapersonal and interpersonal semantic categories.

Period Intrapersonal Interpersonal Total

1 143 (58%) 105 (42%) 248
158 (51%) 150 (49%) 308

3 149 (61%) 93 (41%) 242

Total 450 (56%) 348 (44%) 798

men. But it is also clear that the relative frequency of intrapersonal modifiers in
that period is higher for modifiers with female reference than for those with male
reference (67 per cent vs 61 per cent). Thus, in period 3 women and girls are
described by their inherent qualities rather than by their social characteristics
considerably more often than in earlier periods and also more often than men are
thus described. The differences over time per category in tables 1.5a and 1.5b are
statistically significant; the overall differences between female and male reference
(the last rows of the tables) are not (p > 0.05).° It is above all in the category
of Appearance that the relative increase in female reference occurs, as shown in
table 1.6a.

Tables 1.6a and 1.6b reveal that the intrapersonal categories are very different
as regards size. Owing to low expected frequencies in certain categories, sig-
nificance tests have not been carried out on the data in tables 1.6a and 1.6b.
The following observations might be of interest, however. With both types of
reference, the largest categories are those of Age and Mental State, together
covering 74 per cent of the female instances and 81 per cent of the male ones.
Modifiers belonging to the categories of Ability, Nationality and Physical state,
on the other hand, occur rather seldom. A comparison of the two tables, however,
reveals certain differences between the categories as regards reference. For the
largest category, Mental State, there is a decrease in modifiers with male reference
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Table 1.6a. Distribution of female reference across intrapersonal categories.

Period Ability Age Appearance Nationality Mental Physical Total

1 2(2%) 34 (34%) 18(18%) 4 (4%) 39(39%) 2(2%) 99
0(0%) 52 (47%) 10 (9%) 3(3%) 41(37%) 4 (4%) 110

3 1 (1%) 47 (32%) 36 (25%) 8 (5%) 52(36%) 2(1%) 146

Total 3(1%) 133(37%) 64(18%)  15(4%)  132(37%) 8(2%) 355

Table 1.6b. Distribution of male reference across intrapersonal categories.

Period Ability Age Appearance Nationality Mental Physical Total
1 10 (7%) 41 (29%) 12 (8%) 1 (1%) 71(50%) 8 (6%) 143
2 13 (8%) 58(37%) 6 (4%) 2 (1%) 72 (46%) 7 (4%) 158
3 2(19%) 66 (44%) 18(12%) 1 (1%) 56 (38%) 6 (4%) 149

Total 25(6%) 165(37%) 36(8%)  4(1%) 199 (44%) 21 (5%) 450

over time, whereas those with female reference are more stable. This means that
mental qualities of women and girls are mentioned equally often in descrip-
tions from all three periods, whereas for men such modifiers are less frequent in
period 3, compared to earlier periods. However, it should be noted that, for all
periods, modifiers denoting mental qualities are more frequent in descriptions
of men than in those of women and girls. In the second largest category, that of
Age, table 1.6a shows a relative decrease in female reference between period 2
and period 3, whereas table 1.6b shows a steady increase in male reference over
all three periods.

The third largest category, that of Appearance, has already been mentioned
as the intrapersonal category where female reference increases considerably in
period 3: from 9 per cent to 25 per cent. In this category, an increase occurs also
for modifiers with male reference, between period 2 and period 3, but with fewer
instances; here the rise is from 4 per cent to 12 per cent. This means, generally
speaking, that in descriptions of people more attention is paid to outward appear-
ance and looks towards the end of the century than in earlier periods. However,
tables 1.6a and 1.6b also show that for all three periods, it is mainly the appearance
of girls and women that is referred to. Moreover, Nationality and Appearance are
the only intrapersonal categories where the instances with female reference are
more numerous than those with male reference. This dominance of female refer-
ence becomes even more marked when one considers that the relative frequency
of female reference in the material as a whole is 44 per cent (cf. table 1.2).
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Table 1.7a. Distribution of female reference across interpersonal categories.

Period Address Attitude Situation Sociability Total

1 29 (29%) 27 (27%) 16 (16%) 28 (28%) 100
23 (25%) 32 (34%) 13 (14%) 25(27%) 93

3 12 (16%) 20 (27%) 18 (25%) 23 (32%) 73

Total 64(24%) 79 (30%)  47(18%)  76(28%) 266

Table 1.7b. Distribution of male reference across interpersonal categories.

Period Address Attitude Situation Sociability  Total

1 9 (9%) 34 (32%) 33 (31%) 29 (28%) 105
49 (33%) 36 (24%) 39 (26%) 26 (17%) 150

3 20 (22%) 29 (31%) 26 (28%) 18 (19%) 93

Total  78(22%)  99(28%)  98(28%)  73(21%) 348

If the total frequencies for each period displayed in tables 1.6a and 1.6b are
considered, it is found that the intrapersonal modifiers with male reference are
equally distributed over periods (no. of instances: 143, 158, 149), whereas for
those with female reference, period 3 has a much larger share (no. of instances:
99,110, 146). This means that the inherent qualities of men are mentioned equally
often in all three periods, whereas towards the end of the century, women are not
only referred to with modifiers relatively more often (cf. table 1.2), but they are
also described more often as individuals than in relation to others. If the totals
for each semantic category in tables 1.6a and 1.6b are compared, the differences
between female and male reference are statistically significant.”

As regards the interpersonal modifiers, those which describe a person as a
social being, frequencies and the distribution of reference over semantic cate-
gories are shown in tables 1.7a and 1.7b.” These tables reveal that the inter-
personal categories are more equal in size than the intrapersonal ones (cf.
tables 1.6a and 1.6b).® The largest interpersonal category, for both types of
reference, is Attitude, reflecting the attitude of the writer towards the refer-
ent. This group is closely followed by that of Sociability in the descriptions
of women and girls, and by that of Situation in the descriptions of men. For
the latter category a comparison between tables 1.7a and 1.7b shows a fairly
even distribution across the periods for modifiers of Situation with male refer-
ence, whereas for those with female reference there is a relative increase from
14 per cent in period 2 to 25 per cent in period 3. Thus, although men are
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more often than women described with modifiers referring to their social sta-
tus, economy or reputation in all three periods, it appears that, towards the end
of the century, the social situation of women is referred to nearly as often as
is that of men. For the category of Sociability, the picture is different. Here a
comparison between tables 1.7a and 1.7b shows that in period 1, modifiers of
Sociability, which denote attitudes, manners and behaviour, are equally frequent
with female and male reference (28 per cent). In period 3, on the other hand,
these modifiers have become more frequent in descriptions of women and girls
(32 per cent) and considerably less frequent in descriptions of men (19 per cent).
Tables 1.7a and 1.7b also show that the category of Sociability is the only inter-
personal category where there are more instances with female reference than
with male reference. The difference is small but should be compared with the
proportion of female reference in general, which is 44 per cent (cf. table 1.2).

To turn to the category of Address, the figures for female reference (table 1.72)
and for male reference (table 1.7b) show an uneven distribution across the peri-
ods. In period 1, modifiers are used considerably more often when the person
addressed is a woman than when he is a man: 29 vs 9 per cent. In period 2,
there is a sharp rise in male reference: from 9 to 33 per cent. In period 3, finally,
there is a drop of about 10 percentage points with regard to both genders. These
figures reflect certain differences among genres within the category of Address.
In the first period, twenty-nine of the thirty-eight (29+9) instances come from
Drama, and twenty-one of those have female reference, as in (17) below. In the
second period, forty-two of the seventy-two instances (49+23) occur in Letters
and thirty-four of the forty-two instances refer to males. With the exception of
two instances, all these are found in letters from Charles Darwin, mostly to his
son, and they all take the form ‘My dear/est old man/fellow’, as exemplified in
(18). In the third period, finally, the instances are fewer and here sixteen of the
thirty-two occurrences (12+20) come from Fiction. Among those, there is one
instance of female reference; all the rest are of the form ‘young man/gentleman’,
as in (19).

(17) Nay, my sweet young lady, how could she act otherwise, [. . .]
(Drama, Thomas Holcroft, 1800-30, p. 40)

(18) Farewell my dear old man.
(Letters, Charles Darwin, 1850-70, p. VII, 97; p. VIII, 466)

(19)  “Young man,’ he said, ‘you know nothing. Your ignorance is shameful.’
(Fiction, Walter Besant, 1870-1900, p. 11, 244)

Finally, the largest of the interpersonal categories in tables 1.7a and 1.7b is
that of Attitude. This category is different from the others in several respects.
Here, as mentioned earlier, the modifier, rather than characterizing the referent,
reflects the writer’s attitude towards the person in question. Another difference
has to do with type/token ratio: in this category there are fewer types than in
other categories and there is a marked dominance of two adjectives. Among
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the 178 instances (79499) shown in tables 1.7a and 1.7b, only eleven different
adjectives are represented. There are eighty-two occurrences of poor, sixty-six
of dear, eighteen of little, and five of good. The remaining seven adjectives occur
only once each. Regarding female and male reference among modifiers denoting
Attitude, the figures in tables 1.7a and 1.7b show that modifiers expressing the
attitude of the speaker/writer towards the person in question are used roughly
as often about women as about men in all three periods.

To sum up: the data consist of 805 intrapersonal modifiers and 614 interper-
sonal ones. The preponderance of intrapersonal modifiers is most pronounced
in the third period; to focus on a person as an individual rather than in relation
to others thus becomes more common towards the end of the century (table 1.4).
This relative increase in intrapersonal modifiers occurs in descriptions of both
women and men but is most marked in the descriptions of women, so that in
period 3, female reference of intrapersonal modifiers is relatively more frequent
than male reference (tables 1.5a and 1.5b). The increase in female reference
in the intrapersonal category occurs above all in the category of Appearance.
In this category, there is a predominance of female reference in all three peri-
ods and a considerable increase in female reference in period 3 (tables 1.6a and
1.6b). The intrapersonal categories are very uneven in size: the two largest,
Age and Mental state, together account for 74 per cent of the modifiers with
female reference and 81 per cent of those with male reference. For the Mental
State category, male reference is more frequent than female reference in all three
periods, whereas for the category of Age, proportions vary slightly between the
periods.

The interpersonal modifiers, that is, the modifiers that describe the referent in
relation to society or other people, are less frequent than the intrapersonal ones.
The four categories are fairly equal in size although the category of Attitude is
the largest (tables 1.7a and 1.7b). In the category of Situation, denoting a person’s
social status, economy or reputation, male reference is more common in all three
periods, but, in period 3, there is an increase in female reference, so that towards
the end of the century, the social situation of women is referred to nearly as
often that of men. For the category of Sociability, which reflects manners and
behaviour, the proportions in period 1 are the same for female and male reference,
whereas in periods 2 and 3, women and girls are described with such modifiers
more often than men. Regarding the category of Address, the distribution of
female and male reference varies with genre and period in the sub-corpus. In the
period 180030, there is a predominance of female reference, and the instances
come mostly from Drama. In the periods 1850-70 and 18701900, male reference
is more frequent than female; in the middle period, male instances come mainly
from personal letters, in the last period from Fiction. Finally, in the category of
Attitude, female and male reference are more or less equally common throughout
the material. This category is different from all the others in that very few types
of modifiers are used, and two adjectives, dear and poor, account for 84 per cent
of the instances.
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Table 1.8. Distribution of strings of modifiers with female vs male reference.

2 modifiers 3 modifiers 4 modifiers 5 modifiers

Period Female Male Female Male Female Male Female Male Total

1 19 28 3 5 - 1 - - 56

25 50 4 7 - 1 - 1 88
3 23 22 4 6 - 2 - - 57
Total 67 100 11 18 - 4 - 1 201

4.3 Strings of modifiers

In the great majority of the 1,148 phrases in the data, there is but one modifier. In
201 instances, however, the phrase consists of a noun with two or more modifiers.
The length and reference of these strings of modifiers and their distribution over
time is shown in table 1.8.

Table 1.8 shows that a string with two modifiers is by far the most common
type: such strings comprise 83 per cent (167/201) of the total number of noun
phrases with multiple modification. Strings of three modifiers occur in twenty-
nine instances (14 per cent), whereas longer strings are rare. Strings of different
length in the material are exemplified in (20)—(24), and (25) shows the only string
consisting of five modifiers in the data.

(20) [...]11had not expected more than a very tolerably well-looking woman of a
certain age; I did not know that I was to find a pretty young woman in Mrs.
Weston.’

(Fiction, Jane Austen, 1800-30, p. I, 86)

(21) He told me, too, of his connection with a poor and humble girl, who would
shortly become the mother of his child.
(Drama, T. W. Robertson, 1850-70, p. 92)

(22) My dear old fellow |Yours affect| C. Darwin
(Letters, Charles Darwin, 1850-70, p. VII, 21)

(23) He, on the other hand, is a well-meaning, honest, honourable person, full of
integrity and common-sense; [. . .]
(Fiction, Theodore Edward Hook, 1800-30, p. I, 241)

(24) ButI do like them so, and he is a kind gentle dear old fellow and sometimes
he talks quite beautifully.
(Letters, Anne Thackeray Ritchie, 1870-1900, p. 176)

(25) You poor dear sofi-headed — sofi-hearted — sofi-shinned creature! What would
you do without me?
(Drama, Tom Taylor, 185070, p. 288)
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Table 1.9. Distribution and relative frequency of of-phrases with female vs male
reference.

Female reference Male reference Total
Period of-phr. adj.  Total of~phr. adj.  Total of~phr. adj. Total
1 8(4%) 191 199 32(13%) 216 248 40 (9%) 407 447
2 8(4%) 195 203 19(6%) 289 308 27 (5%) 484 511
3 4(2%) 215 219 11(5%) 231 242 15(3%) 446 461

Total 20(3%) 601 621 62(8%) 736 798 82(6%) 1,337 1419

As revealed in table 1.8, male reference is even more frequent compared with
female reference in noun phrases containing strings of modifiers than it is in
the material as a whole (56 per cent; see table 1.2): of the 201 strings, 123, or 61
per cent, have male reference. This predominance is manifest above all in period 2,
where male reference is twice as frequent as female reference (50 vs 25). This
is also the period with the largest number of strings of modifiers. Both these
facts have to do with the comparatively large number of strings of the type my
dear/est old man/ fellow occurring in Letters from period 2, which has already
been commented on in connection with table 1.7b above.

As (20) exemplifies, some of the strings in the material contain a combination
of adjectives and of~phrases; there are nineteen such instances, consisting of one
or several adjectives and one or two of-phrases. The of~phrases in the data will
be described in the next section.

4.4 Of-phrases as modifiers

As mentioned in 4.1, the material contains eighty-two instances of of-phrases
as modifiers, which is 6 per cent of the total number of modifiers. Table 1.9
shows their reference and relative frequency over the periods. According to table
1.9, the non-genitival postmodifying of~phrase is a structure that becomes less
frequent over time: 9 per cent of the modifiers in the material from period 1 are
of-phrases and 3 per cent in period 3. Table 1.9 also shows that the distribution
of reference is more uneven with regard to of~phrases than in the material as a
whole: 76 per cent of the postmodifiers (62/82) have male reference compared
to 56 per cent of all modifiers. It is above all in period 1 that male reference
is more common than female reference. Here 13 per cent of all modifiers with
male reference are of~phrases compared to 4 per cent of the modifiers with
female reference. In all periods the predominance of male reference may be
explained, at least partly, by the distribution of the of~phrases across semantic
categories.
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Table 1.10a. Distribution of of-phrases with female reference across semantic
categories.

Period Age  Appearance  Mental Situation Sociability Total

1 1 - 2 5 - 8

1 1 2 2 2 8
3 - - 1 3 - 4
Total 2 1 5 10 2 20

Table 1.10b. Distribution of of-phrases with male reference across semantic
categories.

Period  Ability Appearance Mental Physical Situation Sociability Total

1 7 1 9 1 14 - 32

2 1 7 9 - 19
3 - - 3 - 6 2 11
Total 9 2 19 1 29 2 62

Regarding distribution over semantic categories, the majority of instances
belong to the category of Situation, as shown in tables 1.10a and 1.10b.” Tables
1.10a and 1.10b show that approximately every second instance of a postmod-
ifying of~phrase describes the social situation of the referent, whether male or
female; (26)—(28) are typical examples. A quarter of the instances with female
reference and almost a third of the instances with male reference belong to the
category of Mental State, exemplified by (29). Example (30) represents the cate-
gory of Ability, where all instances have male reference. For this small category,
which only includes 25 instances with male reference in the data as a whole (table
1.6b), it is interesting to note that nine of these consist of an of~phrase.

(26) @ woman of the town

(Letters, George Byron, 1800-30, p. I, 203)
(27)  the young lady of property

(Drama, W. S. Gilbert, 1870-1900, p. 18)

(28) every real man of science

(Letters, Charles Darwin, 1850-70, p. VII, 214)

(29) a man of quick impulse and energetic action

(Drama, W. S. Gilbert, 1870-1900, p. 18)

(30) @ man of known musical talent
(Fiction, Jane Austen, 1800-30, p. II, 107)
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Table 1.11. Frequency of modifiers in texts by female and male writers.

Female writers Male writers
Modifiers/ Modifiers/
Period Words Modifiers 1,000 words  Words Modifiers 1,000 words
1 88,869 158 1.8 105,439 289 2.7
2 89,582 162 1.8 109,783 349 3.1
3 60,173 150 2.5 89,271 311 3.5
Total 238,624 470 2.0 304,547 949 3.1

Thus, as shown in table 1.10b, the bulk of the of~phrases with male reference
(57/62) belong to the categories of Ability, Mental State and Situation. These
are also the categories where male reference is most dominant when all modifiers
are considered (cf. tables 1.6a, 1.6b, 1.7a, and 1.7b). Thus, given the fact that
of-phrases in the material are used above all to describe a person’s abilities,
mental qualities or social situation, the preponderance of male reference is to
be expected. The investigation now turns to possible differences in the use of
modifiers between female and male writers in the sub-corpus.

4.5 Female vs male writers

As was shown in table 1.1, 44 per cent of the text in the present sub-corpus is
produced by women and 56 per cent by men. The discussion now focuses on the
use of modifiers with the nouns under investigation by women and men. Table
1.11 shows the total number of modifiers used by women and men, respectively,
and the number of modifiers per 1,000 words. Of the 1,419 modifiers in the
material, 470, which is 33 per cent, occur in texts by female writers, while male
writers use modifiers of the type investigated here considerably more often than
female writers, with 949 occurrences.

It is clear from table 1.11 that the increase in the use of modifiers over time,
already shown in table 1.3, is present in texts by both female and male authors.
In texts written by men there is a gradual increase from 2.7 modifiers/ 1,000
words at the beginning of the century to 3.1 in mid-century and 3.5 towards the
end of the century. For women writers the increase in the use of modifiers only
occurs in the last period, 1870-1900, but their texts display a greater difference
in this regard in relation to the earlier periods than the men’s texts in consecutive
periods. The general increase in numbers of modifiers per 1,000 words towards
the end of the century may be seen as a reflection of the upper-class tendency to
use numerous adjectives (see 4.1). But the greater increase in modifiers in texts
by women than in those by men might also indicate an adaptation on the part of
the female writers to a more male style of writing.
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Table 1.12a. Frequency of intrapersonal and interpersonal modifiers used
by female writers.

Period Intrapersonal Interpersonal Total

1 88 (56%) 70 (44%) 158
85 (52%) 77 (48%) 162

3 94 (63%) 56 (37%) 150

Total 267 (57%) 203 (43%) 470

Table 1.12b. Frequency of intrapersonal and interpersonal modifiers used
by male writers.

Period Intrapersonal Interpersonal Total

1 154 (53%) 135 (47%) 289
183 (52%) 166 (48%) 349

3 201 (65%) 110 (35%) 311

Total 538 (57%) 411 (43%) 949

The use of intrapersonal and interpersonal modifiers by female and male
writers respectively is presented in tables 1.12a and 1.12b, which show a fairly
uniform picture: in each of the three periods the proportions of intrapersonal and
interpersonal modifiers are more or less the same for female and male writers.
In periods 1 and 2, slightly more than half the number of modifiers are intraper-
sonal, whereas in period 3, there is a rise from 52 per cent to 63 per cent in texts
by women and to 65 per cent in texts by men. Only the figures displayed in table
1.12b have proved statistically significant.'’ However, it is interesting to note in
connection with the rise in intrapersonal modifiers that according to the figures
in table 1.4, it is mainly those with female reference that become more frequent
towards the end of the century. This could mean that in the period 1870-1900
writers become more interested in describing women and girls as individuals
rather than describing their social status and manners. The overall distribu-
tion of reference in texts by female and male writers is shown in tables 1.13a
and 1.13b.

Table 1.13a shows that, on the whole, there is a slight preference for female
reference in texts by female writers, 51 per centin period 1, 54 per cent in period 2,
and 61 per cent in period 3. Even if these differences over time are not statistically
significant (p > 0.05) the gradually increasing tendency among female writers to
refer to women more often than to men might possibly reflect a growing wish on
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Table 1.13a. Distribution of reference in texts by women.

Period Female reference Male reference Total

1 80 (51%) 78 (49%) 158
88 (54%) 74 (46%) 162

3 92 (61%) 58 (39%) 150

Total 260 (55%) 210 (45%) 470

Table 1.13b. Distribution of reference in texts by men.

Period Female reference Male reference Total

1 119 (41%) 170 (59%) 289
115 (33%) 234 (67%) 349

3 127 (41%) 184 (59%) 311

Total 361 (38%) 588 (62%) 949

their part to highlight the doings of women in their texts. Conversely, table 1.13b
shows a predominance of male reference in texts by men. In period 2, as many as
67 per cent of the modifiers have male reference; however, that may partly be due
to the high frequency of the phrase my dear old man and similar expressions in
the letters from that period, a phenomenon that has already been mentioned in
connection with the discussion of the category of Address above.!! Nevertheless,
generally speaking, the present results indicate that writers tend to refer to people
of their own sex somewhat more often than they refer to the opposite sex. The
differences in reference between female and male writers displayed in the totals
of tables 1.13a and 1.13b are statistically significant.'?

Another interesting question is whether the distribution of modifiers over the
different semantic categories is similar or not for female and male writers: this
information is presented in table 1.14."3 It is clear from table 1.14 that women
and men seem to use modifiers from the intrapersonal categories (Ability, Age,
Appearance, Mental State, Nationality, and Physical State) to roughly the same
extent. Among the interpersonal categories (Address, Attitude, Situation and
Sociability), however, there are some differences. The difference between the use
of modifiers by female and male writers is greatest in the category of Address.
In the material written by women, 4 per cent of the modifiers belong to this
category, whereas the corresponding figure for the men’s texts is 13 per cent.
In other words, when addressing people, the male writers in the sub-corpus use
noun phrases with modifiers considerably more often than the female writers
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Table 1.14. Modifiers used by female vs male writers according to semantic category.

Writer Abil.  Age App. Nat. Ment. Phys.  Addr.  Attit.  Sit. Soc. Total

Female 6 94 29 14 110 14 19 75 40 69 470
(1%)  (20%) (6%) (3%) (24%) (3%) (4%) (16%) (9%) (15%)

Male 22 204 71 5 221 15 123 103 105 80 949
(2%)  (21%) (8%) (1%) (23%) (2%) (13%) (11%) (11%) (8%)

Total 28 298 100 19 331 29 142 178 145 149 1,419
(2%)  (21%) (7%) (1%) (23%) (2%) (10%) (13%) (10%) (10%)

do."* The use of modifiers in Address has already been exemplified in (17)—(19)
above.

In connection with this difference in addressing people, the question of gender
of the addressee is obviously interesting. Of the nineteen modifiers belonging to
the category of Address and used by female writers only one has male reference,
namely kind in (31), used in addressing the writer’s husband. An example of a
female writer addressing a woman is given in (32).

(31) Here is an answer by the same post as your wish will come, my own kind
husband.
(Letters, Elizabeth Wilson, 1850-70, p. 551)

(32) Goodnight my dear young woman, |. . .]
(Letters, Anne Thackeray Ritchie, 1870-1900, p. 187)

Of the 123 modifiers used by male writers when addressing people, 48 (39 per
cent) refer to women or girls and 75 to men."> So when the frequencies for
female and male writers are compared it is clear that not only do the women
in the material use this type of noun phrase with modifiers to a much lesser
extent than do the men, but they also seem quite reluctant to address men in this
way. The male writers, on the other hand, do not hesitate to use modifiers when
addressing women as well as men. To address people in this way, as exemplified
in (33)—(36), gives a somewhat condescending impression and thus might be seen
as a way of signalling superiority. This would explain why nineteenth-century
female writers use it to such a limited extent.

(33) [...] Here, take this purse, good fellow.
(Drama, Thomas Holcroft, 1800-30, p. 71)

(34) 'm glad you young ladies are not here: [. . .]
(Letters, William Makepeace Thackeray, 1850-70, p. 33)

(35) My good woman, a single word from me to those at the Deanery [. . .]
(Drama, Arthur Pinero, 1870-1900, p. 111)
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(36) This is my Property, young gentleman; and I come here every day to execute
orders.

(Fiction, Walter Besant, 1870-1900, p. II, 248)

Returning to the interpersonal categories in table 1.14, there is one more cate-
gory where usage differs considerably between female and male writers and that
is Sociability, the category of modifiers describing manners and behaviour. Here
there are almost as many instances by female writers as by male writers, and the
category comprises 15 per cent of the total number of modifiers used by women,
but only 8 per cent of the men’s modifiers. Clearly, manners and behaviour is an
area that interests women more than men, when it comes to describing people.
As regards reference within this category, it has already been pointed out, in
connection with tables 1.7a and 1.7b, that this is the only interpersonal category
where there are more instances of female reference than of male (76 vs 73). The
difference may seem small, but in view of the proportions of female and male
reference in the other categories, it is still interesting. It would seem as if two
tendencies converge here: firstly, writers in the material have been shown to refer
more often to their own sex than to the opposite sex; secondly, modifiers belong-
ing to the category of Sociability are considerably more frequent in the texts by
female writers than by male writers.

Finally, the comparison of percentages in table 1.14 shows that female writers
seem somewhat more inclined to use modifiers from the category of Attitude
(mainly poorand dear) than are male writers: 16 per cent of the women’s instances
and 11 per cent of the men’s fall into this category.

To sum up, the word count carried out on the texts in the sub-corpus has shown
that 44 per cent of the material is written by women, 56 per cent by men. In the
texts by women, the frequency of modifiersis 2.0 per 1,000 words, in those by men
3.1 per 1,000 words (table 1.11). If time periods are compared, there is a gradual
increase in the number of modifiers per 1,000 words in men’s texts from 2.7 to 3.5,
whereas for women there is a marked increase in period 3, from 1.8 to 2.5. The
difference in frequency between female and male writers is greatest in period 2,
with 1.8 instances per 1,000 words for women and 3.1 for men. The proportions of
intrapersonal and interpersonal modifiers are fairly similar over the time periods
for female and male writers, with an increase in intrapersonal modifiers in period 3
(tables 1.12a and 1.12b). The analysis of the distribution of reference in the
material showed that the writers referred somewhat more frequently to people
of their own sex than to the opposite sex (tables 1.13a and 1.13b).

As regards the distribution of modifiers across the semantic categories, female
and male writers used modifiers from the different intrapersonal categories to
roughly the same extent (table 1.14). Among the interpersonal categories, the
greatest difference between writers was found in the category of Address. The
female writers used nineteen modifiers (thirteen noun phrases); the correspond-
ing figure for male writers was 123 modifiers (103 noun phrases). As regards
gender of the addressee, only one instance in the texts by women had male
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reference, whereas in the men’s texts thirty-eight modifiers had female reference
and seventy-five male reference. The difference in use might be explained in
terms of signalling condescension and superiority. Other differences among the
interpersonal categories concerned Sociability and Attitude. Modifiers belonging
to the former category comprised 15 per cent of the instances used by female
writers and 8 per cent of those by male writers. This is also the only interpersonal
category where female reference is more frequent than male in the material as a
whole. Regarding the category of Attitude, the proportion of such modifiers is
somewhat greater in texts by female writers than by male writers. The question
of general attitude or value embedded in the modifiers in the material will be
discussed in the following section.

4.6 Positive, negative and neutral modifiers

As already mentioned in section 3 above, each modifier has been classified accord-
ing to whether it could be considered as denoting a positive quality, a negative
quality or whether it might be thought of as neutral. The admittedly subjective
criteria for that classification were accounted for together with certain consid-
erations in connection with the classification. The results of the analysis are
presented in tables 1.15 and 1.16. Tables 1.15a and 1.15b give an overview of
female and male reference, and in tables 1.16a and 1.16b the instances are further
grouped according to gender of author.

Table 1.15a shows that in periods 1 and 3 more than half of the modifiers used
about women and girls are positive and that in all periods the negative modi-
fiers form the smallest group. In period 3 the percentage of negative modifiers
falls from 18 per cent to 11 per cent of all modifiers with female reference, at
the same time as the neutral modifiers also become less frequent during this
time. When it comes to modifiers with male reference the picture is somewhat
different. Table 1.15b shows that the proportion of negative modifiers with male
reference is fairly constant over time with a slight rise in period 3, whereas there
is a considerable drop in the proportion of positive modifiers between periods 2
and 3 with a corresponding rise in the proportion of neutral modifiers.

If the totals for positive, negative and neutral modifiers in tables 1.15a and
1.15b are compared it can be seen that positive modifiers in the material are
somewhat more common with female reference than with male reference (50 per
cent vs 46 per cent), whereas negative modifiers show a slight preponderance
of male reference (15 per cent vs 18 per cent). These results are not statistically
significant (p > 0.05) but they might still be of some interest, since they seem
not to be in line with what Persson (1990: 53) found in his investigation of
collocations with girl, woman, boy and man as they occur in the Brown and LOB
corpora. Calculated in the same way as the present results (with female terms
as one group and male terms as the other), his figures give 32 per cent negative
modifiers with female reference and 28 per cent with male reference. Admittedly,
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Table 1.15a. Distribution of positive, negative and neutral modifiers with
female reference.*

Period Positive Negative Neutral Total

1 115 (58%) 35(18%) 49 (24%) 199
82 (40%) 37 (18%) 84 (41%) 203

3 114 (52%) 24 (11%) 81 (37%) 219

Total 311 (509%) 96 (15%) 214 (35%) 621

* The results obtained for the use of positive, negative and neutral modifiers with
female reference are statistically significant. The chi-square value is 19.607; df =
4;p < 0.001.

Table 1.15b. Distribution of positive, negative and neutral modifiers with
male reference.®

Period Positive Negative Neutral Total

1 133 (53%) 46 (18%) 69 (29%) 248
161 (52%) 47 (15%) 100 (33%) 308

3 76 (31%) 48 (20%) 118 (49%) 242

Total 370 (46%) 141 (18%) 287 (36%) 798

* The results obtained for the use of positive, negative and neutral modifiers with
male reference are statistically significant. The chi-square value is 35.220; df = 4;
p < 0.001.

the twentieth-century corpora are different from the present sub-set of CONCE,
but the difference is still interesting. Examples from the sub-corpus of negative
modifiers with female and male reference are given in (37)—(39).

(37) Let me get rid of this troublesome woman, ma’am, [. . .]

(Drama, John Poole, 180030, p. 24)

(38) [$Lady P.$] You shameless girl! and he without a penny!
(Drama, T. W. Robertson, 1850-70, p. 72)

(39) [...]because she has a husband she loves — a neglectful husband atbest,|. . .]
(Fiction, Mary Braddon, 1870-1900, p. IIL, 93)

It is also clear from tables 1.15a and 1.15b that neutral modifiers are equally
common with female and male reference. Regarding changes between the periods,
there is an increase in neutral modifiers over time in both tables, but otherwise
the picture is varied.
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Table 1.16a. Distribution of positive, negative and neutral modifiers with female
and male reference in texts by female writers.

Female reference Male reference

Period Pos. Neg.  Neut. Total Pos. Neg. Neut. Total Total

1 50 4 26 80 36 19 23 78 158
(62%) (5%)  (32%) (46%)  (24%)  (29%)

2 40 9 39 88 40 9 25 74 162
(45%)  (10%)  (44%) (54%)  (12%)  (34%)

3 52 6 34 92 30 8 20 58 150
(57%) (1%)  (37%) (52%) (14%) (34%)

Total 142 19 99 260 106 36 68 210 470
(55%) (79%)  (38%) (50%) (17%) (33%)

Table 1.16b. Distribution of positive, negative and neutral modifiers with female
and male reference in texts by male writers.

Female reference Male reference

Period Pos. Neg. Neut. Total Pos. Neg. Neut. Total Total

1 65 31 23 119 97 27 46 170 289
(54%) (26%) (19%) (57%) (16%) (27%)

2 42 28 45 115 121 38 75 234 349
(37%)  (24%)  (39%) (52%) (16%) (329%)

3 62 18 47 127 46 40 98 184 311
(49%)  (14%) (37%) (25%) (22%) (53%)

Total 169 77 115 361 264 105 219 588 949
47%) (21%) (32%) (44%) (17%) (39%)

Tables 1.16a and 1.16b give a more detailed view, where certain differences
become clearer. It becomes apparent from table 1.16a that on the whole female
writers use positive and neutral modifiers nearly as often with male as with female
reference. Negative modifiers, on the other hand, are used considerably more
often about men than about women and girls by female writers. These results
are statistically significant.!® Table 1.16a shows no significant development over
time (p > 0.05). The differences between periods shown in table 1.16b, that is, the
use by male writers of positive, negative and neutral modifiers, have proved sig-
nificant for female as well as for male reference, however.!” Table 1.16b shows that
with both types of reference male writers use nearly twice as many neutral modi-
fiers in period 3 as in period 1. They also seem more inclined to use posi-
tive modifiers about men than about women and girls in period 2. In period 3
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positive modifiers are more frequent when the person mentioned is a woman
or a girl than when the referent is a man. There are also more negative mod-
ifiers about men and fewer about women and girls in period 3 than in earlier
periods.

Tables 1.16a and 1.16b show that the female writers use negative modifiers
with female reference in 7 per cent of their instances, whereas the corresponding
figure for male writers is 21 per cent.'® Thus it seems that the male authors are
considerably more inclined to use negative modifiers about women and girls than
the female authors are. The predominance of terms with negative connotations
referring to women that is observed in several studies (see, for example, Romaine
1999: 92-5 and Persson 1990: 50-7) should perhaps be interpreted as primarily
mirroring male attitudes to the opposite sex.'” But at the same time it should be
pointed out that the decrease in negative modifiers with female reference shown
in table 1.15a occurs in texts written by men. Another conclusion that may be
drawn from tables 1.16a and 1.16b is that modifiers with negative connotations
used with reference to men are equally frequent in texts by female and male
writers, whereas women more often use positive modifiers with male reference
than men do. On the whole, in this material the female writers are somewhat
more inclined to use modifiers with positive connotations than the male writers
are.

4.7 The Mental State category: a close-up

In the previous sections, modifiers referring to females and males have been
discussed chiefly from a quantitative perspective, and the analysis has focused on
the broad categories of adjectives established in section 3. However, a closer look
at one category, where quantitative and qualitative approaches are combined,
may uncover patterns that eluded discovery in the macro-level discussion above.
There are two reasons why the category that comprises modifiers denoting mental
qualities and states is of great interest in this regard:

1. Mental State is the largest category in the study: it comprises 23 per cent of
the total number of modifiers in the sub-corpus and includes 331 instances,
evenly distributed over the three periods (cf. tables 1.6a and 1.6b). Moreover,
as there are 132 instances with female reference and 199 with male reference,
fairly reliable results can be obtained for both genders.

2. Modifiers belonging to the category of Mental State, such as foolish and noble
(see table 1.17), frequently encode positive or negative values. This category
is thus of special relevance to a study of how men and women were described
positively and negatively, in relation to societal values.

The discussion starts by showing, for each period, what modifiers are used with
both female and male reference (table 1.17). Then those used with only female
and only male reference will be presented (tables 1.18a—1.18c). In the tables
figures in brackets denote number of instances for each modifier. It is important
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Table 1.17. Mental State modifiers used with both female and male reference.

Period 1 (1800-1830) 2 (1850-1870) 3 (1870-1900)
affectionate (3) good (22) courageous (2)
excellent (4) kind (6) good (12)
fine (3) noble (2) happy (3)
foolish (2) sensible (3) honest (2)
good (13) true (2) humorous (2)
happy (7) kind (5)
kind (4) merry (2)
noble (3) sad (2)
virtuous (4) sensible (3)
wonderful (2) strong (2)
weak (2)
wise (2)
Total types/tokens 10/45 5/35 12/39

to keep in mind that for each instance the classification into a given
semantic category is based on the contextual meaning of each modifier (cf.
section 3).

It is interesting to note from table 1.17 that comparatively few adjectives are
used with both female and male reference and that different periods mainly use
different terms. There are only two adjectives, good and kind, that are used in all
three periods, and three adjectives, happy, noble, and sensible, that occur in two
periods. Only three of the twenty-seven adjectives in table 1.17 have negative
connotations, namely foolish in period 1 and sad and weak in period 3. The lists
of modifiers with only female or only male reference are longer and will be
divided into positive items and negative items (for principles of categorization,
see section 3). Modifiers from different periods will be presented in separate
tables (1.18a—1.18c¢). The fourteen neutral modifiers in the Mental State category
have been omitted, since they were not considered of interest for the present
discussion.”’

What is immediately apparent from tables 1.18a—1.18c s, firstly, that the lists
of positive terms are much longer than those of negative terms and, secondly, that,
with the exception of positive terms in period 3, the lists with female reference are
shorter than those with male reference. In both cases, the result tallies with what
has been reported earlier. Tables 1.15a and 1.15b gave proportions of positive,
negative and neutral modifiers with female and male reference, respectively. If
those figures are combined, we find that there are 681 positive modifiers, which is
48 per cent of all instances (681/1,419); the corresponding proportion of negative
modifiers is 17 per cent (237/1,419). The comparatively short lists of negative
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Table 1.18a. Mental State modifiers only used with female or male reference in

period 1.

Positive modifiers

Negative modifiers

Female Male Female Male
reference reference reference reference
careful (1) admirable (1) bad (1) crazy (1)
divine (1) disinterested (1) fickle (1) cruel (1)
invincible (1) exemplary (1) licentious (1) faulty (1)
loving (1) extraordinary (1)  of weaker idle (1)
mild-natured (1) generous (2) intellect (1) impatient (1)
of character (1)  good-tempered (1) over-joyous (1)  naughty (1)
sensible (1) honest (6) tearful (1) poor (1)
smart (1) just (1) unreasonable (1) queer (1)
tender (1) of admirable savage (1)
warm-hearted (1)  resolution (1) sinful (1)

of real genius (1) sly (1)

of honour (2)

of intellect (1)

of penetration (1)

of resolution (1)

of secrecy (1)

of strict honour (1)

of the right sort of

principles (1)

peaceable (1)

pious (1)

quiet (1)

saintlike (1)

steady (1)

sweet (1)

sweet tempered (1)

tenderhearted (1)

wondrous (1)

Types/tokens 10/10 26/33 7/7 11/11

modifiers in tables 1.18a—1.18c could thus be expected. If the proportions of
positive and negative items in the Mental State category were to mirror those of
the material as a whole, there would be 159 positive instances (48 per cent of 331)
and 56 negative instances (17 per cent of 331). The actual figures from tables
1.182—1.18c are 140 positive tokens and 61 negative tokens, thus fairly close to

expectations.
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Table 1.18b. Mental State modifiers only used with female or male reference in

period 2.

Positive modifiers

Negative modifiers

Female Male Female Male

reference reference reference reference
bright (1) affectionate (1) dreadful (1) coarse (1)
careful (1) attached (1) foolish (2) dangerous (1)
cheerful (1) brave (2) harsh (1) desperate (1)
dutiful (1) clever (4) haughty (1) irreligious (1)
faithful (2) equal to success (1) insane (1) lazy (1)

great (1) excellent (2) mischievous (1) melancholy (1)
happy (1) extraordinary (1)  obstinate (1) soft-headed (1)
lovely (1) fine (1) remorseless (1) unhappy (1)
motherly (1) first rate (1) severe (1)

of genius (1) fond (1) ungrateful (1)

poetic (1) good-humoured (1)

proud (1) honest (2)

sterling (1) industrious (1)

superior (1) intelligent (1)

tip-top (1) jolly (1)

well-balanced (1) observant (1)

of conscience (1)
of heart (1)

of noble character (1)
of real genius (1)
of sturdy action (1)
of virtue (1)

of wit (1)

quiet (1)

smart (1)
soft-hearted (1)
special (1)

splendid (2)

steady (1)
tender-hearted (2)
unworldly (1)

wise (1)

Types/tokens 16/17

32740 10/11

8/8
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Table 1.18c. Mental State modifiers only used with female or male reference in
period 3.

Positive modifiers Negative modifiers
Female Male Female Male
reference reference reference  reference
divine (1) brave (1) angry (1)  bad (2)
faithful (1) cheerful (1) feeble (1)  blunt (1)
fine (2) conscientious (1)  froward (1) cold-blooded (1)
hearty (1) generous (1) silly (1) cynical (1)
innocent (1) gentle (2) sluggish (1) fearful (1)
noble-hearted (1) harmless (1) unhappy (3) frivolous (1)
patient (1) honest (1) haughty (1)
plucky (1) honourable (1) light-hearted (1)
pure (2) intelligent (2) mean (1)
rational (1) judicious (1) neglectful (1)
self-reliant (1) kind-hearted (1) obstinate (1)
soft (1) noble (1) thoughtless (1)
strong-minded (1) of great humour (1) unscrupulous (1)
superior (1) practical (1) worldly (1)
tender (1) steady (1)
tranquil (1) straightforward (1)

well-meaning (1) tenderhearted (1)

Types/tokens 17/19 17/19 6/8 14/15

What might be more interesting is how the positive and negative modifiers used
only about women or only about men are distributed between female and male
reference. For clarity, the figures for tokens in tables 1.18a—1.18c are repeated in
tables 1.19a and 1.19b.

Of the 138 positive instances 92, or 67 per cent, refer to men, compared with an
expected 56 per cent, the proportion of male reference in the material as a whole
(cf. table 1.2). This means that, with the given set of modifiers, men’s mental
qualities and states of mind are mentioned in positive terms relatively more often
than is the case for women and girls. Regarding the negative terms used only
about women or only about men in each period, 50 per cent of the tokens in tables
1.182—1.18c are used about men, again compared with the expected 56 per cent.
This means that men are described as having negative mental qualities somewhat
less often than women are.

Another interesting comparison of the lists above concerns time periods. In
period 1, positive terms are used more than three times as often with male
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Table 1.19a. Distribution of reference for positive Mental State
modifiers used only about women and only about men.

Period Female reference Male reference Total
1 10 33 43

17 40 57
3 19 19 38
Total 46 92 138

Table 1.19b. Distribution of reference for negative Mental State
modifiers used only about women and only about men.

Period Female reference Male reference Total
1 11 7 18

11 8 19
3 8 15 23
Total 30 30 60

reference as with female reference (10 vs 33). In period 2, male reference is more
than twice as frequent (17 vs 40), and, finally, in period 3, the number of pos-
itive modifiers used about women only and men only is the same (19 vs 19).
Although hypotheses about connections between extralinguistic events and lin-
guistic developments must remain tentative at this stage, this apparent change
might reflect the growing importance of women in society. After 1850, liberals
such as John Stuart — and Harriet — Mill began to argue for an extension of the
franchise (Harvie 2001: 515; Encyclopedia Britannica, s.v. ‘Woman suffrage’).
During period 2 in CONCE, woman suffrage societies were founded in many
British cities, and from period 3 onwards these societies were petitioning Parlia-
ment to introduce woman suffrage (Encyclopedia Britannica). Although woman
suffrage in Parliamentary elections was not introduced until the twentieth cen-
tury, several reforms that increased the importance of women to British political
life did take place before then: women taxpayers were granted the vote in munici-
pal elections, and county and city councils became open to women (Encyclopedia
Britannica). Married women’s rights were also extended by the Married Women’s
Property Act of 1870.

Moreover, the life of middle-class women in late nineteenth-century Britain
was beginning to change. As the average size of middle-class families decreased,
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middle-class women were now both able and willing to engage in activities out-
side the household, and women came to play ‘an important role in charities,
churches, local politics, and the arts, especially music’ (Matthew 2001: 546).
Although women were largely barred from taking university degrees and enter-
ing the professions, the foundation of women’s colleges at Oxford, Cambridge
and London in period 3 (Matthew 2001: 546) also testifies to the new oppor-
tunities open to women in the latter half of the nineteenth century. Impor-
tantly, all of these changes must have contributed to challenging the notion
of separate spheres for women and men. As women were increasingly active
in many areas of society of which they had not previously been a part, it is
reasonable to assume that their perceived importance increased, which may in
turn have affected the way in which they were described. However, it is impor-
tant to bear in mind that these developments chiefly affected the middle class:
for instance, the larger size of working-class families, as well as economic fac-
tors, is likely to have made it much more difficult for married working-class
women than for their middle-class counterparts to engage in activities outside the
household.

Differences in descriptions of women and men in terms of mental qualities
and states can also be detected by comparing the semantic content of the items in
the lists above. Are women described as submissive and weak, and men as active
and strong, in line with the notion of separate spheres mentioned in section
1? For reasons of space, the qualitative discussion below can only be brief and
impressionistic.

For period 1, the comparison shows that women are described as tender, warm-
hearted and even divine. But men are also sweet, tender-hearted and saini-like. The
only modifiers that could be said to refer to a powerful male personality are of
admirable resolution and of resolution; yet there is also an invincible woman. Among
the negative items, there is a /icentious woman, but there is also a sinfu/ man. On
the whole, for the first period, the general impression is that women and men are
described in fairly similar terms, at least as far as positive mental qualities and
states are concerned.

For period 2, fewer items in both female and male lists above refer to tenderness
and peacefulness. Women are described, for instance, as dutiful and faithful, but
also as bright, great and superior, and men as brave, clever and smart. The negative
list with female reference gives a more forceful impression than the corresponding
list from period 1. In period 2, women are described among other things as zarsh,
remorseless and severe. As for the negative lists with male reference, they seem
fairly similar in periods 1 and 2, with items such as impatient, savage and sly in
period 1 and dangerous, desperate and irreligious in period 2.

Regarding period 3, once more there are few modifiers with male reference
that point to the public, active, manly sphere. Among such instances items such
as practical, judicious, unscrupulous and cold-bloodied could perhaps be counted,
but on the whole, the lists for male reference in period 3 resemble those of periods
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1 and 2 to a great extent. The women referred to in period 3, on the other hand,
seem to be considered as stronger. It is true that modifiers such as tender, faithful
and feeble still occur, but also several terms denoting various aspects of strength,
such as froward, plucky, rational, self-reliant and strong-minded. Together with
the fact that in period 3 the number of instances with female reference only
(19+8) is closer to the number of instances with male reference only (194-15)
than in periods 1 and 2| this qualitative change in modifiers used about women
and girls gives an impression that, to some extent, women have gained ground
in the sense that it is no longer considered inappropriate for a woman to show
qualities of strength and independence. Both the quantitative and the qualitative
analyses thus yield results that can be interpreted as tallying with developments
in nineteenth-century British society.

5 Brief comparison with terms in an eighteenth-century corpus

It was mentioned in the introductory sections that the nouns included in this
study were chosen so as to make possible some comparisons with Wallin-Ashcroft
(2000). Her study is mainly an investigation of nominal terms with female and
male reference used in novels from the middle of the eighteenth century. In her
data, Wallin-Ashcroft (2000: 17) included collocations with prenominal adjec-
tives for each noun. The adjectives have been categorized as positive, neutral,
patronizing or negative, and for each nominal term there is an account of the
adjectives collocating with that particular term.

To be able to compare the present results concerning positive, negative and
neutral modifiers with those of Wallin-Ashcroft (2000), her figures for the nouns
common to both studies have been collapsed in table 1.20a for adjectives with
female reference and table 1.20b for adjectives with male reference; for epicene
nouns, tokens with female and male reference have been separated. Wallin-
Ashcroft’s category of ‘patronizing’ adjectives has been included among the
negative terms, which she herself points out would be natural in a three-part
categorization (Wallin-Ashcroft 2000: 85). The tables comprise epicene and cen-
tral terms; Wallin-Ashcroft gives no figures for collocations with other terms.”’

Wallin-Ashcroft (2000: 19) states that ‘[t]he proportion of female and male
referents is well-balanced as regards central, characterising and relational terms’.
That statement refers to nouns both with and without modifiers, but, interestingly
enough, when it comes to epicene and central nouns with modifiers, those with
female reference comprise 60 per cent, as the total number of modifiers in tables
1.20aand 1.20b is 826. This figure is considerably higher than the corresponding
figure for female reference in the present study, which is 44 per cent for the whole
sub-corpus (see table 1.2).

With regard to positive, negative and neutral modifiers, the figures in tables
1.20a and 1.20b show a remarkably even distribution over the three categories
of modifiers, as well as between female and male reference, in the eighteenth-
century corpus. In the present sub-corpus of CONCE, however, it has been
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Table 1.20a. Distribution of positive, negative and neutral modifiers with female
reference in Wallin-Ashcroft (2000).

Term Table Positive Negative Neutral Total
creature 1 (p. 55) 21 49 6 76
person 2(p.57) 9 4 1 14
child 3 (p. 62) 13 4 1 18
lady 6 (p. 81) 51 10 73 134
woman 8 (p. 87) 53 37 54 144
girl 10 (p. 97) 38 61 14 113
Total 185 (37%) 165 (33%) 149 (30%) 499

Table 1.20b. Distribution of positive, negative and neutral modifiers with male
reference in Wallin-Ashcroft (2000).

Term Table Positive Negative Neutral Total
creature 1(p. 55) 2 9 4 15
person 2 (p. 57) 4 3 1 8
child 3 (p.62) 1 - - 1
gentleman 5 (p. 87) 19 9 9 37
man 7 (p. 86) 94 58 74 226
fellow 9(p.92) 4 26 10 40
Total 124 (38%) 105 (32%) 98 (30%) 327

shown that the proportion of positive modifiers is considerably larger than the
proportion of negative ones: for female reference the ratio is 50/15 per cent,
and for male reference 46/18 per cent in the material as a whole (cf. tables 1.15a
and 1.15b). This would seem to indicate that writers in the eighteenth century
were more disposed to use negative terms in connection with nouns denoting
women and men than were writers in the following century. One explanation
for this difference, however, might be that in the sub-corpus of CONCE, 63
per cent of the material consists of private letters, whereas Wallin-Ashcroft’s
corpus consists entirely of novels. It seems reasonable to assume that writers of
letters are less inclined to use negative modifiers about the people they mention
in their letters than are novelists when describing their characters, whose whole
‘existence’ depends on the writer’s descriptions.

Wallin-Ashcroft (2000: 207) points to some contrasting pairs of concepts which
emerge from her study, for instance that male is spirit whereas female is matter,
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that male is power and female is dependency, and that male inspires respect
and fear, whereas female inspires tenderness and condescension. Corresponding
contrasts are not found in the nineteenth-century material used for the present
investigation, as has been shown above.

6 Conclusions

This study of modifiers with certain common nouns with female and male refer-
ence in a sub-set of genres in CONCE set out to answer three main questions. The
first question concerned whether the ideology of separate spheres for women and
men was mirrored in the way modifiers were used, with a public sphere belonging
to responsible, active, powerful men, and a domestic sphere with tender, submis-
sive and dependent women. The second question pertained to the changing role
of women during the nineteenth century and whether that change was reflected
in the descriptions of women and girls. The third question was directed towards
possible differences in the use of modifiers between female and male writers in
the material.

To pinpoint similarities and differences in the descriptions of women and men,
the modifiers were grouped in two sets of different semantic categories. In the
first set, the intrapersonal categories, are the modifiers which focus on individual
qualities; in the second set, the interpersonal group, are the modifiers which
focus on the person in relation to society and other people.

Regarding the question of separate spheres, the analysis shows that women
are considerably more often referred to with modifiers belonging to the intra-
personal category of Appearance than are men, whereas men clearly dominate
the interpersonal category of Situation with modifiers referring to social status.
These findings could perhaps be seen as reflecting separate spheres of women and
men. However, in the category called Sociability, comprising modifiers denot-
ing attitudes, manners and behaviour, female and male reference are equally
frequent. This together with the results from the detailed analysis of the cate-
gory of Mental State points to fairly similar descriptions of women and men,
especially towards the end of the century. Taken together, the results imply
that the separate spheres are reflected in the material, but also that there are
categories in the data that do not appear to be influenced by this factor. This nat-
urally raises the question of whether any diachronic change is detectable in the
data.

Asregards whether the changing role of women during the nineteenth century
isin any way reflected in the present material, the answer is yes, to a certain extent.
Certain differences, albeit sometimes small, have been recorded between the first
two periods (1800-30 and 1850-70), on the one hand, and the third period
(1870-1900), on the other. For instance, in the third period more often than
in earlier periods, women and girls are described with intrapersonal modifiers,
denoting individual qualities, rather than by interpersonal modifiers describing
them in relation to society or to other people. Another difference between periods
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concerns the gap in the relative frequency of modifiers with female and male
reference in the category of Situation (terms denoting social status). This gap is
considerably smaller in the third period than in earlier periods. A third difference
occurs in the category of Mental State. Here, in the first two periods there are
considerably more instances of positive terms used with male reference than
with female reference, whereas in the third period as many positive modifiers are
used about women as about men. Another interesting observation within this
category is that in the third period both positive and negative modifiers with
female reference are related to various aspects of strength of mind to a greater
extent than in earlier periods. Consequently, in various ways the descriptions of
women and girls towards the end of the century might reflect a stronger and more
important role for women than earlier in the century: sociocultural changes such
as the increasing presence of women in society, on councils and at universities
may lie behind these tendencies in the data.

Finally, the third question above concerned possible differences between texts
by female and male writers in the sub-corpus. Here a number of differences
have been observed. To begin with, male writers use more modifiers than female
writers, and for both groups there is an increase in the use of modifiers over
time. For the male writers there is a steady rise, whereas for the female writers
the increase only comes in the third period, 1870—1900, but then it is greater
than for the male writers. Regarding the use of modifiers from different semantic
categories, female and male writers are fairly similar, with two main exceptions.
Women writers use relatively more modifiers belonging to the category of Socia-
bility than male writers. The greatest difference, however, is in the category of
Address. The investigation shows that women writers in the material are reluc-
tant to address people with a modifier and a noun, and practically never address
men in this way, whereas men freely use this type of address, to both women and
men. This way of addressing people could perhaps be taken as a means to signal
dominance and superiority, which would explain why it is seldom used by the
women writers.

Asregards the use of positive and negative modifiers, there was also a difference
between female and male writers. Both use negative modifiers with male reference
to the same extent, but with female reference the picture is different. In texts by
women, the instances of negative modifiers with female reference are few, whereas
in texts by men, negative modifiers referring to women and girls are three times
as frequent as those used in texts by women. In texts by men, negative modifiers
referring to women and girls are also more frequent than such modifiers referring
to men. In other words, the male writers in the material seem to be much more
inclined to mention women in negative terms than are female writers, and they
also use negative modifiers about women more often than about men. Another
interesting difference between female and male writers concerns reference in
general. It has been shown that female reference dominates in texts by female
writers, and conversely, men refer more often to men than to women in their
texts.
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Taken together, the results of the present study give grounds for further

research. The area of modifiers in connection with terms for women and men
has proved a rich field of study.

10.
11.

12.
13.

14.

15.

16.
17.

18.

Notes

. See Persson (1990: 46-50), for a discussion of the different age spans of the terms gir/

and boy. This difference explains why gir/ is more frequent than boy.

. I am indebted to Christer Geisler for generous help with extracting the examples

from CONCE.

. Warm thanks are due to Erik Smitterberg for expert help with significance testing,

and for helping me with a number of historical references.

. The chi-square value is 14.945; df = 2; p < 0.001.
. The chi-square value for table 1.5a1s 13.28; df = 2; p < 0.01. For table 1.5b the value

is 6.05; df = 2; p < 0.05.

. The chi-square value is 43.718; df = 5; p < 0.001.
. For the difference in character among the interpersonal categories, see the Method

section.

. The results obtained for female reference (table 1.7a) are not statistically significant (p

> (.05), whereas those for male reference (table 1.7b) are. The chi-square value is here
21.827; df = 6; p < 0.01. A comparison of the totals for each category in tables 1.7a
and 1.7b shows statistically significant differences between female and male reference.
This chi-square value is 10.869; df = 3; p < 0.05.

. Tables 1.10a and 1.10b only comprise categories where there are instances of of~

phrases, and no division between intrapersonal and interpersonal categories is made.
Tables 1.10a and 1.10b cannot be tested for significance owing to low expected fre-
quencies.

The chi-square value is 11.922; df = 2; p < 0.01.

The results obtained for the distribution of reference in texts by male writers are
statistically significant. The chi-square value is 6.072; df = 2; p < 0.05.

The chi-square value is 38.132; df = 1; p < 0.001.

The results obtained for female and male writers’ use of modifiers from different
semantic categories are statistically significant. The chi-square value is 65.165; df = 9;
p < 0.001.

The question whether this difference is due to male writers in the sub-corpus using
more terms of address in general than female writers, or to more extensive use of
modifiers by male writers in addressing people cannot be answered in the present
study, however.

It should perhaps be pointed out that some of the modifiers used when addressing
people occur in noun phrases with two modifiers. However, this does not alter the
general picture. The number of noun phrases of address which include one or more
modifiers used by female writers is thirteen and by male writers 103.

The chi-square value for the totals in table 1.16a is 11.041; df = 2; p < 0.01.

The chi-square values for female and male reference are 17.876 and 45.613,
respectively; df = 4; p < 0.001.

The results obtained for the use of positive, negative and neutral modifiers with female
reference by female and male writers are statistically significant. The chi-square value
is 22.757; df = 2; p < 0.001.
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This is also what Persson (1990: 57) suggests, although his material is not divided
into texts by female and male writers.

The following modifiers in the Mental State category were classified as neutral in
the given context: agitated, big, impassionable, impulsive, lively, not ungrateful, of few
words, of quick impulse, proud, simple (two instances), special (two instances), strange.
Tables 1.20a and 1.20b cannot be tested for significance owing to low expected
frequencies.



2 Words in English Record Office
documents of the early 1800s

TONY FAIRMAN

1 Introduction

English County Record Offices are ‘responsible for official and local authority
records (both past and present) and also contain church and chapel records, the
private records of businesses [and of individuals], local societies and political
parties’ (Dewe 2002: 38)." In this study I look at some of these records, which
after about 1750 become plentiful for English written on all levels of ‘letteracy’ —
minimally, partly, extensively and fully schooled.

I have restricted my research to England to avoid possible second-language
interference, which could have occurred in partly schooled Welsh or Scottish
English. The documents I look at are stored under three categories: (1) Church
of England parish registers of baptism, marriage and burial; (2) bills written by
and for artisans; (3) letters of application for relief, which members of the lower
orders wrote (or got others to write) to parish overseers. Most documents were
written between 1800 and 1835, but I also quote from others written earlier and
later if T can connect them relevantly with those in the central period.”

In these documents I look at certain classes of orthographic unit — that is, a
group of graphs which a writer separated from other groups by two deliberate
spaces. About 90 per cent of these groups are conventionally spaced words.
I argue that how a writer wrote these units depended on their® assumptions
about the speaker and on how much and what type of schooling the writer had
received. Most English words are either of Anglo-Saxon (Germanic) origin or
Latinate (including Greek). I also argue that familiarity with Latinates depended
on upbringing and schooling and that researchers into Late Modern English
should examine the uses and users of Latinate and Anglo-Saxon words.

2 Literacy

A person who can write is commonly called ‘literate’. But the terms ‘literate’
and ‘literacy’ have acquired many meanings. For one thing, if someone can write,
they can also read. But my primary interest in this study is writing — the learning,
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the process, the product and the writers. Reading comes into focus only because
writers must be readers.

Another problem with the term ‘literacy’ is diachronic. In the year 2005 read-
ers who cannot write are not considered literate. But I agree with Barry Reay,
the historian, that ‘[tJhose who made their mark [in marriage registers] included
large numbers of readers and to exclude them from the category “literate” would
be to fundamentally misunderstand the cultural context of nineteenth-century
England, where, for the labouring population, reading was literacy’ (1996:
253).

Therefore, in order to describe writing and imply nothing about reading, I
use the terms ‘letterate’ and ‘letteracy’, and I place scripts (handwritten dis-
course), texts (printed discourse) and linguistic levels on a scale of schooledness,
divided roughly into degrees of difference from whatever the textbooks and other
supporting sources prescribed as the standard for writing for that time. Whole
scripts can be graded for schooledness, from minimally schooled (a bill or let-
ter, comprehensible but largely unconventional), through partly and extensively
schooled (the lower and upper halves of the scale, respectively) to fully schooled
(lexically very Latinate, sometimes including Latin and other languages, and
often syntactically complex). Greater precision can be obtained by grading each
level separately — handwriting, orthography, lexis, grammar, syntax and punctu-
ation. ‘Schooled’ does not imply that the writer attended school. Many writers
of extensively schooled English (women especially) were tutored at home; others
were autodidacts. Writing cannot be unschooled because the skill is not acquired
like speech, but always learnt in at least one of the three scholarly situations
mentioned.

‘Schooledness’ is an achronic scale. But since schooled English changes, I add a
date range if I want to limit it diachronically: for example, ‘fully schooled (1750—
1800)’, which is the period during which most writers in my corpus became
letterate. Schooled English has a wide range of supporting means, such as dic-
tionaries, grammar books, textbooks, style books, syllabuses, teachers, schools,
the complaint tradition, editors and in the last 160 years teacher training colleges
and ministries of education. All these means change with time, though not all at
the same time.

Letteracy can be graded as a national characteristic. But this is also too general
to be useful for studies of individual or local letteracy. Letteracy rates varied
widely from parish to parish and county to county. William Stephens, for example,
draws up two tables for rates of signature illetteracy: his table 1.1 lists forty-four
towns (excluding the ‘unusual’ York*), and table 1.2 lists thirty-two counties
in which the rates have been measured in a number of rural parishes. For the
period 1799—1804 the rates of signature illetteracy range between 28-72 per cent
and 24-62 per cent respectively (1987: 6-9). Similarly, in my study of letteracy
rates in Horsmonden and its five adjacent Kent and Sussex (south east) parishes
(Brenchley, Goudhurst, Lamberhurst, Marden and Wadhurst) from 1770 to
1849, the male and female signature letteracy rates varied from 61.0 per cent to
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48.3 per cent, and from 49.3 per cent to 29.3 per cent respectively. It is, therefore,
more accurate to think as Reay does ‘of a range of cultures, of literacies rather
than literate, and non-literate and illiterate’ (1996: 253 [Reay’s italics]).

3 Handwriting

Limiting literacy to writing does not simplify the field by much when considering
writing diachronically. Reay, for example, says (1996: 213), ‘A vast apparatus of
scholarship has been erected on a simple measurement of “literacy”: a person’s
ability to sign his or her name’, and names eleven reseachers, some of whom think
ability to sign proves the signer was letterate.

But I agree with Reay that signature letteracy does not imply that a writer can
write anything else. Writing is commonly divided into five subskills: orthography,
lexis, grammar, syntax and punctuation. But before all these a sixth skill must be
established, handwriting. Researchers have paid little attention to handwriting
because it is, of course, not present in print — their main area of interest — and
because most scripts they have studied are by writers who are in print. If the
handwriting of such writers deteriorates to a barely legible scrawl, researchers
can safely give them the benefit of any doubt about which graph they intended, if
the script is schooled on the other levels. But if a script with scrawled handwrit-
ing is less than extensively schooled lexically or grammatically or syntactically,
researchers must not assume it is extensively schooled orthographically. The
study of handwriting is as essential for judging a writer’s level of letteracy as a
study of their grammar is.

For example, (1) from English Record Offices (R.Os), I have built a corpus
of over 1,500 letters by several hundred writers, containing over 250,000 ortho-
graphic units. Most letters were chosen because they were written in uncon-
ventional English. About 10 per cent are in conventional English and are noted
as such. Some writers of unconventional English signed in a good copperplate
hand. But their teachers must have made them practise handwriting more often
than anything else, because no other linguistic level is as extensively schooled
(see section 5). If you examine their handwriting, you can see that some writers
did not take the pen off the page only at the end of an orthographic unit, nor only
after a syllable or two, as skilled writers do, but also after almost every graph.
They did not so much write their words as draw them like pointillist painters,
perhaps sounding each graph, as the teacher had taught them to.

(2) Other writers lacked practice as well as skill. For seven years and five months
(1797-1804) the parish of Horsmonden, Kent, paid for Mary Cramp (baptized
1793) to learn to read, but not to write because she was female. However, at her
marriage on 23 February 1819 she signed Mary Crmp (see plate I). She clearly
lacked practice; note her unconventionally formed <M>, and <a>, which she
wrote first as <u> and then converted to <a> by closing the top. She did not
space her <y> far enough from the preceding <r>, with the result that the
leading ligature of the <y> partly overlaps the <r> and looks like another
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<r> (compare Mary Elphick’s <r> and long-ligatured <y>). After that bad
start, Cramp improved in that, apart from omitting <a> and writing off-line,
she formed the four graphs in her surname well. But her graph formation is
pointillism of the most elementary type; she formed <p> with two strokes of
the pen and her <m> also with two, probably three, perhaps dipping the pen
into an inkwell for more ink after each stroke. Letteracy skills such as these
are too minimal for us to conclude that Mary Cramp, despite being obviously
determined not to sign her marriage lines with ‘X’ as many other Horsmonden
brides did, could compose a letter.’

Unconventional handwriting can sometimes be so idiosyncratic and difficult
to read that a reader must approach it as if attempting a new form of writing —
must, that is, learn how this writer writes English graphs, before rewriting them
in conventional form. To indicate that changing unconventional to conventional
lettering is similar to changing Chinese signs or hieroglyphs into Roman lettering,
I use the term ‘transliterate’.

A transliterator’s primary consistency must be with each handwriter’s script,
not with whatever the standard letteracy practice was at the time the document
was written. Although, as Frances Austin, who has transliterated a collection of
letters of mixed letteracy, says, ‘[t]he transfer of handwritten materials to print
raises many problems and absolute consistency is virtually impossible’ (1991:
xiil), accurate transliteration is the precondition of accurate analysis of other
levels.

Insoluble problems in transliterating handwriting arise from perilinguistic
factors — blots, faded ink and discoloured or torn paper. Two potentially soluble
ones arise from linguistic factors, which can be divided into two types. First,
minimally schooled handwriting sometimes consists of shapes which look like
no conventional graph (like Mary Cramp’s upper case <M>), or, confusingly,
the writer formed the wrong graph. An inexperienced writer typically did this
when writing the less frequently used graphs — <j, J, q, Q, z, Z>. A few did not
distinguish <u, v, w> either, but they could also fail to form common graphs
conventionally.’

A collection of scripts, whether by the same or different writers, transliterated
into less than fully schooled English may, therefore, look so inconsistent that,
to reassure readers of the transliterator’s and printer’s reliability, transliterators
should add a textual apparatus, in which they justify transliterations, explain
problems, or admit inability to transliterate.

Second, inexperienced handwriters produce ‘writos’ — that is, unconvention-
alities which result from using a pen, as typos result from using a keyboard. Both
hand- and keyboard-writers are likely to exchange words, or graphs, so meta-
thesis is not a distinctive characteristic of either means of writing. But, whereas
inexperienced handwriters can confuse ascenders with descenders and write, for
example, <d> for <p>, they do not write <o> for <p>, as inexperienced
typists do because the two keys are adjacent on the keyboard.
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Sometimes the writer did not spot the error, sometimes they did, as, for
example, John Wellden (or whoever wrote for him) did in Dover, Kent on
Feb 1: 1822. The writer, whose letteracy is not extensively schooled on any level,
began:

(1) My children are very much [in want of Slo

But after the <o>, they realised they had not completed an <h>. So, they
immediately crossed out .S/o and what you actually read is:

(2) My children are very much [in want of Sto Shoes, if the Gentlemen [will Grant
me the favour|[. ..]’

<I> for <h> is a writo, but <o> for <p> is a typo.

Writers of minimally and partly schooled Englishes usually altered their letters
only for practical reasons, such as correcting nonsensical writos and rewriting
something because it was not what they wanted to say. They rarely altered to
produce fully schooled English, but seem to have envisaged one of their main
tasks as ‘putting sound on paper’, i.e. representing the speech sounds they would
have produced, rather than conforming to norms of conventional writing, of
which they may or may not have been aware. Of 202 emendations in my corpus
where the original writing can be read, only thirty-seven are towards schooled
English but fifteen of these are in letters by persons who did not belong to the
lowest orders and whose English was extensively schooled.

I have found it helpful to expand a concept usually expressed only in a single
term—logographic. This term is used to describe how writing systems like Chinese
or hieroglyphics function —a symbol does not signify a phoneme, but a complete
word, as ‘&’, ‘="and ‘%’ do. I have expanded this concept to a set of terms
describing ways in which spellers seem to think their graphs function.

A phonographic speller is one who tries to spell phonemically. Minimally letter-
ate writers are generally phonographic spellers. Phonographic spelling is com-
mon in bills which artisans made out for work they did for parishes. For example,
‘Wm Halladay’ billed the churchwarden of Chilham, Kent, for work he did in
the church on 9 Nov 1801:

(3) day menden Tilen & Clenen out th Guttrs self & Labar
(= day mending tiling & cleaning out the gutters self & labour).®

A morphographic speller is one who perceives and tries to spell a morpheme.
This concept is particularly useful when some phonemes in a morpheme are not
audible in a speech event — as with -Aurst in a case to be studied (see section 6).
Because of how literacy was taught in the time under study, some writers seem
to have been unaware of or confused by morphographs:

(4) Schooled Monday, etc. Newnham Lancaster
Script Mondy Nunam Lankstar
Place passim Kent Cumbria (north west)
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I have found no unconventional logographs in minimally letterate spelling.

Handwritten scripts differ from printed texts in two ways relevant to this study:
one concerns the product and the other its producers. To take the producers first:
print is always a joint product. Readers comment on and alter the writer’s rough
and fair copies; editors and typesetters make their alterations too. In addition
to this external input into the writer’s script, writers who can write fit for print
often have available a range of means of support, such as dictionaries and grammar
books. The text that gets printed is, therefore, not the product of an individual,
but of a consensus, even diktat.

Handwriters may be helped by others but often write alone. Moreover, they —
especially those who produced the partly schooled handwriting I examine later —
were supported only indirectly and not at the time of writing by grammar books
and the like.

Texts differ from scripts in that the history of the production of a printed text
never exists in the text, but elsewhere — if it exists at all. But scripts, especially
those by a writer too poor to buy paper for a rough copy, often include the writer’s
alterations. If researchers can make out a handwriter’s first attempt, they can see
the history of the script and try to understand what the writer tried to avoid or
achieve.

4 Society and schooling

Chris Cook and John Stevenson (1996: 151) estimate that between 1700 and
1800 the population of England and Wales grew from 6.5 to 8.9 million (+37
per cent) and to 12 million by 1820 (+92.3 per cent). Patrick Colquhoun (1806:
23) calculated that the population of England and Wales in about 1803 was
9,343,561. Colquhoun listed the population by occupational groups. According
to his figures, those to which (to my knowledge) writers in print most commonly
belonged — peers, gentry, clergy, civil servants, people in professions — amounted
to 725,665, 7.8 per cent of the population.

But many more people than that small group could write. Few of their scripts
got into print, because they were not extensively schooled on all linguistic levels.
These writers came from the ‘lower orders’, as they were called then — artisans,
shopkeepers, hawkers, lesser merchants, household servants and others — who
made up about 28 per cent of the population according to Colquhoun.

Some of these scripts were written in the name of a person who, being totally
illiterate, or able to read but not write, told the writer what to put on the paper.
Scripts in minimally and partly schooled English, therefore, provide us not only
with direct evidence of the Englishes of the 28 per cent defined above, but also
with better — albeit indirect — evidence than we have ever had of the Englishes
of the remaining 64 per cent of the lowest orders — seamen, soldiers, labourers
in husbandry, mining, manufacturing, etc., among whom were the illetterate. In
sum, these scripts, written in the Englishes used by over three quarters of the
population of England, enable researchers of LLate Modern English to broaden



Words in English Record Office documents of the early 1800s 63

the field of research beyond the small group (10 per cent, to be generous) who
could write English fit to print, and whose English they have sometimes mistak-
enly identified with the English language as a whole.

At the same time as the population was growing, the demand for schools and
schooling was growing even faster. John Caffyn, in his comprehensive documen-
tation of schooling in Sussex, records that in the 1700s the number of charity
schools increased from 32 to 85 (+165.6 per cent), and the number of a new
type of school, the Sunday school, grew from almost zero in 1784 to 18 by 1797
(Caffyn 1998: 7-11). Ian Michael, who ‘sought evidence mainly from textbooks
and from a certain amount of general writing on education which bears directly
on the teaching of English’ from ‘the sixteenth century to 1870, records that
in the first half of the 1700s an average of 6.8 spelling- and reading-books was
published every five years, in the last half 12.4 (+82.3 per cent) and from 1800 to
1820 27.7 (+307.3 per cent) (Michael 1987: 2-10). From 1750 to 1820, therefore,
the demand by parents for schooling and its supply by entrepreneurs and bene-
factors outstripped the rise in population (at least in Sussex), and so nationwide
did the demand for textbooks.

5 Schooling for letteracy

Schooling is a process with two types of direct input: (1) teachers; (2) textbooks
and other teaching materials. Schools are not part of the teaching process. They
are the environment within which the schooling takes place and may facilitate or
hinder it.

In the 1700s either a child was taught alone at home by a full-time tutor,
if the family could afford the expense, or by a parent, friend or relative, who
usually had other work to do. Alternatively, it was taught with a number of
others in five types of school, which are not always clearly distinguishable:
(1) grammar; (2) private (including so-called dame schools, that is, a room in
a private house where the inhabitant, usually a woman, taught a few pupils);
(3) charity; (4) parish (often in the workhouse) and (5) from about 1784, Sunday
schools (in Caffyn 1998: passim). In the 1700s private and charity schools out-
numbered the other types of school. Grammar and some private schools accepted
only letterate pupils and, therefore, are of no interest in this examination of how
writing was taught.

Of home tuition — how it was done and in how many homes — we know almost
nothing. But, as Caffyn says, ‘without it . . . it is not possible to account for the
relatively high levels of literacy that were achieved in the 18th century’ (Caffyn
1998: 13).

Since the first teacher training college was not founded till 1840 in Battersea,
London (Kay-Shuttleworth 1973 [1841]: 294-386), all teachers before that date
were untrained, and, except for a few professional tutors, had, or had had other
occupations. In Kent in 1837, for example, teachers included a 60-year-old failed
farmer, and an ex-inmate of a lunatic asylum.” Michael, after recording 2,708
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literacy textbooks and consulting 1,880 of them, concludes ‘little is known of the
work of these early teachers’ (1987: 3). Since, therefore, direct evidence is scanty,
we must try other ways to find out what teachers did.

Among these ways, a researcher’s imagination is the least desirable, especially
when considering drilling — that is, groups of pupils performing the same action
at the same time, or the same type of action in turn. Richard Altick, writing at
the time when teacher-centred methods were discouraged in favour of child-
centred ones, ‘imagine[d monitorial drills as] the nightmare (. . .) of automatons
turning out new regiments of automatons on amass-production line’ (Altick 1957:
146).

Of all pedagogical methods, drilling was the one that teachers used most often
in the early stages of teaching reading and writing, as is clear from the content of
the spelling-books and what some writers recommended. Because drilling could
be heard from afar, it was also the method that attracted most attention then, and
it attracts attention now, though for different reasons.

There are four main objections to Altick’s imagination. First, his ‘pre-
adolescent monitors’ were themselves too young to keep drilling their pupils
till they turned into automatons. Second, there is, as Rab Houston says, ‘no
mechanical connection between literacy and schooling’ (1985: 111). Houston
argues here for greater recognition of the contribution home tutors made to
national ‘literacy’ rates. But the same can be said of the relationship between any
kind of teaching and learning. Third, drilling was not out of place when, as Altick
put it (1957: 143), ‘[i]n the age’s educational theory [. . .] a man or woman of the
masses was regarded solely as an atom of society, not as a person’. As pedagogical
methods, drilling and — ‘[f]Jrom one dreadful extreme to the other!’ (Altick 1957:
151) — catechizing (that is, learning fixed answers to a fixed series of questions)
were not intended to teach children to think for themselves. Finally, if we accept
the figures given above that over 70 per cent of the population in some parts of
the country were at least signature-letterate at the end of the period under study,
drilling may have been inefficient but it was not ineffective, even if we allow
for the variety of methods which can occur in home tuition. To reject drilling
simply because it suppresses individuality is to ignore what teachers who used
the method achieved, and still achieve.

In order to try to connect what teachers did with examples of what their
pupils wrote, I now look at the lesson material which three spelling-book writers
provided for the early stages of teaching children to read.

Charles Vyse’s The New London Spelling-Book was in print from 1776 to 1850
and was used in the Horsmonden charity schools in the early 1800s.!’ Lindley
Murray, the grammarian, also wrote a spelling-book, which was in print in the
first half of the 1800s and Favell Bevan’s spelling-books were in print from 1836
to 1924.

All spelling-books started with the smallest units, arranged in tables (some
with over 200 words). Pictures were likely to appear only at the beginning with
the alphabet (A for Apple, etc.) and much later as illustrations to fables.
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After the alphabet, Vyse began:

Tuable One

ba be bi bo bu by

ca ce ¢i co cu cy

(and so on for all consonant graphs except ‘q’ and ‘x”)

Table Two

ab eb ib ob ub

ac ec ic oc uc

(and so on for all consonant graphs except ‘q’ and ‘v’) (Vyse 1791: 2-3)

Note that a pupil learnt rare graph combinations among the common ones.
For example, from Vyse’s rows we can create a surname with unconventional
spelling — Akus — which we shall meet later.

We cannot know now, of course, exactly what any particular teacher did each
lesson and we rarely know which spelling-book they used. But we know from
spelling-book prefaces that teachers made their pupils individually or together
do any or all of three activities (I take ‘ba’ as a representative syllable):

1. Spell the graphs: ‘bee. ay.” Spelling was regarded as so important that many
textbooks had ‘Spelling-book’ in their title.

2. Sound graphs phonemically: /b/, and /&/ or /a/ —or /e1/, which is more
likely because some spelling-book writers tried to prevent children reading
‘bab’ as ‘babe’.

3. Sound graph groups phonemically: /bz/ or /ba/ or /be1r/. Pupils chanted
the combinations (if they rhymed, this was called ‘jingling’) until, as the poet
John Clare put it: ‘[each one] gets his horn book alphebet by heart & then
can say his lesson with his eyes as well shut as open’ (Storey 1985: 70, Letter

to John Taylor, 20 May 1820).

All writers sorted words into tables by number of syllables and place of stress.
Murray graded his words very precisely and explained the rationale of most
educationists in those days:

The work is comprehended under three general divisions. One of the
chief objects of the first part, is, to teach an accurate pronunciation of the
elementary sounds. If this is effectually performed, in an early stage of
learning, the child’s future progress will be easy and pleasant; if it is then
neglected, the omission will be rarely, if ever, completely supplied. Toattain
this important object, the author is persuaded thata considerable number of
lessons, in monosyllables, is indispensable, (. . .) to inculcate the various and
exact sounds of the letters — each section being confined to a short exercise
on a particular elementary sound. Many persons will probably think, as
the author does, that if he had intended to teach only orthography, the
monosyllabic lessons would not have been too numerous. Such words are
easy and familiar to children; and they constitute the radical parts of the
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language. By hurrying the young pupil through this fundamental part of
the language, he is often imperfectly taught, and eventually retarded in his
progress. (Murray 1804: iv)

After each set of tables spelling-book writers put reading lessons. Here is part of
Murray’s scheme:

p. 16-17: one syllable words of three letters (tables totalling 72 words);

p. 18-19: one syllable words of four letters (90 words);

p. 20: one syllable words of five and six letters (36 words);

p. 21: one syllable words of short diphthongs (26 words: e.g. death, said);
(...)

p- 30: one syllable words of proper diphthongs (28 words: e.g. o1/, cow);
(...)

p. 38: one syllable words of double consonants (77 words: e.g. thank, that,
them);

(...)

p. 49: two syllable words with accent on the first syllable (138 words: e.g.
Ab sent, pack thread. These are the first two-syllable words. All textbook
writers separated the two syllables, Murray with a space, others with a
hyphen);

(...)

p. 68: Promiscuous Reading Lessons (Hay making. Hark! what noise is that.
1t is the mower whetting his sithe (. . .));

(...

p- 90: Words of three syllables with accent on the last (e.g. Con tra dict, un
der stand. Here are the first long Latinate words and about here are the first
subordinate clauses).

Murray was not a teacher, and his careful grading resulted in slow progress for
the pupils.

Michael reports small differences between the schemes of work, but ‘this
intensely analytical approach (. . .) is almost universal’ (1987: 16). But there was
one significant change in the reading lessons. Until the end of the 1700s most
spelling-books contained lessons with religious and moral content. This is Vyse’s
first lesson (1776: 4):

A bad Boy and a bad Man go in a bad Way, and put off the Law of God.
All who go in a bad Way, do you no ill, nor use the ill way; for the End of
it is bad.

But from about 1800 spelling-books with secular content were increasingly avail-
able, though the earlier books remained in demand for many years. Murray’s
reading lessons were secular, for example (1804: 42):
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(.. .) There is a poor fly in the milk. Take it out. Put it on the dry cloth.
Poor thing! It is not quite dead. It moves; it shakes its wings; it wants to
dry them: see how it wipes them with its feet.

Put the fly on the floor, where the sun shines.

Then it will be dry and warm.

Poor fly! I am glad it was not dead.

I hope it will soon be well. (. . .)

But the limitations of a monosyllabic vocabulary meant that writers often had to
use tables of unconnected sentences. This is Bevan (1836: 38; note the absence
of punctuation):

I had a cat I had a mat I had a hat

I had a rat I had a bat

The cat had a rat The cat had a mat

A cat is in my hat A rat is in my hat A bat is in my hat
My cat is on the mat My hat is on the mat (.

Some extralinguistic factors are now indeterminable, such asa pupil’s intelligence
and memory. Many educationists in those days thought these were the same
capacity. One of the clearest and most succinct expressions of this assumption
is in the report of Reverend J. A. Boodle, Diocesan Inspector, in the L.og Book
of Hunton National School, Kent, for 7 July 1876: ‘The Catechism was written
out intelligently, & the Repetition accurately (though rather too noisily) said.’"!
Educationists valued memory above other mental abilities: “The reflecting child
who argues from analogy will certainly fall into error, while the child, possessed of
a mechanical memory, will be more successful’ (Bevan 1836: xii). Most children
want to do well; most children, therefore, must have tried their best to remember.

Information on precisely where learning to write fitted into these syllabuses is
hard to find, but Caffyn records that in one Sussex school (Mayfield) pupils could
remain up to three years in the readers’ class before they were moved to the writ-
ers’ class, and I found the same with the boys in Horsmonden. By my calculations
the average lengths of time which the first 300 pupils spent reading and writing
for whom Caffyn gives dates are: 234 boys (starting age: 8.5 years) 2.0 years read-
ing and 2.5 years writing consecutively; 66 girls (starting age: 9.3 years), 1.7 years
readingand 1.5 years writing, consecutively. In Horsmonden girls were not taught
to write and several did nothing but read for six years.

Learning to write must, of course, have started with graph formation. But
the next, and possibly only stage in the letteracy teaching was copying set texts.
According to Caftfyn, most, if not all, headteachers tried to attract parents by
advertising ‘Writing all the hands now in use’ (Caffyn 1998: 214, Goldring’s
boys’ boarding school, Petworth, 1783). Few advertised that their schools taught
composition. The dozen or so epistolatory manuals I have examined contain
letters which are all far above the lexical, grammatical and syntactic skills of a
child from a labouring family, who attended school for three to four years.
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Of course syllabuses begin with simple material. But the literacy syllabuses of
the seventeen and eighteen hundreds, when combined with the teaching methods,
made it difficult for children of the lower orders to become fully functionally
literate. First, ‘simple’ was so defined thata child who began to learn to write often
spent years jingling monosyllables. Second, when it began two-syllable jingles,
it saw them printed as monosyllables before it saw them as whole words. Third,
because such syllabuses taught ‘words familiar to children’ (Murray), almost
all a child’s early experience of literacy was of Anglo-Saxon, or of old Norman
French words. Fourth, a pupil learnt few of the newer ‘Inkhorn’ Latinate words,
ability to use which was a mark of full letteracy and of membership of the upper
orders. Fifth, few spelling-books had glossaries, which defined the Latinates,
and few exemplified their use in the reading lessons. Sixth, the content of the
religious reading lessons was rarely such as would appeal to a child. Finally, the
often child-centred content of the secular lessons was of little use in adulthood
to pupils who left school by their early teens at the latest.

No matter, therefore, what educational theorists in the seventeen and eighteen
hundreds said about the aims of literacy syllabuses, and no matter, either, that
some wanted to improve the schooling of the lower orders, literacy syllabuses
were so structured that a child of such parents could finish three years in school
and still have a productive vocabulary scarcely larger than it started with. With-
out definitions and contextualization, reading the tables was little more than (to
put it crudely) ‘barking at print’. The child had had almost no training in pro-
ducing scripts for a practical purpose, such as letters and bills, and none in free
composition (Fairman 2005).

6 Spelling surnames

Words whose conventional spelling a writer did not know are the best sites for
deducing lexical knowledge and assumptions. In practice, this means most words
that minimal-letterates wrote, and many words that slightly better ones did too.
But not even a writer of fully schooled English knew the conventional spelling
for some surnames because there was none. Some spelling-books listed biblical
family and place names and the names of British counties and large towns, but I
have seen no lists of British surnames.

There were four occasions when clergymen had to record a parishioner’s name
in the parish registers — baptism, banns and marriage (most of them) and burial.
Baptisms and marriages are usually more worth studying for linguistic purposes
because we are less sure who spoke the surname at banns and burials.

If the surname speech event reminded the clergyman of a common English
word — Best, Brown, Carpenter, Farmer, Fisher, Kitchen and so on — he had no
problem. But some surname speech events suggested no single written version.
If the speaker was letterate, they could spell their surname for the clergyman.
But often (as, for example, /'etkos/, which we shall study later) clergymen had
to record the surnames of illetterate — or rather (to characterize them positively)
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orate — parishioners: language for them was only sound, so they could not do
what we do these days: spell, or pronounce the spelling. If asked to speak more
clearly, the orate speaker had no idea what the writer’s problems were, so they
might shout or drawl their surname, thus uttering variants, which would confuse
the clergyman still further. These events caused many spellings, depending on
(1) the speaker and the event; (2) the writer’s ability to recall English words and
orthographic systems; (3) their assumptions about unschooled speech (dialect).
In the west today we rarely face this problem. But something similar happensif we
hear a foreign place-name and want to look it up in an atlas index: /xaba'rone/,
for example.'” Phonologically aware researchers can scan a register and spot a
surname entry which suggests events worth further study.'” Surname events
spoken by illetterate speakers are what I focus on in this section.

To distinguish orate speakers from letterate ones when someone else has to
write their surnames, I call the former name-holders and the latter name-owners.
Writers can rename name-holders, but name-owners control their surnames.
There are, for example, now only Jenners in Kent (see Mary Cramp) and some
families accepted unconventional spellings — ‘Carpinter, Kitchin’ and ‘Mayger’
are all in my local phone directory.

Contrary to what we might expect of men trained to use the same spelling for
the same word, when a clergyman registered the surnames of his orate parish-
ioners, he did not always copy the spelling the previous clergyman used, nor did
he always use the same spelling in his own entries for the same family, nor even
for the same person.

So, clergymen sometimes entered spellings for a name-holding family which
readers might think have no connection with each other. To account for the pos-
sibility that different spellings can refer to the same person or family, genealogical
reference sources — The International Genealogical Index, for example — group
them in what I call a surname cluster. Some spellings are in a cluster for a genealog-
ical reason — because someone has established that they have been entered for
the same person or family. Others are there for phonological or orthographic
reasons. For example, I include Youens in my Ewens cluster. Clergymen did not
enter this spelling for the families I have studied in the west Kent parishes of
Brenchley and Pembury, but I have noticed they did elsewhere together with the
same spellings as for the families in my study. I label each cluster with the spelling
that occurs first when they are ordered alphabetically.

We cannot know now, of course, what a name-holder said when uttering their
surname, especially as they may have produced variants. However, after making
two assumptions and taking three factors into consideration, I suggest one, or
sometimes two ‘very likely speech events’ for each cluster, of whose consonantal
values and vowel quantities I can be fairly sure, though I am less sure of vowel
qualities.

My first assumption is that a writer of scripts fully or extensively schooled
for that period was used to writing graphs representing phonemes they did not
hear, because English spelling conventions force everyone to do this. My second
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assumption is that a clergyman was not likely not to spell a phoneme he did
hear, especially when he was registering surnames in fulfilment of the law and
in the house of God. A complicating factor is that many clergymen took charge
of parishes far from their home areas, where they were not at first familiar with
their parishioners’ accents.

The three factors I take into consideration are: (1) the orate name-holder’s
probable accent; (2) the writer’s assumptions about the speaker and their
community; (3) the writer’s use of English orthographic systems. I look first
at clergymen’s spelling. The clergymen studied here were all members of
the Church of England and had studied Latin and Greek in Oxford or
Cambridge Universities. They could, therefore, produce fully schooled English
scripts.

My Ewens cluster — Ewens, Ewings, Ewins, Hewens, Hewings, Huings, Uings,
Ulins, Youens — suggests /'julonz / or 'julinz / as very likely speech events,
because clergymen would not have written Ewens if name-holders had always
aspirated before the initial vowel and velarised the nasal consonant. A further
fundamental schooled assumption was expressed by Samuel Johnson in the gram-
mar which he attached to his Dictionary in 1755: ‘For pronunciation the best
general rule is, to consider those as the most elegant speakers who deviate least
from the written words’. In his preface he judged unschooled speech by the same
assumption, ‘we now observe those who cannot read to catch sounds imperfectly,
and utter them negligently’. If we apply Johnson’s assumption to the Ewens
cluster, then a clergyman — in Brenchley between 1807 and 1843 it was Andrews
Kersteman and then Robert LLeman — had three choices: he could (1) waive the
principle of the dominance of orthography, assume that the illetterate name-
holder really did know his own surname and register him as Ewens (both
clergymen); (2) make the entry look more unconventional by waiving conven-
tional orthographic systems too and entering Uings (I.eman) — there are no prece-
dents in English spelling for initial <ui->;(3) assume that the name-holder spoke
negligently — as in “ewers of wood’ (Deut. 29.11) — and register them as Hewens
(both) or Hewings (Leman)."*

The assumption that orthography determined elegant (schooled) pronuncia-
tion persisted well into the 1800s. John Walker, for example, in the preface to his
influential A Critical Pronouncing Dictionary (1791, in print till 1873) disagreed
with Johnson’s fundamental assumption only in two details: (1) ‘unaccented
vowels, for want of the stress, are apt to slide into an obscurity of sound’; (2)
‘Dr. Johnson’s general rule (. . .) can only take place where the custom has not
plainly decided’ —i.e. where the custom of ‘respectable speakers’ has not plainly
decided, as in the case, for example, of Walker’s own surname, in which the <l>
is not pronounced. Walker did not reject the assumption itself. Since, therefore,
members of the lower orders — especially those who were illetterate — were not
respectable, members of the upper orders did not take their pronunciations as
determinants of schooled spelling. In the following case study of the Accock clus-
ter in south west Kent I demonstrate that clergymen applied this assumption to
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surnames even though this implied that orate name-holders did not know their
own name.

Some time before 1785 an illetterate family moved from the parish of Pem-
bury to an adjacent parish, Brenchley, where nobody with that surname had
lived till then. All keepers of the Brenchley parish books, religious and secu-
lar, recorded the surname of this family with entries that ended in <t>: Acot,
Accott, Aycut — Accott being the curate Andrews Kersteman’s preferred entry.
On 20 October 1815 he married Daniel Accott and Ann Eaton, who made their
marks in the register. But for the birth of their first child on 5 September 1816
he entered Accock alias Alcock. Daniel & Ann. Labourer, and then added round
three margins of the parish baptism register:

This name has been spelt by me heretofore thus (Accott) owing to the
ignorance of the Parents who cd not read or write. I have reason to think
that the name ought to be written Alcock, as the Family were so called
when they lived in Pembury Parish, & I believe registered so by the late
Vicar of Pembury, Mr Whitaker. A. Kersteman. "’

Whitaker had indeed so registered the family in Pembury. But since the Brenchley
writers had no elegant speakers’ custom to prescribe their spelling and there is no
obvious reason why they should prefer the morpheme <cot> to <cock>,'" they
followed a secondary principle and spelt what they thought they heard. Every
clergyman and layman spelt the surname with no <I> in the first syllable and
with a final <t>. The explanation for these early Brenchley entries must be that
the name-holders said nothing in the first syllable which reminded the Brenchley
writers of the word <all>. Indeed, one of them makes it plain what he did hear
by starting Ay-. In the second syllable the name-holders used a final glottal stop,
which had not then been identified as an articulatory feature and was probably
part of what Johnson meant by ‘utter negligently’.

However, in Kersteman’s mind recording exactly what orate name-holders
said was not the dominant principle. As soon as he learnt how another clergyman
had recorded the speech events in their place of origin, he copied their spelling.
By ‘ignorance’ Kersteman seems to have thought that name-holders pronounced
their own surnames negligently because they were ignorant (negligent) of the
elegant (determined by orthography) pronunciation.

But in Pembury A/cock was itself the result of the principle of schooled orthog-
raphy dominating unschooled speech, but here the principle was realised in a
different way. From as far back as the earliest (1638) legible entry in Pembury
registers clergymen had not spelt the speech events with an <I> in the first syl-
lable. Two entries begin <Au-> (1638 and 1663) and all the others begin either
<Ak-> (1 occurrence) or <Ac-> (19 occurrences). The first entry with <> is
in 1736, one year after a clergyman took charge of the parish who spelt his own
surname with an <l>: Thomas Elcock. Elcock’s preferred entry was ‘Alcock’,
which was copied by the next clergyman — John Whitaker.'”
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So far I have looked at surnames written by writers who seem to have known
all or most English orthographic systems. I now include less letterate writers in
a study of how another surname, which cannot be modelled on a common word,
was written. From this I can point to another factor which helped determine how
writers spelt surnames — the amount of knowledge of orthographic systems. To
show how this factor worked, I look at how writers between 1629 and 1832 in the
parishes of Bredgar, Milton Regis, Ospringe, Selling and Sheldwich in central
north Kent dealt with the Accost cluster: Accost, Accust, Acers, Ackhurst, Ackost,
Acorst, Acres, Acust, Aikkers, Akars, Akehurst, Akers, Akhurst, Akres, Akurst, Akus,
Aukhurst.

One likely speech event — /'e1kas/ — was a problem for any writer who tried
to spell what they heard: grammar does not permit an adjectival affix (‘Acous’)
for a proper noun, nor do English orthographic systems permit 4kus, although,
as we saw, the earliest stages of some spelling-books appeared to sanction it and,
perhaps as a result, it was, in fact, written in what looks like skilled handwriting.'®

I have not found another possibility — ‘A(y)cuss’ or ‘A(y)cass’ — probably
because even those who wrote minimally schooled English realised that by ortho-
graphic convention a final <-ss> puts unwanted stress on the second syllable,
and because the shifted stress and spelling suggest an (even in those tolerant days)
unsuitable name: ‘a curse’. There is plenty of evidence in spellings in ‘dialect’
literature that some vowel phonemes were short in the local accent (south east of
London) — koss, puss, cuss for ‘horse, purse, curse’.

One solution, which involves perceiving the final /s/ as the voiced plural
morpheme, occurred to some writers — Acers, Ackers, Acres, Akers. But most
seem to have perceived the final sibilant as voiceless, so they still had a problem,
which they solved by spelling unphonographically.

The simplest solution occurred mostly to less letterate writers — add <t> at
the end, as Milton Regis shoemakers for the most part did: Accost, Accust, Ackost.
But a third, morphographic solution (-hurst) demands more of a speller. The
graphs in this morpheme represent four phonemes /h/, /31/,/s/ and /t/, only
one of which— /s/ —the writer heard. Furthermore, the syllabication is different,
not /'etkas/ but /'erk'haist/. This was the entry of Milton Regis clergy, with
shoemakers occasionally joining in.

The Accost cluster is found during roughly the same period in Selling a few
miles east. Here the surely no less letterate clergy wavered between Akars, Acust,
Acers, Acres and Akers. In 1813 Matthias Rutton married Thomas and Mary Acust
and baptised their first son Thomas Acust,although in previous years in Sheldwich,
an adjacent parish, where he also officiated, he had baptised and buried children
of the letterate name-owners, James and Mary Akhurst. But in the next entry for
the same Selling family the next clergyman, James Halke, first baptised two more
children, Benjamin (1816) and Isaac (1818) as Acres, and then in one disastrous
year (1821) baptised Charlotte, then buried all the children and their mother and
finally remarried the father, all as AkAurst. In eight years, therefore, two clergymen
had renamed the father from Acust to Acres to Akhurst."” The orate name-holder,
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Thomas Acust-Acres-Akhurst, probably did vary his surname allophonically, but
he is not likely to have made the phonemic changes which made Halke change his
spelling so that readers might assume that the three entries were the surnames of
different persons and not variants of the same person’s surname. The stimulus
for change must have come mostly from Halke’s own assumptions and his fully
letterate knowledge of the possibilities in conventional English orthography.

Ability to perceive a morpheme in speech and to spell it, whether convention-
ally or unconventionally, grows with schooling. It is impossible to be absolutely
sure about this because four linguistic levels are involved — handwriting, spelling,
grammar, lexis — and writers may be good on one level but weak on another.
Nevertheless, writers who are bad at morphographic writing tend to be bad on
other levels of letteracy too. An example of this is shown in plate II.

Plate II shows one of seven surviving bills which John Goatham made out
for shoemaking in Bredgar, Kent (1799—-1803). Although he perceived the mor-
phemes in his trade terms and in his own surname (others spelt it Gothem), he did
not perceive any in his customers’ surnames. Below [ transliterate all Goatham’s
words and translate a few, where necessary:

(5) parrish bill d* (debror) to John Goatham
Novem" 21 1800
William hyuse (Hughes) 3 pesses (pieces)
24 William hyuse 2 underlays 2 pesses in the hel (%eel)
26 Robberd (Robert) Frid (sic, or Freed) one Shou Sold (shoe
soled) 3
Decemr 20 William hyuse 2 peses|pesses
Jannury 14 1801 Robberd Frid apr (@ pair) of new high Shous
febry 21 Mary Maddus (Medhurst) apr of new Loo (Low) Shous
25 William hyuse apr of new high Shous
March 28 Jeames (Fames) Maddus apr of new high Shous
28 thomas Cary apr of new high Shous
aprill 1 William hyuse apr hild (heeled) new Wiltted (welted)
Aprll 15 paid John Goatham
1811 (1801)*

Goatham’s spelling is not Kentish, nor idiosyncratic. It is typical of a partly
letterate writer and follows the first (phonographic) rule found in all spelling-
books. Thomas Dilworth’s spelling-book (1751, still in use after 1800) was just
one of several examples in which a spelling-book writer set down the rationale
underlying the drilling of two- and three-graph combinations in the early lessons:
‘Monosyllables not only make the greatest Part of our Tongue, but are the sub-
stantial Parts of all Words of more than one Syllable’ (Preface: vi). Fifty years
later Murray put it another way in the passage I quoted above (see section 5).
They all believed drilling monosyllables was the foundation for their pupils’ lit-
eracy. Goatham has two graph combinations (Hyu and dus, and -le in Camselle for
‘Kemsley’ in another bill) which show that his feeling for which graphs cannot
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by convention go together in certain contexts was incomplete. But they did go
together in the first pages of the spelling-books, including in Lindley Murray’s.

7 Spelling other orthographic units

In one respect writing surnames was easy. All writers of whatever degree of
letteracy knew that however many syllables a surname had, it was a single ortho-
graphic unit (rare double-barrelled surnames excepted) although less letterate
writers did not always capitalise the first graph.

But with other classes of word it was different. Speakers do not usually mark
the boundaries of common words as clearly as they do those of surnames. Fur-
thermore, when textbook writers introduced polysyllabic words, they did not
print them as units. We must also bear in mind that, although, depending on
the area, between 28 and 76 per cent of the population in the early 1800s were
signature-letterate, most of these lived in what was largely an orate culture. In
1838 Frederick Liardet, for example, inspected about 350 households in three
north Kent parishes and noted books (87 per cent of them ‘religious’) in only
26.8 per cent (94) of them.

Despite all this, the untrained teachers produced almost the desired result at
least as far as writing orthographic units is concerned. In my corpus less than 10
per cent of all the orthographic units that the less letterate wrote are not words.
In this small percentage of certainly deliberate, unconventionally spaced ortho-
graphic units are some idiosyncrasies, some writos, and some Latinate words
which writers could not reproduce conventionally — malaprops as they are dis-
missively called. But some of the rest exemplify a structure which suggests what
these partly letterate handwriters seem to have assumed to be a characteristic of
the English word, i.e. first-syllable stress. It is therefore of interest to investigate
how they represented words where the stress falls later than the first syllable;
these words are chiefly Latinate in origin.

This structure is found all over England typically in minimally letterate
scripts — some examples are in more letterate ones too. It is exemplified in three
unschooled ways in which the least letterate writers could spell Latinate words
with a weak first syllable:

* excision of the first syllable: 7ack of feever ([attack of fever] Berkshire (just
west of London)); prantis and other spellings ([apprentice] passim); pologise,
the torney ([apologise, attorney| Cornwall, far south west); nockalashun, tenden,
shuar ans, sistants, Grement, Plobbel ([inoculation, attending, assurance, assis-
tance, agreement, deplorable] Kent); skord ([assured] Buckinghamshire, just
north west of London); straining ([destraining] passim); cess, sess ([assess], used
by spellers of all degrees of schooledness, passim); wesery ([advisory] Yorkshire,
north east); form ([perform]| Durham, north east); sponcable ([responsible]
Somerset, south west); an old Stablish Fun ([an old established fund], Suffolk
(East Anglia)) — sometimes the excised syllable re-appears as an article, as in
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put him as a prentice to [me ([engage him to me as an apprentice] Cheshire
(north west Midlands)).

¢ detachment of the first syllable (aphesis): in form, a prentice ([inform,
apprentice]| passim); a Gree, a Grid ([agree, agreed] passim); Con Clude,
de stress ([conclude, distress] Cambridgeshire, Fast Midlands); a quint
([acquaint] Cornwall); so fistient ([sufficient] Dorset), a Counts, a Bay
([accounts, obey]| Kent); a plin ([applying]| Yorkshire); de [termnt De termi-
nashon ([determination]| Herefordshire, West Midlands); in Clind ([inclined],
Staffordshire (North Midlands)). Unstressed first syllables are also detached
from non-Latinate words: @ nother ([another] Berkshire); @ Nuf ([enough]
passim in several spellings).

¢ conflation of the firstand second syllables: St:fffitrck ([ certificate] Dorset);
prish ([parish] Cambridgeshire); cracter ([character] Yorkshire); drict, druck,
and several other spellings ([direct = send to] passim); preashener ([parishioner]
Herefordshire).

Two examples in these lists are especially relevant to the point I am discussing.

First, in 1821, William Wall, Jerneyman Taylor in Hampshire (south-central),
about 130 miles (210 km) from his home parish in Herefordshire, set out his
letter as such writers occasionally did, as a formal petition, ambitiously aiming
at schooled syntactic structures and Latinate lexis, an aim which he did not have
the ability to carry out successfully: To the oversears of the parish of stocke to Wich
[your Humble petitoener and parioshener [W" Wall [@] Dose Be Long (. . .) .>' Wall
wrote nineteen words beginning with a weak syllable. Among these he wrote eight
conventionally, detached the first syllable from ten others, and, having — perhaps —
given parioshener the conventional number of syllables at the beginning of his
letter, did what such writers often did — spelt it differently elsewhere, conflating
the first two syllables: preashener. He started writing ‘determination’ but it did
not fit on the line so he continued on the next. But before he had finished, he
crossed out what he had written on the second line and began the word again but
divided it so that he did not begin a unit with a weak syllable:

(6) de [termint De terminashon.

Second, J. Headlam, (Jex” th 3-1834) seems to have been copying from an official
document — [ have [A abstract of the Pensioners Act by me. But still he wrote

(7) form for ‘perform’.*?

The lexeme with a weak first syllable which they most often spelt unconvention-
ally is ‘direct’, which occurs in various conflated spellings in nearly 12 per cent
(17) of all its instances (142) in my corpus and which is unlikely to have been part
of their productive spoken wordstock. ‘Inform’ is another such lexeme, whose
syllables they separated in about 6.9 per cent (14) of all instances (204).

Aphesis is just one aspect of the larger process which I have described and
which needs explaining. One contributing factor may be that the writers had
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seen syllables separated in their schoolbooks, and psycho-dynamic causes are
also possible. But if we look at the productive wordstock of those who had not
received much schooling and must, therefore, have used the same vocabulary in
writing as they did in speech, we can see a similarity between this structure and
the type of vocabulary they used most often, in most of which the stress is on the
first syllable.

From my corpus I have chosen six letters, handwritten in minimally and partly
schooled English in different parts of England by

i.  Augustin(e) Morgan, Dorset
ii. Benjamin Brooker, Essex
iii.  Richard Jones, Herefordshire
iv. Stephen Wiles, Kent
v. one of the many writers for Luke Bratt, Kent
vi. Susannah Wyld, Westmorland (north west).”*

To match these partly schooled letters I have chosen six written in extensively
and fully schooled English by

vii. Lady Mary Armytage, a friendly handwritten letter to her future daughter-
in-law
viii. John Best, schoolboy, a handwritten model letter from some epistolatory
manual
ix. Samuel Taylor Coleridge, the opening of a letter on autobiographical and
linguistic matters to H. J. Rose (now in print)

x. Samuel Johnson’s famous letter to Lord Chesterfield (now in print), telling
him he had been useless as a sponsor and was not needed now the dictionary
was in print

xi. James Kay-Shuttleworth (the pioneer of universal schooling in England),
a printed letter of dedication to Rev. Thomas Chalmers, D. D.

xii.  William Lushington to his father-in-law, General Lord George Harris,
asking for a loan of money for a female friend.”

Since most grammatical words are Anglo-Saxon and are used alike in fully and
minimally schooled English, I have not counted them. Table 2.1 contains the
figures for the tokens of Anglo-Saxon and Latinate content words, which the
twelve writers used, with Inkhorns included in the Latinates and then totalled
separately. Table 2.2 contains the figures for the types.

The tables show that scripts which are partly schooled grammatically or syn-
tactically had fewer Latinate words than did extensively schooled scripts, and
that the partly letterate writers used their content lexemes more often than fully
letterate writers did theirs. There are three reasons for this; first, writers were,
and still are, exhorted not to use the same content word too often. Second, partly
letterate writers often gave their information a ringform structure, as for exam-
ple, James Lock, cordwainer, wrote from Oxford (south Midlands) to his parish
in Gloucestershire (south west Midlands):



78 Tony Fairman

Table 2.1. Tokens: Anglo-Saxon vs Latinate.

Tokens Partly schooled  Extensively schooled
All tokens 1,360 1,413
All content tokens 446 516
Anglo-Saxon content 333 188
% of content tokens 74.7 36.4
Latinate content 113 328
% of content tokens 25.3 63.6
in which is included Inkhorn content 1 59
% of content tokens 0.2 11.4

Table 2.2. Types: Anglo-Saxon vs Latinate.

Types Partly Schooled  Extensively Schooled
All content types 177 391
Anglo-Saxon content 110 120
% of all types 62.2 31.7
Latinate content 67 271
% of all types 37.8 69.3
in which is included Inkhorn content 1 57
% of content types 0.6 14.6
Type/Token ratio 1:2.5 1:1.3

(8) and she A dead [cripple, so that she cannot be mov’d [5 lines later]| and cannot
[be mov’d, on account of her affliction.”

Third, whereas fully letterate writers used different Latinate verbs to express
different meanings, partly letterate writers combined the same Anglo-Saxon verb
with prepositions and prepositional adverbs (phrasal verbs), as in: ‘get’ + ‘by,
into, off, over, round, to, up’ and ‘put’ 4 ‘at, about, forward, in mind, off, on,
out, to, up with, upon’.

In fact, the gap between the Anglo-Saxon and Latinate wordstocks of the
two classes of writer is even more striking if one looks more closely at their
Latinate words. In my classification, the term ‘Latinate’ includes any word from
a Romance language, regardless of when it entered the English language. Some
Latinates had entered the language via French with the Normans some seven
hundred years earlier, if not before. By the early 1800s many of them, especially
those of one or two syllables, had long been part of the productive wordstock
of all users of English. But from the time of Sir Thomas Elyot in 1531 writers
of schooled English began to use hundreds of neologisms from languages such
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as Latin and French. These imports I refer to as ‘Inkhorns’, the term used by
those who disapproved of them at the time. The classification, ‘Latinate’ and
‘Inkhorn’, therefore, depends on the period during which each relevant word
entered English, as evidenced by, for instance, the Oxford English Dictionary and
the Oxford Dictionary of English Etymology. From the two tables it is clear that
Inkhorns were not part of the productive vocabulary of most users of English.?

We can find further evidence of how unfamiliar Latinate lexis was to some less
than fully letterate writers, and of their oral/aural (not literal) perception of the
English language in one particular phrase — ‘take it into consideration’.

All parishes dealt with applications for relief similarly. The overseer could
grant the application on his own authority, but, usually he laid the letter before
the monthly meeting of the parish council (called ‘the vestry’ because that was
where it often took place), who took it into consideration and paid relief — or
not, as the case may be. A member of the lower orders, especially if they lived
outside their home parish, had probably never attended a vestry to plead their
case before the gentlemen, and so had no precise idea of what happened. But they
heard other speakers say something in their unschooled local accents, which we
write as ‘take it into consideration’. But they wrote:

(9) raket in Considarchen
(one of John Arger’s writers)

(10) tacket in to considdertion
(Rich? Garlick)

(11) take it into Consideration my case
(E™ Heap)

(12) Sir be so kind as take it into consideration [As I ham very ill
(Ellen Marks)

(13) Take it into Consither rasion.
(Jhon Ashby)?’

Sometimes the writer listed several things for the vestry to consider and immedi-
ately summed them up in the singular pronoun #, or they used it in the opening
statement of the letter, with no preceding or following complement for it to refer
to, as Ellen Marks did above. In the minds of some minimally letterate writers
‘take it into consideration’ was a formula, whose constituent parts they could not
analyse conventionally, and whose precise meaning they were unclear about. The
following writers, for example, had not figured out the schooled meaning of the
verb consider:

(14) if you [will ave the goodness to Conceder mee [somtheng to wards Clothing my
small [famely
(arrot (= Harriet) Rayner)

(15) you may considar [your self 7 Childer & 6 of them very smal ones
(Rich! Garlick)
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(16) gentelmen if you will [but consider me it and send [me a triful
(Mary Jane Stears).”®

Latinate words were transparent to readers who had learnt Latin. They might,
for example, remember that ‘postpone’ came from the Latin ponere (‘place’) and
post (‘after’), or that ‘distract’ came from the Latin trahere, tractum (‘pull’) and dis
(‘asunder, aside’). By comparison the Anglo-Saxon put off is opaque. Moreover,
like so many Anglo-Saxon phrasal verbs, it has two meanings: ‘postpone’ and
‘distract’. Such Anglo-Saxon opacity and ambiguity are what textbook writers
had in mind when they instructed pupils how to write with ‘accuracy and per-
spicuity’, and the